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Preface

This volume is part of the five-volume proceedings of the 19th International
Conference on Neural Information Processing (ICONIP 2012), which was held
in Doha, Qatar, during November 12–15, 2012. ICONIP is the annual conference
of the Asia Pacific Neural Network Assembly (APNNA). This series of confer-
ences has been held annually since 1994 and has become one of the premier
international conferences in the areas of neural networks.

Over the past few decades, the neural information processing community has
witnessed tremendous efforts and developments from all aspects of neural infor-
mation processing research. These include theoretical foundations, architectures
and network organizations, modeling and simulation, empirical study, as well
as a wide range of applications across different domains. Recent developments
in science and technology, including neuroscience, computer science, cognitive
science, nano-technologies, and engineering design, among others, have provided
significant new understandings and technological solutions to move neural in-
formation processing research toward the development of complex, large-scale,
and networked brain-like intelligent systems. This long-term goal can only be
achieved with continuous efforts from the community to seriously investigate
different issues of the neural information processing and related fields. To this
end, ICONIP 2012 provided a powerful platform for the community to share their
latest research results, to discuss critical future research directions, to stimulate
innovative research ideas, as well as to facilitate multidisciplinary collaborations
worldwide.

ICONIP 2012 received tremendous submissions authored by scholars coming
from 60 countries and regions across six continents. Based on a rigorous peer-
review process, where each submission was evaluated by at least two reviewers,
about 400 high-quality papers were selected for publication in the prestigious se-
ries of Lecture Notes in Computer Science. These papers cover all major topics
of theoretical research, empirical study, and applications of neural information
processing research. In addition to the contributed papers, the ICONIP 2012
technical program included 14 keynote and plenary speeches by Majid Ahmadi
(University of Windsor, Canada), Shun-ichi Amari (RIKEN Brain Science In-
stitute, Japan), Guanrong Chen (City University of Hong Kong, Hong Kong),
Leon Chua (University of California at Berkeley, USA), Robert Desimone (Mas-
sachusetts Institute of Technology, USA), Stephen Grossberg (Boston University,
USA), Michael I. Jordan (University of California at Berkeley, USA), Nikola
Kasabov (Auckland University of Technology, New Zealand), Juergen Kurths
(University of Potsdam, Germany), Erkki Oja (Aalto University, Finland), Mar-
ios M. Polycarpou (University of Cyprus, Cyprus), Leszek Rutkowski (Technical
University of Czestochowa, Poland), Ron Sun (Rensselaer Polytechnic Institute,
USA), and Jun Wang (Chinese University of Hong Kong, Hong Kong). The
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ICONIP technical program included two panels. One was on “Challenges and
Promises in Computational Intelligence” with panelists: Shun-ichi Amari, Leon
Chua, Robert Desimone, Stephen Grossberg and Michael I. Jordan; the other
one was on “How to Write Better Technical Papers for International Journals in
Computational Intelligence” with panelists: Derong Liu (University of Illinois of
Chicago, USA), Michel Verleysen (Université catholique de Louvain, Belgium),
Deliang Wang (Ohio State University, USA), and Xin Yao (University of Birm-
ingham, UK). The ICONIP 2012 technical program was enriched by 16 special
sessions and “The 5th International Workshop on Data Mining and Cybersecu-
rity.” We highly appreciate all the organizers of special sessions and workshop
for their tremendous efforts and strong support.

Our conference would not have been successful without the generous pa-
tronage of our sponsors. We are most grateful to our platinum sponsor: United
Development Company PSC (UDC); gold sponsors: Qatar Petrochemical Com-
pany, ExxonMobil and Qatar Petroleum; organizers/sponsors: Texas A&M Uni-
versity at Qatar and Asia Pacific Neural Network Assembly. We would also like
to express our sincere thanks to the IEEE Computational Intelligence Society,
International Neural Network Society, European Neural Network Society, and
Japanese Neural Network Society for technical sponsorship.

We would also like to sincerely thank Honorary Conference Chair Mark Wei-
chold, Honorary Chair of the Advisory Committee Shun-ichi Amari, the members
of the Advisory Committee, the APNNA Governing Board and past presidents
for their guidance, the Organizing Chairs Rudolph Lorentz and Khalid Qaraqe,
the members of the Organizing Committee, Special Sessions Chairs, Publication
Committee and Publicity Chairs, for all their great efforts and time in organiz-
ing such an event. We would also like to take this opportunity to express our
deepest gratitude to the members of the Program Committee and all reviewers
for their professional review of the papers. Their expertise guaranteed the high
quality of the technical program of the ICONIP 2012!

We would like to express our special thanks to Web manager Wenwen Shen
for her tremendous efforts in maintaining the conference website, the publica-
tion team including Gang Bao, Huanqiong Chen, Ling Chen, Dai Yu, Xing He,
Junjian Huang, Chaobei Li, Cheng Lian, Jiangtao Qi, Wenwen Shen, Shiping
Wen, Ailong Wu, Jian Xiao, Wei Yao, and Wei Zhang for spending much time
to check the accepted papers, and the logistics team including Hala El-Dakak,
Rob Hinton, Geeta Megchiani, Carol Nader, and Susan Rozario for their strong
support in many aspects of the local logistics.

Furthermore, we would also like to thank Springer for publishing the pro-
ceedings in the prestigious series of Lecture Notes in Computer Science. We
would, moreover, like to express our heartfelt appreciation to the keynote, ple-
nary, panel, and invited speakers for their vision and discussions on the latest
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research developments in the field as well as critical future research directions,
opportunities, and challenges. Finally, we would like to thank all the speakers,
authors, and participants for their great contribution and support that made
ICONIP 2012 a huge success.

November 2012 Tingwen Huang
Zhigang Zeng
Chuandong Li

Chi Sing Leung
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Fabŕızia Medeiros de S. Matos and
Renata Maria Cardoso R. de Souza

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 699



Neural Network Learning

for Blind Source Separation with Application
in Dam Safety Monitoring

Theodor Dan Popescu

National Institute for Research and Development in Informatics,
8-10 Averescu Avenue, 011455 Bucharest, Romania

pope@ici.ro

http://www.ici.ro/ici/homepage/thpopescu.html

Abstract. Usually, dam monitoring systems are based on both bound-
ary conditions (temperature, rainfall, water level, etc.) and structural
responses. Statistical analysis tools are widely used to determine even-
tual unwanted behaviors. The main drawback of this approach is that
the structural response quantities are related to the external loads using
analytical functions, whose parameters do not have physical meaning.
In this paper a new approach to solve this problem, based on a neural
network learning rule for Blind Source Separation (BSS), to find out the
contributions of the dam external loads is presented and applied in a
case study for a concrete dam.

Keywords: Blind Source Separation, Neural network learning, Dam
safety monitoring, Case study.

1 Introduction

Usually, dam monitoring systems are based on both boundary conditions (tem-
perature, rainfall, water level, etc.) and structural responses (i.e. displacements,
rotations, pore pressures, etc.). Statistical analysis tools are widely used to com-
pare the current response of the dam with a whole set of recorded data, in order to
determine an eventual unwanted behavior. The main drawback of this approach
is that the structural response quantities are related to the external loads using
analytical functions, whose parameters do not have physical meaning. Another
option consists in using the structural identification technique, based on finite
element models of the structure, that can be adopted to obtain an estimate of
true physical parameters.

De Sortis and Paoliani, [1], discuss and compare two different procedures:
a statistical approach and a structural identification technique. In [2], Leger
and Leclerc present frequency domain solution procedures to develop the HTT
(hydrostatic, temperature, time) statistical model to interpret concrete dams-
recorded pendulum displacements. The diagnostic analysis of concrete dams
based on seasonal hydrostatic loading is examined in [3] by Ardito, Maier and

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 1–8, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Massalongo. An integrated system, decisional support based on multisensorial
information fusion provided by supervisor sensors from dams and hydropower
plans, related to meteorological and geophysical factors, is presented by Calarasu
and colleagues in [4].

The approach presented in this paper is a new one and makes use of Blind
Source Separation (BSS) , [5], to find out the contributions due to the external
loads: air temperature and hydrostatic pressure, to structure deformation and
to identify irreversible component in structural response, based on a neural net-
work learning rule. The key objective of BSS is to retrieve the source signals
without resorting to any a priori information about the source signals and the
transmission channel.

2 Dam Displacements Monitoring

Usually, the analysis of the dams behavior deals with few and reliable measures,
such as air mean daily temperature (T ), reservoir water level (Q), and the dis-
placements of the dam, (D), with respect to the foundation of each buttress.
The last choice was made in order to take into account just the contribution of
the structure deformation to the crest displacement.

�

�

�

T ime

Qj

Tj

H3

H2

H1

DA
j

�DQ
j

DT
j

�
�
��

�
�
��

�Σ
�

Noise

�Dj

Fig. 1. Arch dam physical model

The experience in the field (see [1], [6], etc) gives the values of the displace-
ment, Dj , where j is the time step, measured by pendulum instruments, as the
sum of three terms: the first is due to air temperature change, DT

j , and the

second is related to the hydrostatic pressure, DQ
j ; the third term takes into ac-

count unexpected behavior of the dam, in the following called the irreversible
component, or the trend line, DA

j (see Fig. 1). The expressions for each terms
are given in [1].

Dj = DT
j +DQ

j +DA
j (1)

The irreversible or trend line component, DA
j , corresponds to the evolution in

time of the dam behavior. It can be amortized (strengthened) or amplified (de-

teriorated). The reversible component, DQ
j , corresponds to the hydrostatic pres-

sure effect of the reservoir water level, while the reversible component, DT
j ,

depends on the distribution of temperatures and precipitations.
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The objective of the dams monitoring, by BSS, is to separate the external
loads of the dam: air temperature and hydrostatic pressure, and the time effect
on the dam, or the componentsDT

j ,DjQ,DA
j , mentioned above, without a priori

knowledge of the generator phenomena or of the propagation environment, and
by using only the raw displacement measures of the dam.

3 Blind Source Separation

3.1 Problem Formulation

BSS deals with the problem of recovering multiple independent sources from their
mixtures. BSS is closely related to the Independent Component Analysis (ICA),
[5]. ICA is one method, perhaps the most widely used, for performing BSS. BSS
has become a mature field of research with many technological applications.

The simple model for BSS assumes the existence of n independent signals
s1(t), . . . ,sn(t) and the observation of as many mixtures x1(t), . . . , xn(t), these
mixtures being linear and instantaneous, i.e.

xi(t) =

n∑
j=1

aijsj(t) (2)

for each i = 1, . . . , n. This is compactly represented by the mixing equation

A W

⎡
⎢⎣
s1
...
sn

⎤
⎥⎦ = s ŝ =

⎡
⎢⎣
ŝ1
...
ŝn

⎤
⎥⎦x� � �

Fig. 2. Mixing and separating. Unobserved variables: s; observations: x; estimated
source components: ŝ

x(t) = As(t) (3)

where s(t) = [s1(t), . . . , sn(t)]
T is an n × 1 column vector collecting the source

signals, while vector x(t) collects the n observed signals and the square n × n
”mixing matrix” A contains the mixture coefficients (see Fig. 2).

In the case of convoluted mixtures the model has the following form:

xi(t) =
n∑

j=1

P∑
τ=0

aijτ sj(t− τ) (4)

for each i = 1, . . . , n, or compactly

x(t) =

P∑
τ=0

A(τ)s(t − τ) (5)

In many applications, it would be more realistic to assume that there is some
noise in the measurements, which would mean adding a noise term in the model:



4 T.D. Popescu

y(t) = As(t) (6)

x(t) = y(t) + n(t)

BSS consists in recovering the source vector s(t) using only the observed data
x(t), the assumption of independence between the entries of the input vector s(t)
and possible some a priori information about the probability distribution of the
inputs. It can be formulated as the computation of an n×n ”separating matrix”
W whose output ŝ(t) is an estimate of the vector s(t) of the source signals, and
has the form:

ŝ(t) = Wx(t) (7)

in the case of an instantaneous mixture and

ŝ(t) =

Q∑
τ=0

W(τ)x(t − τ) (8)

in the case of an convolved mixture.
In our analysis it will be used an instantaneous mixture model of the sources,

which is specific for a dam structure.

3.2 Algorithms

The problem of BSS is reduced to a mathematical optimization problem, for
which a multitude of techniques are reported. The main differences rest on the va-
rieties of cost functions utilized, based on the kurtosis, mutual information, cross
power-spectra, negentropy and log-likelihood. In many cases these approaches
are the result of different formalisms, and can be shown to be mathematically
equivalent, [5].

When the signals are temporal coherent, it is possible to solve BSS prob-
lem using only the second-order statistics. If the signals are temporal white
or have identical normalized spectral densities, without any information on a
priori source distributions, the solution will need higher-order statistics. If the
source signal distributions are known, the problem could be solved by maximum
likelihood method. The following algorithms could be used in the case of in-
stantaneous mixture, for vibration signal analysis: SOBI (Second Order Blind
Identification), which uses second-order statistics, [7], JADE (Joint Approximate
Diagonalization of Eigen-matrices), using 4th order cumulants, [8], and FastICA
(Fixed-Point Algorithm), [9]. In the case of convolutive mixture the algorithm
proposed by Parra and Spence, [10], could be used.

4 Fixed-Point Algorithm

In this section we give the conceptual description of a well-known fast algorithm
for ICA used for blind source separation and feature extraction, [9], to be applied
in dam safety monitoring. A neural network learning rule is transformed in a
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fixed-point iteration, providing an algorithm that is very simple, does not depend
on any user-defined parameters, and is fast to converge to the most accurate
solution allowed by the data.

The idea of the algorithm is to use a very simple, yet highly efficient, fixed-
point iteration scheme for finding the local extrema of the kurtosis of a linear
combination of the observed variables. It is well-known, [11] that finding the local
extrema of kurtosis is equivalent to estimating the non-Gaussian independent
components. Most suggested solutions to the ICA problem use the forth-order
cumulant or kurtosis of the signals.

Assume that we have collected a sample of the sphered (or prewhited) random
vector xw(t), which in the case of blind source separation is a collection of
linear mixtures of independent source signals. The derivation of the fixed-point
algorithm for ICA is given in [9]:

Step 1. Take a random initial vector w(0) of norm 1. Let k = 1.
Step 2. Let w(k) = E{xw(t)(w(k − 1)Txw(t))

3} − 3w(k − 1). The expectation
can be estimated using a large sample of xw(t) vectors.
Step 3. Divide w(k) by its norm.
Step 4. If |w(k)Tw(t− 1)| is not close enough to 1, let k = k+1 şi and go back
to step 2. Otherwise, output the vector w(k).

The final vector w(k) given by the algorithm equals one of the columns of the
(orthogonal) mixing matrix B. In the case of blind source separation, this means
that w(k) separates one of the non-Gaussian source signals in the sense that
w(k)Txw(t), t = 1, 2, . . . equals one of the source signals.

A remarkable property of the algorithm is that a very small number of itera-
tions seems to be enough to obtain the maximal accuracy allowed by the sample
data, due to the cubic convergence of the algorithm.

To estimate n independent components, we run the algorithm n times. To
ensure that we estimate each time a different independent component, we only
need to add a simple orthogonalizing projection inside the loop. Recall that the
columns of the mixing matrix B are orthogonal because of sphering. Thus we
can estimate the independent components one by one by projecting the current
solution w(k) on the space orthogonal to the columns of the mixing matrix B
previous found. Define the matrix B̄ as a matrix whose columns are the previ-
ously found columns of B. The add the projection operation in the beginning of
Step 3:

Step 3. w(k) = w(k)− B̄B̄Tw(k)

and divide w(k) by its norm.
Also the initial random vector should be projected this way before starting

the iterations. To prevent estimation errors in B̄ from deteriorating the estimate
w(k), this projection step can be omitted after the first few iterations: once the
solution w(k) has entered the basin of attraction of one of the fixed points, it
will stay there and converge to that fixed point.
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The algorithm can be used in a semi-adaptive manner, [9], to avoid the storage
of large amounts of data. This can be accomplished by computing the expectation
E{xw(t)(w(k − 1)Txw(t))

3} by an on-line algorithm for N consecutive sample
points, keeping w(k − 1) fixed, and updating the vector w(k) after the average
over all N sample points has been computed.

5 Case Study - External Loads Separation

The objective of this case study was to separate the external loads of the dam:
air temperature and hydrostatic pressure, and the time effect on the dam, or
the components DT

j , DjQ, DA
j , without a priori knowledge of the generator

phenomena or of the propagation environment, and using only the values of the
displacement, Dj , measured by pendulum on x and y axes. The application was
dedicated to Vidraru dam, Romania, for a period of 1200 days, [12]. The data
are measured daily, at 5 different measurement points, for x and y directions.
The evolution of the dam displacements is given in Fig. 3 and Fig. 4.

For these displacements, the ICA algorithm has been used to determine the
3 independent sources, which can be assimilated with the seasonal component
(temperature), Source1, hydrostatic pressure component (reservoir water level),
Source2, and irreversible component, Source3.

The original sources, the real values of the temperature and the reservoir water
level, and the corresponding estimated sources are given in Fig. 5. It can be noted
that there are strong similarities between the estimated sources (seasonal and
hydrostatic components) and original sources (temperature and reservoir water
level).

The blind source separation provided also the instantaneous mixing model
of the sources, so it will be possible to see how the sources are reflected in the

0 200 400 600 800 1000 1200
0

1

2

x68
6 [

mm
]

0 200 400 600 800 1000 1200
−10

−5

0

x69
4 [

mm
]

0 200 400 600 800 1000 1200
−20

−10

0

x71
2 [

mm
]

0 200 400 600 800 1000 1200
−20

0

20

x74
8 [

mm
]

0 200 400 600 800 1000 1200
−20

0

20

Time [days]

x80
2 [

mm
]

Fig. 3. Displacements for x axis at different measurement points
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components DT
j , DjQ, DA

j , and finally in Dj . So, the individual contributions
of the sources in the displacement measurements can be estimated. This means
recovering the responses of the system to every single source, simultaneously,
as if all other sources were switched off. It can be shown that this approach
provides the source contributions with the exact scaling factors, thus solving the
difficulty related in Subsection 3.2. This approach is refers as Blind Component
Separation (BCS) in order to stress the difference with BSS.

6 Conclusions

The paper presented a new approach in dam safety monitoring, based on a neural
network learning rule for blind source separation. The conceptual description of
the algorithm has been given and a case study having as object the separation of
the external loads and the time effect on the dam, has been presented, without a
priori knowledge of the generator phenomena or of the propagation environment,
and using only the displacements of the dam.
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Abstract. With images replacing textual and audio in most technologies, the 
volume of image data used in everyday life is very large.  It is thus important to 
make the image file sizes smaller, both for storage and file transfer. Block 
Truncation Coding (BTC) is a lossy moment preserving quantization method 
for compressing digital gray level images.  Even though this method retains the 
visual quality of the reconstructed image it shows some artifacts like staircase 
effect, etc. near the edges. A set of advanced BTC variants reported in literature 
were analyzed and it was found that though the compression efficiency is 
increased, the quality of the image has to be improved.  An Improved Block 
Truncation Coding using k-means Quad Clustering (IBTC-KQ) is proposed in 
this paper to overcome the above mentioned drawbacks.  A new approach of 
BTC to preserve the first order moments of homogeneous pixels in a block is 
presented.  Each block of the input image is segmented into quad-clusters using 
k-means clustering algorithm so that homogeneous pixels are grouped into the 
same cluster.  The block is then encoded by means of the pixel values in each 
cluster.  Experimental analysis shows an improvement in the visual quality of 
the reconstructed image with high Peak Signal-to-Noise Ratio (PSNR) values 
compared to the conventional BTC and other modified BTC methods.  

Keywords: Image compression, Block Truncation Coding, Image clustering, k-
means clustering. 

1 Introduction 

With the continuing growth of modern communication technology demand for image 
transmission and storage is increasing rapidly. To improve the efficiency of 
transmission and storage of images, image compression is needed to save space and 
time. A good image compression algorithm should achieve reduction in the number of 
bits to represent the image, while preserving its quality [1-3]. 

BTC is a simple and fast lossy compression technique which involves less 
computational complexity. The basic idea of BTC [4] is to perform moment 
preserving quantization for blocks of pixels. The input image is divided into non-

                                                           
* Corresponding author. 
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overlapping blocks of pixels of sizes 4x4, 8x8 and so on. Each block is coded 
individually into bit planes consisting of 0’s and 1’s. Each block is coded by the 
values of the block mean, standard deviation and the bit plane. Since BTC produces a 
set of bitmap, mean and standard deviation to represent a block, it gives a 
compression ratio of 4 and hence the bit rate is 2 bits per pixel for a 4×4 block.  This 
method provides good compression without much degradation on the reconstructed 
image.  But it shows some artifacts like staircase effect or raggedness near the edges.  
Due to its low complexity and easy implementation, BTC has gained wide interest in 
its further development and application for image compression. To improve the 
quality of the reconstructed image and for better compression efficiency several 
modifications of BTC have been done during the last many years.   

Absolute Moment Block Truncation Coding (AMBTC) [5] preserves the higher 
mean and lower mean of each of the blocks and use this quantity to quantize output.  
AMBTC provides better image quality than image compression using BTC.  
Moreover, the AMBTC is quite faster compared to BTC.  Cheng and Tsai [6] 
propose an algorithm for image compression based on the application of the moment 
preserving edge detection.  The algorithm is computationally faster as it offers simple 
analytical formulae to compute the parameters of the edge feature in an image block.  
Reconstructed images are of good quality in accordance with human perception.  
Desai et al. [7] propose an edge and mean-based compression algorithm that produces 
good quality images at very low bit rates.  The algorithm represents the image in 
terms of its binary edge map, mean information, and the intensity information on both 
sides of the edges.  Amarunnishad et al. [8] propose an improved BTC image 
compression using a Fuzzy Complement Edge Operator (YIFCEO) [9] while shows 
an improvement of visual quality of reconstructed images compared to the 
conventional BTC.  This method is based on replacement of bit blocks obtained 
using conventional BTC with the fuzzy logical bit block (LBB) such that the sample 
mean and standard deviation in each image block are preserved.  Enhanced Block 
Truncation Coding (EBTC) [10] is an improved compression algorithm for gray scale 
image to reduce the correlation and spatial redundancy between pixels of an image. 
This method also maintains the compression ratio and quality of an image.  Futuristic 
Algorithm for Gray Scale Image based on Enhanced Block Truncation Coding 
(FEBTC) [11] has greater PSNR value than AMBTC and EBTC without degradation 
of bit rate.  Hence the improvements on BTC continue to reduce the low bit rate and 
computational complexity by keeping the image quality to acceptable limits. 

An improved Block Truncation Coding Algorithm using k-means Quad Clustering 
(IBTC-KQ) is proposed in this paper. In this method, instead of the bi-clustering 
technique used in the conventional BTC, quad clusters are formed for each block 
using k-means clustering algorithm [12] so that similar pixel values come under the 
same cluster.  And by getting the means of the pixel values of each cluster, the 
reconstructed image is generated. Therefore, 2 bits are required to represent a pixel in 
each cluster. Even though the bit rate is high compared to conventional BTC, it 
increases the visual quality with high PSNR values. It also reduces the ruggedness 
and other artifacts near the edges.  By increasing the block size, compression ratio 
can be increased and hence bit rate can be reduced. Still PSNR value remains high 
when compared with conventional BTC and other modified BTC’s. 
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The organization of this paper is as follows. The proposed algorithm is explained 
in section 2, detailed analysis of the algorithm in section 3, performance measures in 
section 4, experimental analysis in section 5 and finally conclusion in section 6. 

2 Proposed Method (IBTC-KQ) 

The proposed method IBTC-KQ segments the blocks of pixels into quad-clusters and 
by preserving the first order moment of each cluster, the reconstructed image is 
generated. The algorithm for this method is as follows.   
Step 1:   Input a gray scale image of size M×N pixels and the block size k by which 

the image is to be divided into non-overlapped blocks. 
Step 2:   Divide the image into blocks, each of size k×k, value of k can be 4, 8, 16, 

and so on.  Each block, W is represented as, 

W =  ൥ݓଵ ଶݓ ڮ ڭ௞ݓ ڰ ڮڭ  ௞మ൩ݓ

Step 3:  Segment the block into 4 clusters (c0, c1, c2, c3) using k-means algorithm so 
that similar pixels are grouped into the same cluster.   

  ܿ௜ ሺ௜ୀ଴ ௧௢ ଷሻ ൌ  ൛ݓ௝ห ݓ௝ ∈  ௜ൟ݀݅݋ݎݐ݊݁ܿ ݋ݐ ݁ݎݑݏ݋݈ܿ ௝ݓ ݀݊ܽ ܹ 
Step 4:  Compute the mean (µ0, µ1, µ2, µ3) of the pixel values corresponding to each 

cluster using equation (1). 

  µj (j = 0 to 3)  ൌ  ଵ௠ ∑ ௜௠௜ୀଵݔ  

where xi is the intensity value of the pixel in each cluster and m is the total 
number of pixels in each cluster. 

Step 5:  Based on these 4 clusters the bit map B is generated.   

 B = ൥ܾଵ ܾଶ ڮ ܾ௞ڭ ڰ ڮڭ ܾ௞మ൩         where ௝ܾ ൌ ۔ۖەۖ 
,00ۓ ௝ݓ ݂݅  ∈  ܿ଴01, ௝ݓ ݂݅  ∈  ܿଵ10, ௝ݓ ݂݅  ∈  ܿଶ11, ௝ݓ ݂݅  ∈  ܿଷ

 

 Therefore, 2 bits per pixel are required to represent each bj. 
Step 6:  Repeat the steps 3 to 5 for each block.  The resultant bit map represents the 

encoded image.  

For the reconstruction of the image, the bit map and the four means (µ0, µ1, µ2, µ3) are 
transmitted to the decoder.  The decoding procedure is as follows: 

Step 1:  Divide the bit map into k×k blocks.   

 B = ൥ܾଵ ܾଶ ڮ ܾ௞ڭ ڰ ڮڭ ܾ௞మ൩ 

Step 2:  Decode bitmap block with the four means (µ0, µ1, µ2, µ3) in such a way that 
the elements assigned 00 are replaced with µ0, elements assigned 01 are 
replaced with µ1, elements assigned 10 are replaced with µ2 and elements 
assigned 11 are replaced with µ3.  Then the decoded image block Z can be 
represented as, 

(1) 
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 Z = ൥ݖଵ ଶݖ ڮ ڭ௞ݖ ڰ ڮڭ ௜ݖ  ௞మ൩    whereݖ ൌ ۔ۖەۖ 
,଴ߤۓ ௝ܾ ൌ ,ଵߤ00 ௝ܾ ൌ ,ଶߤ01 ௝ܾ ൌ ,ଷߤ10 ௝ܾ ൌ 11 

Step 3: Repeat step 2 for each block and the resultant matrix represents the 
reconstructed image. 

3 Detailed Analysis 

In this section, the conventional BTC algorithm and the proposed algorithm IBTC-
KQ are analyzed in detail by taking a 4×4 block of a test image ‘cameraman’.  The 
detailed analysis of BTC and IBTC-KQ algorithms are illustrated in Table 1.  

Input block               ܹ ൌ  ൦156   159   158   155160   154   157   158156   159   158   155160   154   157   158൪ 

Table 1. Detailed analysis of BTC and IBTC-KQ algorithms 

BTC Algorithm [13] IBTC-KQ Algorithm 
• Calculate the mean µ and standard 

deviation σ of pixel values of W.  
µ = 157.1250, σ = 0.9860 

• The compressed bit map is obtained 
by  ܤ ൌ  ൜1, ௜ݓ  ൒ ,0ߤ  ௜ݓ  ൏  ߤ 

∴ ܤ ൌ  ൦ 0  1   1   01   0   0   10   1   1   01   0  0   1 ൪ 

• The bit map B, µ and σ are transmitted
to the decoder.   

• Calculate H and L. ∴ H = 158.1250, L = 156.1250 
• The reconstructed image Z can be 

obtained by replacing the element 1 in
B with H and element 0 with L. 

∴ ܼ ൌ  ൦156   158   158   156158   156   156   158156   158   158   156158   156   156   158൪ 

• Mean Square Error (MSE) = 1.375 

• Segment the block W into 4 clusters using k-
means clustering algorithm. ܿ଴ ൌ  ሼ156   156   157   157ሽ ܿଵ ൌ  ሼ160   160ሽ ܿଶ ൌ  ሼ154   154   155   155ሽ ܿଷ ൌ ሼ159   159   158   158   158   158ሽ 

• The compressed bit map obtained is, 

ܤ ൌ  ൦ 00  11   11   1001   10   00   1100   11   11   1001   10   00   11൪ 

• Calculate the mean of the pixel values in each 
cluster. 

µ଴ ൌ 157       µଵ ൌ 160    µଶ ൌ 155         µଷ ൌ158 
• The bit map B and µ0, µ1, µ2, µ3 are transmitted to 

the decoder.   
• The reconstructed image Z can be obtained by 

replacing the element 00 in B with µ0, element 01 
with µ1, element 10 with µ2, and element 11 with 
µ3. ∴ ܼ ൌ  ൦157   158   158   155160   155   157   158157 158 158 155160 155 157 158൪ 

• Mean Square Error (MSE) = 0.375 
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4 Performance Measures 

Once an image compression system has been designed and implemented, it is 
important to be able to evaluate its performance based on some image quality 
measures.  This evaluation should be done in a way to be able to compare results 
against other image compression techniques.  In this work we focus on measures 
such as Peak Signal to Noise Ratio (PSNR), Compression ratio (CR) and Structural 
Similarity Index (SSIM) [14, 15]. 

Peak Signal to Noise Ratio (PSNR) - The PSNR is most commonly used as a 
measure of quality of reconstruction of lossy compression.  PSNR is a qualitative 
measure based on the mean-square-error (MSE) of the reconstructed image.  MSE 
gives the difference between the original image and the reconstructed image and is 
calculated using equation (2).   ܧܵܯ ൌ ܰܯ1   ෍ ෍ሾݕሺ݅, ݆ሻ െ ,ሺ݅ݔ  ݆ሻሿଶே

௝ୀଵ
ெ

௜ୀଵ                                 ሺ2ሻ 

The PSNR is the quality of the reconstructed image and is the inverse of MSE.  If the 
reconstructed image is close to the original image, then MSE is small and PSNR takes 
a large value.  PSNR is dimensionless and is expressed in decibel.  PSNR can be 
calculated using equation (3). ܴܲܵܰ ൌ 10 log  ቈ  ቉                                                ሺ3ሻܧܵܯଶܮ

where L is the dynamic range of the pixel values (255 for 8-bit grayscale images). 
Compression Ratio (CR) - The performance of image compression schemes can be 
specified in terms of compression efficiency.  Compression efficiency is measured by 
the compression ratio or by the bit rate.  Compression ratio is the ratio of the size of 
original image to the size of the compressed image and the bit rate is the number of 
bits per pixel required by the compressed image.  Compression ratio (CR) can be 
calculated using equation (4). ܴܥ ൌ  ௦௜௭௘ ௢௙ ௧௛௘ ௢௥௜௚௜௡௔௟ ௜௠௔௚௘௦௜௭௘ ௢௙ ௧௛௘ ௖௢௠௣௥௘௦௦௘ௗ ௜௠௔௚௘                                       ሺ4ሻ                    

Structural Similarity Index (SSIM) - The structural similarity (SSIM) index [16] is 
a method for measuring the similarity between two images.  SSIM can be defined as 
a function of three components luminance, contrast and structure and each component 
can be calculated separately using equations 5, 6 & 7 respectively. 

Luminance change,        ݈ሺݔ, ሻݕ ൌ  ଶఓೣఓ೤ ା ௖భఓమೣ ାఓ೤మ   ା ௖భ                                                         ሺ5ሻ 

Contrast change,            ܿሺݔ, ሻݕ ൌ  ଶఙೣఙ೤ ା ௖మఙమೣା ఙ೤మ ା ௖మ                                                       ሺ6ሻ 

Structural change,          ݏሺݔ, ሻݕ ൌ  ఙೣ೤ ା ௖యఙೣఙ೤ ା ௖య                                                            ሺ7ሻ 

Then SSIM can be calculated using equation 8.  
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,ݔሺܯܫܵܵ ሻݕ ൌ  ݈ሺݔ, ,ݔሻ .  ܿሺݕ . ሻݕ ,ݔሺݏ  ሻ                                    ሺ8ሻݕ

where, x represents the original image, y represents the reconstructed image and ߤ௫ ൌ ௬ߤ  ,ݔ ݂݋ ݁݃ܽݎ݁ݒܽ ൌ ௫ߪ ݕ ݂݋ ݁݃ܽݎ݁ݒܽ ൌ ௬ߪ ,ݔ ݂݋ ݁ܿ݊ܽ݅ݎܽݒ ൌ ௫௬ߪ  ,ݕ ݂݋ ݁ܿ݊ܽ݅ݎܽݒ ൌ two variables to stabilize the division with weak denominator ܿଵ ݁ݎܽ ଵ ܽ݊݀ ܿଶܿ .ݕ ݀݊ܽ ݔ ݂݋ ݁ܿ݊ܽ݅ݎܽݒ݋ܿ ൌ ሺ݇ଵܮሻଶ,  ܿଶ ൌ ሺ݇ଶܮሻଶ, ܿଷ ൌ  ௖మଶ , ݇ଵ ൌ 0.001, ݇ଶ ൌ ሺ2#௕௜௧௦ ௣௘௥ ௣௜௫௘௟ ݏ݁ݑ݈ܽݒ ݈݁ݔ݅݌ ݄݁ݐ ݂݋ ݁݃݊ܽݎ ܿ݅݉ܽ݊ݕ݀ ݄݁ݐ ݏ݅ ܮ ݐ݈ݑ݂ܽ݁݀ ݕܾ 0.002  –  1ሻ 
The resultant SSIM index is a decimal value between -1 and 1 and in the case of 

two identical sets of data value of SSIM becomes 1. 

5 Experimental Analysis 

Performance of the proposed method IBTC-KQ has been evaluated for a set of test 
images of different sizes, viz., ‘cameraman’, ‘barb’, ‘baboon’, ‘goldhill’, ‘lena’, and 
‘sar’.  IBTC-KQ is compared with conventional BTC and AMBTC.  Table 2 shows 
the comparative performance results of BTC, AMBTC and IBTC-KQ.  The 
performance is measured based on three parameters PSNR, SSIM and CR. 

Table 2. Comparative performance results of BTC, AMBTC and IBTC-KQ algorithms 

Image Method 
Block size – 4 Block size – 8 

PSNR SSIM CR PSNR SSIM CR 

cameraman 
(256×256) 

BTC 24.2787 0.8336 4 22.0288 0.7351 6.4 
AMBTC 29.1585 0.9427 4 26.6107 0.9006 6.4 
IBTC-KQ 36.7714 0.9890 2 33.6339 0.9754 3.2 

barb 
(512×512) 

BTC 24.8451 0.7600 4 22.8007 0.6393 6.4 
AMBTC 29.3866 0.9257 4 27.2603 0.8665 6.4 
IBTC-KQ 36.3729 0.9847 2 33.5212 0.9632 3.2 

baboon 
(512×512) 

BTC 22.9667 0.6909 4 21.2916 0.5399 6.4 
AMBTC 26.9828 0.8869 4 25.1846 0.8276 6.4 
IBTC-KQ 33.8605 0.9777 2 31.2925 0.9550 3.2 

goldhill 
(512×512) 

BTC 28.5057 0.7903 4 25.6795 0.6614 6.4 
AMBTC 32.8605 0.9203 4 29.9261 0.8526 6.4 
IBTC-KQ 39.9867 0.9840 2 36.1776 0.9599 3.2 

lena 
(512×512) 

BTC 29.0602 0.8566 4 25.7395 0.7457 6.4 
AMBTC 33.2365 0.9413 4 29.9340 0.8818 6.4 
IBTC-KQ 40.3478 0.9874 2 36.4511 0.9664 3.2 

sar 
(1472×1472) 

BTC 20.4338 0.6717 4 18.6995 0.5305 6.4 
AMBTC 23.2078 0.8563 4 21.5774 0.7990 6.4 
IBTC-KQ 30.3053 0.9732 2 27.7087 0.9483 3.2 

 
From Table 2, it is seen that performance of the proposed method IBTC-KQ is 

better than BTC and AMBTC algorithms on the basis of the three performance 
measures.  For all the test images with 4×4 and 8×8 blocks, PSNR and SSIM values 
are high in comparison with BTC and AMBTC.  It shows an enhancement in the 
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visual quality of the reconstructed image.  Compression ratio calculated by IBTC-KQ 
is half that of the BTC and AMBTC, but even then the visual quality of the image is 
maintained. To compromise with the compression ratio, 8×8 block can be considered. 
By increasing the block size, compression ratio can be increased and even then the 
PSNR value is high compared to that of the other BTC methods with 4×4 block.  
This is shown by the shaded region in Table 2.   

In BTC and AMBTC, bi-clustering is done and in the bit plane block, the changes 
in the bit values indicate edge positions and these are determined by the block 
threshold. Because of the in-built fuzziness present in the image, these edge positions 
may or may not be accurate. This is reflected in the visual quality of the image.  In 
IBTC-KQ, since quantization is done based on quad clustering and it preserve the first 
order moment of each cluster, the mean square error between the original image and 
the decoded image is very low when compared with the conventional BTC, which is 
illustrated in Table 1. Hence the visual quality of the reconstructed image even at the 
edges is considerably enhanced by IBTC-KQ.   

Test images are shown in Figure 1(a) - 4(a) and the reconstructed images using 
4×4 block by the BTC, AMBTC and IBTC-KQ algorithms are shown in Figure 1(b) – 
4(b), 1(c) –4(c) and 1(d) – 4(d) respectively. 

  
(a) (b) (c) (d) 

Fig. 1. (a) Original Image‘cameraman’; Reconstructed images (b) BTC,(c)AMBTC,(d)IBTC-
KQ 

(a) (b) (c) (d) 

Fig. 2. (a) Original Image ‘barb’; Reconstructed images (b) BTC,(c) AMBTC, (d) IBTC-KQ 

  
(a) (b) (c) (d) 

Fig. 3. (a) Original Image ‘sar’;  Reconstructed images (b) BTC, (c)  AMBTC, (d) IBTC-KQ 
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(a) (b) (c) (d) 

Fig. 4. (a)Original Image ‘lena512’; Reconstructed images (b)BTC, (c)  AMBTC, (d) IBTC-
KQ 

The above four figures show the improvement in the visual quality of the images 
from (b) through (d).  In Figure 4, a small portion of the image is marked and its 
zoomed effect is separately shown in the image itself.  Here we can see the staircase 
effect and raggedness near the edges in 4(b), i.e., using BTC and in 4(c) using 
AMBTC, though the raggedness is reduced still there is some distortions near the 
edges.  But in Figure 4(d), our method corresponds to perceptually high-quality 
reconstructed image with minimum distortions near the edges. 

Figure 5(d) shows the performance of IBTC-KQ using 8×8 block.  The visual 
quality of the reconstructed image is still increased when compared with 4×4 block 
BTC and AMBTC algorithms.  From Table 2, it is also seen that the compression 
ratio is increased from 2 to 3.2 for the 8×8 block.  Since this method involves less 
number of simple computations, the computational complexity is also very less when 
compared with BTC method.   

(a) (b) (c) (d) 

Fig. 5. (a) Original Image ‘lena512’; Reconstructed images using (b) 4×4 block BTC, (c)  4×4 
block AMBTC, (d) 8×8 block IBTC-KQ 

6 Conclusion 

An improved BTC algorithm for enhancing the conventional BTC algorithm is 
proposed. This method uses k-means quad clustering instead of bi-clustering in BTC.  
Because of this quad clustering similar pixels come under the same cluster and it 
preserves the first order moment of each cluster in decoding. Hence the difference 
between the original image and the reconstructed image is very less and therefore the 
MSE also is less. A set of images with different textures and edges has been tested 
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and found that the reconstructed images show a better visual quality than BTC and 
other modified BTC’s. The test results also show the performance of the proposed 
method based on the parameters PSNR, SSIM and CR.  The results show that the 
PSNR and SSIM values are very high when compared to BTC, even when the block 
size is increased. It gives a better enhancement in the visual quality of the 
reconstructed images even at the edges. Also the computational complexity of this 
method is very less when compared with BTC making it suitable for real time 
transmission. Future work is focused on the modification of IBTC-KQ for the 
compression of color images. 
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Abstract. This paper presents an optimized implementation of a neu-
ral network for fall detection using a Silicon Retina stereo vision sen-
sor. A Silicon Retina sensor is a bio-inspired optical sensor with special
characteristics as it does not capture images, but only detects varia-
tions of intensity in a scene. The data processing unit consists of an
event-based stereo matcher processed on a field programmable gate ar-
ray (FPGA), and a neural network that is processed on a digital signal
processor (DSP). The initial network used double-precision floating point
arithmetic; the optimized version uses fixed-point arithmetic as it should
be processed on a low performance embedded system. We focus on the
performance optimization techniques for the DSP that have a major im-
pact on the run-time performance of the neural network. In summary,
we achieved a speedup of 48 for multiplication, 39.5 for additions, and
194 for the transfer functions and, thus, realized an embedded real-time
fall detection system.

Keywords: Neural network, Fall detection, Fixed-point arithmetic,
Embedded systems.

1 Introduction

According to the regional population projection statistics of the European Com-
mission [1], the median age of the population in 2030 is projected between 34.2
and 57.0 years, while in 2008, the range was between 32.9 and 47.8 years. The
population aged over 65 years is expected to increase in a range from 10.4% to
37.3%. The major cause of injuries of people aged 60 and above are falls [2]. To
detect fall situations, robust detection systems are required to ensure safety of
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older people. This paper presents an approach for a fall detection system for an
embedded systems using stereo vision and a neural network.

The paper is organized as follows: Section 2 gives a brief overview about
existing work on the Silicon Retina technology, and state-of-the-art fall detection
techniques. Section 3 gives details about our approach using a neural network
for fall detection. Section 4 gives an overview of the embedded platform and
shows the performance optimization techniques that had a major impact on the
run-time performance. Section 5 shows results of the optimization, and section
6 concludes the paper and gives an outlook of further research.

2 Related Work

2.1 Silicon Retina Technology

The Silicon Retina technology is a bio-inspired vision sensor that uses an address-
event-representation (AER) concept for data representation. AER was proposed
in 1991 by Sivilotti [3] as a method for exchanging neural information within
biological systems. Later, AER has been modified for exchanging asynchronous
data streams. Each time a variation of intensity is recognized by the sensor, an
event E is emitted. An event E is a tuple consisting of the coordinates x and y
representing the position where the variation occurred, a timestamp t indicating
a precise time information, and the polarity s that indicates the direction of the
change.

The technology goes back to Fukushima et al. [4] in 1970, who first imple-
mented a model of a retina. Later, Mead and Mahowald [5] in 1988 developed
a first silicon based retina. The work of Lichtsteiner et al. [6,7] shows recent
developments in bio-inspired sensor systems that established the basis for this
type of sensor. Recent developments by Posch et al. [8] have higher optical and
time resolution.

Derived from the AER concept, timed 3D events (T3DE) additionally include
depth information (z coordinate). The stereo matching algorithm is an area-
based normalized sum of absolute differences (NSAD) approach, that processes
aggregated grayscale images and delivers T3DE as output. To be independent
of the mounting position of the system, the results are transformed to world
coordinates. Details can be found in our previous work [9].

2.2 Fall Detection

There are various methods and approaches for fall detection. Most commercially
available systems are based on special equipment such as wearable components
or components integrated in clothes. Here, we will give a brief overview about
recently introduced methods in research. Fu et al. [10] uses a horizontal asyn-
chronous temporal contrast sensor and uses normalized Y velocity to determine
falls. Wu et al. [11] analyzed the velocity characteristics during falls and activi-
ties of daily living (ADL) and discovered differences during falls. This approach
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can be used with wearable devices such as accelerometers. Anderson [12] uses
the bounding box of a body to distinguish falls from ADL. He claims that all
falls ending in a specified position will be detected. Li et al. [13] proposed to
use context information and body posture as a means of identifying falls. Both
Nyan et al. [14] and Juang et al. [15] tried similar approaches, where Nyan uses
the tilt angle of the body, while Juang used the silhouette to identify features.

3 Neural Network for Fall Detection

Due to several reasons, such as privacy on the one hand and the high temporal
resolution on the other hand, a stereo setup of two Silicon Retina sensors is well
suited for passive, computer vision based fall detection. Our approach analysis
the observed area to detect falls in real-time by extracting specific features, all
calculated out of the 3D point cloud generated by the stereo vision system.

An analysis of hundreds of recorded fall scenarios showed that the following
features are most promising: position, velocity and acceleration of both the center
of gravity (cog) and the highest point (hp), a 3D bounding cylinder (bc), its
height to diameter ratio, and a measure for the motion in the scene within a
specific time frame (event-rate). The velocity is determined by tracking the cog,
and the acceleration is the change of velocity with time.

The raw features are not suitable for being directly processed with the neural
network. Thus, pre-processing to a suitable format is required, where the raw
input from each sampling is put into a tapped delay line and the whole content
of the tapped delay line is given to the network as input. For successful fall
detection, the temporal sensitivity is needed which necessitates to use dynamic
networks. The most promising solution is a focused time delay neural network
(FTDNN), a type of feed forward neural networks.

Experiments show that the key to detect falls is to analyze a time interval of
about 2s with a temporal resolution of 10ms, resulting in 200 sample vectors. A
sample vector contains all features with a total size of 33 elements per feature, see
table 1. Thus, the resulting original input vector size would be 33× 200 = 6600,
which cannot be handled on a low performance embedded system.

Thus, we use two approaches for reducing the input vector: Firstly, instead of
providing the whole original input vector to the network, we sample the vector
by averaging the history. To ensure fast detection of falls, the 10 most recent
samples are fully retained. The next three group of 10 samples, four groups of
20 samples, and two groups of 40 samples are averaged from elapsed events.
Thus, we reduced the input vector size to 19. Secondly, we reduced the size of a
feature vector from 33 to 14 elements by eliminating the x, y coordinates and the
timestamp t (table 1) because the z coordinate has the most influence during a
fall and the time information is systematically included in the 2s interval. Hence,
the total size of the input vector is reduced to 14× 19 = 266.
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Table 1. Original and optimized feature vector: x, y, z are world coordinates, t is the
timestamp, m is magnitude, d is diameter of cylinder, h is height of cylinder

feature original elements size opt. elements opt. size

position cog x, y, z, t 4 z 1
velocity cog x, y, z, t 4 z, m 2
acceleration cog x, y, z, t 4 z, m 2
position hp x, y, z, t 4 z 1
velocity hp x, y, z, t 4 z, m 2
acceleration hp x, y, z, t 4 z, m 2
BC x, y, z, t, d, zlow, zhigh 7 h, d 2
BC ratio BC(h)/BC(d) 1 BC(h)/BC(d) 1
event-rate 1 1

total 33 14

FGPA

Rectification,
Undistortion

TAE

Stereo 
Matcher

Coordinate 
Transform

DSP

Feature 
Extraction

Neuronal 
Network Voting

T3DE Vote

Fig. 1. System overview

4 Performance Optimization

The processing platform is based on both a field programmable gate array
(FPGA) and a digital signal processor (DSP). Figure 1 shows a block diagram
of the embedded system. Both sensors continually capture the area to observe,
and the FPGA acquires and pre-processes the captured data (T3E) by a stereo
matcher [9]. The stereo algorithm is an area-based normalized sum of absolute
differences (NSAD) approach processed on greyscale pseudo-frames which are
generated by aggregating the event information from the sensors. The overall
FPGA utilization requires 32k equivalent logic cells and 2MBit Block RAM for
a typical system configuration. The resulting depth information (T3DE) is sent
to the DSP in chunks and stored in the internal memory for feature computa-
tion. Due to the size of the network, several components need to be reloaded
to internal memory using DMA transfers. The used Blackfin DSP from Analog
Devices [16] is a 16-/32-bit mixed embedded processor with an internal memory
of 132kB running at 600MHz. It is restricted to two 16-bit MAC or four 8-bit
ALU plus two load/store plus two pointer updates per cycle. Thus, floating point
or 32-bit integer arithmetic does not allow exploitation of the architecture.

4.1 Floating- and Fixed-Point Arithmetic

To represent fractional numbers in computer systems, two common approaches
are floating-point and fixed-point representation. The IEEE Standard for
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Floating-Point Arithmetic (IEEE 754) last revised in 2008 [17] specifies inter-
change and arithmetic formats, andmethods for binary and decimal floating-point
arithmetic in computer programming environments. The standard separates four
formats, basic and extended, each consisting of single and double precision. The
floating data consists of three fields: a sign field s, an exponent field E with a
minimum and maximum exponent Emin and Emax encoding the exponent off-
set, and a fraction field b encoding the significant. A floating-point number is
represented as

xfloat = (−1)s2E(b0.b1b2...bp−1).

Depending on the format, the standard specified different parameters such as
8-bit exponent and 23-bit fraction for basic single precision, and 11-bit exponent
and 52-bit fraction for basic double precision. The extended formats and special
values are not further covered in this document.

Computing float point operations such as additions or multiplications are per-
formance critical to computer systems without a floating-point instruction set.
Fixed-point architectures such as fixed-point digital signal processors emulate
floating-point operations in software [18].

In contrast, in fixed-point arithmetic the same number of digits is used to
represent every value and the binary point is fixed on a specific position de-
pending on the actual fixed-point format. Figure 2 shows the representation of
fixed-point numbers, where [bm+n..bn] represents the whole part and bn−1...b0
represents the fractional part.

bn+m-1...bn bn-1...b0m.nUNSIGNED

bn+m-1...bn bn-1...b0m.nSIGNED bn+m

Fig. 2. Fixed-point layout

Unsigned fixed-point rationales have a size of Nunsigned = m + n and are
represented by

xunsigned,m.n =
1

2n

Nunsigned−1∑
i=0

2ibi

with a dynamic range of [0..2m − 2−n] and a resolution of 2−n. Signed two’s
complements fixed-point rationales have a size of Nsigned = m+ n + 1 and are
represented by

xsigned,m.n =
1

2n
[−2Nsigned−1bNsigned−1 +

Nsigned−2∑
i=0

2ibi]

with a dynamic range of [−2m..2m − 2−n] and a resolution of 2−n. Arithmetic
operations use the fixed-point instruction set of a computer system. Different
operations such as multiplications and division change the format of the result.
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4.2 Optimization of the Neuron Model

An artificial neuron is a mathematical function representing the behavior of a
biological neuron. It is defined as

yk = ϕ(
m∑
j=0

wkjxj + bias)

where m + 1 are the number of inputs, xj are the input signals, and wkj are
the weights. To specify the property of the artificial neuron, different types of
transfer functions ϕ exist. The introduced neural network uses the logsig, tansig,
and purelin functions.

The logsig function is defined as logsig(n) = 1/(1 + exp(−n)) and the tansig
function is defined as 2/(1 + exp(−2n)) − 1. The purelin function is a linear
transfer function that needs no special optimization.

Optimizing exp(n) with Series Expansion. Series expansion for exp(n) is
very time consuming when a high accuracy is required. Series expansion requires
the computation of the factorial function which can be computed previously and
the power function which needs to be computed at each function call. Higher
numbers of expansion also require larger data type sizes, which are cost intensive
to compute. The optimization arithmetic mean difference y is defined as

y =
1

len

max∑
x=min

∣∣∣∣∣exp(x) −
m∑

n=0

xn

n!

∣∣∣∣∣
where m represents the number of series, min and max define the x range,
and len is the number of samples in the range. For x < min and x > max,
the result is saturated by 0 and 1. Evaluations shows that the network is very
sensitive to the accuracy of the logsig function as series expansions with m > 15
were required to achieve y < 10−3, resulting in a vast of multiplications and
additions. Thus, this optimization approach is not applicable.

Optimizing with Fixed-Point Lookup Tables and Linear Interpolation.
Another approach is based on lookup tables in signed fixed-point 3.12 format
storing the values of the transfer function, then to use linear interpolation for
computing the result for xmin ≤ x ≤ xmax, and finally saturating the residual
values. Figure 3 shows the absolute error of the transfer functions optimized with
3.12 signed fixed-point and linear interpolation.

Table 2 shows the runtime performance of the single-precision and double-
precision floating-point, and fixed-point version of the transfer functions.

4.3 Optimization of the Matrix Multiplications and Additions

Computing the neural network requires number crunching of 64168 multipli-
cations that cannot be reduced. The optimized implementation of the neural
network uses fixed-point representation. Table 3 shows the runtime of arith-
metic operations for the functional behavior implementations and the optimized
version.
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Fig. 3. Absolute mean error of optimized version of transfer functions logsig (a) and
tansig (b) compared with double precision floating-point for xmin = −5 and xmax = 5

Table 2. Runtime performance of transfer functions for double-precision, single-
precision floating point and fixed-point arithmetic

function range tdouble tsingle topt
[cycles] [cycles] [cycles]

logsig(x) x < xmin ∨ x > xmax 8050 3165 16
logsig(x) xmin ≤ x ≤ xmax 8230 3282 43
tansig(x) x < xmin ∨ x > xmax 3271 3308 16
tansig(x) xmin ≤ x ≤ xmax 8469 3425 43

5 Results

Processing the complete neural network including the feature computation, fea-
ture assembler, input sampler, and classifier requires 1552.84μs for only internal
memory usage. Figure 4 shows a comparison of the original double-precision
floating-point and the optimized fixed-point arithmetic version of the fall prob-
ability (output of the neural network). Based on both probabilities, fall and non

Table 3. Runtime performance of multiplication operation for double-precision, single-
precision floating point and fixed-point arithmetic

function tdouble tsingle topt
[cycles] [cycles] [cycles]

a ∗ b 192 95 4
a/b 1512 250 53
a+ b 158 120 4
a− b 199 148 4



Optimization of a Neural Network 25

0 500 1000 1500 2000
0

0.2

0.4

0.6

0.8

1

t/ms

 

 
p(float)
p(fixed)

0 500 1000 1500 2000
0

0.1

0.2

0.3

0.4

t/ms

 

 
|p

float
(fall)−p

fixed
(fall)|

(a) person trying to climb over bed mesh
and falling down

0 200 400 600 800 1000 1200 1400 1600 1800
0

0.2

0.4

0.6

0.8

1

t/ms

 

 
p(float)
p(fixed)

0 200 400 600 800 1000 1200 1400 1600 1800
0

0.05

0.1

0.15

0.2

t/ms

 

 
|p

float
(fall)−p

fixed
(fall)|

(b) person trying to stand up from chair
and falling down

Fig. 4. Comparison of double-precision floating-point to fixed-point version of neural
network for different scenarios (a) and (b)

fall, a voting strategy decides whether a fall occurred or not. For a detailed
evaluation of the voting strategies see our previous work [19].

6 Conclusion and Future Work

In our work, we presented optimization approaches for fitting a neural network to
a low performance embedded system by simplifying the feature vector, sampling
the input vector, optimizing the whole computation in fixed-point arithmetic
and optimizing the transfer functions. With this approach, multiplications and
addition have been boosted at a factor of 48 and 39.5. The transfer functions
were boosted by an average factor of 194.

Next, we will train the fixed-point neural network again with the modified
configuration and try to add additional functionality such as gesture detection.
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Abstract. Effective data mining solutions have for long been anticipated in 
Customer Relationship Management (CRM) to accurately predict customer  
behavior, but in a lot of research works we have observed sub-optimal CRM 
classification models due to inferior data quality inherent to CRM data set. This 
paper is proposed to present our new classification framework, termed Partial 
Focus Feature Reduction, poised to resolve CRM data set with Reduced  
Dimensionality using a collection of efficient data preprocessing techniques 
characterizing a specially tailored modality grouping method to significantly 
improve feature relevancy as well as reducing the cardinality of the features to 
reduce computational cost. The resulting model yields very good performance 
result on a large complicated real-world CRM data set that is much better than 
ones from complex models developed by renowned data mining practitioners 
despite all data anomalies. 

Keywords: Customer relationship Management, Feature reduction, Classifica-
tion, Data mining. 

1 Introduction 

Customer Relationship Management (CRM) is “the strategic use of information, 
processes, technology, and people to manage the customer’s relationship with your 
company (Marketing, Sales, Services, and Support) across the whole customer life 
cycle” [1]. It is widely recognized nowadays that CRM represents one vital business 
function that generates long term profit by developing harmonious relationship with 
customers. The technological advancement has enabled new approaches – notably 
data mining – to be applied for finding the best CRM strategies. Ngai, Xiu and Chau 
[2] argue analytical CRM as a sub category of CRM, where data mining can play an 
essential role in analyzing customer data. Their paper also gives a manifest of data 
mining researches from year of 2000 to 2006. It is clear that the potential of data min-
ing techniques on all aspects of CRM is being extensively studied. However, there are 
still problems jeopardizing the success of data mining applications for CRM. Some 
problems are more specific to CRM domain. For example, Privacy-Preserving Data 
Mining (PPDM) is the discipline commonly associated with CRM data mining 
projects data that offer data transformation, through which information that can  
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potentially identify individuals is altered for privacy protection. Various techniques 
are proposed to address the data privacy issue, from naïve approaches like data 
scrambling to advanced algorithmic approach such as data reconstruction [3] and 
feature set partitioning [4]. Other problems, on the other hand, stand for the natural 
challenges of data mining. Usually, the classification tasks involve imbalanced classi-
fication of identifying scarce prospective customers from the large population; the 
gathering of customer information for analysis is non-standardized process and the 
quality of the data collected cannot be guaranteed. A good CRM classification model 
should be capable of addressing an amalgamation of these issues while still having a 
reasonable degree of generality across the entire population. 

However, there are factors imposed by industry nature that constitute major chal-
lenges for building high performance CRM classification models in the real-world 
application.  Data quality is a salient issue for CRM classification practitioners in that 
various types of data anomaly largely complicate the data preparation and classifica-
tion processes. Data imbalance is the most detrimental and yet pervasive data anoma-
ly from which classification methods suffer most as the interesting customers for most 
CRM function are extremely rare in the entire population. A related concept reflecting 
this reality is the classical Purchase Funnel Model developed by St. Elmo Lewis in the 
late 1800’s [5], where only small percentage of targeted customers pass through each 
phase of the Attention-Interest-Desire-Action (AIDA) model. The same phenomenon 
is observed in many concepts closely related to CRM such as the conversion rate 
internet marketing. Another complication arising from the cascading types of data 
anomaly is that no generally accepted data mining classification procedure can be 
established since it is hard to find one methodology that addresses all common data 
mining problems possessed by CRM data. With the ever increasing importance of 
CRM in every industry domain, CRM classification practitioners demand a standar-
dized framework with streamlined data mining processes capable of delivering satis-
factory result for general CRM data with varying quality and attribute; its workflow 
needs to be scalable so that data sets of different scale can be processed in the same 
fashion. 

This paper proposes an enhanced customer relationship management classification 
framework with partial focus feature reduction to significantly improve feature rele-
vancy as well as reduce the cardinality of the features to reduce computational cost. 
The resulting model yields very good performance result on a large complicated real-
world CRM data set. The rest of the paper is organized as follows. Section 2 gives a 
brief literature review. Section 3 provides the methodology utilized in this paper. 
Section 4 discusses the sample, presents and discusses the result. Finally, the conclu-
sions are presented. 

2 Literature Review 

The data set used in this research work is the KDD Cup 2009 challenge, targeting a 
CRM marketing problem. An official disclosure of detail of the KDD Cup 2009 con-
test can be found in [6]. The objective is to build classifiers to predict three target 
indicators: the propensity of customer defection (churn), buy new products or services 
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(appetency) and buy additional services (up-selling). There are two versions of the 
data set corresponding to two different tasks – the original set and a scaled down 
scrambled set – available for modeling. Both versions have training and testing set 
containing 50,000 instances each. The small challenge is chosen for this research due 
to hardware limitation.   

The IBM Research Lab is the definite winner of the contest by achieving the best 
overall score in both tasks. The solution from IBM Research Lab is detailed in [7]. 
This research is based on the FAST TRACK task which is the challenge for the result 
of original data set submitted within five days of the training label’s release. A wide 
variety of data mining classifiers are selected to generate base classifiers, including 
Decision Trees, Logistic Regression, SVM, Naïve Bayes, K-nearest Neighbour and 
others. A pool of 500-1000 individual classifier model is constructed for each target 
indicator, and the ensemble is built by a greedy forward stepwise search which starts 
with the base individual classifier with the best performance and adds the base clas-
sifier that yields the most performance increase at each step. The performance is 
judged by the target metric AUC%, and is validated via a hill-climbing set not used to 
train the base classifiers. The data preprocessing is done via a quite standard ap-
proach; features with missing numeric values are imputed using the mean value, and 
missing nominal values are considered as a separate value. For the sake of classifiers 
incapable of nominal features, additional features are constructed to represent the 
nominal attributes. Data cleansing is also applied to normalize feature values by its 
range and to remove redundant features that contain constant values or are scrambled 
duplicates of other features. Moreover, an attempt is made to construct even more 
features based on observations of discrepancies of feature correlation between differ-
ent measurements, which yields positive impact on both the performance of individu-
al classifiers and the ensemble. For the SLOW TRACK, another attempt to induce 
additional features and additional cross-validation folds further boosts the perfor-
mance by a significant amount.  

ID Analytics – the Second Prize Winner of the FAST TRACK – presented their so-
lution in [8]. Similarly, the solution of the classification task takes advantage of an 
ensemble of bagged boosting trees to achieve optimal performance. Compared to the 
work of IBM Research Lab, ID Analytics’ solution dedicates more effort to the pre-
processing rather than a meticulous ensemble selection. A histogram analysis has 
been applied into the data set to first establish the equality of distribution of the train-
ing and testing samples. The result also reveals the skewed distribution and hinted 
artificial encoding of some of the numeric features. Moreover, the binned values of 
the features show many constant-valued features with only one entry, which are then 
removed from the problem feature space. Discretization is performed on 10 most 
correlated numeric features with the target indicators. Grouping of scarcely populated 
value ranges of both discretized numeric features and nominal features ensure that the 
effect of outliers is smoothed out. Eventually, a wrapper feature selection is applied 
on the remaining features to filter out the most informative features based on Informa-
tion Gain via the TreeNet classifier. It is worth noting that a down-sampling on the 
population of negative class has been applied to address the extreme data imbalance.  
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The SLOW TRACK task involves the results of the original data set past the FAST 
TRACK’s deadline and those of the small data set. Substantially fewer contestants 
have devoted to the research of the small data set. Some teams such as ID Analytics 
did attempt the small data set in addition to the large one, and discovered strong evi-
dence of data scrambling by the features of the large data set during analysis. Most of 
the results for small data set are generally worse than for large data set.  

Daria Sorokina from the School of Computer Science at Carnegie Mellon Univer-
sity has a fully developed research on the KDD Cup 2009’s small data set [9]. She has 
applied a classification method called the Additive Grove which is proposed by her-
self in her work. The Additive Groves is an ensemble of bagged additive models of 
regression tree [10], and in this case has been proven the best model on the Appetency 
target indicator of the small data set. In addition, a bagged decision tree ensemble is 
used to perform feature selection in the preprocessing. Unfortunately, Additive 
Groves’ excellent performance does not carry over to the other two target indicators. 
The classifier performs much worse on the Churn target indicator and has scored an 
overall AUC% of 0.80171, a much lower result than those from the winning teams 
using the large data set discussed earlier. The reason for the inferior performance, 
according to the author herself, is partially due to insufficient preprocessing causing 
the trees to overfit on nominal features with too many values. In contrast, a group of 
data mining course students from RWTH Aachen University of Germany has gone 
extra length on preprocessing [11]. In particular, they have divided selected features 
into categories based on Missing Value Ratio – a measure of degree of how much the 
values of a certain feature is missing – and applied different imputation techniques to 
fill in missing values. Additional features based on correlation with the target indica-
tors are also generated during the process. The combined feature set is then filtered by 
Information Gain Ratio feature selection. The team’s best classification model is a 
Logistic Model Tree with AUC Split Criterion, which yields an overall 0.8081 
AUC%. This number is better than what Sorokina has achieved, yet similarly low 
compared to the best results of the overall task.  

3 Methodology 

In the proposed classification framework, a data mining workflow has been developed 
to exploit the reduced dimensionality. Firstly, a new supervised binning method is 
introduced, called the Modality Grouping with Partial Focus. This special binning 
method targets the nominal features in the data set other than the numeric ones, and 
will be used to bin every value of a target nominal feature that has instances belong-
ing to the minority class, and merges other values into a surrogate value. For a nomi-
nal feature Ai with k value categories, a value category j either retains its value or is 
converted into the surrogate value category if the value it represents is absent in the 
reduced dimension:  ܣ௜௝ᇱ ൌ  ቊ ௜௝ܣ  , ௜௝ܣ    ∈ ௜௦ܣ                        ௜ାܣ   , ௜௝ܣ   ב  ௜௝ܣห  ݎ݋  ௜ାܣ  ห ൌ 0              1 ൏ ݅ ൏ ݊,  1 ൏ ݆ ൏ ݇ 
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Here A'ij is the equivalent nominal feature in the new data set after the modality 
grouping, and A is the surrogate value category for feature Ai. In this way, the mod-
ality grouping can efficiently smooth out most noise values and outliers relative to the 
target minority class while reducing the computation complexity of data processing. 
The same process is applied to the numeric features of the data set after feature discre-
tization. To further ensure that the most informative features are acquired, all the re-
sulting features are binary-encoded into a feature pool and are then put against an 
Information Gain ranking [12] to retain the collection of the most relevant features 
according to a cut off threshold. At the end of the workflow, the classification frame-
work can employ one from the set of classification algorithms highly compatible with 
the preprocessed data. We coin the methodology Partial Focus Feature Reduction.  

Moreover, missing values in the data set can be effectively addressed in this classi-
fication framework. Rather than using imputation methods, the missing values for 
both nominal and discretized numeric features are labeled to another surrogate value. 
The conversion not only considers additional information from the missing values, 
but eliminates possible bias caused by value imputation. All these data clean-
sing/transformation measures for dealing with data anomalies in Partial Focus Feature 
Reduction will be proven later to work very well with the classification data set used 
in this research. 

The methodology implementation is primarily based on the popular WEKA data 
mining package [13], aided with custom developed WEKA modules and external Java 
applications. The WEKA Data Mining Package is open-source software developed by 
the researchers of University of Waikato. WEKA offers a wide collection of data 
mining algorithms for classification and clustering as well as a variety of data mining 
utilities for data preprocessing and feature selection, etc. The source code for all 
WEKA components is available, and most of the time the reference to the scholarly 
papers on which the specific data mining technique bases on is included for most of 
its components. The development is all Java based, and coding is done within the 
Eclipse IDE.  

4 Results and Discussion 

The classification performance for this data set is measured by the Area under ROC 
Curve (AUC%). The small version of the KDD Cup 2009 challenge is used in this 
paper, which embraces the most typical problems to contemporary CRM classifica-
tion projects including, but not limited to, the following: 

• Large number (50,000) of data set instances 
• Large number of missing values (about 60%) 
• Large number of features (230 for the chosen SMALL data set) 
• Nominal features with high cardinality (large amount of feature values) 
• Imbalanced class (less than 10% of the data set instances belong to positive class) 
• Very noisy data 

More importantly is that this data set exhibits apparent reduced dimensionality for the 
minority class instances. Compared to the full feature space, the cardinality for most 
sub feature spaces for minority class instances is only 20% the magnitude compared 
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to the overall. Nonetheless, this trait is not regarded valuable by other researchers and 
has not been treated in all published papers involving this data set. 

After the initial data scan, the features that are either empty or too sparse are re-
moved. Over 77% of the numeric features are sparse features concentrated in the top 
20% range and 20% in the bottom 20% range, with only the rest 3% in the middle. 
For nominal features, 30% of features are in the upper 60% range with 15% in the top 
20% range. Based on the observation, the removal threshold is set at 80%, that is, any 
features having over 80% missing rate will be removed.  

The numeric features are discretized to allow for further preprocessing. The 
WEKA filter (supervised) Discretize is applied to perform the task, which uses 
Fayyad and Irani’s Minimum Description Length (MDL) based Decision Tree method 
to partition the continuous range [14]. 

A data filter will extract a collection of all instances of the minority class and 
create a new data set definition based on it. A data transformer will then convert the 
original data set, preserving all the values present in the new definition, and merge all 
the redundant ones into a surrogate value “OTHER”. The numeric features are discre-
tized in the previous step to enable processing in this modality grouping task. 

As the last preprocessing task, all the original features are encoded into binary fea-
tures which will later be ranked based on entropy score. After the feature ranking 
process, the final version of preprocessed data sets with the most relevant features for 
each target features are obtained. 

In this research, a Jackknife-based (also called “leave X% out” approach) renders a 
50/50 split on the original training set – referred to as the base set from this point 
forward – as the new training and testing set to train and evaluate our classifiers. The 
AUC result of the selected algorithms’ 10-fold cross validation is shown in Figure 1 
in which the results are clustered by scores of each task and the overall average. 

 

 
Fig. 1. AUC% result of 10-fold CV of selected algorithms 

Judged by AUC and also other metrics, J48 has become the best performing single 
classifier which will be used for further classification scenarios. Also exciting is that 
the preliminary result of more than 95% average AUC, which is already significant, 
compared to those from other researchers. Since there is no access to the testing data 
at this moment, we resort to the official ranking of the contest for inference of the 
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generated model’s competitiveness. On the leaderboard for the KDD Cup 2009 
SLOW TRACK [15], it is able to identify several winners of the tasks by their scores 
and team names. When examining the comparative performance of results from the 
participants on both training and testing data set, it is clear that most of the partici-
pants’ models already have lower performance on the training data than obtained by 
the J48 in this research, except ones from the grand winner of IBM Research Lab 
which clearly overfits the training data by having all 100% AUC across all three 
tasks. Assuming the models perform averagely well on the testing data, it will then 
become the best score for the SLOW TRACK task! 

Provided the classification results from above, J48 will be used to augment the 
bagging ensemble classifier to produce an ensemble classification result. The ratio-
nale for choosing bagging algorithm for ensemble classification in this research is that 
it provides the most cost-efficient yet robust ensemble solution for this particular data 
set and hardware environment. WEKA has implemented a variety of other ensemble 
classifiers by default, such as the AdaBoostM1 and Stacking for the equally famous 
boosting and stacking algorithms. However, they cost way more processing time than 
bagging to build models on data set of the same size, and occasionally crash the 
WEKA’s memory heap with over-stretching parameter settings. Moreover, the per-
formance of these two ensemble classifiers has shown notable fluctuation as the clas-
sifier parameters change during classification. The stacking classifier in particular, 
suffers varying classification predicaments like data imbalance bias while having 
different configurations for the base/meta classifiers. It is believed that the perfor-
mance of these ensemble classifiers cannot match that of bagging without significant 
effort in parameter tuning. On the other hand, the bagging algorithm can be fairly 
easily without tampering too much the classifier parameters while still capable of 
producing models comparable or even superior to other ensemble classifiers. 

 

Fig. 2. Comparison of AUC% of J48 and Bagging Ensemble 
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In this research, the bagging implementation of WEKA is used for ensemble classi-
fication, with the bootstrap sample size set to 100% of original data set and number of 
bootstrap iteration set to 10. A similar approach as in the last section is adopted which 
repeats the process with different training set size, again generated with three random 
seeds of 1, 10 and 100. Just curious of the best/worst case of degree of improvement 
from ensemble classification, only the sizing options of 5% and 50% will be incorpo-
rated, whose results are compared side by side with that of the original J48 classifier. 
The mean AUC% measures of the three versions for the three target features and the 
overall average are shown in Figure 2. Once more an improvement over the previous 
result is observed. The performance of bagging ensemble exceeds that of the J48 clas-
sifiers by far, and the difference is especially obvious with the 5% training set option. 
Overall, the AUC% of bagging ensemble with the 5% training set option is 0.970, 
which is 0.55 higher than J48’s 0.915; this is actually expected behavior since the 
bootstrap process can largely compensate the inadequate size of the small training set. 
Another reason for the performance improvement is that the J48 decision tree is an 
unstable classifier that can generate sufficiently different decision boundaries upon 
even small changes in training parameters, a characteristic desired for base models of 
ensemble classifications [16]. This is equivalent to saying, however, that performance 
improvement observed with this ensemble J48 may not carry over to ensembles with 
other base classifiers which do not possess such characteristics. Nevertheless, it is 
certain that ensemble classification is a viable way to maximize the benefit of this 
classification framework. 

5 Conclusion 

Partial Focus Feature Reduction, a classification framework that effectively resolves 
real-world CRM classification problems with high data imbalance and poor data qual-
ity is developed. In the classification phase, the effectiveness of the proposed metho-
dology is validated by learning a real-world CRM classification data set perceiving 
the array of common data mining challenges and building both a J48 and bagging 
ensemble classifier that beat all the competitors’ models by a considerable margin.  

There is yet more work to be done in order to perfect this classification framework. 
It has been noted that one limitation may be under-utilization of the numeric features 
with the preprocessing techniques rendered by this framework; there is also no defini-
tive standard of classification algorithms of choice as to achieve the best classification 
result. Nonetheless, it is obvious that the Partial Focus Feature Reduction possesses 
the specialty absent in any conventional classification methodology to address imba-
lanced classification and inferior data quality in the studied data set. 
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Abstract. Computer aided diagnosis systems are very popular now days
as they assist doctors in early detection of the disease. Diabetic macu-
lopathy is one such disease which affects the retina of the diabetic pa-
tients. It affects the central vision of the person and causes blindness
in severe cases. In this paper, an automated system for the grading of
diabetic maculopathy has been developed, that will assist the ophthal-
mologists in early detection of the disease. Here, we propose a novel
computerized method for the grading of diabetic maculopathy in fundus
images. Our proposed system comprises of preprocessing of retinal im-
age followed by macula and exudate regions detection. This is followed
by feature extractor module for the formulation of feature set. SVM
classifier is then used to grade the diabetic maculopathy. The publicly
available fundus image database MESSIDOR has been used for the val-
idation of our algorithm. The results of our proposed system have been
compared with other methods in the literature in terms of sensitivity and
specificity. Our system gives higher values of sensitivity and specificity
as compared to others on the same database.

Keywords: Computer aided diagnosis systems, Diabetic maculopathy,
Fundus images, SVM classifier.

1 Introduction

Over the years, medical imaging has become a significant part in early detection
of various diseases. It is the fastest growing area within medicine and research at
present and plays a central role in developing cost effective health care systems.
Diabetes is one of the chronic disease all over the world. Diabetic retinopathy
(DR) is a condition where diabetes starts effecting the human retina. There are
several stages of diabetic retinopathy namely non proliferative DR, proliferative
DR and diabetic maculopathy (commonly known as macular edema) [1].

Macula is the central portion of the retina which is usually the darkest portion
and is rich in cones [1]. Macula is accountable for the clear, sharp and detailed
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vision. When the damaged blood vessels in the retina leaks out and the fluid gets
deposited near macula, then it leads to distorted central vision. Exudates are the
yellow color deposits of protein present in the retina, and maculopathy occurs
when exudates affect the central vision. The ophthalmologists grade maculopa-
thy into two stages i.e. Non Clinically Significant Macular Edema (Non-CSME)
and Clinically Significant Macular Edema (CSME) [2]. Non-CSME is a mild
form of maculopathy where there are no symptoms of the disease. Because in
Non-CSME, the location of exudates are at a distance from fovea, so the central
vision is not affected. CSME is the severe form of maculopathy, in which the
exudates leak out and get deposited very close to or on fovea, affecting central
vision of the eye [2]. Figure 1 shows the retinal images having different types of
macular edema.

Fig. 1. Stages of diabetic maculopathy: a) Healthy retinal image, b) Non-CSME retinal
image, c) CSME retinal image

Irrespective of diabetic retinopathy, long term diabetic patients have chances
of developing diabetic maculopathy. Automated detection of diabetic maculopa-
thy is vital for the early cure of the disease. There are various computerized
methods in the literature which are useful for the detection of diabetic macu-
lopathy. In [3], diabetic maculopathy is graded by location of exudates in marked
region of macula in fundus image. Exudates are detected using clustering and
mathematical morphological techniques. The method is tested on local dataset
and the sensitivity and specificity are found to be 95.6% and 96.15% respectively.
[4] proposed an intelligent diagnostic system for diabetic maculopathy using fun-
dus images. The feed forward artificial neural network is used for classification.
They have stated a sensitivity value of 95% and specificity value of 100%. In [5],
marker controlled watershed transformation is used for exudates feature extrac-
tion and diabetic macular edema classification. The exudates from the fundus
image are extracted, and their location along with marked macular regions is
utilized for the classification of macular edema into different stages. The method
is tested on MESSIDOR database and the sensitivity is found to be 80.9% and
specificity is 90.2%. Deepak et. al [6] proposed a method for automatic assess-
ment of macular edema using supervised learning approach to capture the global
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characteristics in fundus images. Disease severity is assessed using a rotational
asymmetry metric (motion pattern,) by examining the symmetry of macular
region. The method is tested on publicly available databases like diaretdb0, di-
aretdb1, MESSIDOR and DMED. The accuracy for the maculopathy detection
is found to be 81%. [7] presented a method for classification of exudative macu-
lopathy. This technique uses FCM clustering and artificial neural networks. The
authors have reported sensitivity of 92% and specificity of 82% on some local
dataset.

This paper is organized in four sections. Section 2 consists of systematic
overview of our proposed methodology for the grading of diabetic maculopathy.
This section also explains the detailed proposed system and its various modules.
Experimental results and analysis are given in section 3, followed by conclusion
in section 4.

2 Experimental Methodology

In this section, our proposed method and its various stages for the grading
of maculopathy are explained in detail. The flowchart of proposed method for
the grading of diabetic maculopathy is shown in figure 2. In our work, retinal
images present in MESSIDOR database are used, which are then preprocessed.
Afterwards, macula and exudates region detection is performed, and based on
them a feature set is formulated. The feature set is then classified with SVM
classifier to grade the fundus image into its different types.

Fig. 2. Flow diagram of our proposed method

2.1 MESSIDOR Database

The retinal images present in MESSIDOR database has been used in our study.
This publicly available database has been established to facilitate computer aided
DR lesions detection. The database is collected using TopCon TRC NW6 Non-
Mydriatic fundus camera with 45o FOV and resolutions of 1440×960, 2240×1488
or 2304× 1536 with 8 bits per color plane. It contains total 1200 images which
are divided into three sets of 400 images and each set is further divided into 4
parts to facilitate thorough testing. Each set contains an Excel file with medical
findings which can be use for testing purposes.
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2.2 Preprocessing

The acquired retinal image contains extra background pixels which are not re-
quired for further processing and add more time in overall processing. The pur-
pose of preprocessing is to differentiate between background and foreground and
eliminate background and noisy pixels. A mean and variance based method for
background estimation, and ratio of Hue and Intensity channel for noise detec-
tion are used in preprocessing. The details of these methods are given in [8].

2.3 Exudates Detection

Exudates are the bright lesions which appear on the surface of retina if the
leaking blood contains fats and proteins along with water. Their occurrence is a
main threat to vision especially when they occur near or on macula. The presence
of Optic Disc (OD) makes it difficult for automated system to detect exudates
with high accuracy. The proposed system detects and removes OD pixels for
accurate detection of exudates. Followings steps are used for exudate detection
[10]:

– Take preprocessed image as an input and apply morphological closing to
remove the effect of blood vessels and dark lesions

– Apply adaptive contrast enhancement technique to improve the contrast of
exudates on retinal surface

– Create filter bank given in equation 1 based on Gabor kernel and convolve
it with contrast enhanced image to further enhance the bright lesions [15]

GFB =
1√
πrσ

e−
1
2 [(

d1
σ )2+(

d2
σ )2](d1(cosΩ + ιsinΩ)) (1)

where σ, Ω and r are the standard deviations of Gaussian, spatial frequency
and aspect ratio respectively θ is the orientation of filter and d1 = xcosθ +
ysinθ and d2 = −xsinθ + ycosθ [15].

– Create binary map containing candidate exudate regions by applying adap-
tive threshold value T which is calculated using OTSU algorithm [9]

– Detect OD using averaging and Hough transform given in [11] and remove
all OD pixels from binary map.

2.4 Macula Detection

Macula detection is an important module for developing the computerized sys-
tem for the grading of diabetic maculopathy. It is the macular area of the eye
that is affected in diabetic maculopathy upsetting the central vision of the eye
and in severe cases leading to blindness. The technique which we have used for
macula detection is described in [13]. In this technique macula is first localized
with the help of localized OD and enhanced blood vessels [12]. Finally macula is
detected by taking the distance from the center of optic disk along with enhanced
blood vessels image to locate the darkest pixel in this region, and making clus-
ters of these pixels. The largest cluster formed is macula [13]. Figure 3 shows the
outputs of different modules, i.e. preprocessing, exudate and macula detection.
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Fig. 3. a) Original retinal image; b) Preprocessing mask; c) OD detection; d) Filter
bank response; e)Binary map for exudates; f)Macula detection

2.5 Feature Extraction and Classification

The binary map generated in exudate detection phase may contain spurious and
non exudate regions. A feature set for each object in binary map consisting of
area, mean intensity value, energy and mean value of filter bank response is
created to find true exudates. Exudates are used to grade the risk of macular
edema. Table 1 shows the three diabetic maculopathy grading conditions which
have been used while designing MESSIDOR database. We have used Support
Vector Machine (SVM) classifier to grade the input image. The complete feature
vector containing features for exudates and location of macula is passed to SVM,
where it grades the test image into three categories as defined in table-1.

Table 1. Conditions for grading of diabetic maculopathy [16]

Grade Condition Class

0 No exudate present Normal
1 A few exudates present and distance between macula and Non CSME

exudates > one papilla diameter
2 Exudates present and distance between macula and CSME

exudates ≤ one papilla diameter

Support Vector Machine (SVM) separates the exudates and non exudates
regions from each other with maximum margin by using a separating hyper-
plane. Let the separating hyperplane be defined by x · w + b = 0, where w is
its normal. For linearly separable data labeled xi, yi, xi ∈ RNd , yi = {−1, 1},
i = 1, ..., N , the optimum boundary chosen with maximum margin criterion is
found by minimizing the objective function using equation 2.

E =‖ w ‖2, (2)

subject to (xi · w + b)yi ≥ 1, for all i. We apply linear SVM for classification of
exudates, hence the inequality in equation 2 doesn’t hold in that case. The new
objective function is defined in equation 3.

E =
1

2
‖ w ‖2 +C

∑
i

L(ξi), (3)
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subject to (xi · w + b)yi ≥ 1− ξi, for all i.
C
∑

i L(ξi) is the empirical risk associated with misclassified cases where L is a
cost function and C is the parameter that minimizes the risk against maximizing
the SVM margin.

The linear cost function is robust to outliers hence equation 1 is generalized
by taking L(ξi) = ξi in equation 4.

α∗ = max
α

(
∑
i

αi +
∑
i,j

αiαjyiyjxi.xj), (4)

subject to 0 ≤ αi ≤ C and
∑

i αiyi = 0 in which α = {α1, ....., αi} is the set
of Lagrange multipliers. The optimum decision boundary ω0 which is a linear
combination of all vectors is given in equation 5.

ω0 = Σi(αiyixi) (5)

This decision boundary is then used to classify candidate object into exudate and
non exudate region. The final output of SVM depends on macular coordinates
and their distance from exudates if present.

3 Experimental Results

The proposed system is tested and evaluated properly to check the validity
of proposed method. The SVM grades the images into different categories de-
pending on the number and position of lesions. Figure 4 shows different images
classified as normal, Non-CSME and CSME by the classifier.

Fig. 4. Maculopathy detection. 1st row: Normal images; 2nd row: Non-CSME or grade
1 images; 3rd row: CSME or grade 2 images.
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We have used sensitivity, specificity and accuracy as the figures of merit for
performance evaluation. Sensitivity and specificity are the true positive and true
negative rates respectively and accuracy is the ratio of truly classified images
to the total number of images. Table-2 shows the comparison of our proposed
system with existing methods in the literature in terms of sensitivity, specificity
and accuracy. The results show that our proposed method achieved high values
of sensitivity, specificity and accuracy as compared to other methods using MES-
SIDOR database. Furthermore, the results from other methods are comparable
with our method as we are using a large dataset of images than [3], [4] and [7].

Table 2. Comparison of our proposed method with existing techniques

Author Technique Database Sensitivity Specificity Accuracy%

Siddalingaswamy Clustering and Local dataset 95.6% 96.15% -
et. al. [3] morphology
Nayak et. al. [4] Feed forward ANN Local dataset 95% 100% -
Lim et. al. [5] Marker controlled MESSIDOR 80.9% 90.2% -

watershed transform
Deepak et. al. [6] Rotational Asymmetric MESSIDOR 95% 90% -

Motion Pattern DMED 100% 74% -
Osareh et. al [7] FCM Clustering and ANN Local dataset 92% 82% -
Aquino et. al. [14] Image Processing MESSIDOR - - 96.51%
Proposed Method Filter bank and SVM MESSIDOR 92.6% 97.8% 97.3%

4 Conclusion

In this paper, we have proposed a method for developing computerized sys-
tem for the grading of diabetic maculopathy. Our proposed system consists of
preprocessing, exudates region detection followed by macula detection. The exu-
date detection stage creates a binary map of candidate regions. The SVM based
classifier first detected true exudate regions based on feature set then using coor-
dinates of macula and the distance of exudates from macula, the classifier grades
the input image into three categories. The success of computerized diagnostic
system mainly depends upon three factors such as sensitivity, specificity and
accuracy of the system. The results showed that our system has higher values of
sensitivity and specificity on MESSIDOR database as compared to the values in
literature, hence making our system significant for the screening purposes.
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Abstract. This paper presents a class of generalized global dynamical
system involving (H,η) set-valued monotone mappings and a set-valued
function induced by a closed fuzzy mapping in Hilbert spaces. By us-
ing the resolvent operator technique and Nadler fixed-point theorem, we
prove the equilibrium point set is not empty and closed. Furthermore,
we develop a new iterative scheme which generates a Cauchy sequence
strongly converging to an equilibrium point.
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1 Introduction

Projective dynamical systems have been studied extensively due to their enor-
mous applications arised in the fields of economics, optimization, control theory,
mechanics, physical equilibrium analysis, linear and nonlinear programming and
so on. For details, we refer to [1–4] and the references therein.

In 1993, Dupuis and Nagurney [1] introduced and studied the following class
of dynamics given by solutions to a differential equation with a discontinuous
right-hand side, namely local projected dynamical systems as follows

dx

dt
= lim

ρ→0

PK (x− ρN (x))− x

ρ
. (1)

They also proved that the critical points of the equation are the same as the
solutions to a variational inequality problem: to find an x ∈ Rn, such that

(N (x) , y − x) ≥ 0 for all y ∈ Rn.

Recently Friesz, Xia and Vincent [3] analyzed the global asymptotic stability
behavior of a class of global dynamical system

dx

dt
= PK (x− ρN (x))− x. (2)

� Corresponding author.

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 44–51, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



An Iterative Method for a Class of Generalized Global Dynamical System 45

In 2007, by using the resolvent operator technique, Zou, Huang and Lee [5]
considered a class of generalized global dynamical system in Hilbert Space H:
to find absolutely continuous functions x (·) from [0, J ] → H such that{

dx
dt ∈ RH,η

M,ρ (g (x)− ρN (x))− g (x) for a.a.t ∈ [0, J ]

x (0) = b,
(3)

where M , and N are set-valued mapping H → 2H, and η : H → H, is a singled
valued mapping. They proved that the set of the equilibrium points of [5] is
nonempty and closed. However, they did not give a way to find any equilibrium
points and this is exactly one of the two major motivations of this paper.

On the other hand, in 1965, Zadeh [6] introduced the concept of fuzzy sets,
which became a cornerstone of modern fuzzy mathematics. In particular, fuzzy
mappings have been of many authors’ interest. To explore properties of the gen-
eralized globle dynamic system involving fuzzy mapping is another motivation
of this paper.

In this paper, we consider a class of generalized projective dynamical system
in Hilbert spaces involving (H, η)-mappings and a set-valued mapping induced
by a fuzzy mapping. Also, we use similar techniques as in [7] to obtain similar
results as in [5]. Moreover a new iterative method for finding an equilibrium
point is proposed and the strong convergence of the iterative sequence is proved.

2 Preliminaries

Let H be a real Hilbert space endowed with a norm ||·|| and inner product (·, ·).
Let � (H) be a collection of all fuzzy sets over H . A mapping F : H → F (H) is
said to be a fuzzy mapping, if for each x ∈ H , F (x) is (denote it by Fx in the
sequel) is a fuzzy set on H and Fx (y) is the membership function of y in Fx.

A fuzzy mapping F : H → � (x) is said to be closed if for each x ∈ H, the
function y → Fx (y) is upper semicontinuous, i.e., for any given net {yα} ⊂ H
satisfying yα → y0 ∈ H, lim sup

α
Fx (yα) ≤ Fx (y0). For B ∈ F (H) and λ ∈ [0, 1],

the set (B)λ = {x ∈ B|B(x) ≥ λ} is called a λ−cut set of B. Suppose that
α : H → [0, 1] is a real valued function. It is known that (Fx)α(x) is a closed

subset ofH if F is a closed fuzzy mapping overH. Let C (H) denote all the closed
subsets of H. Let E : H → F (H) be a closed fuzzy mappings and α : H → [0, 1]
be a real valued function, then for each x ∈ H , we have (Ex)α(x). Therefore we

can define a set-valued mappings, Ẽ : H → C(H) by Ẽ (x) = (Ex)α(x). In this

paper, we say that the multi-valued mapping Ẽ is induced by the fuzzy mapping
E.

Let η : H×H → H and g,H : H → H be single-valued mappings and let
E : H → F (H)be fuzzy mappings, Let α : H → [0, 1] be a given function. We will
consider the following generalized dynamical system, find absolutely continuous
functions x (·) : [0, J ] → R ∪ {+∞} such that

dx

dt
∈ RH,η

A,ρ (g (x)− ρẼ (x))− g (x) for a.a.t ∈ [0, J ] , (∗)
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where Ẽ is the set valued mapping H → C(H) induced by the fuzzy mapping
E.

We start with some basic definitions.

Definition 1. A point x∗ is said to be an equilibrium point of global dynamical
system (∗), if x∗ satisfies the following inclusion

0 ∈ RH,η
A,ρ (g(x

∗)− ρẼ(x∗))− g(x∗).

Definition 2. A mapping H : H → H is said to be
(i) α-strongly monotone with respect to first argument if there exists some

α > 0 such that

(H(x) −H(y), x− y) ≥ α‖x− y‖2, ∀x, y ∈ K;

(ii) ξ-Lipschitz continuous if there exists a constant ξ ≥ 0 such that

‖H(x)−H(y)‖ ≤ ξ‖x− y‖, ∀x, y ∈ K.

Definition 3. A set-valued mapping T : H →2H is said to be ξ-Lipschitz
continuous if there exists a constant ξ > 0 such that

M(T (x), T (y)) ≤ ξ‖x− y‖, ∀x, y ∈ K,

where M(·, ·) is the Hausdorff metric on C(H) defined by M : 2H × 2H →
R ∪ {+∞}

M (Γ,Λ) := max

{
sup
u∈Γ

dist (u|Λ) , sup
v∈Λ

dist (v|Γ )

}
.

Definition 4. Let η : H × H → H and H : H → H be two single valued
mappings and A : H → 2H be a set-valued mapping. A is said to be

(i) monotone if (x− y, u− v) ≥ 0 for all u, v ∈ H, x ∈ Au, and y ∈ Av;
(ii) η-monotone if (x− y, η (u, v)) ≥ 0 for all u, v ∈ H, x ∈ Au, and y ∈ Av;
(iii) (H, η)-monotone if A is η-monotone and (H + λA) (H) = H for all λ > 0.

Example 1. If f is a proper convex function from R2 to R∪ {+∞} defined
by

f : x =

(
x
y

)
→
√
x2 + y2

and then the subdifferential of such a function f at any point x in R2

∂f (x) = {v ∈ R2|f (y) ≥ f (x) + v · (y − x), ∀y ∈ R2}

is a maximal monotone set-valued mapping. Moreover, if H is the identity map-
ping and η (x, y) = x−y, then ∂f is also an (H, η)-monotone set-valued mapping.
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Lemma 1. ( [8]) Let η : H×H → H be a single-valued operator,H : H → H be
a strictly η-monotone operator and A : H →2H be an (H, η)-monotone operator.

Then, the operator (H + λA)−1 is single-valued.

By this lemma, we can define the resolvent operator RH,η
A,λ as follows.

Definition 5. ([8]) Let η : H×H → H be a single-valued operator, H : H → H
be strictly η-monotone operator and A : H →2H be an (H, η)-monotone opera-

tor. The resolvent operator RH,η
A,λ is defined by

RH,η
A,λ (u) = (H + λA)

−1
(u) , ∀u ∈ H.

Lemma 2. ( [8]) Let η : H×H → H be a single-valued Lipschitz continuous
operator with constant τ . Let H : H → H be stongly η-monotone operator
with constant r and A : H →2H be an (H, η)-monotone operator. The resolvent

operator RH,η
A,λ is Lipschitz continuous with constant τ

r .

3 Existence of the Equilibrium Points

In this section, we prove that the equilibrium points set of the generalized global
set-valued dynamical system (∗) is also nonempty and closed.

Theorem 1. Let E : H → F (H) be a closed fuzzy mapping. Let Ẽ : H →C (H)
be μ-Lipschitz continuous, g : H → H be ε-Lipschitz continuous and β-strongly
monotone, η : H×H → H be a single-valued τ -Lipschitz continuous operator.
Let a : H → [0, 1] be a single-valued function and H : H → H be strictly η-
monotone operator with constant r and A : H →2H be an (H, η)-monotone
operator. If √

1 + ε2 − 2β + τr−1(ε + ρμ) < 1,

then the equilibrium points set of the generalized global dynamical system (∗)
is nonempty and closed.

Proof. Let

T (x) = x− g(x) +RH,η
A,ρ (g(x) − ρẼ(x)), ∀x ∈ K.

Then T : H → C(H). From Definition 2.1, it is easy to know that x∗ is an
equilibrium point of global dynamical system (∗) if and only if x∗ is a fixed
point of T in H, i.e.,

x∗ ∈ T (x∗) = x∗ − g(x∗) +RH,η
A,ρ (g(x

∗)− ρẼ(x∗)).

Therefore, the equilibrium points set of (2.1) is the same as the fixed pints set
of T .
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We first prove that F (T ) is nonempty. In fact, for any x, y ∈ H and a1 ∈ T (x),
there exists u ∈ Ẽ(x) such that

a1 = x− g(x) +RH,η
A,ρ (g(x)− ρu). (1)

Since u ∈ Ẽ(x), and Ẽ : H → C(H), it follows from Nadler [9] that there exists
v ∈ Ẽ(y) such that

‖u− v‖ ≤ M(Ẽ(x), Ẽ(y)). (2)

Let

a2 = y − g(y) +RH,η
A,ρ (g(y)− ρv). (3)

Then a2 ∈ T (y). From (1) to (3), we have

‖a1 − a2‖ = ‖x− y − (g(x) − g(y)) +RH,η
A,ρ (g(x) − ρu)−RH,η

A,ρ (g(y)− ρv))‖

≤ ‖x− y− (g(x)−g(y))‖+‖RH,η
A,ρ(g(x)−ρu)−RH,η

A,ρ (g(y)−ρv))‖. (4)

Since g is ε-Lipschitz continuous and β-strongly monotone,

‖x− y − (g(x)− g(y))‖2 ≤ (1 + ε2 − 2β)‖x− y‖2. (5)

From Lemma 2, RH,η
A,ρ is Lipchitz continuous, we have

‖RH,η
A,ρ (g(x)− ρu)−RH,η

A,ρ (g(y)− ρv))‖ ≤ τr−1(‖g(x)− g(y)‖+ ρ‖u− v‖)
≤ τr−1(ε‖x− y‖+ ρ‖u− v‖). (6)

From the selection of v and the Lipschitz continuity of Ẽ,

‖u− v‖ ≤ M(Ẽ(x), Ẽ(y)) ≤ μ‖x− y‖. (7)

In light of (4)-(7), we have

‖a1 − a2‖ ≤ (
√
1 + ε2 − 2β + τr−1(ε + ρμ))‖x− y‖ = L‖x− y‖, (8)

where L =
√
1 + ε2 − 2β + τr−1(ε + ρμ). Now (3.8) implies that

d(a1, T (y)) = inf
a2∈T (y)

‖a1 − a2‖ ≤ L‖x− y‖. (9)

Since a1 ∈ T (x) is arbitrary, we have

sup
a1∈T (x)

d(a1, T (y)) ≤ L‖x− y‖. (10)

Similarly, we can prove

sup
a2∈T (y)

d(T (x), a2) ≤ L‖x− y‖. (11)
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From (10), (11), and the definition of the Hausdorff metric M (·, ·) on C(H), we
have

M(T (x), T (y)) ≤ L‖x− y‖, ∀x, y ∈ K. (12)

Now the assumption of the theorem implies that L < 1 and so T (x) is a set-
valued contractive mapping. By the fixed-point theorem of Nadler[9], there is x∗

such that x∗ ∈ T (x∗), and thus x∗ is an equilibrium point of (∗). This means
that F (T ) is nonempty.

Now we prove that F (T ) is closed. Let {xn} ⊂ F (T ), and xn → x0(n → ∞).
Then xn ∈ T (xn) and (12) implies that

M(T (xn), T (x0)) ≤ L‖xn − x0‖.

Thus,

d(x0, T (x0)) ≤ ‖x0 − xn‖+ d(xn, T (xn)) +M(T (xn), T (x0))

≤ (1 + L)‖xn − x0‖ → 0, as n → ∞.

It follows that x0 ∈ F (T ) and so F (T ) is closed. This completes the proof.

4 A New Iterative Method for Finding an Equilibrium
Point

Assume all the notations are as stated in the previous sections. Under the same
assumptions as in Theorem 3.1, this section provides a new iterative method for
finding an equilibrium point for (2.1).

Algorithm 1. Step 0. Let ρ > 0 be a constant. Choose x0 ∈ int(dom(Ẽ)) and
choose u0 ∈ Ẽ(x0). Set n = 0.

Step 1 Let
xn+1 = xn − g (xn) +RH,η

A,ρ (g (xn)− ρun) . (13)

Step 2 Choose an un+1 ∈ Ẽ (xn+1) satisfying

‖un+1 − un‖ ≤ M(Ẽ (xn+1) , Ẽ (xn)),

Step 3 If xn+1 satisfies a required accuracy, then stop, otherwise, n := n+ 1,
go to step 1.

Theorem 2. If all the assumptions in Theorem 3.1 hold, then the iterative
sequence {xn} generated by Algorithm 1 strongly converges to an equilibrium
point for (∗).

Proof. By 13, we have

||xn+1 − xn|| = || − g (xn) +RH,η
A,ρ (g (xn)− ρun) ||

Let Tn = −g (xn) +RH,η
A,ρ (g (xn)− ρun) = xn+1 − xn.



50 Y. Zou et al.

Then,

||Tn|| = ‖Tn−1 + Tn − Tn−1‖
≤ ‖(xn − xn−1)− (g (xn)− g (xn−1)) ‖

+‖RH,η
A,ρ (g (xn)− ρun)−RH,η

A,ρ (g (xn−1)− ρun−1) . (14)

For the first term in (14)

‖(xn − xn−1 − (g(xn)− g(xn−1))‖2 ≤ (1− 2β + ε2)‖xn − xn−1‖2. (15)

For the second term in (14)

‖RH,η
A,ρ (g (xn)− ρun)−RH,η

A,ρ (g (xn−1)− ρun−1) ‖
≤ τr−1 (‖ρun − ρun−1‖+ ε ||xn − xn−1||)
≤ τr−1(ρM(Ẽ(xn), Ẽ(xn−1)t) + ε‖xn − xn−1‖)
≤ τr−1 (ρμ+ ε) ||xn − xn−1|| . (16)

Therefore, in light of (14) to (16), we have

||xn+1 − xn|| ≤ (
√

(1− 2β + ε2) + τr−1 (ρμ+ ε))‖xn − xn−1‖.

Let k :=
√
(1− 2β + ε2) + τr−1 (ρμ+ ε) and 0 < k < 1 by the assumptions

of Theorem 1, then we conclude that {xn} is a Cauchy sequence and therefore
{xn} must strongly converge to a point x∗. From the construction of Algorithm
1, it is obviously that x∗ ∈ F (T ), and therefore is an equilibrium point for (∗).
This completes the proof.

A demonstration example is given below.

Example 2. Now let A = ∂φ, where φ : H → R ∪ {+∞} is a lower semicon-
tinuous and η = x − y. Furthermore, let H be the identity mapping and φ is
the indicator function of K, then RH,η

A,λ = PK , the projection of X onto K (see

[8]). Moreover, if Fx (y) is the characteristic function, and if Ẽ = N is a single-
valued mapping, then (∗) could further reduce to the global projective dynamical
system {

dx(t)
dt = PK(g(x)− ρN(x(t))) − g(x)

x(0) = x0

which was studied by Friesz et al. [2], Xia and Vincent [3]. Now, Let g(x) = x
and K is the unit ball in R4,and

N =

⎛
⎜⎜⎝

15 3.4 5.7 −1
9.2 14 3 −0.5
−8 2.1 12 1
2 −3 7 15

⎞
⎟⎟⎠

Obviously, the equilibrium point is (0, 0, 0, 0). Now choose the initial point x0 =
(−1.5, 1,−1, 1.7)T and ρ = 1/189, the sequence generated by the algorithm 1 is
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x(t) = (x1, x2, x3, x4). The following figure is the simulation of the sequences,
and it does converge to the equilibrium point.

Remark. Compared with [7, 5], a more generalized monotone operator is con-
sidered in this paper and an iterative algorithm is constructed to find an equi-
librium point. Also the strong convergence of the generated iterative sequence is
proved.
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Abstract. Estimation of missing precipitation records is one of the important 
tasks in hydrological study. The completeness of precipitation data leads to 
more accurate results from the hydrological models. This study proposes the 
use of modular artificial neural networks to estimate missing monthly rainfall 
data in the northeast region of Thailand. The simultaneous rainfall data from 
neighboring control stations are used to estimate missing rainfall data at the 
target station. The proposed method uses two artificial neural networks to learn 
the generalized relationship of rainfall recorded in dry and wet periods. Inverse 
distance weighting method and optimized weight of subspace reconstruction 
method are used to aggregate the final estimation value from both networks. 
The experimental results showed that modular artificial neural networks 
provided a higher accuracy than single artificial neural network and other 
conventional methods in terms of mean absolute error.  

Keywords: Missing precipitation records, Modular artificial neural networks, 
Northeast region of Thailand, Inverse distance weighting method, Optimized 
weight of subspace reconstruction method. 

1 Introduction 

Precipitation data are one of the most important variables used in hydrological 
modeling in the assessment of streamflow and rainfall-runoff. These models 
fundamentally require the complete and reliable rainfall data records [1]. Normally, 
ground-based observations are the primary sources of rainfall data. A large number of 
rain gauge stations are installed throughout the study area to record the rainfall. 
However, in practice, rainfall records often contain missing data values due to 
malfunctioning of the equipment and/or other conditions. Such imperfect rainfall 
record could affect the performance of the hydrological models. Therefore, estimating 
missing rainfall data is an important task in hydrological modeling [2]. This study 
proposes the use of Modular Artificial Neural Networks (MANN) to estimate missing 
monthly rainfall data. This paper is organized as follows: Section 2 describes some of 
the related works. Section 3 illustrates four case studies and the dataset being used. 
Section 4 describes the details of MANN used in this study. Section 5 shows the 
experimental results and an analysis of the outcomes. Finally, a conclusion is 
presented in Section 6. 
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2 Related Works 

In the last decade, many studies have been dedicated to address the missing rainfall 
data problem. Teegavarapu et al. [2] examined Inverse Distance Weighting Method 
(IDWM) and its variants to estimate the missing precipitation data. They suggested 
several ways to improve IDWM by defining some parameters and surrogate measures 
for distance used in IDWM. They concluded that using correlation coefficient as 
weight for revised IDWM and Artificial Neural Network (ANN) yielded better 
accuracy. Later, Teegavarapu et al. [3] improved Ordinary Kriging (OK) by using 
ANN to create semivariogram instead of using a prior definition of a mathematical 
function. This revised technique was used to estimate the missing precipitation data. 
The results showed that the use of ANN with OK had more advantages than the 
original OK. Nevertheless, Teegavarapu et al. [4] purposed a fixed functional set 
genetic algorithm method to derive the optimal functional forms for estimating the 
missing precipitation data. The method used genetic algorithm and non-linear 
optimization formulation to obtain functional form and its coefficients. The proposed 
method was compared with IDWM and Correlation Coefficient Weighting Method 
(CCWM). Their method showed improvement to IDWM and CCWM in term of root 
mean square error. Kim et al. [1] applied Regression Tree (RT) and ANN to construct 
missing precipitation data. Regression tree was used to create the list of influenced 
stations. These stations were then used to estimate the missing precipitation data by 
ANN models. The result showed that the use of RT + ANN provided better estimation 
than the use of RT or ANN alone. Piazza et al. [5] compared various spatial 
interpolation methods to create a serially complete monthly precipitation time series. 
Their study suggested that the best estimation result could be derived from the use of 
a combination method called residual kriging in which the residual from linear 
regression are interpolated by ordinary kriging method. Another comparison work is 
Kajornrit et al. [6]. They compared several spatial interpolation methods to estimate 
missing rainfall data in the northeast region of Thailand. They suggested the use of 
statistics of dataset as a guideline to select the appropriate estimation techniques. All 
works mentioned above used the single model to estimate missing rainfall data. Since 
the nature of rainfall data could be grouped into dry and wet period, the use of 
modular models may improve the estimation accuracy. Therefore, this study proposes 
the use of modular artificial neural networks to perform this task.  

3 Four Case Studies and Dataset  

The case study area selected sites in the northeast region of Thailand as illustrated in 
Figure 1. In this study, four rainfall stations are assumed to have missing rainfall data 
records (target station). The simultaneous rainfall data from neighboring stations 
(control station) are used to estimate the missing data at target station. Many 
researchers have recommended the use of three or four closest stations for application 
of IDWM [2]. This suggestion related to the work of Eischeid [7], which showed that 
inclusion of more than four stations does not significantly improve the interpolation 
and may in fact degrade the estimate.  
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This study selected three closest control stations to estimate the missing data at the 
target station. An additional reason to select only three control stations is due to the 
availability of data. Since the dataset contains a few real missing data, the data 
records that have missing data must be removed. The number of available data 
records decreases when the number of control stations increases. Thus, the use of 
three control stations is deemed to be an appropriate selection for this study. 
However, it does not necessarily mean it is the best. 

The rainfall data range from 1981 to 2001. The data from 1981 to 1998 are used to 
calibrate the models, and data from 1999 to 2001 are used to validate the developed 
models. Since there are a few real missing data records in control stations in the 
earlier period, such records have been removed. After removing missing records from 
calibration data, the proportion between validation and calibration data falls between 
18 to 20 percents approximately. To validate the models, Mean Absolute Error 
(MAE) is adopted as given in equation (1).  ܧܣܯ ൌ ∑ |ܱ݅ െ ܲ݅|௠௜ୀଵ ݉⁄  .          (1) 

where Oi and Pi is the observed the estimated value respectively, m is the number of 
missing data. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Four selected case study sites in the northeast region of Thailand, case 1: ST356010, 
case 2: ST381010, case 3: ST388002, case 4: ST407005. Case 1 and Case 3 sites are located 
over and under the Phu-Phan mountains range. Case 2 sites are located in the Northern Sakon-
Nakhon plain and Case 4 sites are located in the Southern Khorat plain. 

4 The Modular Artificial Neural Networks 

Figure 2 shows an overview of the proposed model. The proposed methodology could 
be divided into two steps. The first step is to partition the data and create the 
estimation modules. In this step, the training data are clustered into different groups 
and then the data in each group are used to train an ANN. The second step is to create 
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an aggregation module. The function of this module is to finalize the decision value 
from those networks. In this study two aggregation methods are introduced. Both 
methods are based on the concept of Tobler’s first law, “Everything is related to 
everything else, but near things are more related than distant things” [8].   

In the first step, since the nature of rainfall data could be divided into dry and wet 
period, the proposed method partitions the data into two clusters according to the 
seasons. All the input-output pairs are then clustered by using Fuzzy C-Mean (FCM) 
clustering technique. Once the two training data are prepared, supervised neural 
network are used to capture the relationship between these input-output pairs. Among 
several types of supervised neural network, Back-Propagation Neural Network 
(BPNN) has been widely used in hydrological study. In this study one hidden layer 
BPNN is used to learn from the training data. The numbers of input node, hidden 
node and output node are three, four and one respectively. The transfer functional 
used in the model is sigmoid function. 

The second step is to create an aggregation module. This study proposed two 
aggregation methods, Inverse Distance Weighting Method (MANN-IDWM) and 
Optimized Weight of Subspace Reconstruction Method (MANN-OWSR). In the first 
method, the final decision output should be closer to the decision output from closer 
ANN than farther ANN. The distance between the data point and the center of clusters 
are used to weight the final decision value from both ANNs inversely. The 
mathematic formula of MANN-IDWM is ݖ௢ ൌ ሾݖଵ ଵௗభೖ ൅ ଶݖ  ଵௗమೖሿ ቂ ଵௗభೖ ൅ ଵௗమೖ ቃ .ൗ             (2) 

 
 
 
 
 
 
 
 
 
 

Fig. 2. The architectural overview of the proposed model. The first and second ANN captures 
the relationship of rainfall in the dry and wet period respectively. In the aggregation module, 
the training data are used only for the MANN-OWSR model. 

where Z1 is predicted value from ANN1 and Z2 is the predicted value from ANN2, d1 
and d2 are the distance between the data point to the centroid of cluster 1 and cluster 2 
respectively. k is the power parameter. The optimized k parameter can be found from 
training data.  

In the second method, the optimized weight of subspace reconstruction method, 
based on the idea that if the weight assigned to a data point in order to weight final 
decision value from both ANNs is optimal, this weight value should also be optimal 
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for the nearest data points in the same manner. Assume δ to be a small region around 
an input vector Zs and a set of data points {Z1, Z2,…,Zk} to be the data points around 
the region δ in which  ԡܼ௜ െ ܼ௦ԡ ا  (3)     . ߜ

If the weight applied to Zs is the optimal weight. That weight should be the optimal 
value for all the points in the region. So, if the weight applies to all the points in that 
region is optimal, the error of equation shown below should be minimal. ߝ ൌ ଵ௞ ∑ ሺݖ௜ᇱ െ ݖ௜ሻଶ௞௜ୀଵ  .         (4) 

where ε is mean square error, k = number of data point in the region δ, ݖᇱ is predicted 
value from MANN and z is the observed value. Considering this case study, the final 
decision value comes from two ANNs. The final estimated value is ݖᇱ ൌ ௗᇱݖߙ ൅ ௪ᇱݖߚ   
and ߙ ൅ ߚ  ൌ 1  Then  ݖᇱ ൌ ௗᇱݖߙ ൅ ሺ1 െ ௪ᇱݖሻߙ   .               (5) 

where ݖᇱ is final predicted results and α is weight applied. Replace equation (5) into 
equation (4). Then ߝ ൌ ଵ௞ ∑ ሺሺݖߙௗ௜ᇱ ൅ ሺ1 െ ௪௜ᇱݖሻߙ ሻ െ ௜ሻଶ௞௜ୀଵݖ   .        (6) 

The equation (6) is the cost function that we have to minimize in order to find the 
optimal value of α. Then the problem is to optimize one variable equation. In order to 
optimize the cost function, this study uses a MATLAB function call "fminbnd" to 
minimize MSE. The function "fminbnd" is used to find the minimum of the single 
variable function of a fix interval. It finds a minimum for a problem specified by   
minx f(x), subject to x1 < x < x2 where x1, x, x2 are scalars and f(x) is a function that 
returns a scalar. Its algorithm is based on golden section search and parabolic 
interpolation. More details have been described in references [9] and [10]. 

In the case that the data points in the region are sparse or there is no point in the 
defined region, the aggregation method will use MANN-IDWM instead. Another 
consideration is the size of the small region (or radius). This optimal size can be 
found by direct search using training data. However, for the rainfall data, the 
distribution of rainfall among a year is varying, so the radius should not be fixed in 
the input space. 

Taking the distribution of data in Figure 3 into account, one can see that the 
distribution of data is concentrated near origin and spread out in all dimension. Thus, 
the proposed method partition input space into three regions. Region 1 begins from 
the origin to center of the first cluster. Region 2 is between center of first and second 
cluster. Region 3 is the area outside center of cluster 2. In each region, the training 
data have been used to investigate the appropriate radius by direct searching. 

5 Experimental Results 

To evaluate the accuracy of the developed models, the rainfall data from 1999 to 2001 
are assumed to be missing data records and they needed to be estimated. The 
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proposed models have been compared with the Inverse Distance Weighting Method 
(IDWM), the Correlation Coefficient Weighting Method (CCWM) and Artificial 
Neural Network (ANN). Table 1 shows the results of evaluation.  

In IDWM, the optimized power parameter k could be defined by considering MAE 
of data in the calibration period when increasing power parameter. It was found that 
the optimized power parameters are 0.8, 4.5, 2.8 and 0 for case 1 to case 4 
respectively. In CCWM, the correlation coefficient of rainfall data between each 
control stations and target station in calibration period are used in this method. The 
network architecture of the ANN is the same as the architecture used in the MANN 
method. 

 

Fig. 3. An example of the distribution of rainfall data in the input space (TS356010) 

Table 1. Mean Absolute Error (MAE) of validation data 

Models ST356010 ST381010 ST388002 ST407005 
IDWM 245.02 267.32 500.46 399.10 
CCWM 261.05 285.38 484.92 399.02 

ANN 244.59 258.13 487.95 481.11 
MANN - IDWM 232.04 230.83 456.25 387.52 
MANN - OWSR 212.91 228.40 448.36 389.87 

 
In case 1 (ST356010), CCWM gave the highest estimation error. IDWM and ANN 

showed no different in the accuracy. MANN-IDWM provided an improvement from 
ANN and other conventional method up to 5 percents. In turn, MANN-OWSR 
provided significantly improvement from MANN-IDWM to almost 8 percents. This 
case study pointed out that the proposed methods, especially MANN-OWSR can 
improve the performance of ANN and other conventional models. 

In case 2 (ST381010), CCWM provided the lowest accuracy. IDWM provided 
better estimation than CCWM, and ANN provided better estimation than IDWM. 
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MANN-OWSR showed a slight improvement over MANN-IDWM. However, both 
models showed better result than CCWM, IDWM and ANN of up to 13 percents 
approximately. 

In case 3 (ST388002), IDWM provided the lowest accuracy whereas CCWM and 
ANN provided almost similar performance. MANN-IDWM improved the estimation 
of the ANN by 6.50 percents and MANN-OWSR improved the estimation of ANN by 
8 percents. In this case study, MANN-OWSR again showed better estimation results 
than MANN-IDWM. 

In case 4 (ST407005), IDWM and CCWM provided almost similar estimation 
results whereas ANN showed very high estimation error in this case study. However, 
both MANN-IDWM and MANN-OWSR still provided lower estimation error than 
IDWM and CCWM. This case study pointed out that MANN-IDWM and MANN-
OWSR could still perform good estimation results even though ANN provided high 
estimation error. 

Since the large estimation error occurred to ANN in case 4, then, more 
investigation is needed. It was found that there are some rainfall records in the 
calibration period which the relationship of control stations and target station could be 
considered as irregular events; For example, there is an overshoot rainfall record at 
target station whereas rainfall data at control stations are normal. If such record 
occurred frequently in the training data, ANN could not provide reasonable estimation 
and thus yield large MAE. However, only ANN is affected by this noise data because 
ANN used this record as input-output pair in adapting process whereas the IDWM 
and CCWM do not use the output. In case of MANN, these irregular data are 
separated into two datasets. Although one ANN is affected by this data, another ANN 
is not. Therefore, when the final decision value is evaluated from both ANN, the 
irregular effect is reduced.  

6 Conclusion 

This study proposed the use of modular artificial neural networks to estimate the 
missing monthly precipitation records. The proposed models use fuzzy c-mean 
clustering technique to partition the data into dry and wet period according to the 
nature of the data. Back-propagation neural networks have been used to capture the 
relationship of rainfall in each period. In the aggregation module, this study used an 
inverse distance weighting method and an optimized weight of subspace 
reconstruction method to form the final decision value.  Four case studies in the 
northeast region of Thailand have been used to test the proposed models. The 
simultaneous rainfall records from three nearest control stations were used to estimate 
the missing rainfall record at the target station. The experimental results reported so 
far have showed that the use of modular artificial neural network can improve the 
performance of single artificial neural network and other conventional method to 
estimate the missing rainfall data. Furthermore, modular artificial neural networks are 
more tolerant to irregular data than single artificial neural networks. 
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Abstract. The paper presents a method for protection office door to open only 
for authentic employees. Firstly, the employee enter his ID into remote comput-
er through keypad fixed out door, then the computer automatically reply by ask-
ing the employee a few questions appear on the keypad screen. To open the 
door, the employee must answer all of questions within certain and short period 
of the time. The questions are been selected randomly using e-exam technique 
from a bank of questions which have been designed based on invariant private 
information related with employee. The paper is aimed to use a simple and ac-
curate method for employee authentication comparing with traditional office 
security techniques. 

Keywords: Person authentication, E-exam, Random generation, Door locking 
system. 

1 Introduction 

Historically the access control system to determine who is allowed to enter through 
the door was partially accomplished through keys and locks. When a door is locked 
only someone with a key can enter through the door, the keys can be easily copied or 
transferred to an unauthorized person. 

Electronic person authentication technology [1] is used to replace mechanical key. 
Traditionally there are different types of person authentication, such a, password, ID, 
card key, smart card, and Biometric [2]. 

Biometric is the most secure and convenient authentication tool. The biometric 
door lock uses measure individual unique or behavioral characteristic [3-8] such as 
fingerprint, signature, voice, hand geometry, eye, and facial verification. Even biome-
trics can't be borrowed, stolen, or forgotten but authentication systems based on bio-
metrics are safer from the following: 

• Ease of use: some biometric devices are difficult to handle unless there is 
proper training. 

• Error incidence: Time and environmental conditions may affect the accuracy 
of biometric data. For instance, biometrics may change as an individual be-
comes old. Environmental conditions may either alter the biometric directly 
(if a finger is cut and scarred) or interfere with the data collection (back-
ground noise when using a voice biometric). 
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• Complexity and cost: to extract biometric information needs preprocessing 
techniques. Overhead processing. 

Our project aim to design protection system for office based on E-exam techniques 
uses ID code with biometric. Firstly, the employee enter his special (ID) into remote 
computer through keypad fixed out door, then the computer automatically reply by 
generating randomly a few questions appear on the keypad screen. To open the door, 
the employee must answer all of questions within certain and short period of the time. 
When the door is open, the computer records time of the entering. At time the em-
ployee needs to leave the office, he must only enter his (ID) number into the computer 
through keypad fixed indoor, the computer records the time of leaving. The questions 
are selected randomly from a bank of question are designed based on invariant private 
information related with employee himself. The objectives of our project are use sim-
ple and accurate idea, ID code with biometric. 

2 Proposed Structure and Design of the System 

In this study, we proposed a security system contains door locking system using ID 
code with E-exam technique as illustrate in figure (1). 

 
Fig. 1. System phases design 

The system is implemented in two phases, in the first phase, we design application 
form contains 50 questions.The questions are invariant bio information related with 
office employees such as family name, name of  higher school he/she graduated 
from, name and date of his/her birthday, name of his/her older brother, and so on. All 
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employees must fill the application form with the clear answer known to him. These 
information are used to design a database table, each record in the database represent 
the answers of questions for one employee with main key represent by ID code that 
the system generate it randomly. 

The database is linked to e-examining software, to generate ten questions in form 
YES/NO randomly from the employee record which is linked to the main key (ID 
code) for the employee. This code is magnetized on the employee card. 

The questions generation method from the database is illustrate in fig. 2, suppose 
that the issue employee is define by employee X. Selection of one of fifty questions 
(QS) is based on random uniform distribution method according to equation (1), and 
for creation of questions (QC), usessame method with window of ±5 to specified em-
ployee row according to equation (2). 

 QS = INT (1+50*R) (1) 

 QC = INT ((ID-5) +10*R) (2) 

where R is common random number, R ∈[0, 1], and INT ( ) is integer value. 
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Employee N-1 →      …    

Employee N →      …    

Fig. 2. Random questions generation from the database 

In the second phase, represent by real time work, to open the door for any person 
who wants to enter the office, firstly he/she must feeds the employee card to card 
reader, then the system extracts the ID code from the card, as illustrate in figure (3), 
and verify it is valid or not, if it is valid the system use it to specify the employee 
record in the database. The system is automatically replying by generate randomly ten  
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different questions from employee record according to equations (1) and (2). The 
questions are displaying one by one on the keypad screen, and the person who stands 
out of door must answer all of them. The door is be open if and only if the employee 
answer all ten questions correctly within short period of the time, otherwise the door 
continue closed and the system inform the person that he/she not allowed to enter by 
sending message appear on the keypad screen. 

The answers of question are test for correctness by compare one by one with data-
base record fields which is specified by entered ID code.  

 

Fig. 3. Process steps for the authentication system 

The system used hardware as well as software. The hardware components are  
interface card reader and keypad, USB connections and connecting cables etc. In 
addition we have used actuator (stepper motor for this purpose) to open the lock con-
trolled by output signal from computer after employee authentication is verified. 
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3 Implementation and Results 

The system has being implemented using MATLAB program, and use Microsoft 
office excess to construct the database. The database contains employees bio informa-
tion uses unique ID code to indicate employee record. Also, the database contains the 
record of the check-in and check-out of the user. User must have ID code, if the user 
does not have any previous record registered to the database, the door will not be 
open thus unauthorized entries will be avoided. So firstly, the computer tests the user 
ID, it is valid or not. If it is valid the computer start generates questions and test an-
swers. If the user answer all question correctly, the door will be open, otherwise it 
remain closed. The computer also, control of open and closed the door. The door 
along with locking system is driven by stepper motor. Stepper motor acts as actuator, 
which is able to open and close the door in real-time. In real time door is open auto-
matically and closes it again after a specific time interval. Figure(4), illustrate the 
simulation of the proposed system. 

 

Fig. 4. Simulation of the authentication system use MATLAB 

4 Conclusion 

In this work we have successfully implemented security system which can be apply to 
record attendance in office with high reliability and more security than traditional and 
present techniques. Once the user information (ID code) matched with any ID code 
stored in central database system, then the system ask the user 10 randomly question. 
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The user must answer all questions correctly to allow him to enter the office. The 
system is also able to maintain the record of a user such as how many time and what 
time user check-in and time of the entering and date.  

There many benefits gains form this authentication method comparing with tradi-
tional techniques (fingerprint, eye print, ..) such as: 

• Most of office organization, already have its employee's database, and only it 
needs to update by add some bio information to face the requirement of this 
work. 

• Not need to use extra software or equipment, only card reader with keypad. 
• The system is more reliable because it based on static bio information, rather 

than images or sound signals which are used in other techniques. 
• Easy to check the absent of any employees, also the cashier and the account-

ing department will use this database to determine the amount of employee 
work’s hour to determine exactly employee’s salary. 

• Even the processing time is not large, the time of answering the questions  
may be use as important  factor to verify that the person stand on the door is 
right person or not. 
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Abstract. In this paper, we present a novel approach that makes use of
topic models based on Latent Dirichlet allocation(LDA) for generating
single document summaries. Our approach is distinguished from other
LDA based approaches in that we identify the summary topics which
best describe a given document and only extract sentences from those
paragraphs within the document which are highly correlated given the
summary topics. This ensures that our summaries always highlight the
crux of the document without paying any attention to the grammar
and the structure of the documents. Finally, we evaluate our summaries
on the DUC 2002 Single document summarization data corpus using
ROUGEmeasures. Our summaries had higher ROUGE values and better
semantic similarity with the documents than the DUC summaries.

Keywords: Single Document Summaries, Latent Dirichlet Allocation,
SVM, Näıve Bayes Classifier.

1 Introduction

Generating summaries for large document corpora is an arduous task as it re-
quires specialized human effort. The preciseness of a summary is limited to the
understanding of a document or the document domain by the human summa-
rizer. This has led to a large amount of research in the field of automatic text
summarization to generate precise and concise summaries.

Text summarization can be classified into abstractive summarization and ex-
tractive summarization. Abstractive summarization involves understanding and
identifying the main concepts of the document and generating the summary by
using well formed sentences with this knowledge. Construction of such a sys-
tem relies on the machine’s ability to “understand” the natural language of the
document with all its ambiguities.

An extractive summarization method consists of identifying important sen-
tences or paragraphs in a document and concatenating them to form a meaning-
ful summary. Extractive summarization techniques exploit statistical, linguistic
and positional properties of sentences or paragraphs for ranking the same. In
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this paper we present a new extractive summarization technique on LDA(Latent
Dirichlet allocation) to identify the summary sentences for generating single doc-
ument summaries.

2 Related Work

The earliest known works on extractive summarization constructed summaries
by identifying important sentences in the original document. Properties such as
presence of high frequency words [4], location of sentences [3], etc were used to
identify these important sentences. However such methods did not capture the
semantics of the document. Thus, a different approach [5] using HMM’s which
considered the local dependencies of the extracted sentences tried to address this
problem.

Our approach makes use of Latent Dirichlet Allocation(LDA) for extracting
sentences which reflect the core “theme” of the document. According to Blei [1],
the LDA topics are synonymous to the themes of the document. Most of the works
on LDA based summarization are with regard to the multi-document summariza-
tion problem. To the best of our knowledge, only a few significant methods are
available which deal with using LDA for single document summarization. Chang
et al. [2] have proposed a new model for extractive summarization called SLDA
(Sentence-based LDA) designed for query based summarization. This model as-
sumes that each sentence in a document is influenced by a single theme or topic
and ranking of sentences is according to their query likelihood calculated by the
SLDA parameters.

Our approach exploits the class specific properties of the document namely
the class specific topics. This is because a given document can be summarized
in different ways based on the document class. We first do pre-processing on the
data to select appropriate features for every class in the corpus, such that the
vocabulary words of each class have least entropy in the class. Then we generate
a document word matrix separately for every class and provide it as input to
LDA for generating class-wise topics. These class-wise topics are post processed
as explained in later sections and the summary topics for each document are
obtained. Using these summary topics, the paragraphs are clustered and sen-
tences extracted from such clusters are ranked based upon the importance of
the paragraph of their origination, the importance of that cluster within the
summary topic and the summary topic to which the cluster belongs to. Thus
our summaries capture the central theme of the document.

3 Processing Data and LDA Topics for Summarization

The summary topics of a document D are the ones that highlight the main con-
tent of the document. For our summaries to effectively capture the semantics of
the document, non-summary topics should have negligible probability within the
documents. We choose appropriate asymmetric Dirichlet priors [7] for LDA such
that only a few topics have high probabilities in the document-topic distribution.
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3.1 Pre-processing Data

Feature Selection Using Näıve Bayes and SVM. Firstly, the stop words
are removed by using the Zipf’s law. Let this set of words be called Vwsw. Next
vocabulary words with high Mutual information[8] “I(U;C)” scores for a given
class C are selected(where U depicts the presence or absence of the word in C).
This ensures that our vocabulary words have least entropy for a given class. Next
we employ Näıve Bayes and SVM methods for feature selection. The features
generated by this step generate two different summaries by our algorithm. The
Näıve Bayes method involves training a classifier on two classes at a time using
features selected from previous steps and then, only selecting the high probability
features within each class. In the SVM method, we learn the “w” vector for two
classes at a time and then segregate features into positive class and negative class
features based upon their sign in the “w” vector. We then rank the features based
on their absolute weights and select the high ranking features for every class.

3.2 Post-processing LDA Topics

Within a given topic tk, the words are ranked on the basis of decreasing order
of their probabilities in tk and the top 70% of the words are retained. Let this
set of words in each topic tk be called HPtk. Each word in HPtk is considered
as a vector of its topic distributions. The words within each HPtk are clustered
using this vector representation to generate semantically similar clusters. The set
HPtk is replaced by the cluster representatives instead of the words where the
probability of each cluster is the sum of the probabilities of its components. This
proves to be useful in reducing the dimensionality of the topics by consolidating
the probabilities of semantically similar words into clusters. Now, semantically
similar words can be assigned the same probability(their cluster probability), for
a given topic.

4 Summarization Algorithm

“A paragraph is a distinct section of a piece of writing, usually dealing with
a single theme or topic.”[10] Our approach is based on this fundamental def-
inition of a paragraph. The semantics of a sentence is dependent on its local
environment or nearby sentences, its meaning is ambiguous without context.
Thus our approach differs from [2] by considering the paragraph as an entire
document which defines a topic, whereas SLDA [2] considers the sentence as a
single document defining a topic.

The steps of our algorithm are explained (in the same order) in detail in the
following subsections.

4.1 Building Paragraph Similarity Matrix for Every Topic

The words in the set Vwsw are arranged in the decreasing order of their fre-
quencies in the corpus and partitioned into blocks of size L. Thus let vector
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Algorithm 1. Get Similarity matrix

Require: Paras ∈ D, tk,W
Ensure: Similarity matrix ⇒ SMtk
1: for each parai ∈ Paras do
2: Initialize Pi vector of length(Vtk) to 0
3: for x = 1 to length(Vtk) do
4: g′ ← Vtk [x]
5: for each w ∈ words in parai do
6: if w ∈ g′ then
7: Pi[x]=W[x]
8: break {Even if one word of block g′ is present in Pi, then that corre-

sponding x entry is made non zero.}
9: end if
10: end for
11: end for
12: end for{The vector Pi is a modified representation of a paragraph such that it

contains the W(g) of the corresponding g if even one of the words of g’ are in Pi }
13: for i=1 to length(P) do
14: for j=1 to j ≤ i do
15: SMtk[i][j]=cosine-similarity(P [i],P [j]) {where, P [i] and P [j] are vectors}
16: end for
17: end for{Two paragraphs are considered exactly same if they have atleast one word

in g′, ∀g′ ∈ Vtk}

G={ Vwsw partitions of size L}. We now define a vector W(G) which contains
weights ∀g ∈ G such that:

W (g) =
1∑

words∈g termfrequency
(1)

Now given a topic tk, we construct a vector Vtk of same dimensions as G such
that Vtk={g’|g’=g

⋂
HPtk,∀g ∈ G}. The weight vector for Vtk is same as W(g).

We make use of Vtk in Algorithm 1 which gives the paragraph similarity matrix
SMtk for topic tk. Paras is the set of all paragraphs in the document D, tk is
the topic under consideration and W(G) is the weight vector.

4.2 Finding Summary Topics

For each topic tk in set of all topics, we sum the entries in the Similarity matrix
SMtk to get the values TW [k] of a vector TW. We rank the topics based on the
decreasing order of their TW [k] values and the top 70% of the topics are chosen
for each document. These constitute the summary topics for document D.

4.3 Paragraph Clustering

Let the set of summary topics of document D be SummaryTopicsD. For every
topic ti ∈ SummaryTopicsD we find the paragraph clusters by applying the
Single-Link clustering algorithm by considering the entries in the corresponding
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SMti as the distances between paragraphs Pj and Pk. The clusters of topic ti
are stored in the array Clustersti. The corresponding weights of the clusters in
Clustersti are stored in the array CWti. The cluster weights are got by adding
the corresponding SMti[j][k] value into a cluster when a paragraph Pj and Pk

are added into the same cluster. Each entry in the array CWti is a measure of
the closeness of the paragraphs within that cluster entry.

4.4 Sentence Ranking

For every ti ∈ SummaryTopicsD of document D, we can find the weight of the
sentence Si by using (2)

P (Si|tj) =∑
Cl∈Clusterstj

∑
{Pa∈Cl}

∏
{wip∈Pa&wip∈HPtj}

P (wip |Pa)P (Pa|Cl)P (Cl|tj)P (tj),

(2)

where wip is the pth word of the sentence Si. Equation (2) is a direct result of
the application of the Bayes theorem. The value of the entities P(wi| Pa), P(Pa
| Cl) and P(Cl |tj) are direct. The value of P(tj) is got by normalizing the array
TW calculated in Sect.4.2. The entry TW [j] is P(tj). All the candidate sentences
are arranged in the decreasing order of their weights and the top sentences are
extracted until we encounter our word limit. However one disadvantage of (2) is
that long sentences are penalized due to the multiplication of the probabilities.
So on the same lines as Arora et al [6], we also replace the multiplication of
P(wi| Para) with summation. Now in order to ensure that length of the sentence
does not play a significant role in determining the weight of the sentence, (2) is
modified as (3).

P (Si|tj) =∑
Cl∈Clusterstj

∑
{Pa∈Cl}

∑
{wip∈Pa&wip∈HPtj} P (wip |Pa)P (Pa|Cl)P (Cl|tj)P (tj)

length(Si)
(3)

5 Evaluation and Results

We evaluated our algorithm on the DUC 2002 single document summarization
corpus. There were a total of 60 sets of documents with 10 documents in each
set. The corpus comprises of four classes distributed across the 60 sets.The Sin-
gle Document Summarization task requires the generating of a summary not
exceeding 100 words for every given document. To evaluate the automatic sum-
maries, two human generated summaries are provided in the DUC corpus for
every single document. We adopted the ROUGE-N [9] measure for evaluation.
Specifically our summaries were evaluated using the ROUGE-1,2,3 and 4 mea-
sures. Given a document D, we shall refer to the summaries generated for D
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Fig. 1. Comparison of Baseline(D) values for ROUGE-1,2,3,4 values

using our algorithm as Auto Summ(D) and the DUC provided summaries as
DUC Summx(D), where x ∈ {1, 2} refers to either of the human summaries
provided.

For every document D, we fix the baseline(D) as maximum ROUGE value
got by evaluating DUC Summ1(D) and DUC Summ2(D) against each other.
This follows from the assumption that the baseline is the maximum ROGUE
value that the human generated summaries can attain over one another. Figure 1
shows the comparison between the baseline ROUGE-1,2,3,4 values for documents
of a single class. It was observed that the ROUGE-1 values are the highest and
outscore the ROUGE-2 by a factor of 2. The corresponding graph for all four
classes is more or less the same. This clearly shows that the DUC summaries
are more word oriented than phrase oriented. Thus for our evaluation we only
consider the ROUGE-1 values.

Our algorithm was run on documents pertaining to a single class at a time.
The Auto Summ(D) of every document is analysed using the ROGUE-1 measure
against the two DUC Summ(D) that are provided. The maximum ROUGE-
1 value that is found for Auto Summ(D) of the document D against the two
DUC Summ(D) is taken as the ROUGE score(Auto Summ(D)) as in [9].

We define
ROUGE Gain(D)=ROUGE score(Auto Summ(D)) - baseline(D).
If
ROUGE Gain(D) ≥ 0, then we classify the corresponding Auto Summ(D) as
Better summary than the two DUC Summ(D). Else if 
ROUGE Gain(D) <
0, we classify such summaries asWorse summaries. Table 1 shows the statistics
with respect to the evaluation of our Auto Summ(D) for all classes of documents
in the DUC data corpus. The column “Method” refers to the method used in
feature selection. The results of the corpus clearly show that Auto Summ(D)
have consistently higher ROUGE values than the DUC Summ(D) for both the
SVM as well as the NBC feature selection methods. Another interesting obser-
vation is that for every class, NBC summaries have higher number of Better
summaries and Mean(ROUGE Score) than the SVM method. This could be be-
cause NBC focusses on features related to document clusters within the class.
However SVM focusses on features of the support vectors at the boundaries.
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Table 1. ROUGE-1 Statistics for Different Classes

Class Method Total docs No of Better
summaries

No of Worse
summaries

Mean
(baseline)

Mean
(ROUGE Score)

1 SVM 107 92 15 0.4911 0.5831

1 NBC 107 96 11 0.4911 0.6107

2 SVM 129 101 28 0.4316 0.5722

2 NBC 129 110 19 0.4316 0.6010

3 SVM 155 127 28 0.4662 0.5822

3 NBC 155 145 10 0.4662 0.6073

4 SVM 147 115 32 0.4504 0.5831

4 NBC 147 129 18 0.4504 0.6016

Thus NBC summaries tend to be more descriptive with higher ROUGE values
than the discriminative summaries of SVM method.

A major outcome of summarization based on labelled corpus is that, the sum-
maries could be used to train a classifier instead of the documents. We motivate
this interesting direction by looking at whether the Auto Summ(D) are semanti-
cally more similar to D than the DUC Summ(D). For the Auto Summ(D) gener-
ated using SVM based feature selection, we train a SVM classifier on the set of
all documents pertaining to two classes at a time. For every document D of the
two classes, using the “w” and “b” value learnt by the SVM model, we calculate
the value Weight(X)=wTX+b, where X can be Auto Summ, DUC Summ and
D. Let the corresponding weights be Weight(D) for D, Weight(Auto Summ(D))
for Auto Summ(D) and Weight(DUC Summ(D)) for DUC Summ(D). To mea-
sure the semantic difference between the summaries and the document, we de-
fine Error(X) = abs(Weight(X) - Weight(D)), where X can be Auto Summ(D) or
DUC Summ(D). In the case of DUC summaries, Weight(DUC Summ(D)) is cho-
sen as that summary from the twowhoseweightminimizesError(DUC Summ(D)).

To be able to substitute the summaries instead of D, it is required that Er-
ror(Summary) should be as small as possible. This would imply that the sum-
mary will behave in the same way as D. We try to verify that our Auto Summ
have lesser error compared to DUC Summ. This would mean that Auto Summ
is semantically more similar to D than DUC Summ. For evaluating the semantic
similarities we define a quantity 
SVM as

ΔSVM(D) = Error(DUC Summ(D))− Error(Auto Summ(D))

Similarly, for the Näıve Bayes approach we train a NBC model using the original
documents. Now for every document, the posterior probability, given its parent
class is found. Similary, for both Auto Summ and DUC Summ also the poste-
rior probabilities are found. We define Error(X)=abs(P(Class|X) - P(Class| D)),
where X is Auto Summ(D) or DUC Summ(D). As in the case above, the sum-
mary with the minimum Error is deemed more semantic. We define the value Δ
NBC(D) for document (D) as

ΔNBC(D) = Error(DUC Summ(D))− Error(Auto Summ(D))
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Table 2. Semantic similarity comparisons between DUC Summ and Auto Summ

Class Method Total docs No of Se-
mantically
better sum-
maries

No of Se-
mantically
worse sum-
maries

Mean (Error
(DUC Summ)
)

Mean(Error
(Auto Summ)
)

1 SVM 107 73 34 0.4312 0.214

1 NBC 107 90 17 0.056 0.0139

2 SVM 129 93 36 0.4111 0.3648

2 NBC 129 92 37 0.0913 0.0237

3 SVM 155 103 52 0.5394 0.4041

3 NBC 155 132 23 0.0357 0.0154

4 SVM 147 105 42 0.5277 0.4033

4 NBC 147 115 32 0.0061 0.0030

Now for ΔNBC(D) ≥ 0 (ΔSVM(D) ≥ 0) we define the Auto Summ(D) as
Semantically better, else Auto Summ(D) is defined as Semantically worse
for the NBC based and SVM based methods respectively. The semantic similarity
of the Auto Summ(D) for all D in the DUC corpus is found out class wise and
the statistics are presented in Table 2.

It is observed that the number of Semantically better summaries is higher in all
classes of the DUC corpus. The Mean(Error(Auto Summ)) are also consistently
lesser than the corresponding Mean(Error(DUC Summ)) for all the classes.

6 Conclusion and Future Work

The results of Table 1 prove that our summaries are better than the DUC sum-
maries. Majority of the documents in every class have higher ROUGE Scores
than the baseline. The last column of the table gives the Mean(ROUGE Score)
which is consistently higher than the Mean(Baseline). This means our summaries
in general have a higher rouge score than their individual baselines. The NBC
method consistently outperforms the SVM method. This clearly explains our
claim that NBC summaries are more descriptive that SVM summaries.

The results of Table 2 prove that our Auto Summ are semantically more
similar to the documents compared to the human generated summaries of the
DUC corpus. This means that our algorithm is able to effectively capture the
semantics of the document for a given class better than a human summarizer.
Measures like ΔSVM and ΔNBC were chosen to compare the difference in the
Error between DUC Summ and Auto Summ. This was done to discover whether
our summaries could be substituted for the documents for learning the classifier.
The Mean(Error(Auto Summ)) was lesser than the Mean(Error(DUC Summ))
for all classes. Thus, according to the results in Table 2 we can conclude that
instead of the DUC Summ our Auto Summ could be used for training as they
appear to be more semantically closer to the documents.
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From this work, we get a few interesting directions in which this work could be
extended. Firstly, LDA can be used for abstractive summarization or for phrase
extraction from the documents, which is another task with the DUC 2002 data
corpus. The usage of summaries in place of documents for classifier learning can
be looked at in more detail with the help of topic models.
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Abstract. Research in computational neuroscience via Functional magnetic re-
sonance imaging (fMRI) argued that recognition of objects in mammalian brain 
follows a sparse representation of responses to bar-like structures. We consi-
dered different scales and orientations of Gabor wavelets to form a dic-tionary. 
While previous works in the literature used greedy pursuit based meth-ods for 
sparse coding, this work takes advantage of a locally competitive algo-rithm 
(LCA) which calculates more regular sparse coefficients by combining the  
interactions of artificial neurons. Moreover proposed learning algorithm can be 
implemented in parallel processing which makes it efficient for real-time ap-
plications. A synergetic neural network is used to form a prototype template, 
representing general characteristic of a class. A classification experiment is  
performed based on multi-template matching. 

Keywords: Object recognition, Sparse coding, Dictionary learning. 

1 Introduction 

Categorization models in object recognition suffer from poor accuracy, rooted in wide 
range of required flexibilities. Models are not only supposed to handle the variation of 
one object (e.g. posture, occlusion, illumination, etc) but also generalize between 
different samples of a class. Since human brain can effectively categorize ob-jects, 
recent categorization methods are inspired by biological findings of computa-tional 
neuroscience [1, 2].  

Effect of lateral geniculate nucleus (LGN) in human brain can be formulated as a 
high-pass filtering [3]. Process of images in receptive fields (V1) is more sensitive on  
 

 

Fig. 1. Recognition process in brain [4] 
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bar-like structures. Responses of V1 are combined together by extrastriate visual are-
as and passed to inferotemporal cortex (IT) for recognition tasks [4]. 

1.1 Dictionary Learning 

Representing an image with a few elementary functions is widely used in image 
processing and computer vision. Determining image component is useful to remove 
the noise. Also decomposition is used for compression by simplifying image repre-
sentation. In computer vision decomposition is a tool for feature extraction. An ele-
mentary function is called basis and set of bases functions is a dictionary. In early 
models choice of dictionary elements was subject to orthogonality condition. A com-
plete representation of image is a linear combination of bases in the dictionary, de-
rived by projection of image into bases. However, poor quality of representation in 
complete solutions resulted in relaxation of orthogonality condition and applying 
overcomplete dictionaries. Due to useful mathematical characteristics obtained by 
orthogonality (e.g. computing decomposition coefficients with projection), overcom-
plete dictionaries are still meant to be partially orthogonal. A common approach is to 
use an orthogonal subset of a large dictionary containing all possible elements.  

Dictionary learning is applied to provide sparsity which was inspired by response 
of mammalian brain’s simple sell to stimuli in receptive fields of visual cortex. [2] 
Early works applied gradient descent to train the dictionary. Bayesian approaches 
have been applied for MAP estimation of the dictionary. [5] 

Textons are developed as a mathematical representation of basic image objects. [6] 
First images are coded by a dictionary of Gabor and Laplacian of Gaussian elements; 
Responses to the dictionary elements is Combined by transformed component analy-
sis. Furthermore, sparse approximation helps to find a more general object models in 
terms of scale and posture. [7]  

Active basis model [8] provides a biological deformable template using Gabor 
wavelets as dictionary elements. They also proposed a shared sketch algorithm (SSA) 
inspired by AdaBoost. SSA is based on matching pursuit which greedily selects a 
wavelet element in each iteration. SSA is tested on number of classes of objects in 
different location, scale and orientation. 

1.2 Sparse Coding 

Assuming an image (Io) its sparse approximation I is, ܫ ൌ  ∑ ܽ௠߶௠ெ௠ୀଵ . Optimal 
sparse coding tries to minimize the number of nonzero coefficients ܽ௠, which is an 
NP-hard optimization problem. There are tree common approaches to obtain a near 
optimal sparse solution: 

1. Changing objective function to provide a convex programming definition 
2. Greedily selecting elements until a convergence condition is satisfied 
3. Sparse coding using neural systems 

Basis pursuit (BP) algorithm by [10] is an example of the first approach that replaces ԡࢇԡ଴  with ԡࢇԡଵ . Donoho and Elad (2003) derived that BP finds the optimal  
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solution, if ԡࢇԡ଴ ൏ ݉݅݊௠ஷ௡ ଵଶ ሾ1 ൅ ଵۃథ೘,థ೙ۄሿ, where ۃ߶௠, ߶௡ۄ denotes the response 

of element m to element n in the dictionary. In presence of noise, [10] developed basis 
pursuit denoising (BPDN) which uses Lagrange method: ݊݅ܯ௔ ሺԡܫ െ  ∑ ܽ௠߶௠௠ ԡଶ ൅ ߣ ԡܽԡଵሻ , where ߣ is the Lagrange coefficient. 

Matching pursuit (MP) algorithm by [11] follows the second approach. An approx-
imation is initialized with original image r0 = I0, MP iteratively finds a subset of dic-
tionary elements ߠ௜i=1,…, k as follows: 

௜ߠ  ൌ ௠|൏ݔܽ݉݃ݎܽ ,௜ିଵݎ ߶௠ ൐| (1) 

 ܽ௜ ൌ ൏ ,௜ିଵݎ ߶ఏ೔ ൐ (2) 

௜ݎ  ൌ ௜ିଵݎ  െ ܽ௠߶ఏ೔ (3) 

1.3 Sparse Coding Using Neural Systems 

Since computational neurophysiologic works argued that response of visual cortex 
(V1) can be described as a sparse representation of a dictionary [2], some sparse cod-
ing algorithm is developed based on the interactions of artificial neurons. Most of 
them use an iterative approach with a thresholding policy to obtain converged sparse 
coefficients. 

Locally competitive algorithm [12] corresponds each element of the dictionary 
with a neuron. Internal states of neurons are initialized with zero. Firstly a few neu-
rons that have the highest response with I0 become active. During the iterations inter-
nal state of neurons is charged with respect to their response to I0. Active neurons 
suppress the internal state of other nodes by sending a signal proportional to the re-
sponse of the receiving neurons with corresponding active neuron. This leads to a 
have a semi orthogonal subset of dictionary elements. A threshold function derives 
sparse coefficients. Objective function of LCA is the mean square error combined by 
a cost function to enforce sparsity constraint. 

 ( )
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 
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where α and λ determine the threshold policy (e.g. ideal, sigmoidal, etc). 

2 Sparse Dictionary Learning with LCA 

2D Gabor function centered at (x0, y0) is: 
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where (ߦ଴, ߭଴) is optimal spatial frequency. Using wavelet transform, a Gabor function 
can be rotated, dilated or translated. A general form of Gabor wavelet function [13] is 
as the following: 

 
( )

2 2
2 2
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2
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i xcos ysinGW x y e e e
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 

= − 
    (7) 

where ω is the radial frequency and θ is the wavelet orientation. ߢ is a constant 
representing bandwidth frequency. Approximation of ߢ ൎ ߨ   and ߢ ൎ  2.5  are 
common for 1 and 1.5 octave bandwidth (߶) respectively. Generally ߢ is: 
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A family of Gabor wavelets can be formed with different scale and orientation by 
setting (ω, θ) values. This set of Gabor wavelets is called a dictionary. Image informa-
tion can be encoded by taking the response of each element in the dictionary. 

 

Fig. 2. A family of Gabor Wavelets 

2.1 Feature Extraction 

A dictionary of Gabor wavelets, including n orientations and m scales is in the form 

of, GWj (ߠ, ߱ሻ, j = 1, …, mൈ  n. where,  ߠ ∈ ቄ௞గ௡ , ݇ ൌ 0, … , ݊ െ 1ቅ and ߱ ൌሼ √ଶ௜ , ݅ ൌ 1, … , ݉ሽ. 

Gabor wavelet features are able to represent the shape of an object considering 
small variance in posture and size and location. However general structure of the 
shape is considered to be maintained during the recognition process. Response (con-
volution) to each element provides shape information along ߱݀݊ܽߠ. 

 ( ) ( )0 0 0 0, , : , ,B GW I GW x x y y I x yω θ=< >= − −  (9) 

2.2 Learning Method 

Suppose a dictionary of Gabor wavelets is constructed as {GWj, j = 1, ..., n} and all 
dictionary elements are in the same bounding box. In order to learn the shape of an 
object, locally competitive algorithm (LCA) is used to select a subset of responses 
which their combination fits in with learning images {Ii, i = 1, 2, …, m} with a mini-
mum error. Selection is done for all pixel values among elements of dictionary. For 
each training image Ii, learning method has the following steps: 
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(1) Compute response of Ii with all the elements in the dictionary. 

௝ܾ ൌ ܩۃ  ௝ܹ, ௝ሺ0ሻݑ  Set t = 0 and), ۄ௜ܫ ൌ 0,   for j = 1, …, n.) 

(2) Determine active nodes by activity thresholding. 
(3) For each pixel calculate internal state of element j, uj(t). 

 
( ) ( ) ( ) ( ),

1 Φ .j j j j k k
j k

u t b t u t a t
τ ≠

 
= − − 

 


 (10) 

 ,Φ .j k j kGW GW=< >  (11) 

(4) Compute sparse coefficients ௝ܽሺݐሻfor ݑ௝ሺݐሻ. 
(5) If  ௝ܽሺݐ െ 1ሻ െ ܽ௝ሺݐሻ ൐  .t ՚ t+1 and go to step 2, otherwise finish ,ߜ 

Limit of T as ߣ ՜ ∞  is called ideal thresholding function. ሺܶ଴,ஶ,ఒሻሺ. ሻ is hard  
tresholding function and ሺܶଵ,ஶ,ఒሻሺ. ሻ is soft tresholding function. 

Result of learning method is in complex format. Magnitude of a learned sample is 
similar to an edge detection output. Choice of real or complex values depends on type 
of classifier. Complex values show better result on projection based classifiers. Sparse 
approximation of the image is obtained by reconstruction: ܫመ ൌ  ∑ ௝ܽܩ ௝ܹெ௝ୀଵ  

 

Fig. 3. LCA structure[12] 

2.3 Synergetic Neural Network 

Synergetic neural network developed by Haken describes pattern recognition process 
in the human brain. A common approach to combine learned samples is averaging 
feature values. However averaging is not flexible to change of orientations. Thus such 
templates have unclear boundaries. One way to deal with inflexibility is to use learn-
ing object in the same view which will restrict the classification task. A melting algo-
rithm is proposed by [14] to combine objects in deferent pose. Suppose a learned 
sample object I௜ᇱ consists of n pixel values. I௜ᇱis reshape to a column vector vi and 
normalized so that: ∑ ௜௝௡௝ୀଵݒ ൌ 0  , ∑ ௜௝ଶ௡௝ୀଵݒ ൌ 1. 

Adjoint prototype matrix V+ is: ܸା ൌ ሺ்ܸܸሻିଵ, Where V is the set of all learned 
samples vi= 1, …, m. and each column satisfies the orthonormality condition: ݒ௞ାݒ௝ ൌ , ௜௝ߜ  for all j and k. Where ߜ௜௝ is the Kronecker delta. For a test sample q, 
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order parameters represent the match between test sample and each class. Order pa-
rameter for class k is derived as, ߝ௞ ൌ .௞ାݒ  ,  ݍ ݇ ൌ 1, … , ݉. 

However, melting fails to generalize the learning patterns and suffers from pseudo 
inverse overfitting. [15] used a most probable optimum Design (MPOD) penalty func-
tion to enhance the generalization and classify face object in terms of their pose. This 
modification of synergetic melt combines a number of similar object patterns into a 
template which could be used for classification. Accordingly synergic template is: 

 
1

1 2( )T T
pV E V V p O p I V+ −= + +  (12) 

I is an identity matrix, O is a unitary matrix. p1 and p2 are penalty coefficients. E is an 
enhanced identity matrix; each element of E is a row vector of size j as the following: 
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Obtaining a template for each class of objects, order parameter can represent the 
match of a test image with corresponding template. Image is classified as the class 
with maximum value of order parameters according to “winner takes all” [16]. 

3 Discussion 

For each individual object, proposed algorithm tries to find the most relevant features 
that can represent the edge patterns of objects. Reconstruction of result would be a 
compressed representation of object (complex form) or an edge detected image with 
different intensity of edges (real form).  

 

Fig. 4. Learned samples of four classes (real form) 

3.1 Classification 

Proposed algorithm is used to classify four classes of animals1. Each image used in 
classification contains an animal object. Image objects are obtained from different 

                                                           
1 Dataset can be accessed at  
http://www.stat.ucla.edu/~ywu/AB/templates.html 
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animals in variety of postures, and shapes. Result of classification is a tag for each 
image representing the corresponding class. For each class 10 images are selected 
randomly to form the test set. Remaining images are used for training. Using cross 
validation classification is performed over all the images. This result is compared to 
Active basis model (ABM).  

Table 1. Classification result 

  Bear Cat Cow Wolf 

Proposed Algorithm 86% 91% 77% 93% 

ABM 87% 100% 76% 60% 

Total number of images 60 70 60 50 

 
Learning method can effectively detect the edge patterns and represent the main 

components of objects. This leads to have more distinguishable object definitions 
(specifically between classes of Bear and Wolf) rather than shared sketching used in 
ABM. However, we consider simple projection for template matching that could be 
improved by EM structures. 

4 Conclusion 

We used LCA to enforce sparsity on a dictionary of Gabor wavelets. According to the 
literature LCA has not been used on image data. We also consider multi-scale Gabor 
wavelet elements. Sparse coefficients are localized so that curve-like patterns could 
also be detected. Average time of learning for each image is less than three seconds 
on a laptop with 2.1 GHz CPU and 3GB RAM; Regarding the parallel structure of the 
learning method, implementation could be optimized via parallel processing which is 
essential for real-time applications. 
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Abstract. This paper proposed an improved objective audio quality estimation 
system compatible with PEAQ (Perceptual Evaluation of Audio Quality). Based 
on the computational auditory model, we used a novel psychoacoustic model to 
assess the quality of highly impaired audio. We also applied the robust linear 
MOA (Least-squares Weight Vector algorithm) and MinmaxMOA (Minmax-
Optimized MOV Selection algorithm) to cognitive model of the estimation 
system. Compared to the PEAQ advanced version, the proposed estimation 
system has a considerable improvement in performance both in terms of the 
correlation and MSE (Mean Square Error). By combining the computational 
auditory model and PEAQ, our estimation system can be applied to the quality 
assessment of highly impaired audio. 

Keywords: Audio quality, Computational, Auditory, Estimation. 

1 Introduction 

Objective audio quality assessment is an interdisciplinary research area about 
psychoacoustic and cognitive science. Over the years, the research has been focused 
on the cognitive aspect. However, the psychoacoustic model bridges the gap between 
physical representations of sound and subjective hearing sensations. The investigation 
on it also deserves attention.  

In 1996, Torsten Dau put forward a basic computational auditory model of the 
“effective” signal processing[1], which has been proved to be closely to human ear 
acoustic transformation. The computational auditory model was later applied in [2]for 
objective speech quality measurement. As PEAQ[3] has been the only available 
standardized method for the purpose of audio quality assessment[4], it has been 
studied by many researchers. The psychoacoustic models of PEAQ are respectively a 
lower complexity “Basic Version” with FFT based ear model and a more accurate 
“Advanced Version” with FFT based ear model and Filter bank based ear 
model[4].However, the PEAQ has been proved to be unable to measure the quality of 
highly impaired audio[5].To overcome the limitation of PEAQ, a new method called 
PEMO_Q[6] was proposed by Rainer Huber. It is important to note that PEMO_Q 
adopted a computational auditory model[1, 7]. Furthermore, ZIYUAN GUO also used 
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the computational auditory model in the non-intrusive objective audio quality 
assessment system for utilizing spectro-temporal modulation[8]. Recently, the 
computational auditory models have been updated several times and the latest one is 
the CASP (Computational Auditory Signal-processing and Perception) [9] model. 
Based on the CASP models, we proposed a novel psychoacoustic model applied to 
the audio quality assessment system. The cognitive algorithm used in PEAQ is ANN 
(Artificial Neural Network). The weighting value of ANN is fixed and trained, which 
can not be used universal when a little change in the metric. For this problem, MOA 
(Least-squares Weight Vector algorithm) and MinmaxMOA (Minmax-Optimized 
MOV Selection algorithm)[10] are put forward successively. Since they are linear 
mapping algorithms and show good robustness for perceptual quality assessment, we 
adopted them in proposed PEAQ compatible audio quality estimation system. 

The proposed audio quality assessment system is completely compatible with the 
traditional PEAQ advanced version. But the correlation of the SDG (Subjective 
Difference Grade) and ODG (Objective Difference Grade) of proposed system 
increased sharply. At the same time, it can assess the quality of highly impaired audio. 
In this regard, it is an available choice that PEAQ adopt the improvement approach 
for evaluating audio quality more efficiently. 

2 Audio Quality Estimation Compatible with PEAQ 

Similar to our previous work[11], we keep the main frame of PEAQ advanced version 
and just make improvement on the psychoacoustic model and adopt the linear 
cognitive algorithms. The improved computational auditory model is applied to the 
proposed estimation system instead of the filterbank based ear model of PEAQ. FFT 
based ear model and the calculation method of MOVs (Model Output Variables)[3] 
are as the same with the PEAQ advanced version. Figure 1 shows the comparison of 
proposed assessment system with PEAQ advanced version. We can see that the 
proposed assessment system is compatible with the PEAQ advanced version. 

      

Fig. 1. Comparison of proposed assessment system (left) with PEAQ advanced version (right) 
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3 Proposed Psychoacoustic Model with Computational 
Auditory Model 

The whole psychoacoustic model is shown in the Figure 2. Based on the 
psychoacoustic model of PEAQ advanced version, the reference and test signals are 
processed simultaneously by FFT based ear model and modified computational 
auditory model.  

 

Fig. 2. Proposed psychoacoustic model 

3.1 FFT Based Ear Model 

The inputs of the FFT based ear model are aligned reference and test signals with 
sampling rate of 48KHz, they are cut into frames of 2048 samples with an overlap of 
1024 samples. Through Hann window and short term FFT, the frequency domain 
audio signals are grouped into 55 critical bands by a frequency to Bark scale 
conversion, 

bark=B(f)=7asinh(f/650) (1)

To compensate the influence of the noise internally generated by the human ear, the 
internal noise is added to get the “pitch patterns” before the frequency spreading. The 
outputs of the frequency spreading are the so-called “unsmeared excitation 
patterns”[3]. Finally, we can get the “excitation patterns” which can be used to 
calculate the MOVs after time spreading. 
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3.2 Improved Computational Auditory Model 

The improved computational auditory model is based on the CASP model by adding 
frequency spreading and masking effect. The CASP model is the latest computational 
auditory model, representing major changes at the peripheral and more central stages 
of processing in the basic computational auditory model by Dau. We plan to apply the 
CASP model in proposed psychoacoustic model and begin with the basic Dau96 
model by adding frequency spreading and masking effect. The block diagram of the 
auditory model is shown in the right side of Figure 2. 

The out and middle ear processing is modeled by a simple bandpass filter. Basilar-
membrane and hair cells constitute the inner ear. In our modified model, the basilar-
membrane is stimulated by a linear 4th order gammatone filterbank. It split up the 
audio signals into 34 critical bands by the frequency to ERB scale conversion, 

erb=E(f)=9.265*log(1+f/228.8455) (2)

The center frequencies are equally spaced on an ERB (equivalent rectangular 
bandwidth) scale ranging from 0Hz to 8000Hz. The hair cells transform mechanical 
sound waves into electronic neural signals. It is implemented by half-wave 
rectification and lowpass filtering at 1 KHz, which preserves the envelope of the 
signal for high carrier frequencies. The value of the envelope is processed by absolute 
hearing threshold detection. If the value of the extracted envelope is below the 
threshold, it is replaced by the threshold value[6]. The non-linear adaptation stage 
models the temporal masking effect, which is implemented by adopting a chain of 
five feedback loops circuits[1]. To reduce computational effort and storage 
consumption, the signals out put from adaptation part are down sampled by 32 times. 
It is disadvantage for analysis of the signals that the energy of out-put signals is 
centralized at low frequency. PEAQ adopt the frequency spreading to solve the 
problem. At the same time, the CASP model just takes the temporal masking effects 
into account but ignores the frequency masking effects. Hence, it is essential to add 
the frequency spreading and frequency masking effects processing stage in the 
modified CASP model. 

Other quality assessment auditory models besides PEAQ do not pay much 
attention on the analytical investigation of cortex, just considering the working 
mechanism of peripheral ear, middle ear and inner ear. In the computational auditory 
model, we take the 8Hz lowpass modulation filtering into account corresponding to 
the cortex of the human auditory. The outputs of the modulation filtering stage are 
“internal representations” expanding the processing on modulation frequency domain 
besides the temporal and frequency domain. 

4 Cognitive Model 

After the frame by frame processing of FFT based ear model, the “excitation patterns” 
related to audio quality are calculated. Through excitation patterns preprocessing and  
 



 PEAQ Compatible Audio Quality Estimation Using Computational Auditory Model 87 

 

MOVs calculation, FFT based ear model generates 2 MOVs, Segmental NMRB 
(Noise-to-Mask Ratio) and EHSB (Harmonic Structure of the Error). For 
computational auditory model, we take the “internal representations” as the 
“excitation patterns” and use the similar MOVs calculation methods of PEAQ to get 
another 3 MOVs: RmsModDiffA, RmsNoiseLoudAsymA and AvgLinDistA[3]. 
According to the linear MOA and MinmaxMOA algorithms, the 5 MOVs are mapped 
to ODG. In MOA linear algorithm, the weighs are training according to the equation: 

Aw=p (3) 

The p is the average subjective score for inputs 72 pair audio sequences. We take 2/3 
part of the audio to training, the p is a 48*1 vector, representing the 48 subjective 
scores of the training audio. A is a 48*5 matrix. The weight vector w is calculated by 
the equation (4). 

w=(ATA)-1AT p (4) 

Finally, the objective quality score is: 

q=wTm (5)

The MinmaxMOA algorithm is based on MOA algorithm by only implementing 
Minimax-Optimal MOVs selection[10]. The MinmaxMOA optimization algorithm is 
implemented as follows: 

 

Fig. 3. Flow chart of MinmaxMOA optimization algorithm 

5 Experiment Results and Discussion 

In our experiment, we used eight kinds of mono audio with subjective scores[12] 
obtained by MUSHRA as audio database. 2/3 part of the audio files (the 
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corresponding frame loss rate is 10% and 30%) is used to train and the remaining 1/3 
part to test (the corresponding frame loss rate is 20%). For comparison, the correlation 
and MSE between SDG and ODG of PEAQ were obtained as benchmark. Instead of 
ANN, we improved PEAQ by using the linear MOA and MinmaxMOA algorithm. On 
that basis, we used the modified CASP model as the computational auditory model of 
the psychoacoustical stage as well as respectively adopted the linear MOA and 
MinmaxMOA algorithm as the cognitive model algorithms, obtaining a novel audio 
quality assessment system described in section 2. The comparison results are shown 
in Table1 and Table 2. In the tables, the prefixes of each method present the different 
psychoacoustical processing stages. The Ba_PEAQ and Ad_PEAQ means the 
experiment adopt the psychoacoustic model of PEAQ basic and advanced version 
while the CASP means the computational auditory model. At the same time, the 
suffixes of each method present the different cognitive stages. The ANN means the 
original artificial neural network algorithm used in PEAQ. The MOA and 
MinmaxMOA respectively means the linear prediction MOA algorithm and Minmax-
optimal MOV selection algorithm. 

Table 1. Results of PEAQ and CASP model with MOA algorithm 

         

Methods 

Ba_PEAQ_ 

ANN 

Ba_PEAQ_

MOA

Ad_PEAQ_

ANN

Ad_PEAQ_

MOA

CASP_ 

MOA 

Correlation 0.124747 0.326631 0.244129 0.316974 0.576802 

MSE 7.550451 0.621434 0.596015 0.712967 0.671301 

Table 2. Results of PEAQ and CASP model with MinmaxMOA algorithm 

         

Methods 

Ba_PEAQ

_ANN 

Ba_PEAQ_ 

MinmaxMOA

Ad_PEAQ

_ ANN

Ad_PEAQ_ 

MinmaxMOA

CASP_ 

MinmaxMOA 

Correlation 0.124747 0.379999 0.244129 0.101446 0.431274 

MSE 7.550451 0.666900 0.596015 0.707361 0.677081 

 

Fig. 4. Histogram of PEAQ and CASP model with MOA algorithm 
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Fig. 5. Histogram of PEAQ and CASP model with MinmaxMOA algorithm 

From Table 1, comparing ANN and MOA algorithms used in PEAQ basic and 
advanced version, we can see that the correlation between SDG and ODG using MOA 
linear cognitive algorithm is improved, but the MSE is raised a little at the same time. 
It means the linear MOA algorithm can increase the closeness of estimation at a cost 
of slightly increase the error of evaluation. When compare the Ad_PEAQ_MOA and 
CASP_MOA, it is worth to notice that the correlation is increased sharply by 81.97%. 
Furthermore, the MSE is reduced by 5.84%. In this regard, the computational auditory 
model has been well proved to be accuracy and effective in objective audio quality 
assessment. 

From Table 2, comparing Ad_PEAQ_ANN and Ad_PEAQ_MinmaxMOA, the 
correlation is decreased by 58.45% while the MSE is raised by 18.68%. The bad 
performance is caused by selecting very few MOVs when calculate the final quality 
score, so the information related to audio quality reduced and led to the inaccuracy of 
assessment. However, it does not affect the accuracy of the proposed objective audio 
quality assessment system. When compare the Ad_PEAQ_MinmaxMOA and 
CASP_MinmaxMOA, the correlation is also increased sharply by 325.13% with MSE 
reduced by 4.28%. It is proved again that the audio quality assessment using 
computational auditory model is effective and reasonable. 

Combined the results in Table 1 and Table 2, it shows that the proposed method 
gives better results over existing quality measures and correlate well with subjective 
quality measures. In particular, the audio used in our experiment is highly impaired 
audio, the correlation and MSE of PEAQ performs badly while the results of 
improved system using modified CASP model is better. It indicates that the improved 
audio quality assessment system can overcome the weakness of PEAQ for measuring 
the quality of highly impaired audio as well. 

6 Conclusion and Future Work 

We developed a PEAQ compatible audio quality evaluation system. The performance 
is highly improved by using the effective computational auditory model. Furthermore, 
our proposed objective evaluation system is compatible with PEAQ advanced version 
and can predict the quality of highly impaired audio, the PEAQ can be further refined 
by using the computational auditory model. In this paper, the basic computational 
auditory model has been proved to be closely to human ear acoustic transformation, 
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but ignores those physiologically detailed processes. We will use other improved 
computational auditory model besides the latest CASP to implement audio quality 
evaluation. 

 
Acknowledgement. This work was supported in part by National Natural Science 
Foundation of China (NSFC) under Grant No. 61001161, Innovation Program of 
Shanghai Municipal Education Commission No.12YZ024, and Leading Academic 
Discipline Project of Shanghai Municipal Education Commission under Grant No. 
J50104. 

References 

1. Dau, T., Kollmeier, B., Kohlrausch, A.: A quantitative model of the effective signal 
processing in the auditory system. I. Model structure. The Journal of the Acoustical 
Society of America 99, 3615–3622 (1996) 

2. Hansen, M., Kollmeier, B.: Using a quantitative psychoacoustical signal representation for 
objective speech quality measurement. In: IEEE International Conference on Acoustics, 
Speech, and Signal Processing, ICASSP 1997, vol. 2, pp. 1387–1390 (1997) 

3. ITU-R recommendation BS.1387-1. Methods for Objective Measurements of Perceived 
Audio Quality. ITU-R Recommendation BS.1387-1 (2001)  

4. Campbell, D., Jones, E., Glavin, M.: Audio quality assessment techniques-A review, and 
recent developments. Signal Process 89, 1489–1500 (2009) 

5. Creusere, C.D.: Understanding perceptual distortion in MPEG scalable audio coding. IEEE 
Transactions on Speech and Audio Processing 13, 422–431 (2005) 

6. Huber, R., Kollmeier, B.: PEMO-Q:A New Method for Objective Audio Quality 
Assessment Using a Model of Auditory Perception. IEEE Transactions on Audio, Speech, 
and Language Processing 14, 1902–1911 (2006) 

7. Dau, T., Kollmeier, B., Kohlrausch, A.: Modeling auditory processing of amplitude 
modulation. I. Detection and masking with narrow-band carriers. The Journal of the 
Acoustical Society of America 102, 2892–2905 (1997) 

8. Guo, Z.: Objective Audio Quality Assessment Based on Spectro-Temporal Modulation 
Analysis. Master’s Degree Project of Stockholm, Sweden (2011) 

9. Morten, L.J., Stephan, D.E., Torsten, D.: A computational model of human auditory signal 
processing and perception. The Journal of the Acoustical Society of America 124, 422–438 
(2008) 

10. Creusere, C.D., Kallakuri, K.D., Vanam, R.: An Objective Metric of Human Subjective 
Audio Quality Optimized for a Wide Range of Audio Fidelities. IEEE Transactions on 
Audio, Speech, and Language Processing 16, 129–136 (2008) 

11. Zhu, M.Y.: Zheng. J., Yu, X.Q., Wan, W.G.: Audio Quality Assessment Improvement via 
Circular and Flexible Overlap. In: 2011 IEEE International Symposium on Multimedia 
(ISM), pp. 47–52 (2011) 

12. Zhu, M.Y., Zheng, J., Yu, X.Q., Wan, W.G.: Streaming audio packet loss concealment 
based on sinusoidal frequency estimation in MDCT domain. IEEE Transactions on 
Consumer Electronics 56, 811–819 (2010) 

 



T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 91–99, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

A System for Offline Character Recognition  
Using Auto-encoder Networks 

Sagar Dewan1 and Srinivasa Chakravarthy2 

1 Department of Electrical Engineering 
Indian Institute of Technology, Madras, Chennai 600036, India 

2 Department of Biotechnology 
Indian Institute of Technology, Madras, Chennai 600036, India 

sagar.dewan@outlook.com, srinivasa.chakravarthy@gmail.com  

Abstract. We present a technique of using Deep Neural Networks (DNNs) for 
offline character recognition of Telugu characters. We construct DNNs by 
stacking Auto-encoders that are trained in a greedy layer-wise fashion in an un-
supervised manner. We then perform supervised fine-tuning to train the entire 
network. We provide results on Consonant and Vowel Modifier Datasets using 
two and three hidden layer DNNs. We also construct an ensemble classifier to 
increase the classification performance further. We observe 94.25% accuracy 
for the two hidden layer network on Consonant data and 94.1% on Vowel Mod-
ifier Dataset which increases to 95.4% for Consonant and 94.8% for Vowel 
Modifier Dataset after combining classifiers to form an ensemble classifier of 4 
different two hidden layer networks. 

Keywords: Autoencoder Neural Networks, ANN, Deep Networks, Offline  
Telugu Character Recognition. 

1 Introduction 

Handwriting recognition is a complex problem since every human has a different 
style of writing and bears a different character model in mind. We aim at building an 
offline character recognition system for Telugu, a language spoken in the southern 
part of India. There is very limited literature available in the area of offline character 
recognition of Indian scripts.  (Pal & Chaudhuri, 2004) provides a detailed review of 
offline recognition methodologies in OCR development as well as work done on In-
dian scripts (Pal et al., 2012; Rajashekararadhya & Ranjan, 2008; Banashree  
et al.,2007). 

Telugu is one of the prominent languages in India having more than 62 million 
speakers. There are 16 vowels, 36 Consonants in this language. A single character or 
Akshara in Telugu consists of none, one, or multiple consonants (C) and a vowel (V), 
expressed as C*V. In the present study, we consider only CV type Telugu characters. 
Character recognition in Telugu is more complicated than in isolated English charac-
ters for the following reasons:  
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• Compared to English, most Indian languages have more basic characters and also 
large number composite characters. Particularly Telugu script has over 5,000 com-
posite characters. 

• Though most Indian scripts (Urdu is an exception) are written in left-to-right  
direction, information is also distributed vertically in multiple tiers. In case of Te-
lugu, information is typically organized in three tiers and in rare situations even in 
four tiers. 

1.1 Literature Survey 

(Pal et al., 2012) report results for offline handwritten character recognition of Telu-
gu, but consider only the pure vowels (V) and consonants (C), without considering 
CV combinations. Furthermore, they consider very small data sets (about 20-30 sam-
ples on the whole). Pal et al (2007) describe offline recognition of Telugu numerals 
but not of regular characters. Moreover, there is very little work on offline recognition 
of Telugu script. 

Although artificial neural networks (ANNs) showed great initial potential as adap-
tive, universal learning systems, practical difficulties arise in training networks with 
many (>3) layers, - the so-called deep neural networks (DNNs) – seemed to seriously 
hamper the full realization of that potential.  However, recent breakthroughs in de-
velopment of rapid training algorithms for DNN opened up immense opportunities in 
machine learning applications (Hinton et al, 2006).   In this paper we use newly pro-
posed methodology of training DNNs with greedy layer-wise training (Bengio et al., 
2007). The approach involves stacking auto-encoders layer by layer as compared to 
the conventional approach of initializing the weight values randomly and training the 
entire network in parallel. DNNs have recently shown to perform better than many 
state of the art techniques (Erhan et al., 2010). In this paper, we present a multi-
classifier DNN-based system for offline HCR of Telugu script. The outline of the 
paper is as follows: Section 2 describes acquisition of Telugu character data used for 
training and its preprocessing. Section 3 presents the architecture of the model used 
and the relevant equations. Performance results are described in Section 4. A discus-
sion of the entire study is presented in the final section. 

2 Data Acquisition and Pre-processing 

2.1 Data 

In the present preliminary study, we collect online data and then convert it to offline 
data, since online data offers many conveniences in data collection and preprocessing, 
compared to directly handling offline data. We used the tablet G-Note 7000 to collect 
handwriting samples. During data collection, each writer was asked to write a list of 
words in different fields of an electronic form, such that individual words are written 
in separate rectangles, enabling easy segmentation of words. The words are further 
segmented into characters in a semi-automated fashion. 
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4 Classification Using Auto-encoder Neural Networks 

4.1 Sparse Auto-encoders 

Auto-encoders are 3-layered neural networks that model the function y=x. The idea is 
to extract reduced dimensionality features from the data points by restricting the fea-
ture space to the number of hidden nodes (Ng, 2011). 

 

Fig. 3. Sample Auto-encoder Neural Network 

To extract interesting features from the Auto-encoder, we impose a sparsity con-
straint on the hidden layer, which makes the output vector of the hidden layer sparse, 
i.e. making sure that most of the nodes in the hidden layer are inactive most of the 
time. We define a sparsity parameter ρ (ρ~0), and restrict the average activation of 
every node in the hidden layer (averaged over all training examples) to be close to ρ. 
We do so by calculating ρ(i) corresponding to the activation of ith node in the hidden 
layer such that: 

 
ଵ௡ ∑ ܽܿሺ݅; ݆ሻ௝ Є ଵ:௡  ൌ  ሺ݅ሻ (1)ߩ 

where ac(i;j) corresponds to the activation of hidden node ‘i’ to training example ‘j’, n 
corresponds to the number of training examples and ‘m’ corresponds to the number of 
hidden layer nodes. We force ߩሺ݅ሻ  to approach ρ by calculating the KL Divergence 
and minimizing it. 

ܮܭ  ൌ ∑ ߩ כ ݃݋݈ ቀ ఘఘሺ௝ሻ ቁ ൅ ሺ1 െ ሻߩ כ ௝ Є ଵ:௠݃݋݈ ቀ ଵିఘଵିఘሺ௝ሻቁ   (2) 

To minimize the KL divergence term, we add it to the net cost function (Ng, 2011) 

ൌ ݐݏ݋ܥ   ห|݀ െ ሻ|หଶݔሺݕ  ൅ ߚ  כ ൅ ܮܭ ߣ  כ  ଶ  (3)||ݓ|| ∑ 

Where y(x) is the predicted output by the network, d is the desired output, β is the 
weight given to the sparsity term and λ is the regularization (weight decay) parameter. 

4.2 Optimization 

We use limited memory  Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) optimiza-
tion algorithm to implement back-propagation in training autoencoders, using Mark  
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Schmidt’s minfunc package (Schmidt, 2012).  minFunc uses a quasi-Newton strate-
gy, where limited-memory BFGS updates with Shanno-Phua scaling are used in com-
puting the step direction. In the line search, cubic interpolation is used to generate 
trial values, and the method switches to an Armijo back-tracking line search on itera-
tions where the objective function enters a region where the parameters do not pro-
duce a real valued output. 

4.3 Greedy Layer-Wise Stacking Auto-encoders 

Greedy layer-wise pre-training overcomes the challenges of deep learning by intro-
ducing a prior in the weights to the supervised fine-tuning training procedure. The 
parameters are restricted to a relatively small volume of parameter space within a 
local basin of attraction generated by supervised fine-tuning cost function (Erhan et 
al., 2010). Auto-encoders can be stacked to form a deep network by feeding the latent 
representation of layer below as input to the current layer. The unsupervised pre-
training is done one layer at a time. Each layer is trained by minimizing the recon-
struction of its input. Once the first k layers are trained, we can train the (k+1)th layer 
because we can now compute the output of the k’th layer and thus build an indepen-
dent autoencoder that reconstructs that output. Once all layers are pre-trained, the 
network goes through a second stage of training called fine-tuning. Here we consider 
supervised fine-tuning where we minimize prediction error on a supervised task. To 
this end, we first add a logistic regression layer that acts as a classification layer for 
the network. We then train the entire network as a simple feed-forward neural net-
work using standard back-propagation algorithm. 

4.4 Ensemble Classifier 

We create an ensemble classifier by combining various classifiers with least correla-
tion in the performance on the validation set. We trained 10 different Deep Networks 
of different sizes on the training set. We ranked the networks on the basis of their 
performance on the validation set. We selected 4 networks among these 10 with max-
imum performance and least correlation amongst them. This was carried out by using 
a greedy approach wherein the performance of all the 10 networks on the validation 
set was calculated and we took all possible combinations of 4 networks and carried 
out majority voting to find the performance of the ensemble classifier over the 
validation set. The ensemble that gave the best performance over the validation set 
was choosen.  

5 Results 

We performed classification on Telugu dataset of Consonants and Vowel Modifiers, 
consisting of 2 classes and 15 classes respectively. We hereby present the results ob-
tained after fine tuning the parameters using five–fold cross validation technique. 
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Parameters Used: 
Weight decay parameter (λ) = 0.001, Weight of the sparsity penalty term (β) = 4, 
Sparsity parameter (ρ) =0.1  

First two Hidden Layers use sigmoid activation functions 
The Output Layer uses soft-max function to perform classification 
The training was performed in batch mode and fine tuning back propagation with 

maximum number of iterations=2000. 

Table 1. Parameters used for Consonant and Vowel Modifier dataset 

Type Train Size Testing Size Validation Size Classes 

C 21600 6000 1200 24 
VM 13500 3750 750 15 

5.1 Network Performance with Consonant Dataset 

Performance Using Two and Three Hidden Layer Networks 
The trained autoencoder can be visualized by plotting the extracted feature vectors as 
images. Fig.4 depicts the feature weights of the network with hidden layer size 
(24X24, 20X20). It represents the weights from the input layer to the first hidden 
layer, with each patch having a similar size as the input image and having total num-
ber of images same as the total number of hidden nodes, where each image corres-
ponds to a node in the first hidden layer. 
 

 
Fig. 4. Feature weights of the two Layer 
Network(24X24, 20X20) 

Table 2. Performance using 2 Hidden 
Layers 

Hidden 
Layer1 

Hidden 
Layer2 

Test Accu-
racy 

24X24 20X20 94.25 
20X20 14X14 91.5 
14X14 7X7 89.5 
30X30 28X28 94.25 
20X20 16X16 92.3 
14X14 10X10 90.8 
18X18 10X10 91.25 

 

Table 3. Performance using three Hidden Layers 

Hidden Layer 1 Hidden Layer 2 Hidden Layer 3 Test Accuracy 

24X24 20X20 16X16 94.8 
24X24 14X14 10X10 91.75 
20X20 16X16 10X10 92.25 
20X20 10X10 7X7 90.5 
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5.2 Network Performance with Vowel Modifier Dataset 

Performance Using Two and Three Hidden Layer Networks 
The trained auto-encoder can be visualized in a similar fashion as we did for the con-
sonant dataset. 

 
Fig. 5. Feature weights of the two Hidden Layer Network (24X24,20X20) 

Table 4. Performance using 2 Hidden Layers 

Hidden 
Layer1 

Hidden 
Layer2 

Test Ac-
curacy 

24X24 20X20 94.1 

20X20 14X14 90.8 
14X14 7X7 88.7 
30X30 28X28 94.2 
20X20 16X16 91.2 
14X14 10X10 89.6 
18X18 10X10 90.2 

Table 5. Performance using 3 Hidden Layers 

Hidden Layer 1 Hidden Layer 2 Hidden Layer 3 Test Accuracy 

24X24 20X20 16X16 94.3 
24X24 14X14 10X10 91.3
20X20 16X16 10X10 92.0
20X20 10X10 7X7 89.8

5.3 Performance with Ensemble Classifier 

We get a performance of 94.8% using the ensemble classifier that combines 4 net-
works (each two hidden layer) selected among 10 different networks. The selected 4 
networks are with sizes {24X24, 20X20}, {20X20, 14X14}, {20X20, 16X16}, 
{14X14, 10X10}. 
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6 Discussion 

We present a technique using Deep Networks for offline Telugu character recogni-
tion. We experiment with various parameters and various layer sizes for the network. 
After analyzing the results we can make certain observations such as: 

• An increase in the test performance as we increase the number of nodes in the hid-
den layers  

• A slight increase in the test performance on using 3 hidden layers opposed to two, 
i.e. from 94.25% to 94.8% for the Consonant dataset and from 94.1% to 94.3% in 
Vowel Modifier Dataset 

One possible explanation for three hidden layer network to give better performance 
than a two hidden layer network is the increased non-linearity introduced by the extra 
layer. Similarly, increasing the number of nodes in each layer plays a significant role 
in determining the network’s performance. We also observe that after a certain layer 
size, the performance becomes stagnant and does not increase any further. We find 
the hidden layers sizes of 24*24 and 20*20 to be optimal.  

We can thereby conclude that DNNs essentially can be trained to give higher per-
formance provided they are: 

• Not trained using traditional back-propagation approach 
• Using large datasets for training to prevent overtraining a highly non-linear net-

work 
• Use the dataset balanced over all labels, to prevent overtraining the network on one 

particular label 

Lastly, we propose an approach to combine various classifiers to form an ensemble 
classifier based on correlation in the error patterns on the validation set. This ap-
proach seems to increase the classifier performance from 94.25% to 95.4% for conso-
nant dataset and 94.1% to 94.8% for Vowel Modifier dataset. Our future efforts will 
be aimed at experimenting with Stacking De-noising auto-encoders (Vincent, 2010), 
which have recently shown to extract robust features from the dataset and give better 
performance. 

Acknowledgements. The authors acknowledge the support of the Department of 
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Abstract. In recent years, there have been many methods proposed
to perform network traffic classification based on application protocols.
Still, there is a pressing need for a practical tool to benchmark the per-
formance of these approaches in real-world high-performance network
environments. In this paper, based on rigorous requirements analysis
on real-world environments, we present a real-time traffic classification
benchmark system, termed TrafficS, which aims at easy performance-
evaluation between different intelligent methods. TrafficS is not only
extensible to incorporate multiple traffic classification engines but sup-
ports different packet/stream sampling techniques as well. Furthermore,
it could provide users a comprehensive means to perceive the difference
between inspected methods in various aspects.

Keywords: Network traffic classification, high-performance network.

1 Introduction

In the past decade, network traffic classification has been a heavily explored
administrative means in enterprise networks to ensure critical e-business appli-
cations, cut off unwanted applications, enforce network security, and so on [1].
It is also proved to be helpful in Internet Studies to review the trend in social,
technical, cultural, and other dimensions of the Internet.

Early network applications use well-known static port numbers assigned by
the Internet Assigned Numbers Authority, e.g., most FTP (file transport proto-
col) clients use port 21 to communicate with a server. This fact indicates that
an early traffic classifier that relies on transport layer port number of the com-
munication channel could be largely successful. A port-based traffic classifier is
easy to implement and incurs little calculation cost, however, as more and more
new protocols using dynamic ports, the proportion of network traffic that can
be identified by a simple port-based method keeps decreasing [2, 3]. Further
advances lead to the introduction of network traffic classifiers based on more
complicated characteristics. A popular scheme which makes use of signatures is

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 100–107, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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known as Deep Packet Inspection (DPI). DPI consists in searching for known
string patterns of the application and perform classification on this basis. It
is by far the most reliable way to classify network traffic and is widely used
in com-mercial products. Another kind of methods first computes the statisti-
cal features that present the behavior of the application, and then feeds these
features to classifiers or clustering methods to identify the application protocol
[4–6].

Although there is a variety of methods proposed for traffic classification and
most of them showed good performances in reported work, there are few tools
that have been used to verify and compare the performance of different methods
in a real-world high-performance backbone network. In response to the grow-
ing necessity for such a benchmark system, we introduce TrafficS, which is an
network traffic classification benchmark system with good reusability and exten-
sibility. The contributions of this paper could be summarized as follows. First, we
analyze the present situation of traffic classification methods and work out five
requirements that an evaluation system should satisfy in a real-world network
environment. A special emphasis is placed on requirements in high-performance
networks. Second, we present a real-time network traffic classification bench-
mark tool. The tool not only could figure out the importance of flow-features
of certain application protocols, but also show the classification results to users
in an easily perceptible fashion. In addition, it integrates packet and flow sam-
pling techniques that help to design practical classification algorithms for high
performance network environments.

2 Related Work

Recently, several traffic classification systems have been proposed. In[7] Dainotti
et al. provided a novel community-oriented traffic classification system called
Traffic Identification Engine (TIE). TIE is an open-source classification system
which is able to combine multiple classification methods (implemented as sepa-
rate plug-ins) and adopt different strategies of decision combination. Recently,
another traffic classification system called NeTraMark is proposed by S. Lee [8].
It provides a benchmarking platform for eleven state-of-the-art traffic classifiers.

Compared with these proposed systems, our system features a traffic sampling
method, which allows users to design high-performance-network-oriented classi-
fiers. Furthermore, our system provides a way to track the change in different
statistical features for inspected applications, which could help an operator to
discover the most significant features that affect the classification performance
of certain applications.

3 Requirements Analysis

We begin by discussing the basic criteria of a system that can be used to evalu-
ate the different classification models. To formulate these requirements, we got
inspiration from network management operators in our project and from related
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works especially when trying to reproduce their results. The basic aspects for a
practical network traffic classification benchmark system are outlined as follows.

� Data and ground truth availability: The most obvious obstacle to progress
on traffic classification is the lack of a variety of sharable traces to serve as
test data for validation. Besides the problem of privacy, another reason is
the difficulty to annotate a traffic flow with application label.

� Comparability: The system should support easy comparison between differ-
ent traffic classification methods.

� Real-time testing: Real-world experiments is vital to evaluate the practica-
bility of a method, therefore, the evaluation system should support efficient
memory and data stream management mechanisms to treat with continuous
one-pass network data.

� Sampling techniques: Network traffic sampling techniques could be an effi-
cient means to alleviate the problem in managing the high-speed throughput
of a modern network. However, different sample methods may have varying
degrees of impact on the loss rate of key flows. Therefore, a system should
provide multiple sampling methods for easy comparison.

� Reproducibility: To satisfy the requirement of real-time testing, a classifier
and its results should be consistent for different datasets. And when different
classifiers are chosen, reproduction of the same data trace should be possible.

4 TrafficS: Mechanisms and Functionalities

4.1 Performance Metrics and Statistical Features

Using appropriate measure metrics to evaluate the performance of traffic classi-
fication algorithms constitutes the basis of a benchmark system. In TrafficS, two
kinds of metrics are adopted: coarse-grained and fine-grained.

Coarse-grained metrics include overall accuracy, false alarm rate, and missed
alarm rate. They are used to measure the performance over all the application pro-
tocols. In the following, the overall accuracy is defined as the ratio of the sum of all
True Positives (TP) to the sum of all TPs and False Positives (FP) for all classes.

Fine-grained measure metrics for certain protocols include precision, recall,
and FPR (False Positive Ratio). All the metrics are defined as follows: For
a certain protocol, precision is defined as TP/(TP+FP), recall is defined as
TP/(TP+FN), and FPR is defined as FP/(FP+TN). Here, TN and FN are the
true negative and false negative values for the codified rule respectively [9].

4.2 Architecture and Implementation

This part describes the overall framework of our classification system. The frame-
work of the system is shown in Fig.1. The system consists of two parts including a
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server and a client, which can run on different computers. The server receives pack-
ets from the monitored network, divide them into flows, and label the flows using
a predefined mechanism. It also performs sampling and statistical-feature extrac-
tion for each flow. On the other hand, the client is responsible for receiving behav-
ioral data from the server, choosing the classifier or clustering algorithm to predict
the class label of input flows. It also provides visualization of the classification re-
sults.Some components in the figure can be extended to have new functionalities.

Fig. 1. The general framework of TrafficS

Ground Truth Plug-In. Performance comparison between different classi-
fiers relies heavily on the ground truth label of the collected traces. TrafficS
embraces a payload-based classification engine which applies signatures from
L7-filter project [10], which is a popularized packet classifier based on DPI. This
engine works more robust than the L7-filter on sampled network flows. More-
over, TraficS allows users to choose any other method to establish the ground
truth label and this flexibility helps to update and maintain TraficS with the
most accurate and complete ground truth information.

Sampling Plug-In. Traffic sampling is arguably the most widely accepted tech-
nique to cope with the high resource requirements imposed on high-performance
networks. Sampling methods could be grouped into two categories: the packet-
based sampling scheme [11] and the flow-based sampling scheme [12]. TrafficS
has integrated the following sampling algorithms: periodic sampling, Poisson
sampling, and random-add sampling. Users are allowed to choose the sampling
methods to test the performance and robustness of the classification (clustering)
methods.
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Behavior Features Computation Component. Definition and selection of
the statistical flow-behavior features plays a vital role in classifying the applica-
tion protocols. In [4], Moore, et al. use 248 bidirectional statistical features to
perform application protocol classification. In TrafficS, only 37 of the 248 bidi-
rectional statistical features are adopted. On one hand, these statistical features
have been proved expressive enough to distinguish among different applications
[1]. On the other hand, TrafficS support an on-demand functionality to incor-
porate additional statistical features when needed. Feature selection algorithms
will be integrated into this system to select the most appropriate features for
certain classification tasks in future work.

Classification Plug-Ins. In the current implementation of TrafficS, WEKA
[13] is directly integrated into this evaluation system. TrafficS also supports
easy adoption of new machine learning schemes as classification plug-ins.

User Interface. TrafficS provides graphical user interface to configure system
parameters as well as visualization of analytical results. Users can select and
modify some configuration information of the server. For example, information
such as the task list can be chosen to display. Another visible view is network
flow analysis panel which shows the flows and the percentage of each protocol.
This panel allows users to search for certain flows and choose whether to update
the view. A protocol will be show in unknown tab if it cannot be classified into
a known category. The panel is shown in Fig.2.

Fig. 2. Information of classified flows

Fig. 3 illustrates the flow statistical features. In this view, dynamic changing
of chosen features could be perceived. An operator can learn which features likely
have more effect on the performance of traffic classification methods.
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Fig. 3. Statistical feautre(mean-idle)

  

Fig. 4. Performance of the Simple-Kmeans algorithm before and after sampling

Fig. 4 shows the performance of a clustering algorism, named Simple-Kmeans,
before and after a random sampling procedure. In this interface, users are al-
lowed to select one of the classification/clustering methods and different sample
methods to see the performance of the major applications. From Fig. 4, we
can see that the random sampling method will deteriorate the performance of
Simple-Kmeans in classifying the ssh protocol. In another word, such evaluation
can help us to choose some sampling methods that are suitable for classification.
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5 Conclusions

We presented TrafficS, an on-line internet traffic classification benchmark tool,
which help to evaluation traffic classification algorithms in high-performance
network environments. TrafficS has integrated sampling algorithms and some of
the state-of-the-art traffic classifiers. TrafficS also allows researchers and practi-
tioners to easily integrate new classification algorithms and compare them with
other built-in classifiers, in terms of the two categories of performance metrics.

In the near future, we plan to extend TrafficS to support multiple selective
ground truth and distributed traffic classification and benchmarking. This will
allow network operators and researchers to monitor, collect, and classify traffic
and compare the classification results and performance from multiple locations.
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Abstract. Harmony search algorithm (HSA) is a recent evolutionary
algorithm used to solve several optimization problems. The algorithm
mimic the improvisation behaviour of a group of musicians to find a good
harmony. Several variations of HSA has been proposed to enhance its per-
formance. In this paper, a new variation of HSA that uses multi-parent
crossover is proposed (HSA-MPC). In this technique three harmonies are
used to generate three new harmonies that will replace the worst three
solution vectors in the harmony memory (HM). The algorithm has been
applied to solve a set of eight real world numerical optimization problems
(1-8) introduced for IEEE-CEC2011 evolutionary algorithm competition.
The experiemental results of the proposed algorithm is compared with
the original HSA, and two variations of HSA: global best HSA and tour-
nament HSA. The HSA-MPC almost always shows superiority on all test
problems.

Keywords: Harmony Search, Evolutionary Algorithms, Numerical
Optimization.

1 Introduction

Evolutionary algorithms (EA) have been used to solve several kinds of real world
optimization problems. Harmony Search Algorithm (HSA) [1] is a recent evolu-
tionary algorithm successfully used to solve many practical optimization prob-
lems such as: structural optimization, multi-buyer multi-vendor supply chain
problem, timetabling, flow shop scheduling [2–6]. HSA has the ability to deal
with continuous and discrete variables.

HSA begins with a set of provisional solutions stored in Harmony Memory
(HM). At each evolution, a new solution called new harmony is generated based
on three operators: (i) Memory Consideration, which selects the variables of new
harmony from HM solutions; (ii) Random Consideration, used to diversify the
new harmony, and (iii) Pitch Adjustment which is responsible for local improve-
ment. The new harmony is then evaluated and replaces the worst solution in
HM, if it is better. The solutions in HM will evolve iteratively in the hope of
obtaining a better solutions in the next evolutions. This process is looped until
a stop criterion is satisfied.

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 108–114, 2012.
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The HSA is initialized with different parameters as follows:

1. The Harmony Memory Consideration Rate (HMCR), used in the improving
process to determine if the value of a decision variable is to be selected from
the solutions stored in the Harmony Memory (HM).

2. The Harmony Memory Size (HMS) is an n-dimension vector similar to the
population size in Genetic Algorithm.

3. The Pitch Adjustment Rate (PAR), decides whether the decision variables
are to be modified to a neighboring value.

4. The distance bandwidth (bw) determines the adjustment value in the pitch
adjustment operator.

Genetic algorithm (GA) is a population based search technique [7]. GA starts
with initial population with a randomly generated set of solutions. Each pop-
ulation individual is called ’chromosome’. Crossover is the operation in which
two randomly selected chromosomes are mixed to generate a pair of new chro-
mosomes. This operation is applied with a certain probability in GA. The per-
formance of GA is related with the use of crossover [8].

In the original HS algorithm, no crossover operation is applied. Generally
speaking, the crossover operation directs the search into considering better indi-
viduals and enforce having a high diversity of population [9],[10]. The crossover
operation has to maintain the diversity of the population and not fall into a
premature convergence [10]. The number of solutions considered in the crossover
determine the convergence level. Selecting many solutions from the memory will
lead to a premature convergence, and selecting small number of solutions will
make the algorithm progress slower [7],[10].

The HSA cannot converge sometime on the global optimal [11]. Several varia-
tions of HSA have been introduced to solve optimization problems [12–14]. The
performance of these variations varies when they are considered on a wide range
of problems. In this research, the objective is to improve the performance of HSA
by introducing Multi-Parent Crossover (HSA-MPC) on a randomly selected har-
mony from a set of best solutions. This idea is adopted from [15], which is applied
succesfully to genetic algorithms. This method applies the concept of survival
of the fittest, and this can enhance the algorithm exploration for the optimal
solution. This update on the original HSA is placed after updating the harmony
memory (HM) with the new generated harmony, in case it is better than the
worst harmony currently in HM.

The algorithm was applied to a group of real world optimization problems that
have been proposed for the IEEE-CEC2011 evolutionary algorithm competition
[16]. The results are then compared with the original HSA and two recent HSA
variants.

This paper is organized as follows: after the introduction, section 2 presents
hamony search algorithm with multi-parent crossover. The experimental results,
and the analysis of those results, are presented in section 3. Finally, the conclu-
sions are given in section 4.
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2 Hamony Search Algorithm with Multi-Parent
Crossover (HSA-MPC)

The proposed HSA-MPC works as follows, initial harmony with size HMS is gen-
erated randomly, the best m harmonies are stored in archieve pool. After that, a
tournament selection with size three is applied to choose solutions randomly from
the pool. This is performed according to the Multi-Parent Consideration Rate
(MPCR), which specify the number of times this operation performed. Crosover
is then applied to the selected three harmonies to generate three new harmonies.
The genrated new harmonies are then merged with the HM by replacing them
with the three worst individuals in the HM. The details of the algorithm are
presnted in the end of this section.

If the new harmony generated make the harmony memory more narrow, then
it will lose diversity and reach a premature convergence. On the other hand, if
the generated new harmony make the HM widely distrbuted , it will have high
diversity and will take longer time to converge.

The steps of the MPC in HSA is as follows (note that β ∈ U(0, 1)):

1. Select the harmony vector from the archive pool.
2. Order the harmonies according to thier fitness, the best (x1) and the worst

(x3).
3. Generate three new harmonies (hi) as follows:

– h1 = x1 + β × (x2 − x3)
– h2 = x2 + β × (x3 − x1)
– h3 = x3 + β × (x1 − x2)

Example of a Computer Program

1: Set HMCR, PAR, NI, HMS, BW, MPCR.
2: xj

i = LBi + (UBi −LBi)× U(0, 1), ∀i = 1, 2, . . . , N and ∀j = 1, 2, . . . ,HMS
{generate HM solutions}

3: Calculate(f(xj)), ∀j = (1, 2, . . . ,HMS)
4: Sort(HM)
5: itr = 0
6: while (itr ≤ NI) do
7: x′ = φ
8: for i = 1, · · · , N do
9: if (U(0, 1) ≤ HMCR) then

10: x′
i ∈ {x1

i , x
2
i , . . . , x

HMS
i } {memory consideration}

11: if (U(0, 1) ≤ PAR) then
12: x′

i = x′
i ± U(0, 1)×BW { pitch adjustment }

13: end if
14: else
15: x′

i = LBi + (UBi − LBi)× U(0, 1) { random consideration }
16: end if
17: end for
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18: if (f(x′) < f(xworst)) then
19: Include x′ to the HM.
20: Exclude xworst from HM.
21: end if
22: Sort(HM), and save the best HMS/2 harmonies in the archive pool (A).
23: Apply tournament selection with size three on the archive pool, to select

randomly three harmonies (x1, x2, x3).
24: if (U(0, 1) ≤ MPCR) then
25: Rank the three harmonies f(x1) ≤ f(x2) ≤ f(x3)
26: calculate β = U(0, 1)
27: generate three new harmonies (hi):
28: h1 = x1 + U(0, 1)× (x2 − x3)
29: h2 = x2 + U(0, 1)× (x3 − x1)
30: h3 = x3 + U(0, 1)× (x1 − x2)
31: end if
32: Replace the three new harmonies (h1, h2, h3) with the three worst har-

monies in the harmony memory.
33: itr = itr + 1
34: end while

3 Experiemental Results and Analysis

The performance of the proposed algorithm (HSA-MPC) is compared with the
original HSA and other two variations of HSA: Global best HSA (HSA-GB)
[12] and Tournament HSA (HSA-T) [17]. The algorithm has been coded using
MATLAB, and performed on a Windows laptop with intel core 2 duo CPU at
2.10 GHz. As mentioned before, the algorithms behaviour is tested using a set
of real world optimization problems (1-8) presented in CEC2011 [16].

The parameter setting is as follows: HMCR = 0.9, bw=0.01, HMS = 50,
and PAR=0.3 these values are considered as they are the recommended val-
ues in the literature [18],[12]. Note that these parameters are the same for all
the evaluated HSA. β = N(0.7,0.1) as this range gives better results according
to [15]. The tournament size for HSA-T is t = 2, as this value is suggested
by [17].

In the initial experiements different values for Multiparent Consideration Rate
(MPCR) were used, the value of MPCR=0.3 gives better results. The tourna-
ment pool size is 3 and the archive pool size is HMS

2 these values are suggested
by [15].

The best, median, average , worst, and standard deviation is calculated over
25 simulations, each is allowed to run for 50,000 evaluations of the objective
function. These results are presented in Appendix A.

Table 1 report and compare, with respect to the eight real world IEEE-
CEC2011 optimization problems (1-8). The optimization performance of HSA,
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HSA-MPC, HSA-GB, and HSA-T is compared in terms of best, mean, median,
worst, and standard deviation over 25 runs. It is observed that the proposed
HSA-MPC shows a superior performance compared to HSA, HSA-GB, and HSA-
T on all the optimization problems except for F4 and F6. In these two functions
HSA-T gives a better best value The explatory nature of this algorithm gives it
a better exploration on the solution space.

4 Conclusion

Harmony search algorithm is a recent evolutionary algorithm used to solve sev-
eral optimization problems. In this paper, the efficiency of using a new proposed
algorithm HSA-MPC is shown to improve the performance of HSA. The in-
troduction of Multi-Parent Crossover to the HSA helps in better exploring the
search space for different kinds of optimization problems. The proposed algo-
rithm is compared with the original HSA and two other recent variations of
HSA: global best (HSA-GB) and tournament (HSA-T), to solve problems (1-
8) presented in the IEEE-CEC2011. HSA-MPC almost always outperforms its
competitors on most test problems.

In the future, more detailed analysis on the effect of different parameters of
the HSA-MPC algorithm will be measured (i.e., MPCR, tournament size, the
pool proportionate of the HM size).
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Appendix

Table 1. Performance of HSA, HSA-MPC, HSA-GB, and HSA-T in terms of the best,
mean, median, worst, and standard deviation over 25 runs (50,000 evaluations each)
with respect to each of the 1-8 CEC-2011 problems

HSA HSA-MPC HSA-GB HSA-T

F1

Best 0.002825505 0.001169411 10.18959362 0.00453789
Median 11.76850269 11.2518662 20.39105811 12.60136987
Worst 21.14449973 22.81087549 25.87186641 24.60875994
Mean 9.320810595 9.300249016 18.74778791 13.26065761
St. d. 8.77917895 8.123201007 4.785734907 8.042664924

F2

Best -11.92464615 -12.3547751 -12.01816406 -22.33112525
Median -21.86011923 -14.22405159 -17.98264158 -24.31308441
Worst -26.07972549 -25.46724021 -26.43566858 -26.75134593
Mean -20.93660167 -15.1047745 -18.05498781 -24.37721521
St. d. 3.866023763 4.826485404 3.815616303 1.233446763

F3

Best 1.1514890584E-05 1.1514890584E-05 1.1514890595E-05 1.1514890587E-05
Median 1.1514891362E-05 1.1514890643E-05 1.1514892242E-05 1.1514891275E-05
Worst 0.000011514925 0.000011514900 0.000011514929 0.000011514907
Mean 0.000011514895 0.000011514892 0.000011514896 0.000011514893
St. d. 0.000000000009 0.000000000002 0.000000000009 0.000000000004

F4

Best 14.38019804 14.37670131 14.33941333 14.35053211
Median 18.83940575 18.8193972 15.94638713 15.79395647
Worst 20.96553687 21.08224015 21.01588349 20.96455807
Mean 17.76917919 18.01447143 17.46044929 17.08416968
St. d. 2.636306404 2.793641123 2.799854145 2.45993487

F5

Best -19.64087474 -21.42298826 -31.48316383 -20.97577401
Median -17.48218828 -17.03697577 -34.10715195 -17.76295549
Worst -15.34288531 -15.76809718 -36.84320486 -15.5246342
Mean -17.5716699 -17.49035878 -33.9455887 -18.00415639
St. d. 1.224392317 1.275052976 1.168303224 1.666554768

F6

Best -13.36725857 -13.84622043 -27.42897903 -14.51137227
Median -11.09152916 -10.45893757 -29.16482696 -11.79301466
Worst -9.521013036 -9.990407624 -29.16558959 -10.58472177
Mean -11.28669543 -11.00292482 -28.58617689 -11.91304653
St. d. 1.358840188 1.223270682 0.86773997 1.296554658

F7

Best 1.638863341 1.591549478 1.63812933 1.625272746
Median 1.848944665 1.867508329 1.324447293 1.776957031
Worst 2.050761766 1.977414949 1.034493172 2.071230767
Mean 1.857213988 1.84056682 1.306082435 1.798751976
St. d. 0.113937362 0.092722969 0.174947997 0.123784513

F8

Best 220 220 220 220
Median 220 220 220 220
Worst 220 220 220 220
Mean 220 220 220 220
St. d. 0 0 0 0
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Abstract. This paper presents a new concept of intelligent interactive
automated systems for design of machine elements and assemblies on
the basis of its features described in a natural language. In the proposed
system, computational intelligence methods allow for communication by
speech and handwriting, meaning analyses of design engineer’s messages,
analyses of constructions, encoding and assessments of constructions,
CAD system controlling and visualizations. The system uses an intelli-
gent subsystem for assessment of engineer’s ability for efficient design-
ing. It is capable of control, supervision and optimization of the designing
process. The system consists of spoken natural language and handwrit-
ing interfaces between the designing system and design engineers. They
are equipped with several adaptive intelligent layers for human biomet-
ric identification, recognition of speech and handwriting, recognition of
words, analyses and recognition of messages, meaning analyses of mes-
sages, and assessments of human reactions. The paper also makes a com-
parison of the proposed new automated designing system with the present
system of realization of designing tasks. In the system also proposed are
new concepts of a system of symbolic notation of construction features
and language for notation, archiving and processing of construction de-
scription data (object oriented language for construction).

Keywords: Artificial Intelligence, User-Computer Interaction, Intelli-
gentDesigningSystem, Intelligent Interface,NaturalLanguageProcessing.

1 Introduction

The presented research involves the development of complex fundamentals of
building new intelligent interactive systems for design of machine elements and
assemblies on the basis of its features described in a natural language. The scien-
tific aim of the research is to develop the bases of new design processes featuring
the higher level of automation, objectual approach to problems and application
of voice communication between design engineers and the data processing sys-
tem. The comparison of the proposed new automated designing system with the
present system of realization of designing tasks presents (fig. 1).

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 115–122, 2012.
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The design and implementation of intelligent interactive automated systems
for design is an important field of research. In these systems, a natural language
interface using speech and handwriting is ideal because it is the most natural,
flexible, efficient, and economical form of human communication [1-3]. This con-
cept proposes a novel approach to intelligent interactive automated systems for
design of machine elements and assemblies, with particular emphasis on their
ability to be truly flexible, adaptive, human error-tolerant, and supportive both
of design engineers and intelligent agents.
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Fig. 1. The comparison of the proposed new automated designing system with the
present system of realization of designing tasks

Application of intelligent interactive systems for design machine elements and
assemblies using a natural language offers many advantages. It ensures robust-
ness against design engineer errors and efficient supervision of machine design
processes with adjustable level of automated supervision. Natural language in-
terfaces also improve the cooperation between a design engineer and a design
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system in respect to the richness of communication. Further, intelligent inter-
action allows for higher organization level of complex design processes, which
is significant for their creativeness and efficiency. Design process decision and
optimization systems can be remote elements of design processes.

The design of that intelligent system can be considered as an attempt to create
a standard intelligent interactive automated system for design processes using
natural language communication. It is very significant for the development of
new effective and flexible designing methods. It can also contribute for increase
of efficiency and decrease of costs of designing processes. This designing system
provides an innovative solution allowing for more complete advantages of modern
manufacturing processes nowadays.

At the Koszalin University of Technology, taking advantage of the own devel-
oped solutions in the range of voice communication between users and technical
devices, with the use of artificial intelligence, the research went on to be carried
out concerning the development of complex fundamentals of building new intel-
ligent interactive systems for design of machine elements and assemblies on the
basis of its features described in a natural language.

2 The State of the Art

The most important disadvantages of the present systems for creating construc-
tion notation can include:

1. Creation of constructions through executions of graphical operations, with
the use of slow communication interfaces, in the form of a keyboard, tablet
and mouse, on elementary components of the types of lines and graphic
symbols.

2. Drawing is still excessively taking part in imposing the engineer designer’s
thinking processes.

3. Completing and processing of data occurs in layers, which contain graphical
symbols of particular types. Because of that fact, it is difficult to take ad-
vantages of objectual treatment of geometrical components of a particular
object, e.g. particular grade of designed shaft or even particular cutting.

4. Completing and processing of data in layers containing graphical symbols
of particular types (lines, circles, ) causes that the software for technolog-
ical process design has to perform operations of recognition of elementary
graphical objects basing on analyses of graphical notation of these elements
(reconstruction of drawings in the technological aspect).

5. Storing information of graphical image instead of storing information in the
objectual form of elementary object components and relations between them.

6. Storing construction description data in typical formats for older vector
graphic systems using elementary drawing components (lines) instead of
using objects which will draw themselves as the result of code interpreter
operations.
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7. The last disadvantage can be clarified through a comparison of different de-
scription methods: construction drawings and description methods of docu-
ment structures (XML) and internet pages (HTML). From this comparison
we can find out that instead of storing a vector drawing, object features can
be recorded and the interpreter recreates the drawing on any operating sys-
tem with the use of universal software. After changing the object features,
this drawing will be recorded as a set of features again.

It is worth to notice that the proposed solutions of object feature notation allow
for arbitrary advancement of notation integration of construction features and
technological process features, and also organizational instructions. It ought to
be admitted that remain such cases for which the verbal or symbolic description
would not be unequivocal enough [1]. Then data in the graphical form will play
an important role. The supplementary information will also provide data from
reconstruction processes of shapes and dimensions in the graphical and numerical
form.

In the complex design tasks, the release of designer engineers from manual
usage of slow interfaces, will allow for elimination of an indirect phase (com-
posing of drawings from graphical symbols). The phase degrades objectual per-
ception of designed object elements to the layered and fault level for further
project usage. The application of intelligent interaction systems aims at increase
of the designers’ efficiency and convenience, and rapidity of creation of new
constructions.

The current research has focused on the addition of a supplement to CAD
systems [4,5], which consists of simple mechanisms of providing information in
the vocal form (in a form of a simple interface for recognition of selected ele-
mentary shapes). In that work the objective was to simply support the tasks in
traditional systems (simple interface for selective control of a CAD system) [5].

3 Description of the System

The new concept of intelligent interactive automated systems for design of ma-
chine elements and assemblies is presented in abbreviated form on Fig. 2. The
intelligent designing system is equipped with a subsystem for intelligent assess-
ment of design engineer’s ability for efficient designing. The numbers in the cycle
represent the successive phases of information processing. The system performs
biometric identification of the design engineer whose spoken messages in a nat-
ural language are converted to text and numeric values. The recognized text is
processed by the meaning analysis subsystem performing recognition of words
and messages. The results from that natural language interface are recognized
meaningful messages with essential information, which are sent to the subsystem
of construction analyses. The analyzed constructions are processed by the sub-
system of construction encoding. The novel language for construction notation
is used for encoding of the constructions. The next phase of the processing is in
the subsystem of construction assessment.
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The proposed intelligent interactive system between CAD systems and design
engineers is capable of adaptation to the design engineer through an assess-
ment subsystem that evaluates human ability for efficient designing of machine
elements and assemblies using intelligent interactive systems between the assess-
ment subsystem and the design engineer. The assessment subsystem allows for
intelligent adaptation by determination of parameters of the natural language
interfaces. The system also allows for adjustment of the level of automated su-
pervision of design processes. The intelligent assessment subsystem of design
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Fig. 3. Block diagram of a new concept of the intelligent assessment subsystem of
design engineer’s ability for efficient designing

engineer’s ability performs adaptation of the designing system in a cycle pre-
sented on Fig. 3. After the sentence meaning analysis of the design engineer’s
utterance, response or message, the recognized meaningful sentences are sub-
ject to analysis, evaluation and assessment of the design engineer’s ability for
efficient designing. The assessment subsystem analyses the user’s utterances or
responses, and the level of information perception. It also evaluates the level of
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analyzing and reasoning of information. Then the constructions after the com-
plex processes of analyzing, encoding and assessments are further processed with
the CAD system control and visualizations, which is also composed of several
specialized modules.

The intelligent designing system allows for optimal control of CAD systems
using natural language communication by speech, handwriting and freehand
drawing. The messages are processed by the intelligent interface using artifi-
cial intelligence methods. The processing involves meaning analysis of words,
messages and sentences in a natural language. Therefore the system is capable
of designing correct and optimal constructions of machine elements and assem-
blies. It is also capable of determination of optimal design process parameters
and progress decisions with the aim of supporting the design engineer.

The novelty of the system also consists of inclusion of several layers for sym-
bolic notation of construction features and archiving and processing of construc-
tion description data using a new object oriented language for construction.

4 Experimental Results

The experimental research of the developed new intelligent designing system
allowed to achieve the following research work:

1. Development of a system of construction symbolic notation of element fea-
tures.

2. Development of bases of a new language for notation, archiving and process-
ing of data concerning construction description (hypertext object oriented
language for construction).

3. Development of a specialized interface of voice communication between de-
sign engineers and the system of automatic feature recording and creating
drawings of the designed elements.

4. Development of improved methods for recognition and processing of voice
messages.

5. Development of new algorithms for recognition of handwriting and freehand
drawing.

6. Development of elementary procedures of creating of a symbolic notation of
construction basing on its description in a natural language using artificial
intelligence.

7. Development of elementary procedures of creating of the notation basing on
the symbolic notation.

8. Verification of the developed methods of creating of construction notation
basing on its description in a natural language, for the following classes of
machine elements: shafts, axles, spindles, gears, discs and others.

9. Assessment of quality of generated projects in the aspects of:
(a) Conformity with the features of standard constructions,
(b) Correctness of selection of tolerance, definition of dimensions, and di-

mension chains,
(c) Correctness of construction of untypical element features.



122 W. Kacalak and M. Majewski

10. Development of improvements and modifications of algorithms for design
procedures and data processing. Application of constructional probability
theory in the creation process of ordered variants of machine element con-
structions. Aggregation of construction standards for verification and evalu-
ation of the system.

11. Development of modifications concerning the new language for construction
notation and object language of construction description (with working name
KM-XML, and KM-HTML).

12. Development of new directions for further research. Elaboration of founda-
tions for realization of a development project and implementation of the
work results.

5 Conclusions and Perspectives

The main effect of the realization of the research was the following:

1. Higher level of designing through complete advantage of designers’ creativity,
relieving designers from doing tasks involving creation of graphical image of
elements.

2. Increase of rapidity of design process, particularly of complex elements.
3. Convenience of modifications and evaluation of many solution variants.
4. Automation of the most laborious tasks in the design of machine elements.
5. Development of an object oriented language for construction notation and

methods for symbolic notation.
6. Improvement of operations of data processing and archiving.
7. Development of an artificial intelligence system aiding design processes.

The main results of the research are brand new effective systems for designing
machine elements without the use of standard interfaces for inputting data. Di-
recting of designer’s creative potential to the conceptual tasks with relieve from
performing graphical tasks with use of simple systems for communication with
computer applications. The technological effect of the research is appreciable
reduction of time for implementation of new and modern products.
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Abstract. The problem of aerial image segmentation using Rough sets and 
neural networks has been considered. Integrating the advantages of two ap-
proaches, this paper presents a hybrid system different from those previous 
works where rough sets were used only for accelerating or simplifying the 
process of using neural networks for aerial image segmentation. The hybrid sys-
tem have been advanced to improve its performance or to explore new struc-
tures. These new segmentation algorithms avoids the difficulty of extracting 
rules from a trained neural network and possesses the robustness which are 
lacking for rough set based approaches. The proposed schemes are tested com-
paratively on a bank of test images as well as real world images. 

Keywords: Aerial image segmentation, Rough sets, Neural networks. 

1 Introduction 

Image segmentation is a fundamental process in many image, video, and computer 
vision applications. It is often used to partition an image into separate regions, which 
ideally correspond to different real-world objects. It is a critical step towards content 
analysis and image understanding. 

Many segmentation methods have been developed, but there is still no satisfactory 
performance measure, which makes it hard to compare different segmentation me-
thods, or even different parameterizations of a single method. However, the ability to 
compare two segmentations (generally obtained via two different methods/para-
meterizations) in an application-independent way is important: (1) to autonomously 
select among two possible segmentations within a segmentation algorithm or a broader 
application; (2) to place a new or existing segmentation algorithm on a solid experi-
mental and scientific ground [1]; and (3) to monitor segmentation results on the fly, so 
that segmentation performance can be guaranteed and consistency can be aintained [2]. 

Designing a good measure for segmentation quality is a known hard problemsome 
researchers even feel it is impossible. Each person has his/her distinct standard for a 
good segmentation and different applications may function better using different 
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segmentations. While the criteria of a good segmentation are often application-
dependent and hard to explicitly define, for many applications the difference between 
a favorable segmentation and an inferior one is noticeable. It is possible to design 
performance measures to capture such differences.  

Although development of image segmentation algorithms has drawn extensive and 
consistent attention, relatively little research has been done on segmentation evalua-
tion. Most evaluation methods are either subjective, or tied to specific applications. 
Some objective evaluation methods have been proposed, but the majority of these 
have been in the area of supervised objective evaluation, which are objective methods 
that require access to a ground truth reference, i.e. a manually-segmented reference 
image. Conversely, the area of unsupervised objective evaluation, in which a quality 
score is based solely on the segmented image, i.e. it does not require comparison with 
a manually-segmented reference image, has received little attention. 

The key advantage of unsupervised segmentation evaluation is that it does not re-
quire segmentations to be compared against a manually-segmented reference image. 
This advantage is indispensable to general-purpose segmentation applications, such as 
those embedded in real-time systems, where a large variety of images with unknown 
content and no ground truth need to be segmented. The ability to evaluate segmenta-
tions independently of a manually-segmented reference image not only enables evalu-
ation of any segmented image, but also enables the unique potential for self-tuning.  

The class of unsupervised objective evaluation methods is the only class of evalua-
tion methods to offer segmentations algorithms the ability to perform selftuning. Most 
segmentation methods are manually tuned; the parameters for the segmentation algo-
rithm are determined during system development, prior to system deployment, based 
on the set of parameters that generate the best overall segmentation results over a 
predetermined set of test images. However, these parameters might not be appropriate 
for the segmentation of later images. It would be preferable to have a self-tunable 
segmentation method that could dynamically adjust the segmentation algorithm’s 
parameters in order to automatically determine the parameter options that generate 
better results. [3] recently proposed one such system, which uses unsupervised eval-
uation methods to evaluate and merge sub-optimal segmentation results in order to 
generate the final segmentation. Supervised segmentation evaluation methods only 
enable this capability on images for which a manually-segmented reference image 
already exists. Only unsupervised objective evaluation methods, which do not require 
a reference image for generating a segmentation evaluation metric, offer this ability 
for any generic image. 

This paper provides a survey of the unsupervised evaluation methods proposed in 
the research literature. It presents a thorough analysis of these methods, categorizing 
the existing methods based on their similarities, and then discusses their specific dif-
ferences. A number of empirical evaluations are performed, comparing the relative 
performance of nine of these unsupervised evaluation methods. Finally, based on the 
analysis and experimental results, we propose possible future directions for research 
in unsupervised segmentation evaluation. 
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2 Rough Sets and Neural Network 

2.1 Rough Sets 

Rough sets theory (RST) is a machine-learning method, which is introduced by [4] in 
the early 1980s, has proved to be a powerful tool for uncertainty and has been applied 
to data reduction, rule extraction, data mining and granularity computation [5]. 

The basic concept in rough set theory is an information system which can be ex-
pressed by a 4-tuple S = (U, A, V, f), where U = {x1, x2,…, xn} is a finite set of objects, 
called the universe; A = C∪D is a finite set of attributes, which is a union of the con-
dition attributes set C and decision attributes set D with C∩D = ∅; V =∪a∈AVa is a 
domain of attribute a, and f : U×A→V is an information function to determine each 
object xi’s attribute value in set U that is: f(xi, a) ∈Va, for ∨xi ∈U, a∈A. 

In rough set theory, the objects in universe U can be described by various attributes 
in attributes set A. When two different objects are described by the same attributes, 
then these two objects are classified as one kind in the information system S, thus we 
call their relationship is indiscernibility relation. In mathematical word, an indiscerni-
bility relation IND(B) generated by attribute subset B ⊆ A on U, is defined as fol-
lows: 

 ( ) {( , ) | ( , ) ( , ), }i j i jIND B x x U U f x a f x a a B= ∈ × = ∀ ∈         (1) 

The partition of U generated by IND(B) is denoted by U/IND(B) = {C1, C2, …,  Ck} 
for every Ci is an equivalence class. For∀x ∈ U the equivalence class of x in relation 
to U/IND(B) is defined as follows: 

 / ( )[ ] { | ( , ), }U IND Bx y U f x a a B= ∈ ∀ ∈                 (2) 

Let X ∈ U be a target set and P ⊆ A be a attribute subset, that we wish to represent X 
using attribute subset P. In general, X cannot be expressed exactly, because the set 
may include and exclude objects which are indistinguishable on the basis of attributes 
P. However, [6] present a method to approximating the target set P only by the infor-
mation contained within P by constructing the P-lower and P-upper approximations 
of X, which is respectively defined as: 

 
/ ( )

/ ( )

:

* { | [ ] }

:

* { | [ ] }

U IND B

U IND B

P lowerapproaximations of X

P X x x X

P upperapproximationsof X

P X x x X

−
= ∈

−
= ≠ ∅

                      (3) 

The P-lower approximation, also called the positive region, is the union of all equiva-
lence classes in [x]U/IND(P) which are contained by (i.e., are subsets of) the target set X. 
In another word, the lower approximation is the complete set of objects in U/IND(P) 
that can be positively classified as belonging to target set X. 
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The P-upper approximation is the union of all equivalence classes in [x]U/IND(P) 
which have non-empty intersection with the target set, that is the complete set of ob-
jects that in U/IND(P)  that cannot be unambiguously classified as belonging to the 
complement of the target set X. In other words, the upper approximation is the com-
plete set of objects that are possibly members of the target set X. 

One of the most important aspects in rough set theory is the discovery of attribute 
dependencies, that is, we wish to discover which variables are strongly related to 
which other variables. For this purpose, given two attribute subset P, Q ⊆ A, Then, 
the dependency of attribute set Q on attribute set P, γP(Q), is given by 

 
| ( )( * )

( )
( )

X U IND Q
P

card P X
Q

card U
γ ∈=


                      (4) 

where ∪X∈U|IND(Q)P∗X can be denoted as POSP(Q), which means that the objects in it 
can be classified to one class of the classification U/IND(P) by attribute P. 

An attribute a is said to be dispensable in P with respect to Q, if γP(Q) =γP−{a}(Q); 
otherwise a is an indispensable attribute in P with respect to Q. Let S = (U, A, V, f) be 
a decision table, the set of attributes P(P ⊆ C) is a reduce of attribute, C if it satisfied 
the following conditions: 

 '( ) ( ), ( ) ( ) 'P P P CD D D D P Pγ γ γ γ= ≠ ∀ ⊂                 (5) 

A reduction of condition attributes C is a subset that can discern decision classes with 
the same accuracy as C, and none of the attributes in the reduced can be eliminated 
without decreasing its distrainable capability [7]. 

Though it is a kernel concept in rough set, it is difficult to calculate the reduction if 
the size of information system is large. Many scholars proposed a variety of attribute 
reduction algorithm, such as: consistency of data, dependency of attributes, mutual 
information, discernibility matrix and genetic algorithm which are employed to find 
reduction of an information system. 

2.2 Neural Network 

The BP neural network, which was first described by Paul Werbos in 1974, and 
gained recognition until 1986 through the work of David E. Rumelhart, Geoffrey E. 
Hinton and Ronald J. Williams, led to a ”renaissance” in the field of artificial neural 
network research. The BP neural networks are the most widely used networks and are 
considered the workhorse of ANNs [8]. Thanks to its simplicity and excellent perfor-
mance in extract useful information from samples, the BP neural network is widely 
applied recently. Commonly the BP neural network is used to solve the problems of 
classification and function approximation, which arise frequently in loan risk warn-
ing, stock market returns and price index prediction, the power system’ short term 
load forecasting [9], box office revenue of movies forecasting, bank’s efficiency eval-
uation and areas of decision support systems and management science.  
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An elementary neuron with R inputs of BP is shown in Fig. 1. Each input is 
weighted with an appropriate wi. The sum of the weighted inputs and the bias forms 
the input to the transfer function f(•), and f(•) transforms the sum of input values into 
output values of the node. Typical choices of the transform function consist of the 
logistic, the tangent, the sign, and the linear.  

 

Fig. 1. A neuron of BP 

In this paper we apply a BP neural network with two hidden layer in which the 
neural neurons take tan-sigmoid function for transform, and purelin, a linear function, 
is used in output layer for transform to get a broad range of output values. The whole 
structure of our network is shown in Fig. 2, where a1 = tan − sig(IW11 ∗ p1 + b1), a2 
= tan − sig(LW21 ∗ a1 + b2), and a3 =purelin(LW32 ∗ a2 + b3), besides the number 
of neural cells in hidden layers is determined by the training process. 

3 System Con_guration 

In this paper, we proposed a model which combined the rough set theory and neural 
networks in aerial images segmentation.  
 

 

Fig. 2. The structure of BP 
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3.1 The Structure of System 

Our hybrid approach of rough sets and neural networks for aerial images segmenta-
tion consists of three major phases: 

(1) Attribute reduction by rough sets. Using rough set approach, a reduct of condition 
attributes of decision table is obtained. Then a reduct table is derived from the deci-
sion table by removing those attributes that are not in the reduct. 
(2) The further reduction of decision table by neural networks. Through a neural net-
work approach, noisy attributes are eliminated from the reduct. Thus the reduct table 
is further reduced by removing noisy attributes and by removing those objects that 
cannot be classified accurately by the network. 
(3) Rule extraction from decision table by rough sets. Applying rough set method, the 
final knowledge–a rule set is generated from the reduced decision table. 
 

 

Fig. 3. The procedures of system 

3.2 The Algorithm 

We develop our algorithms of attribute reduction and rule extraction based on a bi-
nary discernibility matrix, which replaces complex set operations by simple bit-wise 
operations in the process of finding reduct and provides a more simple and intelligible 
measure for the importance of attributes. Even if the initial number of attributes is 
very large, using the measure can effectively delete irrelevant and redundant attributes 
in a relatively short time.  

In the second phase, we employ the neural-network feature selection (NNFS) algo-
rithm introduced by Setiono and Liu [10] to further reduce attributes in the reduct. In 
this approach, the noisy input nodes (attributes) along with their connections are re-
moved iteratively from the network without decreasing obviously the network’s clas-
sification ability. The approach is very effective for a wide variety of classification 
problems including both artificial and real-world datasets, which was verified by a lot 
of experiments. Making use of the robustness to noise and generalization ability of the 
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neural network method, these attributes and objects polluted by noise can be reduced 
from decision table. 

Let T =< U, C∪D, V, f > be a decision table, U = {x1, x2, …, xm}, C = {c1, c2,…,  
cn}. In general, D can be transformed into a set that has only one element without 
changing the classification for U, that is, D={d}. Every value of d corresponds to one 
equivalence class of U/IND(D), which is also called the class label of object. 

A binary discernibility matrix represents the discernibility between pairs of objects 
in a decision table.Let M be the binary discernibility matrix of S, its element M((s, t), 
i) indicates the discernibility between two objects xs and xt with different class labels 
by a single condition attribute ci, which is defined as follows: 
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It can be seen that M has n columns and its maximal number of rows is m(m−1)=2. 
Each column of M represents a single condition attribute and each row of M 
represents an object pair having different d values.  

Let M be a binary discernibility matrix having R rows and L columns, and its ele-
ment value in the ith row jth column is aij . The discernibility degree of an attribute ck 
for classification is defined as 
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The Deg of an attribute ck is in fact the rate of “1”s in the ck column of M and can be 
used as a measure of classification capability of attributes. 

4 Results 

In this chapter, the performance of the proposed system will be tested in two aspects: 
Comparison of their convergence rates, quantitative scores obtained from synthetic 
test images. 

4.1 Performance Rates 

The rates of all the algorithms are shown in Table.1. It can be observed that, our me-
thod keeps the best convergence rate and it converges more rapidly. 

Table 1. Comparison of three segmentation algorithms 

Name MRF-CSNN CSNN Our method 
Speed(ms) 152 296 461 
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4.2 Qualitative Results 

Results obtained from real world images by using CSNN, MRF-CSNN and our me-
thods are shown in Fig.4. It can be noticed that segmentation boundary noise and 
absorption of the small segments by their larger neighbors are avoided in the CSNN 
and the MRF-CSNN algorithms. This is in contrast to our method that produces un-
der-segmentation results as small segments are captured by the big ones. 
 

 

Fig. 4. Segmentation results of three methods 

5 Conclusion 

In this study, various innovations of the image segmentation algorithm have been 
described and tested. The new algorithms are based on rough sets and neural net-
works. We have combined the rough set and BP neural networks to construct a model 
for aerial images segmentation. Our method gives a handle to the user to adjust the 
desired local detail or global morphology of the segmentation. If edge information is 
available or if the segmentation accuracy along the boundaries is paramount. It gives 
the overall best performance. 
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Abstract. Extracting mental and task performance state-information from a 
human in real time is a challenging scientific endeavour. In this paper, we at-
tempt to understand if there is a relationship between the frontal cortex activi-
ties in the F3 and F4 positions according to the 10-20 international system of 
electrode placement, which are known to correlate with executive control func-
tions and working memory, and facial muscle activities. We demonstrate that in 
a highly demanding control, planning and problem solving task, as the human 
gets more engaged in the task, there is a consistent increase of correlation be-
tween the frontal cortex activities, an anti correlation between the cheeks and 
forehead muscles, and that the two correlations are perfectly anti-correlated 
with each other. The results suggest a resource shifting occurring during the 
task as the task progresses and the complexity of the task increases.  

Keywords: Brain-computer interface, Cognitive science, EEG, EMG,  
Resource. 

1 Introduction 

Brain-computer interfaces and human-computer interfaces are two topics that can be 
linked together if we can understand the relationship between what is easily observ-
able – such as human facial activities - and what is not – such as human neural  
activities. The fusion of these two fields paves the way towards the embodiment and 
situatedness of a human in virtual and/or synthetic environments. For example, the 
flight management system on an aircraft will be able to sense the pilot’s neural activi-
ties, detecting disengagement, engagement, hyper-excitement, fatigue, etc. and adapt-
ing the aircraft performance accordingly. 

Extracting mental and task performance state-information from a human in real 
time is a challenging scientific endeavour. Multiple metrics, indicators and a myriad 
of studies are needed to understand the interactions of different metrics. 

In this paper, we attempt to understand if there is a relationship between the frontal 
cortex activities in the F3 and F4 positions according to the 10-20 international sys-
tem [1], which are known to correlate with executive control functions, and facial 
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expressions. Our hypothesis is that, as a human becomes more engaged in problem 
solving and planning-oriented tasks, more resources are needed to perform executive 
control functions. The demands on these resources require a shift of resources from 
synchronisation of facial activities to achieve synchronisation of executive control. 

We use a simple game environment to study this hypothesis. The rest of the paper 
is structured as follows. Some key background information from the literature is dis-
cussed in Section 2. This is followed with the design of the procedure for conducting 
the experiments in Section 3, a discussion of the results in Section 4, and then conclu-
sions are drawn. 

2 Literature Review 

The rapid development of neuroscience, Electroencephalography (EEG) and neuro-
imaging has made the kind of interfaces that can directly receive inputs from the hu-
man brain possible. As brain-computer interfaces are becoming more mature, it is 
becoming possible to include them as an important sensory channel of Human-
computer Interaction [2].  

Resource theory conjectures that with finite processing resources, human informa-
tion processing capabilities have an upper bound and are limited. If two processes use 
the same resources concurrently, the two processes interfere with each others. This 
interference is a two-way development, where each process interferes with the other 
process. These several active cognitive and physical processes competing for limited 
processing resources cause the performance of a human on a given task to diminish 
[3]. The primary resource time was originally conceived as non-sharable among tasks 
[4]. The theory has since been evolved into a limited but sharable “capacity-limited 
processor” [5], [6]. Different resource models have been studied and proposed, rang-
ing from single channel bottle neck theory [6] to multiple resource models [7] in the 
last 50 years. 

Internal resources are one factor that can influence human task performance. Other 
factors include goal setting, self-efficacy, ability, strategies, engagement and attention. 
The effect of goal settings on the enhancement of task performance as a motivation 
mechanism has long been established [8]. Self-efficacy captures the human ability to 
judge on his/her own ability to select and execute a course of action within a given 
context. It is normally associated with a number of factors including one’s past expe-
rience, experience gained in watching others doing similar tasks, ability to persuade 
others and self, arousal and other mental activities [9]. Goal commitment, including 
goal commitment to task performance, is strongly affected by self-efficacy as a major 
predictor of future performances [10]. Attention has multiple components that can 
positively influence the ability of a human to achieve a task including strategies se-
lected, self-regulation and efforts put in the task[11]. 

To study information processing in the human cortex, many techniques are  
employed including neuro-imaging, EEG, invasive or lesion studies. Among these, 
neuro-imaging techniques like Functional Magnetic Resonance Imaging (fMRI) and 
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Positron Emission Tomography (PET) are more suitable for collecting spatial infor-
mation about the brain. Lesion studies of humans require particular subjects and the 
damage may show plasticity changes in other brain functions [12].  

To study human information processing in real-time tasks, EEGs are chosen to 
measure electrical functions of the brain in our study. The scalp EEG recorded by a 
single electrode is a smoothed version of the local field potential (LFP). The  
spatio-temporally resolved wide-band LFP is probably the most important source of 
information in neural computations [13].The 10-20 international system proposed by 
Jasper [1] is usually used for electrode placement and the mapping of external scalp 
positions and underlying cortex perpendicular to the surface[14]. The electrical res-
ponses on F3 and F4 position are conventionally known to reach the dorsolateral  
prefrontal cortex (DLPFC) [14]. DLPFC is crucial in short-time processing of  
information [15]. Also, Gevins et al. (1997) found that the general non-specific en-
hancement of the frontal theta rhythm probably indicates the overall mental effort 
required for task performance and is also associated with working memory [16]. Note 
that theta rhythm is the low frequency component of EEG signal from 4-7 Hz. 

We also rely in this study on Electromyography (EMG) techniques, which were 
used to measure facial muscle contraction. Electrodes were placed on forehead to 
measure the corrugators muscle activity, and the left cheek to measure the zygomatic 
muscle activity. The facial EMG activities are reacted to facial expressions known as 
responses to positive and negative stimulus [17]. 

3 Experimental Design 

The experiment employs a version of the Greedy Snake games. The Greedy Snake 
game is a classic computer game which has been played by millions of people. The 
aim of the game is to control a continually moving snake using the arrow keys on a 
keyboard so as to reach apples on the game board, while trying to avoid crashing into 
the controlled snake’s own body, and the walls around the edges of the game board. 
Once the snake eats an apple, the length of the snake automatically increases and 
another apple randomly appears. If the snake crashes into a wall or hit its own body, 
the game ends and the total score that the player gained during the game is calculated 
according to the number of apples that were eaten. Navigating the snake and eating 
more apples is the task to be performed by each participant. Once a game ends, a new 
one starts after filling in the questionnaires. The complexity of the game changes from 
one game to another due to different game configurations. 

Our objective is to compare the player’s game performance and the collected psy-
cho-physiological data under different circumstances. Four variables are used as con-
trol parameters for game complexity; these are: the moving speed of the controlled 
snake (the snake moves ahead at low speed 100ms/move or high speed 70ms/move), 
the increase in the length of the snake after eating an apple (increase by 1 unit or 3 
units), whether or not to add an extra apple in the environment in a random location 
after 7000ms, and whether or not to add a poisoned apple in a random location after 
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7000ms. The game ends if the snake eats a poisoned apple, it crashes into the wall, or 
it hits its own body. The different values for each of these four variables define 16 
different games. The sequence of game presentation is shuffled for each player.  
Each player plays each configuration twice. Each player starts with two classic games 
to establish a baseline, before they then play the 32 different configurations. In total, a 
player plays 34 games in a session.  

Experiment participants were 3 right-handed adults aging from 24 to 27. All had 
played the classic Greedy Snake Game before, and clearly understood the rules of the 
game as well as the scoring function. They were briefed about the test procedure be-
fore accepting to participate. Before the start of games, the participants were re-
quested to complete questionnaires asking about their level of familiarity with the 
Greedy Snake Game. At the completion of each game, a questionnaire asking about 
the participant’s self-reported frustration level during the games pops up for them to 
fill in. 

Human response data was collected using EEG and EMG sensors. All these mea-
surements (including self-reported subjective rating, psycho-physiological metrics, 
and game characteristics) provide both subjective and objective information of human 
performance and human responses to contribute to our analysis.  

The EEG and EMG sensors were attached to the participant before the start of the 
session and actively collected data throughout the entire session. EEG sensors were 
attached to sites F3 and F4 on the participants’ scalp, with a clip on both earlobes to 
stabilize the wires. EMG sensors were attached on the participant’s forehead and left 
side of the cheek to measure electrical responses of facial muscle activities. 

EEG sensors record small electrical signals on the scalp, said signals being gener-
ated by neurons in the brain. The typically used frequency band of EEG is between 1 
to 40Hz. It has 3 electrodes: a positive site to measure the raw signal, a negative site 
as reference, and a ground site. Electrode placement on F3 and F4 followed the inter-
national 10-20 system with electrode caps filled with conductive paste to attach to the 
participant’s scalp (shown in Fig.1). F3 and F4 are associated with executive control 
functions and working memory [16]. Ear references were used for all EEG sensors.   

EMG sensors captured the muscle activities by measuring small electrical impulses 
when facial muscle fiber contract, with the active range of frequency of the raw signal 
between 20 and 500 Hz. The EMG sensors have 3 electrodes which are positive, neg-
ative and ground ones. During the experiment, the positive and negative electrodes 
were attached to the facial muscles and the ground electrode was placed at neural sites 
(cheekbones and brow ridge).  

 

Fig. 1. EEG Placement, EEG Sensors and EMG Sensors  
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Both of the EEG and EMG signals were collected at a sample rate of 256Hz. The 
self-reported skill level, frustration level and game characteristics including game 
configurations, starting/ending time for each game, and final scores were collected by 
automated questionnaires and the game application itself. 

4 Analysis 

EEG correlation represents the degrees of functional cooperation between underlying 
neuron substrates and connections between different brain regions [18-19]. Therefore, 
inter-hemisphere correlation values could also show the degree of cooperation of both 
hemispheres required in given tasks. 

The collected data was processed for each participant separately. After data clean-
ing, which removed the artifacts caused by sensor setup and the irrelevant parts when 
players were taking breaks or filling out the questionnaire between games, the time 
domain signals were divided into 34 different parts according to the time stamps of 
each game been played. The correlation between two different signal sequences is 
computed according to the convolution theorem with a 1 second window within each 
game. The correlation sequence is a function of time t which is known as time lag. 
The correlation between g and h is shown as Equation 1. 

 ( , ) ( ) ( )Corr g h g t h t dτ τ
+∞

−∞
= +  (1) 

To compute the correlation between discrete sequences, the function is shown as 

 

1
*

0

*

0
( )

( ) 0

N m

n m n
nxy

yx

x y m
Corr m

Corr m m

− −

+
=

 >= 
 − <


 (2) 

The correlation result is normalized so that the autocorrelations of the sequences 
themselves at time lag 0 are identical and equal to 1.0. The corresponding means and 
standard deviation are computed at the level of all 34 games played by each player. 

In the first questionnaire, before game play, each participant was requested to iden-
tify him/herself into one level of Greedy Snake Game Player: Never played before, 
beginner, intermediate player, advanced player, and expert. In the inter-game ques-
tionnaires, he/she was asked to report his/her frustration level (low to high, from 0 to 
15) on the most recently played game. Scores that the player gained were calculated 
based on the number of apples been eaten. The final score of each game was calcu-
lated as the total apples eaten multiplied by 100. The results on subjective and objec-
tive game performances were summarized in the first section of Table. 1. 

The correlation between the two EEG signals collected from F3 and F4, and the 
two EMG signals collected from the forehead and left cheek muscle activities were 
then computed using a 1 second window. The average value reported is the mean of 
the correlation coefficient sequences in all games being played. The cross-correlation 
shown in the last row of Table 1 is the average value of the correlation coefficients 
computed from the correlation sequences of the 34 games. 
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Table 1. Analysis on Players’ Performance, EEG and EMG Data 

                     Players 
Analysis   

1 2 3 

Self-reported skill level Beginner Intermediate Intermediate  
Mean frustration level (0-15) 7.1±1.5 7.0±1.5 8.0±2.3 
Average Play time/game (in 
second) 

76±47 71±64 51±44 

Average Score/game  2140±1520 1280±1020 1920±1830 
Correlation between EEG F3 and 
F4 

0.87±0.11 0.50±0.08 0.51±0.08 

Correlation between EMG on fore-
head and on left cheek 

-0.79±0.09 -0.86±0.06 -0.84±0.06 

Cross-correlation of correlation 
between EEG and EMG data 

0.99±0.01 0.99±0.01 0.99±0.01 

 
The game performance for each player is shown in the first section of Table 1. The 

total score shows the “level of goal achievement”. It is a positive factor influencing 
the game performance – the higher score a player obtains, the better their performance 
will be rated. The play time shows “the duration of survival”. Besides the objective of 
chasing apples, the player should try to navigate the snake on the game board and stay 
alive, as the snake continues to move. 

The results in Table 1 show the subjective rating in the first two rows and objective 
indicators of game performance in the next two rows. Interestingly, player 1 who 
underrated themselves as a beginner had achieved the best performance among all 3 
players, having both longest play time and highest scores. He/she also reported a sta-
ble and relatively low level of frustration during games. 

For players 2 and 3, who both rated themselves as intermediate players, the results 
show that player 2 played longer while player 3 obtained higher scores during the 
entire session. This variance may indicate the different objectives of the two players, 
player 2 aims at staying alive, while chasing apples is a higher priority objective for 
player 3. The different goal setting affected performance in different ways. The 
overall trend shows that the best player had shown more stable performance while 
player 2 had higher deviation on play time and player 3 had higher deviation on final 
scores.   

The best performing player (player 1) had the highest correlation between frontal 
F3 and F4 signals, indicating cooperation of both hemispheres during play which may 
indirectly contribute to better game performance. Players 2 and 3 had similar (lower) 
levels of mean EEG correlations. The objective performance indicators show that one 
of them obtained higher scores while the other played for longer.  The results support 
previous research that self-efficacy, defined as the self-perception of ability, is related 
to the cognitive engagement in games [9]. The first player who identified him/herself 
as a beginner had higher levels of cooperation of both frontal hemispheres during 
games indicated by high correlation between EEG F3 and F4; than player 2 and 3 who  
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were more self-confident in their skills. Frontal brain activity is associated with cogni-
tive workload; hence these results regarding correlation appear to indicate the level of 
engagement in game play. 

The correlation between the EMG on forehead and that on the left cheek shows 
almost the opposite trend as compared that of the EEG. That is, an inverse correla-
tion. By further analyzing this trend, we looked into each game for each player  
and plotted the correlation sequences. Figure 2 shows the correlation coefficient  
sequences within the first game played by player 3. During the game, while the diffi-
culty increases due to the increasing length of the snake, the correlation between 
EEG F3 and F4 increases while the correlation between the EMG measuring the 
forehead and cheek muscle activities decreases. This trend is shown in almost all 
other games. There appears to be an anti-correlation between these two processes. 
This can be interpreted as a resource shift from facial activities to brain functions 
across the duration of the game: a prioritizing of resources to planning and decision 
making as difficulty increases.  

  

Fig. 2. Correlation between EEG F3 and F4 (on Left) and Correlation between EMG on Fore-
head and EMG on Cheek (on right) for a Single Game 

5 Conclusion 

The analysis of the subjective and objective task performance, as well as the factors 
contributing to the performance suggests that 1) the self-assessment of the player’s 
own ability do not necessarily match the objective performance results - this accords 
with previous research results [20-21]; 2) the different goals setting by different play-
ers contribute to different performance results; 3) the correlation between EEG F3 and 
F4 could be an indicator of attention and engagement which influences the perfor-
mance; 4) there appears to be a resource shift occurring during tasks as difficulty  
of the game increases, in that case the cognitive resource is concentrated on the high-
er-requirements and higher-priority parts of the brain functions to process game  
information. 
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Abstract. This research proposes an automatic transcription-feedback system of 
music which help people to learn musical instruments by themselves. The focus 
of this research is piano. We develop real-time polyphonic pitch detection-
feedback system. For 'polyphonic pitch detection', we use inner product based 
similarity measure with discriminant note detection threshold and top down 
attention. Also, we develop two parallel processes on simulink and matlab 
separately for real-time system. On simulink workspace, real-time recording 
and signal flow management is implemented. This system takes 2mins. 12secs. 
for analyzing 1min. piece and have accuracy of pitch detection as 79.33% for 
test case (Chopin Nocturne Op.9 N.2). 

Keywords: Real-time Polyphonic Pitch Detection, Feedback System, Note-
scale filterbank, Multi-threshold, Top-down attention. 

1 Introduction 

More and more people want to learn new musical instruments, but there are not many 
possible ways for someone to study musical instruments by themselves. It is not easy 
for beginners to get self-feedback from playing the instrument alone. Thus, this 
research proposes an automatic transcription-feedback system which will help people 
to learn musical instruments by themselves. 

Fundamental algorithms of pitch detection in time-frequency domain have been 
researched so far [1], [6]. Also Autotune[2] and Melodyne[7] are well known 
commercialized programs for monophony and polyphony pitch detection. However, 
those programs do not transcribe well on commercial CDs and real-time 
performances.  

Therefore through this research, a system will be constructed which will provide 
real-time pitch detection for polyphonic music, express the music as sheet music, and 
give feedback to instrument player by comparing with the correct reference of the 
music. Also we want to compare the polyphonic pitch detection performance with 
                                                           
* Corresponding author. 
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competitive algorithms [6], [8]. Emmanouil B. et al. [6] announced that multi pitch 
analyzer[8] algorithms have the best polyphonic pitch detection rate as 70.9% on 
Chopin Nocturne Op.9 N.2. 

The focus of this research is the piano music. First, piano is a polyphonic musical 
instrument unlike other monophony instruments such as woodwinds or brasses. Also, 
piano is composed of 88 different sounds from A0 to C8, so it contains a long range 
of pitches which includes all the pitch ranges for many different musical instruments.  

1.1 Note Scale Filterbank Output 

In this system, we utilize note-scale filter bank output as feature of the music signal. It 
has 103 coefficients, which extract information from spectrogram of music. 103 
coefficients are calculated by filtering spectrogram with the 103 filters. Each filters are 

a form of triangle, where their center frequencies are located at . 
Note that first 88 coefficients are located at fundamental frequencies of 88 notes of 
piano according to the previous research.[3] Remaining 15 coefficients are for 
extracting higher harmonics of note frequencies. By using note-scale filter bank 
spectrogram, we can selectively emphasize fundamental frequency information from 
the spectrogram, which makes pitch detection more easy task. 

2 System 

2.1 Real-Time System 

Figure 1 shows the system of real-time polyphonic pitch detection & feedback system 
that we developed in this research. There are 3 main parts. 

 

Fig. 1. Simplified real-time system diagram 

- In part A, music signal is recorded from microphone and stored in queue with 
0.1sec per frame length. Then it is sent to each frame one by one repeatedly to part B 
whenever part B requests for sending frame. 
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- In part B, the real-time pitch detection system gets a frame from queue in part A 
as first-in-first-out (FIFO) sense. Algorithms about poly-phonic pitch detection is 
shown in section 2.2 

- In part C, we display the pitch detection result on time vs. pitch number axis, 
giving the player the feedback note correction information with ground truth music 
score. 
 

The complete system diagram is shown in Figure 2. And the detail function of each 
subdiagrams are explained in section 3.2 

 

Fig. 2. Complete real-time system diagram 

In part C, the program display a feedback, which consist of correct, incorrect, and 
missing note numbers. Figure 3 shows how feedback information is shown in display 
for 9s music.  

 

Fig. 3. Example of the feedback display (until 9s) 
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For given frame(0.1s), we filled each detected note with blue, red and green color 
on correct, incorrect and missing notes separately. Player can know whether they play 
correct pitch with correct beat or not. Program also shows the real-time accuracy of 
the performer’s music by comparing with the score, which has the note sample index 
versus note pitch number axis. 

2.2 Pitch Detection Algorithm 

Figure 4 shows the algorithm of pitch detection. Firstly, standardized (Mean zero, 
Variance one) music signal is converted into note-scale filterbank output (=feature). 
Then this feature is normalized on every time frame. Next, inner product with the 
references(pitch templates), which are the average values of feature of 88 individual 
notes. Note that we can measure similarity of two different normalized vectors by 
inner product. The references are made by following sequences; 1) recording each 
individual notes of piano, 2) getting feature, 3) time-averaging and 4) normalize them. 
Since there are many overlapping harmonics between 88 notes, 88 features are not 
orthonormal with each other, which we can see the simulation result in section 2.3. 
We use two methods for supporting deficient parts of inner product as pattern 
recognition; 1) Different detection thresholds for each notes. 2) Top down attention. 
Details of these methods are explained in section 2.3 and 2.4 respectively.  

After inner product process, if the value exceed detection threshold for each note, 
that note is regarded as played note candidates, otherwise regarded as silence. By 
using top down attention for these candidates, algorithm gives final detected notes. 

 

Fig. 4. System diagram for pitch detection algorithm 

2.3 Method to Set Different Detection Thresholds for Each Notes 

Before setting detection thresholds, we made an experiment by measuring similarity 
between 88 references. Fig 5 shows the inner product between 88 notes features. 
Red,yellow,and green parts except main diagonal shows references are not 
orthonormal with each other. Especially the notes lower than number 25(A2) and 
notes higher than number 80(E7) have high value of similarity with other notes 
pattern.  Based on this observation, for each note, we set high detection threshold 
when the average value of similarity is high, and set low detection threshold when the 
average value of similarity is low.  



144 G.-m. Kim, C.-h. Kim, and S.-y. Lee 

 

 

Fig. 5. Similarity between feature of 88 piano notes 

2.4 Top Down Attention 

Before top down attention step (see Fig 4), system already obtain the note candidates; 
some of them are ‘really played notes’, some of them are ‘not played notes’. Top 
down attention is the method that can figure out whether individual pattern exists 
inside mixed pattern or not. For our system, it finds ‘really exist’ notes among 
candidate notes.  

 
Followings are description of the algorithm of top down attention in our system; 
1) Load feature of candidate notes .Let the number of candidate notes = N 
2) If  N=1, The algorithm ends 

3) If N 2, pick two notes from candidates (let feature of two notes as ). The 

number of method to pick different sets of two features is equal to . 

4) Let feature of test music at given time as .   

5) Find a,b which minimizes  by finding pseudo 

inverse of the linear system . 

6) If one of  makes 'e' smaller than given threshold, accept corresponds two 

notes.  

7) Repeat from 3) until iterations run  times. 

 
On each figure 6 and 7 are two test results with and without top-down attention. 
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Fig. 6. Results without top-down attention (Accuracy : 71.09%) 

 

Fig. 7. Results without top-down attention (Accuracy : 73.98%) 

We can see that top-down attention can reduce detecting false-positive note, which 
is note that is not played but detected as note alive by system. 

3 Test and Performance 

3.1 Performance Evaluation Criteria  

We develop ‘real-time pitch detection system’ for this project. Thus performance can 
be evaluated by two criteria : Accuracy &Speed. 

For accuracy, we use following evaluation metrics : , 

which is the simplest metric for evaluation of accuracy. Some of researcher [4], [5] 
uses ‘Precision’, ’Recall’, and ‘F-measure’ as their evaluation metrics. (Where, Tp = 
“true positive”: number of correct notes among played notes; Fp=“false positive”:  
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number of incorrect notes among played notes; Fn:“false negative”: number of not 
played notes among reference notes ). 

For the speed of the algorithm, we measure the average computation times for 
analyzing whole music. 

3.2 Test Data and Condition 

For testing our system, in terms of accuracy and computation time, we use the piece ‘ 
Nocturne Op.9 N.2 ‘of Frederic Chopin. To measure accuracy of real-time pitch 
detection itself, we use MIDI reference, which contains correct answer of the piece, 
MIDI was created by the Prokeys 88(MIDI controller device) and Cubase 6 (MIDI 
sequencing program).  

We are doing test with normal room (i.e. no silent condition), normal speaker and 
normal microphone, which can represents the normal user’s recording environment. 

3.3 Performance  

Table 1. Evaluation measure and speed of our system(frame-based) 

 
 
Fig 8 shows the feedback display for test of our system. 

 

 

Fig. 8. Feedback display of the test 
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4 Conclusion and Future Work 

In summary, we develop real-time polyphonic pitch detection-feedback system. For 
‘polyphonic pitch detection’, we use inner product based similarity measure with 
discriminant detection threshold and top down attention (See Section 2.4). And for 
real-time system, we develop two simultaneously running process system in simulink 
and matlab. One is for real-time recording and signal flow management, and the other 
is for real-time pitch detection and displaying feedback to users. 

As a final result,  accuracy of pitch detection of our system is 79.33% for 4min 
music and takes 132s to analyze 1min piece, which is over 8% improvement to the 
state of art system[8].  

For the future work, we can add the system for reduce the effects of room acoustics 
for considering different user's environment. And the accuracy should be improved by 
considering musiccal knowledge such as key, beat, harmonic science etc.   
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Abstract. In this paper, a method of determining examinations is presented for 
outpatients visiting the department of ophthalmology.  It assumes that each of 
the interview sheets belongs to one of the four classes, and copes with the ex-
amination determination as the classification of the sheets using self-organizing 
maps.  Training data presented to the maps are generated from handwriting 
sentences in the sheets.  Some nouns, adjectives and adverbs that ophthalmolo-
gists consider to be of comparative importance are chosen as elements of the 
training data.  The element values basically depend on frequencies of the cho-
sen words appearing in the sentences.  After map learning is complete, neurons 
in the map are labeled.  The data class associated with the sheet to be checked 
is given as the label of the winner neuron for the presented data.  It is estab-
lished that the proposed method achieves as favorable classification accuracy as 
initial determination made by ophthalmologists.   

Keywords: Data classification, Interview sheets, Self-organizing maps,  
Waiting time problems. 

1 Introduction 

Recently, a number of problems have surfaced in the Japanese medical arena. Long 
waiting time is one of such problems. It has been considered to be a serious reason 
that prevents sick persons from going to hospitals. The condition of such persons 
keeps on worsening while they hesitate to go to hospitals, and the fatal damage tends 
to suddenly befall to them. The straightforward approach to overcome this problem is 
to save even short amount time in the waiting room. In [1], an approach using event-
driven network based on queuing theory is presented to reduce the waiting time of 
patients.  The dispatching rules are suggested based on patients’ expected visitation 
time and expected service time, and they are used to schedule the patients.   

The effective utilization of the waiting time is also a promising approach. Some 
hospitals in Japan manage waiting time as part of examination time. Before seeing a 
new outpatient, a medical doctor generally reads an interview sheet filled out by  
the outpatient, and determines a set of examinations for the outpatient. In this medical 
protocol, the outpatient must wait for the determination made by the doctor. In  
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addition, the protocol makes it difficult for the doctor to allot enough consultation 
time after examination results are available. The doctors are therefore anxious for the 
system automatically determining a set of examinations for new outpatients.  

On the other hand, self-organizing maps (SOM’s) have attracted much attention. A 
map consists of neurons with reference vectors. Map learning projects attributes of 
training data onto the reference vectors, and hence the attributes are visualized in the 
form of neuron clusters. This feature motivates researchers to apply SOM’s as a 
means of expressing and/or processing clinical examination results [2]-[7].   

In this paper, examination determination is proposed for new outpatients visiting 
the department of ophthalmology, using SOM’s. It assumes that each of the inter-
view sheets filled out by the outpatients belongs to one of the four classes. The pro-
posed method therefore addresses the determination as the classification of the 
sheets. An open source engine developed for Japanese language morphological anal-
ysis is applied to handwriting sentences in the sheets, and some nouns and adjectives 
in them are picked up as elements of the training data for map learning. In addition, 
some words on which the ophthalmologists especially place great importance are 
also picked up. Frequencies of the above chosen words appearing in the sentences 
are basically assigned as element values. After general SOM learning is complete, 
labels corresponding to classes of training data are given to neurons in the map. The 
class of the sheet associated with the data presented to the map is therefore specified 
by the label of the winner neuron for the presented data. It is revealed that the pro-
posed method is approximately close to ophthalmologists in classifying interview 
sheets.  

2 Preliminaries 

SOM learning constructs a map with neurons. The neuron has a reference vector with 
M element values if the M-dimensional training data is presented to the map. General 
SOM learning is conducted, based on the following formulas.   

 NF(t)=r0(1−t/T), (1) 

 τi(t)= τ0(1−t/T), (2) 

 Wi(t)← Wi(t)+τi(t)(X
l(t)−Wi(t)). (3) 

Each time the l-th training data, Xl(t), is presented to the map, a winner neuron is de-
termined. Eq. (1) is the neighborhood function defined around the winner at time t. 
Let Ci denote the i-th neuron with the reference vector Wi(t).  If Ci is located inside 
the area specified by NF(t), Wi(t) is modified according to Eqs. (2) and (3). ߬i(t) is the 
learning rate.  Note that r0 in Eq. (1) and ߬0 in Eq. (2) are initial values, and that T is 
the maximum epoch number employed as the learning-termination condition.   

The proposed method determines examinations that new outpatients visiting the 
department of ophthalmology should undergo, based on sentences, which are 
handwritten in Japanese by them, in the interview sheets. It is probable that  
outpatients contracting several diseases undergo same examinations. In this context, 
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according to common characteristics in terms of the examinations for the diseases, the 
examinations are divided into the following four classes: Class 1 associated with fun-
dus examinations, Class 2 associated with glaucoma tests, Class 3 associated with slit 
lamp tests, and Class 4 associated with oculomotor tests. The relationships between 
these classes and concrete diseases are tabulated in Table 1. Since a new outpatient 
undergoes the examinations belonging to one of the four classes, the interview sheets 
can also be divided into such four classes.  The proposed method therefore copes 
with determination of examinations as classification of interview sheets.   

3 Examination Determination Using Self-Organizing Maps 

3.1 Data Set Generated from Interview Sheets 

Handwriting sentences in interview sheets are typed from the keyboard. The open 
source engine developed for Japanese language morphological analysis, MeCab [8], is 
applied to such electronically registered sentences to divide the words into some parts 
of speech. Several of the nouns and adjectives are next picked up per sentence in the 
sheet by consulting the list of prohibited words.  Table 2 shows examples of the pro-
hibited words. The words picked up are considered to be promising to describe the 
characteristic of the condition of the outpatient that fills out the sheet.  In addition, 
some nouns, adjectives, and adverbs on which the ophthalmologists place great im-
portance are also picked up.  They are referred to as MD-designated words.   

After all the promising words are picked up, the proposed method generates a ma-
trix.  If a set of N interview sheets whose classes are perfectly known is available and 
d words are chosen from the N sheets in the above-mentioned manner, the numbers of 
rows and columns are N and d, respectively.  In other words, the words picked up (or 
sheets) are assigned to the columns (or rows).  Frequencies of appearance are first 
given to element values as follows: if the p-th word appears in the l-th sentence mlp 
times, the element specified by the l-th row and p-th column is set to mlp, where 
1≤l≤N and 1≤p≤d.  Fig. 1 depicts an example of the first matrix.  

To emphasize the significance of the words, the proposed method employs the fol-
lowing weighting.  Element values on the columns corresponding to the MD-
designated words are usually weighted.  Let us assume that each of such values is 
multiplied by αMDW.  The other targets for weighting are determined, based on  
the probability of words appearing.  Let us assume that the p-th word, which is not 
the MD-designated word, appears NAp

q times in the set of registered sentences (i.e., 
the interview sheets) belonging to Class q, where 1≤p≤d and 1≤q≤4.  In addition, let 
Rp

q denote the ratio of the number of the p-th word appearing in the sentences belong-
ing to Class q, compared to the total number of the sentences belonging to Class q.  If 
the latter number is denoted by NSq, Rp

q is as follows.   

 Rp
q = NAp

q/ NSq. (4) 
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3.2 Map-Based Classification for Interview Sheets 

Maps are constructed in the general manner [3], [4] using Eqs. (1)-(3).  A row in a 
matrix generated by the method in Subsect. 3.1 is presented to a map as a member of 
the training data set.  The proposed method then expands the row by adding an ele-
ment value associated with the age of the outpatient.  This means that the matrix is 
enlarged by preparing the (d+1)-th column. One of the five-level values is given to 
each element on the rightmost (d+1)-th column. If the outpatient filling out the l-th 
sheet is younger than 20 years old, the value of 0 is given to that element specified by 
the l-th row and the (d+1)-th column, mld+1.  If the age is more than 19 and less than 
40, we have mld+1=5.  If it is more than 39 and less than 60, mld+1 is set to 10.  If it is 
more than 59 and less than 80, mld+1=15 holds.  For other outpatients, mld+1 equals 20.   

Once general SOM learning is complete, neurons are labeled as follows.   
<Neuron labeling> 

[Step 1] Let Fq
i denote the frequency of the i-th neuron (Ci) firing for the training data 

belonging to Class q, where 1≤q≤4.  Set four Fq
i’s to 0, and set l to 1.   

[Step 2] The l-th training data is presented, and Fq
i’s of the winner are updated.  

[Step 3] The value of l is incremented by 1.  If l≤N, go to Step 2; otherwise, go to 
Step 4.  Note that N is the total number of training data.   

[Step 4] Let LNi denote the label of Ci.  It is as follows.   

 .   (5) 

Labels are assigned to the other neurons, using Eq. (5).   
In this paper, each of the data unused for learning is referred to as pilot data. The 

set of pilot data is also generated in the manner described in Sect. 3.1. Note that the 
rightmost element value in each of the pilot data is also determined from the outpa-
tient age as described above. When some pilot data is classified, it is presented to the 
map with labeled neurons. The class of the presented data is considered to be the label 
of the winner for it.   

4 Experimental Results 

The proposed method was applied to interview sheets provided from Tsukazaki hos-
pital in Japan.  A map with ten rows and ten columns is prepared. It is trained, sub-
ject to the learning termination condition T=1000. Besides, initial values of r0 in Eq. 
(1) and ߬ 0 in Eq. (2) are set to 20 and 1.0, respectively.   

Let us first discuss evaluation metrics. Let ISq
k denote the number of pilot data, 

each of which is judged as Class q while its actual class is Class k, where k, q∈{1, 2, 
3, 4}. The percentage of the number of pilot data whose classes are judged as Class q 
compared to the total number of pilot data actually belonging to Class k is calculated.   
Especially, the following value is referred to as the percentage of concordance asso-
ciated with Class k, PCk.     

LN i = arg max
q

 Fq
i( ) 

 
 

 
 
 
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 PCk = ISk
k ×100 / ISq

k
q=1
4  (6) 

A set of data generated from interview sheets for 580 patients is used for experi-
ments. The sheets were filled out from May through November 2010. The correspon-
dence relationship between a sheet and its class is perfectly known in advance. All of 
the data are divided into four combinations by means of the four-fold cross-validation. 
A combination consists of 435 training data and 145 pilot data. Element values in 
each of the data are weighted in the manner described in Subsect.3.1, subject to (αPW, 
αSW, αMDW)=(10, 5, 12). Recall that one of the five-level values is added to each of the 
data as the final element value according to the age of the corresponding outpatient.  
The proposed method is evaluated ten times a combination of the training data and 
pilot data. The evaluation is made for all combinations.  The averaged results are 
tabulated in Table 3. We have (PC1, PC2, PC3, PC4)=(76.5, 41.0, 41.3, 66.5).  For 
Class 2, although the number of correctly judged data is larger than that of data 
wrongly judged as any other class, the resultant value is somewhat disappointing. 
This also applies to Class 3. The proposed method, however, copes well with the clas-
sification of data belonging to Classes 1 and 4.   

Let us next discuss the simple comparison of the proposed method and ophthal-
mologists in terms of classification capability. In this paper, classes of data mean final 
results that ophthalmologists confirm by diagnoses after some medical treatments are 
applied to corresponding outpatients. It is therefore possible that the first impressions 
(i.e., the first data classes) that ophthalmologists get by reading handwriting sentences 
in the interview sheets once do not always accord with the final results employed as 
Classes 1-4 in this paper. The number of interview sheets actually belonging to each 
class is 145.  The sheets in each class are divided into a set with 120 sheets to gener-
ate training data and that with 25 sheets to generate pilot data. The total number of 
handwriting sentences (i.e., sheets) prepared for pilot data generation is 100, and the 
classification of them is imposed on each of the seven ophthalmologists working at 
Tsukazaki hospital as a quiz. PCk, the percentage of concordance associated with 
Class k, is then calculated using Eq. (6) for every ophthalmologist.  Let PCk

MED de-
note the average of PCk’s. As a result, we have (PC1

MED, PC2
MED, PC3

MED, 
PC4

MED)=(65.7, 42.3, 77.7, 37.1).   
The proposed method requires training data and pilot data associated with the 

above 120 sheets and 25 sheets a class, respectively. Three couples of training data set 
and pilot data set are then generated in the following cases: Case 1 specified by (αPW, 
αSW, αMDW)=(8, 4, 12), Case 2 specified by (αPW, αSW, αMDW)=(10, 5, 12), and Case 3 
specified by (αPW, αSW, αMDW)=(12, 6, 12).  The proposed method determines a start-
ing point (i.e., neuron reference vectors randomly initialized), constructs a map and 
evaluates its classification ability, using a couple of training data set and pilot data set 
generated in each case. The above is repeated ten times, while changing starting 
points. We have averaged PC1, PC2, PC3, and PC4 in each of the three cases.  The 
results are tabulated in Table 4. Note that an entry in the table equals averaged PCk 
divided by PCk

MED. PCk/ PCk
MED≥1 implies that the proposed method is equivalent to 

or greater than ophthalmologists in classification capability.   
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Table 3. Classification results according to four-fold cross-validation 

 Classification results (%) 
Class 1 Class 2 Class 3 Class 4 

Actualities 

Class 1 76.5 3.1 5.6 14.8 
Class 2 36.8 41.0 5.9 16.3 
Class 3 20.7 12.2 41.3 25.9 
Class 4 19.1 2.1 12.4 66.5 

 
 
As mentioned above, the classification of hundred complete sentences to which 

MeCab [8] has not been applied yet to divide words is imposed on each ophthal-
mologist. Since the data presented to the map have no elements associated with all 
of the verbs and most of the adverbs, the information quality given to the map is 
comparatively lower than that to the ophthalmologist. The proposed method how-
ever achieves favorable PC1’s and PC4’s as shown in Table 4. While somewhat 
inferior PC2 appears in Table 3, each of PC2/PC2

MED’s in Table 4 exceeds the value 
of 1. In other words, the ophthalmologists tend to have difficulty of determining 
appropriate examinations for outpatients writing sentences belonging to Class 2 by 
hands. The proposed method unfortunately demonstrates the weakness in distin-
guishing Class 3 data. As a result, it is considered that the proposed method is al-
most about to approach ophthalmologists in classifying sentences handwritten in 
interview sheets.   

5 Conclusions 

In this paper, the SOM-based method of determining examination groups for outpa-
tients was proposed, using handwriting sentences in their interview sheets.  The pro-
posed method chooses several of nouns, adjectives, and adverbs as powerful words, 
special words, and MD-designated words from the sentences to characterize condi-
tions of outpatients. A matrix in which the sheets (or the chosen words) are related 
with the rows (or columns) is then generated.  Frequencies of the chosen words ap-
pearing in the sentences are first given as element values in the matrix. The words 
with comparatively high frequencies for sentences belonging to two classes at most 
are referred to either as powerful words or as special words. A training data set is 
completed by weighting the element values corresponding to powerful words, special 
words and MD-designated words. After general SOM learning finishes, neurons are 
labeled.  The proposed method determines the examination group for some outpatient 
by classifying the data generated from the interview sheet filled out by the outpatient. 
The label of the winner neuron for the presented data indicates its class. Experimental 
results have revealed that the proposed method achieves as high accuracy for data 
belonging to Classes 1, 2 and 4 as ophthalmologists.   
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Table 4. Simple comparison of proposed method and ophthalmologists 

Class k 
PCk/ PCk

MED 

Case 1 Case 2 Case 3 
Class 1 (k=1) 1.30 1.28 1.30 
Class 2 (k=2) 1.23 1.18 1.25 
Class 3 (k=3) 0.62 0.62 0.57 
Class 4 (k=4) 1.49 1.74 1.81 

 
In future studies, the proposed method will be modified to improve the classifica-

tion accuracy especially for data belonging to Class 3.   
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Abstract. In this study, sound-based ranging system in greenhouse environment 
with compensation of measurement error caused by multipath effect using Ar-
tificial Neural Network (ANN) was proposed. Greenhouse environment has 
special characteristic which is different with condition where the similar system 
that previously developed were applied. There are challenges need to be han-
dled in developing accurate ranging system in greenhouse such as high humidi-
ty, temperature gradient, wind, and obstacles. In this study, error compensation 
was performed by first estimating the measurement error using some features 
extracted from the cross-correlation wave of the received signal by using ANN. 
Then, the estimated value was used to compensate the measurement error. The 
experiment result showed the feasibility to apply the proposed method to im-
prove accuracy of sound-based ranging system in greenhouse environment. 

Keywords: Sound-based ranging system, multipath effect, greenhouse, ANN. 

1 Introduction 

In recent work our research group has been developing local positioning system 
(LPS) using spread spectrum sound. There are some advantages offered by this posi-
tioning system such as high accuracy, robust to the presence of obstacle, and also 
inexpensive. This kind of system is actually already well developed and applied espe-
cially for office environment. Cricket, Active Badge, and Dolphin are some examples 
of famous project that successfully applied sound-based indoor positioning system [1-
3]. However, as our knowledge, there is no report about development of sound-based 
LPS in greenhouse environment. This system is promising to be used as platform to 
develop many location aware applications for supporting greenhouse operations.  

Developing sound-based positioning system in greenhouse is a challenging task 
due to the fact that its condition is much different from the environment where pre-
viously developed systems were applied. Inside the greenhouse, humidity and tem-
perature are typically high. There is also influence of wind which usually fluctuates 
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all the time. This condition is challenging because sound velocity is strongly affected 
by humidity, temperature, and wind [4]. Hence, it may generate some error. Another 
issue is related to the presence of complex obstacles such as plant and greenhouse 
structure that may block or disturb the propagation of sound wave. Due to reflection 
and diffraction, there are many possible paths for the sound wave to propagate from 
transmitter to receiver. It is known as multipath effect. For Time-of-arrival (ToA)-
based positioning systems, same as the developed system, the distance between a 
transmitter and a receiver is calculated based on the signal propagation delay. There-
fore, accuracy of the estimated range is depends on the accuracy of ToA estimation. 
In the presence of multipath effect, it is difficult to accurately estimate the ToA. 

This study would like to propose compensation method of measurement error 
caused by multipath effect by using Artificial Neural Network (ANN)-based error 
prediction model. The similar approach was also used for radio frequency (RF)-based 
geolocation in mining area [5]. Instead of trying to detect the direct ToA as accurate 
as possible to minimize the error; compensation was performed by estimating the 
error from the auto-correlation wave. Firstly, based on experiment data, ANN was 
used to find correlation between some features extracted from the received signal and 
to develop error prediction model. After getting valid model, then it is used to esti-
mate and compensate the measurement error. Result of this study showed feasibility 
to use the proposed method to reduce the ranging error. 

2 System Configuration 

Schematic diagram of the sound-based ranging system is shown in Fig. 1. Two spread 
spectrum sound signals are created in PC1. One of the sounds is used as trigger signal 
and is emitted through wireless communication device. This signal is then received by 
PC2, also by using wireless communication device. Another signal is emitted through 
speaker and received by microphone connected to PC2. Then, cross-correlation 
processing was applied to both received signal (trigger and the second sound signal) 
to get Time of Arrival (ToA) of each signal. Signal propagation delay of sound wave 
can be calculated as difference of these two ToA values. From signal propagation 
delay (Δt) and sound wave velocity (c), then distance between speaker and micro-
phone can be calculated. For detail please refer to our previous work in [6]. 

 

Fig. 1. Schematic of distance measurement system 
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Determination of ToA from cross-correlation wave is the critical point in order to 
obtain accurate measurement. In previous developed system, the ToA was estimated 
from the maximum peak of cross-correlation value of received signal. This method 
works well for line of sight (LOS) condition, however the performance is greatly 
reduce with the presence of multipath effect. Therefore we try to change it with sim-
ple first peak detection method combined with ANN-based error compensation.  

In addition, the following are some properties of spread spectrum sound and trig-
ger signal used in this study. M-sequence length = 511; Chip-rate = 6 kcps; frequency 
of carrier wave = 6 kHz, 18 kHz, 30 kHz; modulation = Binary Phase-Shift Keying 
(BPSK); sampling frequency = 192 kHz; and sampling bit = 16 bit. Trigger Signal's 
properties: M-sequence length = 3; chip-rate = 6 kcps; frequency of carrier wave = 6 
kHz; modulation = Binary Phase-Shift Keying (BPSK). 

3 ANN-Based Prediction Model of Ranging Error 

In this work, a multilayer perceptron (MLP) neural network consisting three layers 
(input, hidden, and output layer) was used to develop prediction model of distance 
measurement error (Fig. 2). There are parameters which are suspected to have correla-
tion with measurement error and can be used as input of the ANN model to estimate 
measurement error (ε). Parameters namely signal propagation delay (Δt), maximum 
peak value (Pmax), average and standard deviation of cross-correlation value (Pave and 
Pstd), and number of detected peak (NP) were extracted from the cross-correlation 
value of the received signal and used for this purpose. For number of peak (NP), it is 
calculated from the peak value which is higher than certain threshold value. 

In order to determine which variable that significantly correlated with measure-
ment error and also as a benchmark for the developed ANN-based error prediction 
model, statistical method i.e. regression analysis was done by using Minitab software. 
The result is shown in Table 2. There are only three variables which have significant 
influence to the error: Δt, Pstd, and NP. Prediction model developed using this statis-
tical method has low R2 value (0.574). It indicates that this model may not be able to 
predict the measurement error accurately. Those variables are then selected as input of 
the ANN model as shown in Fig. 2.  

Table 1. Regression analysis result 

Predictor Coef. SE-Coef. T P VIF 

Constant -317.2 326.2 -0.97 0.337 

Δt 0.14288 0.03827 3.73 0.001 3.698 

Pstd 1.3E-07 6E-08 2.14 0.038 3.384 

NP -1.5666 0.8225 -1.9 0.064 3.234 

S = 224.156 R-Sq = 57.40%     
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5 Result and Discussion 

5.1 Multipath Problem in Greenhouse Environment 

As there are many obstacles such as plant, plastic wall, or other greenhouse structure, 
transmitted sound wave might be reflected and/or diffracted. This condition will  
generate multipath effect. Figure 4 shows the cross-correlation of received signal 
from measurement of 4 m distance with different obstacle thickness (Experiment 1). It 
can be seen that for thicker obstacle there are more multipath effect that indicated by 
increasing the number of detected peak. It also can be observed that the first peak is 
not always the maximum peak. In the presence of multipath effect, therefore, applying 
simple maximum peak algorithm is likely leads to false detection of true direct ToA 
and will result in measurement error. 
 

 

 

Fig. 4. Cross-correlation wave for distance measurement with different obstacle thickness 

5.2 Performance of the Developed Predictive Model  

After conducting the experiments, all of obtained data are then randomly divided into 
three data sets namely training, validation, and test data set. Training and validation 
data set were used during training process of ANN model while test data set is used to 
test the generalization capability of the developed model. The main advantage of this 
training and testing scenario (i.e. divide data into three groups) is it will guarantee 
there is no over-fitting or over-training during training process.  

Comparison of actual and predicted measurement error from training process is 
shown in Fig.5. The result indicated that the network has been well trained. The test 
also showed that the developed model also has good performance in predicting new 
data which were not used for training. It indicates that the developed model has good 
generalization capability. This model also better than regression model obtained using 
statistical method that indicated by higher R2 value (training: 0.996 and test: 0.949). 
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The result, especially from experiment 1, also shows the significant effect of fre-
quency. The measurement error increases with the increasing of frequency. It indi-
cates that the low frequency of sound wave is less suffering from multipath effect. 
This result is in a good agreement with characteristic of sound wave. Because of its 
high diffraction ability, when sound wave is approaching an obstacle, low frequency 
wave tends to be diffracted while high frequency wave tends to be reflected [7]. 
Therefore, it can handle the obstacle better than high frequency wave. 

The result shows that for more cases (29 out of 42) error value of measurement 
with compensation was smaller than those without compensation. Also for almost all 
cases (39 ot of 42), the error value was less than 100 mm (the maximum value set as 
target for this research project). It indicates that the proposed method can be used 
effectively to compensate measurement error caused by mutipath effect.  

6 Conclusion and Future Work 

In this study, ANN-based error predictive model was used to estimate and compensate 
measurement error caused by multipath effect in greenhouse environment. In this 
model, several features extracted from the received signal and were used as inputs of 
ANN to predict the measurement error. The result showed the effectiveness of the 
proposed method on reducing measurement error. Beside error compensation, this 
study also provides basic information about behavior of sound-wave propagation in 
greenhouse, especially related the different multipath effect and measurement error 
experienced by sound wave with different frequency. 
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Abstract. Research demonstrates that deaf individuals are undereducated and 
most of them are illiterate or at least semi- illiterate. Educating individuals with 
disabilities, in general, is a good investment. It doesn’t only reduce welfare 
costs and future dependence; it reduces current dependence and frees other 
household members from caring responsibilities, as well as allowing them to 
increase employment or other productive activities. In this scope, a national 
funded project is launched to develop an environment for teaching and learning 
for Saudi deaf, using both automatic translation from Arabic to Saudi Sign 
Language and 3D animation techniques called Avatars. As part of the project, 
this paper presents the development of educational material to allow access to 
vital information for deaf people by presenting essential knowledge needed in 
their daily lives in an easy manner to grasp and comprehend. Resources for the 
subject of Islamic Education is collected and indexed based on levels and 
depths of information to accommodate needs of various types of users targeted 
by our works. 

Keywords: multimedia, educational material, 3D animation, Sign Language, 
Saudi Sign Language, Avatar technologies. 

1 Introduction 

United Nations (UN) estimates that around 10% of world population, or about 650 
million people live with a disability [1]. Hearing loss is the most prevalent sensory 
disability globally. In 2004, over 275 million people globally had moderate-to-
profound hearing impairment, 80% of them in developing countries [1-3]. In Saudi 
Arabia, deaf & hearing-impaired people represent 10.7% of disabled persons in the 
Kingdom according to a 2002 survey conducted by the World Bank [4]. 

Many studies indicate that deaf people around the world are undereducated, and 
most of them are illiterate or at least semi- illiterate. The World Federation of Deaf 
indicates that 80% of deaf people lack education [5]. Moreover, the global literacy 
rate for adults with disabilities is as low as 3% and 1% for women with disabilities 
according to a 1998 United Nations Development Program (UNDP) study [1], [6].  
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For the above reasons, a lot of international bodies start developing specific 
educational curricula for the Deaf people to help them improve their living conditions 
and their integration in the society. New technologies have been used to ease multi-
take advantage of the educational curricula, such as 3D animations and avatar 
technologies (e.g. [7-9]). In fact, enabling easy access for educational material to deaf 
people will be an empowerment for them toward more independence and self-
reliance. This will engage them to be more independent, confident and participate 
proactively in their community.  

Unfortunately, deaf Arabs are still encountering many difficulties related to their 
education due to several reasons: absence of official specification of many Arabic 
Sign Languages (e.g. unified dictionary, linguistic structure, etc.), which prevent their 
use as a medium of education,  absence of educational signed content easily accessi-
ble and appropriate for deaf, and so on. In deed, we are aware of only few works re-
lated to the preparation of educational materials using appropriate technologies for 
deaf Arabs. The most relevant is the national Tunisian project1, which represent great 
efforts aiming to develop learning materials and web-based environment for teaching 
deaf-pupils [10], [11]. 

In this paper, we present our efforts to collect and build a learning material for deaf 
people allowing them an easy access to essential knowledge needed in their daily 
lives in an easy manner to grasp and comprehend. These efforts represent a part of our 
work in a project, funded by the National Plan of Sciences, Technology, and Innova-
tion, to build an environment for translation from Arabic texts to Saudi Sign Lan-
guage (A2SaSL project) [12]. 

2 Development of the Educational Material 

According to an in-depth survey, we conducted as a first phase of our ongoing project 
(A2SaSL), we noticed the scarcity of signed contents not only for Saudi Sign Lan-
guage (SaSL) but also for almost all other Arabic Sign Languages (ArSLs) [13]. Ab-
del-Fattah indicated in [14] that not only very few Arabic signed-contents exit for just 
some ArSLs, but also the existing contents are available only in specific forms such 
as movies, TV series, and news bulletins. To overcome this deficit, we aim to help the 
Saudi deaf people community to improve their access to educational resources by 
providing them with a web-based environment for teaching and learning, based on 
automatic translation from Arabic to SaSL and 3D animation techniques called Ava-
tars. This needs, firstly to prepare a convenient content that can be structured in an 
appropriate format easily accessible and comprehensible by deaf people. 

2.1 Choosing the Domain 

As a first work of its kind, we preferred considering the basic Islamic topics as they 
are highly required in Saudi Arabia, Arab world, and also all Islamic countries. In 
societies where Islamic education is primordial, providing deaf people community 
with access to such knowledge and principles will help them progress toward more 
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normal life and become well religiously educated. So, five basic topics known as 
pillars of Islam are chosen to be the core of our educational content. They are Prayer, 
Pilgrimage, Fasting, Zakat, in addition to the topic of purity (cleanliness) as it is con-
sidered a prerequisite to perform legitimacy obligations. We hope that other Islamic 
topics be included in future upcoming works to expand the coverage of the material. 

2.2 Selecting Material 

Arabic contents covering everything related to the forth mentioned topics were col-
lected in terms of elements, functioning and provisions. These texts have been ga-
thered from authentic Islamic references used in the actual Islamic teaching. They 
have been further analyzed, reviewed, and simplified to comply with the needs and 
cognitive capabilities of deaf people. Their contents are also linguistically and legiti-
mately revised to be sure of its correctness after such modifications. 

Table 1. Extracts from collected texts 

Content ID TopicContent ID Topic 

 1 باب الوضوء

P
ur

it
y 

 
ة)
هار
لط
 (ا

تعريف 
 1 الصيام

F
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ng

  
م)
صيا

(ال
 2 تعريف الوضوء 

الصيام لغة 
 2 الإمساك

الوضوء شرعاً 
يعني استعمال الماء 

في أعضاء 
مخصوصة بكيفية 

 مخصوصة

 3 أقسام الصيام 3

 1 تعريف الزآاة

Z
ak

at
  

ه)
زآا
(ال

 

 1 تعريف الحج

P
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m
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 (
حج
(ال

لغة  الزآاة 
 2 التطهير والنماء

الحج لغة 
 2 القصد إلى معظًّم

 3 حكم الحج 3 حكم الزآاة

الزآاة رآن من 
 4 أرآان الإسلام الخمسة

فرض في 
العمر مرة على 

 الفور
4 

 1 تعريف الصلاة

P
ra

ye
r 

 
ه)
صلا

(ال
 

 1 حكم الصلاة

P
ra

ye
r 

 
ه)
صلا

(ال
 

الصلاة لغة 
 2 الدعاء

الصلاة فرضت 
لسنة وا بالكتاب

 والاجماع
2 

وشرعاً قربة 
فعلية ذات أقوال 

 وأفعال مخصوصة
3 

فمن أنكر ذلك فهو 
مرتد عن دين 
 الإسلام بلا خلاف

3 

 
Texts are formatted and stored in an appropriate structure to ease their access and 

manipulation. Each document is split into separate sentences and/or short paragraphs 
conserving the meaning. This helps to be understood by deaf people and also to pro-
duce accurate translation to Sign Language. Obviously, all segments (sentences 
and/or paragraphs) are internally stored in relation with their original documents. In 
the following table (table 1), we report an extracted texts of the five considered topics 
to have a clear idea about their contents. 
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3 Preparations of Videao-Based Multimedia Content 

It is known that the use of multimedia technologies in education increases the effi-
ciency of learning. The use of images and videos in educational materials are general-
ly highly required to support students understanding and grasping the material. 

For the deaf people, they need to receive all the information in visual form as they 
cannot access the acoustic channel. So, it is very important that the material is completely 
presented for deaf people as visual signed-content using their own sign languages.  

In our work, we are transforming the written content we collected to visual signed 
content following high quality standards. Firstly, we produced an accurate textual 
translation of all segments of texts. Second, high resolution video recording of all the 
written contents described above are performed. Third, a sign dictionary is deduced 
and being used as support for the educational material as we will see later. 

3.1 Producing Video Recording of the Written Content 

All the collected Arabic content we described above have been transformed to signed 
visual content by recording human signers performing sentences. This has been done 
as follows: 1) a team of deaf people and interpreters were selected to help executing 
this task; 2) working groups are formed to work in parallel on the texts collected for 
the five topics; 3) each group is asked to write for each segment of the text, the best 
translation they agreed on; 4) after cross-validation between groups, they proceed to 
their video recording; 5) video recording are also mutually revised and validated for 
accuracy not only for the quality of videos but also for the homogeneity of used-signs 
over all the contents. We notice, that this double translation (written and visual) of the 
content will allow many benefits: 1) easy learning for both deaf and hearing, as writ-
ten concepts can be aligned with their visual realizations; 2) short video segments can 
be used separately to prepare specific instructional material; 3) transformational rules 
between Arabic and SaSL can be extracted; 4) some lexical/linguistic features can 
also be deduced. 

3.2 Building Sign Dictionary 

One of the main difficulties still encountered in Saudi Sign Language is related to the 
absence of official dictionaries [13]. Saudi Arabia is one of the Arabic countries that still 
have no unified sign dictionary despite an increasing official importance given to deaf. In 
fact, a large project for documenting Saudi Signal Language seems to be launched or will 
be in the near future by the Prince Salman Center for Disability Researches2. For the time 
being, no official dictionary is available at the best of our knowledge. 

For the religious domain as it is our field of work, we notice an unofficial attempt re-
cently initiated by some individuals at the Saudi Federation Sports for the deaf3 to col-
lect some words from the Holy Quran and then to create signs for them. It seems this 
work is still running and did not finish yet. Moreover it is very limited and concerns 
                                                           
2 www.pscdr.org.sa 
3 www.deafsp-sa.com 
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only some Quranic words. We hear about another initiative launched recently in Qatar 
within the ongoing efforts to develop the unified Arab sign dictionary [15-17]. It con-
sists of collecting religious terms that are mostly used in Islamic world and to create a 
unified signs for them. Unfortunately, we did not obtain enough information about this 
work. Indeed, we were interested in this work for just comparison purposes since we are 
working on Saudi sign language and not the unified sign language. 

Our approach consists in building a large dictionary to be an infrastructure of the 
educational material. An animated version of this dictionary has also to be created 
using avatar technologies (see the next section). These versions (textual and ani-
mated) will allow automatic generation of multimedia learning contents. For this pur-
pose, we resorted to building our sign dictionary from the content we collected. We 
extracted a list of unique words from the Arabic texts along with their meanings. This 
approach is better than the other attempts wishing to collect a list of separate words as 
in Arabic a same word may indicate completely different things depending on its 
meaning in a specific context. 

Some relevant terms have been added to the dictionary to ensure a good coverage, 
like the Arabic sign alphabet and numbers. Islamic Education requires knowledge of 
numbers, counting and finger spelling. Finger spelling is a concept used by deaf 
people to sign unknown words using the sign alphabet instead of creating new signs. 
For more details on the creation of the sign dictionary, you can refer to [13]. 

4 Preparations of Avatar-Based Multimedia Content 

Most adequate representation of signs is highly needed to allow deaf people memoriz-
ing concepts by visualizing them many times and from different angles. These cir-
cumstances motivate the use of 3D animated avatar technologies as a new medium of 
multimedia contents. In the next section, we will highlight the advantage of using 
avatar technology over video recording. 

4.1 Advantage of Using Avatar for Building Educational Content 

Methods for representing signs using computers have been evolved from images, to 
video-clips and finally to 3D technology called avatars. Avatars are virtual human 
signing as 3D animated images to simulate natural movements of people [18]. In an 
avatar-based approach, signs are created as text-files by avatar software (sign-editor) 
then they can be visualized using a component in the avatar software (sign-player) as 
a 3D animation. The created files for animated signs are very much smaller than vid-
eos and images of these signs. Thus the storage space required is minimal, and the 
download / visualization is very fast.  

A report from the eSIGN (Essential Sign Language Information on Government 
Networks)4, a well known European funded project, indicated many advantages of 
using avatar over video, such as: 1) browsing more quickly through information, 2) 
controlling the speed of signing, 3) changing the view angle of the virtual signer, 4) 
etc. [19]. Avatar has also many advantages on video when speaking about the creation 
of the signed content and its maintenance. 
                                                           
4 http://www.visicast.cmp.uea.ac.uk/eSIGN 
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In addition to the above, important studies were interested in the comprehensibility 
of signed contents based on avatars compared to video-based contents. Hurdich from 
Vcom3D5 conducted a research study at the Florida School for the Deaf and Blind 
and showed an increase of comprehension of a story from 17% to 67% after seeing it 
signed vs. being read [20]. Parton evokes in his paper [18] that another research study 
conducted by Seamless Solutions6 reported that none of the students in their study 
encountered difficulty understanding the avatars. Kipp and al. [21] compare avatar 
performance with human signers and present a measure of real comprehensibility of 
the avatar (delta testing). They indicate that non-manual components and prosody are 
the most issues for a possible increase of comprehensibility beyond 60%. Naqvi and 
al. [22] conducted a study to test the effectiveness of digital representations of sign 
language content; they asked two groups of non-signers to watch a sign language 
lesson with either a digital video or a digital avatar. It was found that participants 
learning sign language with the Avatar had a higher learning rate than video. 

4.2 Creating 3D Animation: Animated Sign Dictionary 

One of the important features of 3D animation systems is that they try to be indepen-
dent of SLs in terms of the possibility of creating and animating sequence of move-
ments. So, we surveyed the avatar-based signing systems that are available and com-
pared them in order to select an appropriate one to be used for our project.  

Comparison of avatar-based signing software developed for animating SLs has 
been limited to parameters that respond to our needs: presence of sign-editor and 
plug-in sign-player, quality of graphics, reality of animation, possibility of controlling 
body parts and the motion speeds, etc. This means that we surveyed only systems that 
have such parameters. List of these software can be found in this paper [24] lastly 
published in Arabic. 

After a convenient animation system was identified, we focused on the creation of 
our animated signs and how they can be visualized later-on from inside our system 
(plug-in player). The eSIGN software was selected to be used in our work. It has been 
chosen based on the features he offers, which are superior of those given by the other 
available software. For example, he has two separate components, one for creating 
signs (offline) and another for playing them (on fly) and can be plugged in our appli-
cation. Also, he has other important parameters, such as quality of graphics, reality of 
animation, full control of body parts, facial expression, etc. 

The sign dictionary we built from the collected Islamic content is being trans-
formed progressively to an animated sign dictionary [25]. For each sign, we have to 
simulate its high quality video by transforming it to an animated format. This is done 
by manipulating hand-shapes, body parts, and many other parameters of the avatar 
through the features provided by the eSign software. We have to notice the difficulty 
of this task, which needs long time and big efforts. Every time an animated sign is 
created, it has to be validated by the deaf people team to ensure its correctness. This 
manner of working guarantees a good quality, but it is very time consuming. To help 
accelerating this work and to be able to build a large animated dictionary, we called 
for a collaborative strategy (see the next section). 

                                                           
5 http://www.vcom3d.com 
6 http://www.signingbooks.org/doku.php 



170 Y.O. Mohamed Elhadj 

4.3 Strategy for Expansion: Collaborative Strategy 

To help building a large animated dictionary, we proposed a collaborative strategy to 
allow contribution from SaSL experts and interested people. Two stages of contribu-
tion are allowed to external collaborators: 1) creating animation corresponding to 
video-clips we provided; 2) proposing new contents by providing, and uploading on 
our system, high quality compressed video files with their corresponding animated 
files created using our integrated sign-editor avatar. Based on the opinion of an offi-
cial focus group, signs are accepted and inserted in the dictionary or refused and  
deleted from the system. Video files are requested to verify that the corresponding 
animation was correctly and accurately created. It may happen also that the person 
proposing the sign may not be so familiar with the creation of animation; so, the video 
will be used by our team to create the animation. Video files are removed once anima-
tions are verified / created. 

5 Conclusions 

In this paper we presented the development of educational material for deaf people at 
different stages: 1) Islamic resources in well chosen topics are collected and indexed; 
the choice of this subject was driven by two essential factors: the centrality of learn-
ing and disseminating teachings of Islam to all segments of our society, as well as the 
potential for expansion of the project, knowing that the lexicon and keywords for this 
subject are not just common to Arabic only, but it could easily be expanded to all 
Muslims around the world; 2) the written content has been transformed to visual 
signed content by recording human signers performing textual segments following 
high quality standards; 3) An avatar-based 3D animations are created for religious 
terms; they are used to generate multimedia sequences to build a free context mate-
rials for educational purposes; 4) a strategy of expansion for creating large animated 
contents is sketched. We expect that this material will greatly help deaf centers to 
better educating deaf children and adults. 
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Abstract. We present a novel solution to the problem of robotic grasping of 
unknown objects using a machine learning framework and a Microsoft Kinect 
sensor. Using only image features, without the aid of a 3D model of the object, 
we implement a learning algorithm that identifies grasping regions in 2D im-
ages, and generalizes well to objects not encountered previously. Thereafter, we 
demonstrate the algorithm on the RGB images taken by a Kinect sensor of real 
life objects. We obtain the 3D world coordinates utilizing the depth sensor of 
the Kinect. The robot manipulator is then used to grasp the object at the grasp-
ing point. 

1 Introduction 

We consider the problem of grasping of novel objects by the robot. If we are aiming 
at grasping a previously known object, with a known 3D model, there are methods 
available, such as those described in Miller et al., 2003 based on pre-stored primitives. 
However, obtaining a full and accurate 3D reconstruction of new objects in a practical 
scenario is infeasible, more so with only two images available. In other works, an 
estimate of the 3D model of the object is created by manipulating it using a robotic 
hand, which is typically time consuming and not robust.  

In contrast to these approaches, we employ a learning algorithm that neither re-
quires nor tries to build a 3D model of the object. Instead it directly identifies, as a 
function of the image features and properties, a point at which to grasp the object. 
Informally, the algorithm takes a picture of the object, and then tries to identify a 
point within the 2D image that corresponds to a good point at which to grasp the  
object. (For example, if trying to grasp a coffee mug, it might try to identify the mid-
point of the handle.) The learning is based solely on image features and no 3D infor-
mation is required. The real world 3D coordinates were determined from depth stream 
of Kinect sensor. This eliminates computationally expensive steps required for stereo 
vision (as done by Saxena et al.). 

In the experiments conducted, a grasping region is identified on the RGB image of 
the scene from the RGB camera of the Kinect. The depth and image sensors are cali-
brated intrinsically as well as extrinsically to a robot base frame. Using the above 
identified grasp region, a grasping point in 3D is isolated with respect to the robot 
base frame and the robot is programmed to grasp it at that location.  
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2 Related Work 

Most work in robotic grasping deals with control and planning methods to do the 
grasping. Fewer focus on identifying the grasp point.  

Some work has been done on grasping planar objects based on object features in 
2D images. For example, contours of multi-coloured flat objects lying on a uniformly 
coloured background can be obtained quite reliably. Using local visual features (like 
the 2D contour) and other properties, 2D locations of points where to put the finger 
for grasping can be obtained. For example, Morales et al. (2002) calculated 2D posi-
tions of 3 fingered grasps based on feasibility and closure criteria.  

Other recent works on grasping include probabilistic models of the object geome-
try. These aim at obtaining a probabilistic 3D model of a previously learnt object 
using 2D features like object contours. For example, Glover et al. (2008) found grasp-
ing locations of non-rigid objects using a maximum-likelihood correspondence be-
tween the observed contours and known models. This was followed by grasping based 
on a previously planned grasp strategy. 

Other works involve 3D shape estimation based on Box-based volume decomposi-
tion. For example, Huebner et al. (2008) used a minimum bounding box based best-
split algorithm for determining the shape of the object.  

3 Learning the Grasping Point 

Several very different objects may have similar grasping points, such as a book, eraser 
or boxes may be picked up similarly while pencil, tubes, bottles need to be picked up 
in a similar fashion. We use simulated images of different types of objects with grasp-
ing points highlighted to train a network and hope that it generalizes to new real world 
objects. 

In this work, we predict the 2D location of the grasping point in each image. More 
formally, we try to identify the projection of a good grasping point onto the image 
plane. 

For most objects, there is typically a small region that a human (using a two or 
three finger pinch grasp) or a three-fingered robot would choose to grasp it. We refer 
to this region as the “grasping point” (similar to Saxena et al.) and our training set will 
contain labelled examples of this region. Examples of grasping points include the 
centre region of the neck for a martini glass, the centre region of the handle for a cof-
fee mug, etc. 

3.1 Features 

A high-dimensional feature vector is created by dividing the image into small rectan-
gular patches, and analysing each patch and its surroundings to predict whether or not 
it contains a projection of a grasping point onto the image plane. Figure 1 shows the 
size of a patch in an image. 



174 A. Rai et al. 

 

Fig. 1. Image of Coffee Mug s

By using a large number
training on a huge training 
is obtained for predicting g
of the objects and is also a
training set. 

We start by computing f
lour. The image is transfor
Cb and Cr are the colour c
by convolving the intensity
tia-Babu filters for edge det
tions- 0°, 30°, 60°, 90°, 120

Texture information is m
apply the nine Laws’ mask
features are computed by a
the two colour channels. T
then computed. This gives u

However, local image fe
whether a patch contains a 
of the object. This informa
tiple spatial scales (three i17 ൈ 3 dimensional feature
ent scales, and using multi-

Also, the 17 features des
24 neighbouring patches (in
into account neighbourhood

This results in a feature v

3.2 Synthetic Data for 

Supervised learning was a
grasping points. Such train
The features of these select
work. Instead of real world

 

showing grid lines and a patch whose features are to be calcula

r of different visual features, edge, colour and texture 
set with varying object colours, shapes and sizes, meth

grasping points that is robust to changes in the appeara
able to generalize well to new objects not included in 

features on three types of local cues: edges, texture and 
rmed to YCbCr colour space, where Y is the intensity 
channels. We then calculate the edge features of the im
y image with six oriented edge filters. These are the Ne
tection. These are six different masks oriented in six dir° ܽ݊݀ 150°. 

mostly contained within the image intensity channel, so 
ks to this channel to compute the texture energy. Col
applying a local averaging filter (the first Laws’ mask

The sum squared energy of each of these filters’ output
us a ሺ9 ൅ 6 ൅ 2 ൌ  17ሻ dimensional feature vector. 
eatures centred on the patch may be insufficient to pred
grasping point, and one has to use more global proper

ation is captured by using image features extracted at m
in our experiments- 1, 2, 5) for the patch. This gives
e vector. Objects exhibit different behaviours across dif
scale features allows us to capture these variations.  
scribed above are computed from that patch as well as 
n a 5 ൈ 5 window centred on the patch of interest) to t
d cues.  
vector ݔ of dimension 1 ൈ 17 ൈ 3 ൅ 24 ൈ 17 ൌ 459. 
Training 

applied to identify regions in the image that contain 
ning needed images that had the grasping region labell
ted points were used to learn the weight vector for the n
d images, a synthetic data set was used for training wh

ated 

and 
hod 

ance 
the 

co-
and 

mage 
eva-
rec-

 we 
lour 

k) to 
ts is 

dict 
rties 
mul-
s us 
ffer-

the 
take 

the 
led. 
net-
hich 



 Grasping Region Identification in Novel Objects Using Microsoft Kinect 175 

was taken from the Cornell University webpage for Personal Robotics 
http://pr.cs.cornell.edu/grasping/point_data/data.php 

Synthetic training images were used for a book, thick pencil, coffee mug and mar-
tini glass. A sample image is shown in Figure 2 with grasping region marked with red 
colour. 

 

Fig. 2. Synthetic Training set without and with the grasping region labelled 

3.3 Training the Network 

A single neuron network is used to model the probability that a particular point ሺݑ,  ሻݒ
in image C is a grasping point.  

A label ݖሺݑ, ,ݑሻ is defined for each location ሺݒ ,ݑሺݖ                      ,ሻ on the image Cݒ ሻݒ ൌ 1, ݂݅ ሺݑ, ൌ ݐ݊݅݋݌ ݃݊݅݌ݏܽݎ݃ ܽ ݏሻ݅ݒ 0,  ݁ݏ݅ݓݎ݄݁ݐ݋
As explained before, by ሺݑ,  ሻ being a grasping point, it is meant that a projection ofݒ
a grasping point onto the image plane. Since a binary classification is performed, 
probability that ሺݑ, -ሻ is a grasping point is modelled using binomial logistic regresݒ
sion and is given as: ܲሺݖሺݑ, ሻݒ ൌ ሻܥ|1 ൌ ଵଵା௘షS                                                  (1) 

where S ൌ ∑ ௜ࢄ ൈ ௜ସହଽ௜ୀଵࣂ  in which ࢄ ∈ Թସହଽ are the features for the rectangular patch 
centred on ሺݑ, ࣂ ሻ in image C andݒ ∈ Թସହଽ is weight vector, shown in Figure 3. 

The goal of the logistic regression is to estimate the 459 parameters in the weight 
matrix of the above network. Since an analytical solution does not exist in logistic 
regression, maximum likelihood is used to determine the parameter כࣂ ∈ Թସହଽ  of 
this model. כࣂ ൌ arg ∏ ࣂݔܽ݉ ܲሺݖ௜|ࢄ௜; ሻ௜ࣂ                                            (2) 

where ሺ࢏ࢄ,  ௜ሻ are the synthetic training examples (features of image patches andݖ
labels). The initial guess weight matrix consists of all ones and is updated iteratively 
until the solution converges. This operation ensures that the probability is maximum 
for a grasping patch and minimum for a non-grasping patch. These learned parameters 
are used later in identifying grasp points in test images. 
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Fig. 3. Single neuron network with a 459 dimensional input, giving the probability P 

As the number of grasping patches per image is much less than the number of non-
grasping patches, the network cannot be trained using all the points in the image. If 
we train the network for the complete image, it trains for only zeros. Thus a ratio of 
1:2 is taken, with 1 part of grasping patches and 2 parts non-grasping patches, chosen 
randomly over the object excluding the graspable patches. This is done for approx-
imately 1000 images per object and the parameter כࣂ is learnt.  

3.4 Identifying the Grasp Point 

Given a new image, the image in divided into a grid of 10 pixels × 10 pixels. Thereby, 
the features are calculated for each patch as described in the previous section. 

Using the learnt model and parameter θ, the probability of each patch being a 
grasping region is calculated as: ܲሺݖሺݑ, ሻݒ ൌ ሻܥ|1 ൌ ଵଵା௘షS                                                 (3) 

where S ൌ ∑ ௜ࢄ ൈ ସହଽ௜ୀଵכ௜ࣂ . Here ࢄ௜ݏ are patch features, ࣂ௜ݏכ are the learnt weights 
learnt from training. 

Once the patch with the maximum probability is identified, it is labelled as 1 
(grasping point). Now, neighbouring patches are tested and if their evaluated proba-
bility is greater than half the maximum probability, it is labelled as grasping too. This 
is done to cluster the grasping patches together. If the neighbouring patches’ probabil-
ities are less than the above value, we move on to the next highest probability. 5 such 
points are displayed.   

4 Integrating with Microsoft Kinect and Power Cube Robotic 
Arm 

4.1 Kinect Calibration 

Microsoft Kinect is used to obtain, simultaneously at 30 Hz, a 640 ൈ 480  pixel 
monochrome intensity coded depth map and a 640 ൈ 480 RGB video stream. The  
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RGB stream of Kinect is calibrated with the depth stream to obtain 3D world coordi-
nates of all the points captured in the depth image. To operate a manipulator robot, 
this needs to be calibrated with the robot base frame. This necessitates a camera mod-
el and Tsai algorithm is used to calibrate the camera. 

Figure 4 shows the output of RGB stream and depth image from Kinect sensor, and 
the calibrated image superimposing the depth information on the RGB image. 

 

Fig. 4. From Left to Right: RGB Image, Depth Image, Superimposed RGB and Depth Image 

The 2D grasp point location in the RGB stream is obtained using the algorithm de-
scribed in section 3.4 and the corresponding 3D point location of the grasping point is 
calculated form the superimposed RGB and depth image, 

4.2 Guardian WAM, PowerCube and Robotic Grasping 

We use a Guardian WAM and a 7DOF PowerCube Robotic manipulator arm for the 
actual grasping. The Jacobian pseudo-inverse method is used to determine the mani-
pulator link angles from the Cartesian coordinates of the grasping point identified 
earlier. The joint angles are used to achieve the grasping point with lazy-arm like 
movement. Figure 6 shows the powercube manipulator arm in home and grasping a 
jug and a guardian wam grasping a spray can. 

5 Results and Discussion 

For synthetic data: The algorithm was first tested on the synthetic data set (described 
in section 3.2). As noted there the data consists of labelled grasping patches. The task 
was to identify whether a 2D image patch is a projection of a grasping point or not. 
The average success was 80.1% for a variety of objects. Table 1 shows the aggregated 
results of tests done on the synthetic data set. 

Table 1. Results of algorithm tested for synthetic data set 

Object Test Points  Error Points  Success Rate 
Book 12064 2522 79% 

Martini Glass 4268 568 86.6% 
Mug 6686 1206 82% 

Pencil 10925 2450 77.6% 
Total 33943 6746 80.1% 



178 A. Rai et al. 

For real life novel objects: The algorithm was tested using Microsoft Kinect, which 
was stationary with respect to the base of the 7DOF robotic manipulator and a Guar-
dian WAM which has kinect camera mounted in its front (The white box in Figure 6 
shows the location of kinect camera on Guardian WAM). The task was to identify the 
grasping point of the object and move the tip of the manipulator arm to it and an at-
tempt is considered to succeed if the manipulator arm grasps the object. The objects 
used were a water bottle, a spray can, a jug, and a Rubik’s cube. For each object 5 
trials were made, varying orientation and position. On an average the manipulator 
managed to grasp the object 70% of times. Table 2 shows the results of tests done for 
novel objects. The results show that algorithm generalizes well for real life images. 
Most of the failures were due to the presence of graspable points in the environment 
around the object. It can be concluded that the environment should not have such 
objects which resembles the grasping point. Figure 5 shows identified grasping points 
on some of the objects which are being grasped by the manipulator arm as shown is 
Figure 6.  

Table 2. Results of algorithm tested on novel objects 

Objects Success Rate 
Water bottle 60% 

Jug 80% 
Spray can 100% 

Rubik’s Cube 40% 
Overall 70% 

 

Fig. 5. Grasping Points Highlighted in a Jug 

 

Fig. 6. From Left to Right: Power Cube in home position, reaching grasping position of jug and 
a Guardian WAM grasping a spray can 
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6 Conclusion 

The algorithm developed enables a robot to grasp novel object. The learning algo-
rithm identifies, directly as a function of the image features, a point at which to grasp 
the object. In experiments, the algorithm generalizes fairly well to novel objects and 
environments, and identifies good grasp points in most of the cases, in real-time. 

This algorithm implemented on RGB images taken by the Kinect sensor, returned 
the grasping point in the image. Using a calibrated depth map, the exact 3D world 
coordinate of the object were obtained. 

This information can now be used by a robot to reach and grasp the novel object. 
The validity of the algorithm is demonstrated using a Power Cube Robot Arm based 
implementation. 

References 

1. Saxena, A., Driemeyer, J., Kearns, J., Ng, A.Y.: Robotic Grasping of Novel Objects Using 
Vision. International Journal of Robotics Research (2008) 

2. Milller, A.T., Knoop, S., Allen, P.K., Christensen, H.I.: Automatic grasp planning using 
shape primitives. In: Proceedings of the International Conference on Robotics and Automa-
tion (2003) 

3. Morales, A., Sanz, P.J., del Pobil, A.P.: Vision based computation of the three finger grasps 
on unknown planar objects. In: Proceedings of the IEEE/RSJ International Robots and Sys-
tem Conference (2002a) 

4. Morales, A., Sanz, P.J., del Pobil, A.P., Fagg, A.H.: An experiment in constraining vision-
based finger contact selection with gripper geometry. In: Proceedings of the IEEE/RSJ In-
telligent Robots and Systems Conference (2002b) 

5. Glover, J., Rus, D., Roy, N.: Probabilistic Models of Object Geometry for Grasp Planning. 
Robotics: Science and Systems IV (2008) 

6. Geidenstam, S., Huebner, K., Banksell, D., Kragic, D.: Learning of 2D Grasping Strategies 
from Box-Based 3D Object Approximations. Robotics: Science and Systems V (2008) 

7. Nevatia, R., Babu, K.R.: Linear Feature Extraction and Description. Computer Graphics and 
Image Processing 13, 257–269 (1980) 

8. Laws, K.I.: Textured image segmentation. Ph.D. Thesis, University of Southern California 
(1980) 



Annotating Words Using WordNet Semantic Glosses
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Abstract. An approach to the word sense disambiguation (WSD) relaying on
the WordNet synsets is proposed. The method uses semantically tagged glosses
to perform a process similar to the spreading activation in semantic network,
creating ranking of the most probable meanings for word annotation. Prelimi-
nary evaluation shows quite promising results. Comparison with the state-of-the-
art WSD methods indicates that the use of WordNet relations and semantically
tagged glosses should enhance accuracy of word disambiguation methods.

Keywords: Word Sense Disambiguation, WSD, WordNet, Wikipedia, NLP.

1 Introduction

Ambiguity of natural language is the source of many problems in automatic text pro-
cessing. It is quite evident for example in classification or clustering of documents rep-
resented by features derived from word frequencies. Automatic semantic annotation
is still a great challenge, requiring solution to the word sense disambiguation (WSD)
problem. To realize the promise of semantic Internet, with machine-enabled interpre-
tation, words in the text should be annotated with specific senses. Adding elementary
semantic information during the initial processing phase greatly facilitates text annota-
tion and interpretation. It can be achieved by creating text representation based on word
senses instead of string tokens extracted from the content of the text [5]. Other types of
annotations, not discussed here, include syntactic parts of speech tagging, grammatical,
anaphoric, prosodic and affective annotations.

In analogy to the NP-complete problems in computational complexity theory [7] the
word disambiguation and many other Natural Language Processing (NLP) problems are
defined as AI-complete [14], meaning that their solution is as hard as passing the Turing
Test [17]. The problem of words disambiguation implies several issues that should be
taken into consideration.

First, how to distinguish and represent word meanings? The level of granularity of
senses and how they relate to each other needs to be defined. The use of synonyms
and/or homonyms must be considered. Many approaches have been developed to ac-
quire word senses in an automatic way [18] eg. using Latent Semantic Indexing based

� Corresponding author.
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on Singular Value Decomposition applied to statistics of words occurrences. Still the
most successful results are achieved creating word senses by a hand.

Second, how to encode lexical knowledge to enable effective interpretation similar to
the way people use natural language? Many approaches have been devised here, using
for example manually crafted ontologies, ex. Sumo/Milo [12], or semantic networks
[16], such as manually created WordNet [11], or semi-automatically created Concept-
Net [8] and MindNet [13]. Other approaches try to acquire linguistic knowledge using
statistical methods applied to a large collections of data eg. HAL [9] or ADIOS [15].

One fruitful approach to semantic annotation of texts is to move beyond bag-of-
words representation, using atoms of lexical knowledge to represent the elementary
word meanings (senses), and converting the text into a graph linking senses rather than
words. We shall focus here only on the word sense disambiguation during initial text
processing phase, mapping words form texts to the structures that carry elementary
meanings that may be treated as semantic atoms (senses). WordNet synsets are well-
suited for that purpose, grouping words into sets of synonyms related to word defi-
nitions, providing sense identifiers and recording semantic relations between synsets.
Different people rarely use the same words describing the same object, scene or situa-
tion. The use of synsets helps to capture similarities of texts that contain different words
but have similar meaning. Employing synsets allows for using WordNet semantic net-
work formed by relations between synsets. Text annotated at a higher abstraction level
is can be clustered in a better way because similarities between texts are more clear.

Enhancing document representation with superordinate categories works even better
for clustering [4], simulating spreading neural activation responsible for simple infer-
ence processes in the reader’s mind. New features expose content of the text in more
obvious way, simplifying conceptual processing. This elementary representations of
words meanings has been already used in our projects aimed at constructing algorithms
for automatic analysis of texts1. The approach to the word sense disambiguation intro-
duced here is based on contextual information obtained from synsets related to a given
synset by exploiting its definition. Description of the used algorithm, examples of the
disambiguations and evaluation on the set of several polysemous test words is given
below.

2 Disambiguation with WordNet Semantic Glossses

Semantic Glosses (SG) approach employs relations between synsets, or more precisely
relations obtained from references between synsets that are related to their definitions
(gloss tags)2. This idea differs from one of the most popular approaches – adapted Lesk
algorithm [1] that uses structural information and traverses the hypernym hierarchy
formed as a tree of senses. A graph of related synsets is used here to strengthen mutual
associations of synsets. It resembles the spreading activation process [2], automatic
activation of related concepts during sentence comprehension, formation of patterns of
activations related to word meanings. Activations of the network of synsets may serve

1 http://kask.eti.pg.gda.pl/CompWiki/
2 http://wordnet.princeton.edu/glosstag.shtml

http://kask.eti.pg.gda.pl/CompWiki/
http://wordnet.princeton.edu/glosstag.shtml
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Algorithm 1. Pseudocode of Semantic Glosses algorithm
1: function SEMANTICGLOSS(text)
2: wordSenses ← empty set
3: Nwords ← number of adjacent words included
4: for word in text do
5: for sense in word.def.senses do
6: wordSenses[sense] ← 0;
7: end for
8: end for
9: for word in text do

10: Refs ← Nwords words adjacent to the word
11: for reference in Refs do
12: for wordSense in word.def.senses do
13: if sense ∈ reference.def.senses then
14: scores[sense] + + � Add a point to the score
15: end if
16: end for
17: end for
18: end for
19: result ← an empty set
20: for word in wordSenses do
21: result ← a sense for word with the highest score
22: end for
23: return result
24: end function

as an approximation of semantic representation [3], where the already active network
constrains selection of the next synset.

SG approach for disambiguation of word meanings employs relations between
synsets. WordNet not only lists various word meanings, representing them by synsets,
but also provides several types of relations between them. Many structural relations,
such as hypernyms, troponyms, or meronyms, are defined, usually for a particular part
of speech. Starting with the version 3.0 WordNet also provides semantically annotated
disambiguated gloss corpus. Glosses are short definitions providing proper meanings
of words and thus whole synsets. The gloss annotations cover also concepts, colloca-
tions (multi-word forms), tagging discontiguous spans of text, for example converting
“personal or business relationship” to “personal_relationship”, “business_relationship”.
Glosses have been linked manually to the context-appropriate sense in WordNet, dis-
ambiguating the corpus. Tagging includes part of speech, potential lemma forms, a few
semantic classes (acronym, number, year, currency, etc). This information creates many
new opportunities, but in this paper only associations between synset definitions are
used. With semantically annotated gloss corpus each synsets is loosely coupled with
several others, related to its definition. In this way additional contextual relations are
provided and these relations are not restricted to the one part of speech, as is the case
with most structural relations.
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The main steps in the disambiguation process are as follows:

– Disambiguated word W is mapped on its possible meanings (synsets) {Ts(W )}.
– For each synset from {Ts(W )} set retrieve all synsets Tgs that may be derived

from its glosses.
– Rank all Ts synset according to the number of relations with glosses in Tgs.

The details of this algorithm are described in the pseudocode Algorithm 1. Wordnet
glosses may be extended by Wikipedia articles that may be linked directly to the appro-
priate synsets.

3 Results

Examples of disambiguations performed using relations between synset glosses are pre-
sented below. For illustration different texts using different meanings of a test word
horse have been selected. Disambiguation results for different meanings of the word
are presented in Tables 2–6. To compare the results achieved with this approach, de-
noted as SG (Semantic Glosses), results obtained by the Stanford Parser3 (SP) are also
given. Probabilities in percentages indicating the most suitable sense are presented. Re-
sults are presented in the form wordy

x , where x is the sense number and y is a Greek
letter used to enumerate consecutive words that appear in the text.

WordNet offers following senses of the word horse:

1. horse, Equus caballus – solid-hoofed herbivorous quadruped domesticated since
prehistoric times.

2. horse, gymnastic horse – a padded gymnastic apparatus on legs.
3. cavalry, horse cavalry, horse – troops trained to fight on horseback; 500 horse led

the attack.
4. sawhorse, horse, sawbuck, buck – a framework for holding wood that is being

sawed.
5. knight, horse – a chessman shaped to resemble the head of a horse; can move two

squares horizontally and one vertically (or vice versa).

The Wikipedia articles about these different meaning of horse, with each appearance
labeled, are shown below, followed by tables showing results of the Stanford Parser
(SP) and our Semantic Glosses (SG) method.

1) The horseα1 is a hooved (ungulate) mammal, a subspecies of the family Equidae.

Horsesβ1 and humans interact in a wide variety of sport competitions and non-
competitive recreational pursuits, as well as in working activities such as police work,

agriculture, entertainment, and therapy. Horsesγ1 were historically used in warfare,
from which a wide variety of riding and driving techniques developed, using many
different styles of equipment and methods of control. Humans provide domesticated

3 http://nlp.stanford.edu/software/lex-parser.shtml

http://nlp.stanford.edu/software/lex-parser.shtml
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horsesδ1 with food, water and shelter, as well as attention from specialists such as vet-
erinarians and farriers. The results of disambiguation of the word “horse” in the first
sense are shown in Table 1. Scores are given in percents, and bold face shows the high-
est score for a given method and a given word position. SG has slight preference for
wrong sense 3 and 5 over correct 1.

Table 1. Results of disambiguating four occurrences of word "horse" in sense 1 (horse1)

horseα1 horsesβ1 horsesγ1 horsesδ1
SP SG SP SG SP SG SP SG

#1 48% 22% 40% 22% 41% 22% 62% 22%
#2 26% 18% 17% 19% 11% 19% 7% 19%
#3 18% 24% 18% 23% 10% 21% 17% 21%
#4 8% 15% 24% 15% 0% 16% 9% 16%
#5 1% 21% 1% 21% 38% 22% 4% 22%

2) The horseα2 is an artistic gymnastics apparatus. It is used by only male gymnasts,
due to intense strength requirements. Originally made of a metal frame with a wooden

body and a leather cover, modern pommel horsesβ2 .
Both parsers found for the second occurrence collocations ’pommel horse’, defined

as “a metal body covered with foam rubber and leather, with plastic handles (or pom-
mels)”, therefore the second occurrence of the word has not been tagged. The results of
disambiguation of the word “horse” in that sense are shown in Table 2. SG shows very
stron preference for correct meaning, while SP fails here.

Table 2. Results of disambiguating sense
horse2

horseα2 horsesβ2
SP SG SP SG

#1 57% 0% n/a n/a
#2 42% 98% n/a n/a
#3 1% 2% n/a n/a
#4 0% 0% n/a n/a
#5 0% 0% n/a n/a

Table 3. Results of disambiguating sense
horse3

horseα3
SP SG

#1 31% n/d
#2 6% n/d
#3 63% n/d
#4 0% n/d
#5 0% n/d

3) Horseα3 cavalry were soldiers or warriors who fought mounted on horseback.
Cavalry were historically the third oldest (after infantry and chariotry) and the most
mobile of the combat arms. A soldier in the cavalry is known by a number of designa-
tions such as cavalryman or trooper.

In this case SG approach found collocation ’horse cavalry’ with score 69% and an-
notated it as ‘an army unit mounted on horseback’, and with score 31% ‘troops trained
to fight on horseback’. Although this is essentially correct single word has not been
annotated, hence n/d in Table 3.
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4) A horseα4 is a beam with four legs used to support a board or plank for sawing.
The sawhorse may be designed to fold for storage. A sawhorse with a wide top is
particularly useful to support a board for sawing or as a field workbench, and is more
useful as a single, but also more difficult to store. The results of disambiguation of
word horse in that sense have been shown in Table 4. Here SG has very stron correct
preference while SP fails.

Table 4. Results of disambiguating sense
horse4

horseα4
SP SG

#1 32% 0%
#2 19% 10%
#3 10% 0%
#4 2% 90%
#5 37% 0%

Table 5. Results of disambiguating sense
horse5

horseα5 horseβ5
SP SG SP SG

#1 28% 7% 26% 11%
#2 8% 6% 19% 9%
#3 27% 36% 36% 33%
#4 0% 5% 3% 8%
#5 36% 47% 15% 38%

5) The horseα5 is a piece in the game of chess, representing a knight (armored

cavalry). It is normally represented by a horseβ5 ’s head and neck. Each player starts
with two knights, which start on the rank closest to the player, one square from the
corner. The results of disambiguation of the word horse in that sense are shown in Table
5. SG is correct by a wide margin over other senses, SP fails for the second position in
favor of sense 3.

The evaluation of the SG approach has been performed on a test set of eight multi-
sense words. For different senses of these words 51 test texts have been prepared, and
evaluation of disambiguation performed in the same way as in the case of a word horse.

The results of disambiguation for 8 test words are shown in Table 6. The percentage
values describes the fraction of proper disambiguations achieved for each word aggre-
gated for all senses.

Table 6. Accuracy of disambiguating 8 test
words

SP SG
Horse 66% 75%
King 30% 53%
Road 100% 66%

Computer 100% 50%
Grass 60% 100%

Kernel 33% 100%
Shell 20% 55%
Root 50% 80%

Table 7. Aggregated graded scores of disam-
biguating 8 test words (see text)

SP SG
Horse 63% 81%
King 38% 50%
Road 83% 66%

Computer 100% 50%
Grass 30% 100%

Kernel 33% 100%
Shell 20% 50%
Root 41% 100%

Results presented in Table 6 describe only the precision of disambiguation in terms
of binary correct-incorrect decisions. However, sometimes the difference between two
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top-scored synsets may be very small, or even zero, as for example in Table 1 where the
horseγ1 Semantic Glosses algorithm equally score sense #1 and #5. A graded evaluation
that values bigger differences in scores gives more useful information. If the proper
sense of the word has been determined with high confidence (more than 10% difference
from the next sense) the graded score is 1. If this difference is in the range 3 − 10% it
obtains 0.75, and for differences within ±3% the graded score is 0.5 (even if the correct
synset is cored below the winner). Finally, if the proper meaning fells below the 3% of
the winner, or for some reason could not be evaluated the score is 0.

Summing all graded scores and dividing this sum by the number of performed dis-
ambiguations expressed in percentages allows for measuring results including some
estimation of disambiguation confidence. These results are presented in Table 7.

4 Discussion and Future Directions

The algorithm that employs semantically annotated glosses provides quite promising
results. So far it has been evaluated only on a small test set of 8 multi sense words (51
different meanings). As the preliminary results are promising the method is now being
tested on a larger scale, and some improvements will be introduced.

The approach can run into problems while disambiguating different meanings of the
same word in one sentence eg. „Turtle’s shells provide protection to parts of the animal
body, like egg shell protects birds’ embryo.” The first ‘shell’ is related to the turtle
shell the second to the egg shell. The task for disambiguating such cases is relatively
easy for humans because using semantic memory collocations are easily discovered and
require much smaller context for proper sense classification. Experiments with variable
context length dependent on the number of identical words with different meanings in
one sentence will be performed to check how to deal with such difficulties.

Some WordNet synsets are larger and have more relations than others, the distribu-
tion is very uneven. This causes preference for larger synsets that may confuse many
algorithms degrading results for meanings that correspond to synsets with small num-
ber of relations. To simulate effects of spreading activation weighed relations between
synsets may be introduced, describing patterns of more and less important activations.
One should also explore the use of WordNet structural information given in predefined
relations that extends the network of relations between synsets. Also it is possible to use
references between glosses obtained from higher order relations that should have smaller
weights.

It should be fruitful to employ additional relations from mining Wikipedia hyper-
references [10] to introduce more relations between synsets. This task requires first a
mapping between WordNet synsets and Wikipedia articles. Results of the semi-automatic
approach [6] to perform such mapping are quite good. Another aspect is the use of nega-
tive knowledge about the words present in glosses that do not appear in the wider context.

To perform experiments presented in this article the application for testing dif-
ferent methods of word sense disambiguation has been created. Using it one can
enter the sentence and obtain the text with semantic annotations. This applica-
tion integrates selected parsers and allows for experimentation displaying results in
the user-friendly form. The source code of this application is freely available for
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academic use at the address: http://kask.eti.pg.gda.pl/semagloss/annotations.zip. This
project resulted also in development of API in C# and Java for WordNet seman-
tically annotated gloss corpus. The API is available for download at the address
http://kask.eti.pg.gda.pl/semagloss/index.html.
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Abstract. We present a method to identify the trajectories of moving vehicles 
from various viewpoints using manifold learning to be implemented on an em-
bedded platform for traffic surveillance. We use a robust kernel Isomap to esti-
mate the intrinsic low-dimensional manifold of input space. During training, the 
extracted features of the training data are projected on to a 2D manifold and 
features corresponding to each trajectory are clustered in to k clusters, each 
represented as a Gaussian model. During identification, features of test data are 
projected on to the 2D manifold constructed during training and the Mahalano-
bis distance between test data and Gaussian models of each trajectory is  
evaluated to identify the trajectory. Experimental results demonstrate the effec-
tiveness of the proposed method in estimating the trajectories of the moving  
vehicles, even though shapes and sizes of vehicles change rapidly.   

Keywords: trajectory identification, manifold learning, robust kernel Isomap, 
Mahalanobis distance, traffic surveillance system. 

1 Introduction 

The robust tracking and trajectory identification of multiple moving objects from 
various viewpoints is a challenging and an important task in the field of computer 
vision and artificial intelligence with many practical applications, such as video sur-
veillance and traffic control. The vehicle tracking in a real traffic scene involves many 
challenging vision problems like rotations, scaling, lighting conditions and occlusions 
[1]. In an embedded surveillance system with limited memory and computing re-
sources, the throughput rate of video sampling dramatically decreases even at the low 
speed of the moving vehicles. Due to the low sampling video rate the shapes and sizes 
of the moving vehicles vary rapidly. Therefore, it is difficult to implement a low-cost 
intelligent camera on an embedded platform for tracking and identification of moving 
vehicle trajectories. 

In literature, various methods for tracking and trajectory identification have been 
proposed. The approaches can be categorized as Blob-based, Contour-based, model-
based, region-based and feature-based [2-4]. Among them, the feature-based  
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approaches are robust and perform well even in the presence of partial occlusions as 
some of the features of the moving vehicles are visible [4]. As well, the feature-based 
approaches do not employ computationally expensive operations such as background 
subtraction [3], Kalman filtering [4], etc. 

In feature-based trajectory identification, though, the dimensionality of the input 
images is high, the perceptually meaningful structure of these images has many fewer 
independent degrees of freedom [5]. Therefore, for robust tracking and trajectory 
identification of the moving vehicles, it is crucial to reduce the dimensionality of the 
input to capture the meaningful axes in data space. Also, the feature-based trajectory 
identification uses the relationship between the object information in previous and 
current frames, which is difficult to be implemented on an embedded platform due to 
the abrupt changes in the shape and size. To address this problem, the relationship 
among the previous, current and next positions of a moving vehicle is necessary. Ac-
tually, the change in the shape of a moving vehicle is sequential even though the 
change is abrupt. Our idea is to learn the complete structure of this sequential change 
in the shape of the vehicles in an intrinsic low-dimensional subspace and embed every 
shape instance from the high-dimensional image space into this structure. 

To find the independent degrees of freedom, there are different dimensionality re-
duction techniques like principal component analysis (PCA) and multidimensional 
scaling (MDS) [6], locally linear embedding (LLE) [7] and isometric feature mapping 
(Isomap) [5], [8]. In this paper, the manifold learning using the robust kernel Isomap 
is employed to address the problems of dimensionality reduction and the low-
dimensionality embedding of the sequential shape change of the moving vehicles. 
After training the possible trajectories of the moving vehicles in advance by using the 
manifold learning, the proposed method can recognize the trajectory of a new moving 
vehicle with large variation of shapes and sizes in successive sampled images in the 
identification phase, which is implemented in an embedded platform. If we know the 
trajectory of a moving vehicle, we can predict the next position of the moving vehicle 
and we can track the same vehicle using this trajectory information. 

The rest of the paper is organized as follows: Section 2 presents a brief literature 
review on the robust kernel Isomap. Section 3 presents the implementation of the 
proposed algorithm. Section 4 presents the experimental results and discussions, 
while Section 5 concludes the paper with some future directions. 

2 Robust Kernel Isomap 

In video surveillance, each image can be viewed as a point in the high dimensional 
vector space whose dimensionality is equal to the number of pixels in the image [12]. 
The images can be characterized by far fewer degrees of freedom than the actual 
number of pixels per image. Dimensionality reduction is the transformation of high-
dimensional data into a meaningful representation in the reduced dimensionality. 
Ideally, the reduced representation should have a dimensionality that corresponds to 
the intrinsic dimensionality of the data, which is the minimum number of parameters 
needed to account for the observed properties of the data. 



190 G. Lee, R. Mallipeddi, and M. Lee 

PCA and MDS, guaranteed to discover the true structure of data lying on or near a 
linear subspace of the high dimensional input space [5], but fail in datasets which 
contain non-linear structures [1]. LLE [7] is a nonlinear dimensionality reduction that 
uses locally linear embedding to compute low-dimensional neighborhood and hence 
results in poor performance. Manifold learning is a dimensionality reduction tech-
nique that extracts a smooth non-linear low dimensional manifold form high dimen-
sional data points. Isomap [5], [9] is a manifold learning algorithm, which extends the 
classical MDS by considering approximate geodesic distance instead of Euclidean 
distance [10]. Unlike LLE, Isomap has no local assumptions, and only needs a sparse 
set of distance measures [11], thus facilitating the implementation on an embedded 
platform. Isomap algorithm also suffers from topological instability and weak genera-
lization ability [8], [12]. Robust kernel Isomap [12-14] is an improved version of 
Isomap, with more topological stability and generalization ability. 

Given N objects, each represented as a n-dimensional vector xi, i = 1,… N, the ker-
nel Isomap algorithm finds a mapping which places the N points in a low-dimensional 
space. The robust kernel Isomap algorithm can be summarized as [10]: 

1. Identify k nearest neighbors to each input data point and construct a neighborhood 
graph. The edge lengths between points in a neighborhood are the Euclidean  
distances. 

2. Construct a matrix )( 2DK  by computing the geodesic distances, Dij, that are asso-

ciated with the sum of the edge weights along the shortest paths between the N pair 
of points as shown by Eq. 1 & 2, where H is the centering matrix. 
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3. Compute the largest eigenvalue (c*) of the matrix 
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and construct a Mercer kernel matrix 
~

K  , which is guaranteed to be positive semi-

definite for *≥c c using the Eq. (4) 

 K = K (D2) + 2cK (D) + 1

2
c2H  (4) 

4. Compute top d eigenvectors of K , which leads to the eigenvector matrix 
dNV ×ℜ∈ and the eigenvalue matrix dd×ℜ∈Λ . 

5. The coordinates of the N points in the d-dimensional Euclidean space are given by 

the column vectors of 
1

2= Λ TY V . 
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3 Proposed Method for Trajectory Identification 

The proposed system consists of two phases, training and identification, which are 
performed offline and online, respectively as shown in Fig. 1. 

Collect data 
Feature 

extraction

Robust kernel 
Isomap

(off-line)

Test data
Feature 

extraction

Robust kernel 
Isomap

(on-line)

Calculate 
Mahalanobis

distance

Trajectory 
identification

K-means 
clustering

Training 
phase

Make 
Gaussian 

model

Identification 
phase

 

Fig. 1. Flow chart 

3.1 Feature Extraction 

As a vehicle moves away or towards the camera mounted on a streetlight, the size 
and/or shape of the vehicle vary from frame to frame. Because of the variations in the 
size and shape of a detected vehicle, the dimensionality of input images varies. How-
ever, it is necessary to extract features with same dimensionality for the manifold 
learning. In this paper, we use the down sampled edge features to classify the trajecto-
ry of moving vehicles as shown in Fig. 2 [13-15], because the edge features are sensi-
tive to vehicle shapes depending on the viewpoints but insensitive to the different 
kinds of vehicles. As shown in Fig. 2, an edge image is obtained from the original 
image by applying the Sobel filter [9]. The extracted edge image is resized into a 16 
by 16 image, so that the extract features have the same input dimension for all the 
input images with different sizes of vehicles. From the extracted 16 by 16 edge image, 
a 256 dimensional feature vector can be prepared for manifold learning. 

Original Image Edge Image Feature Image

 

Fig. 2. Feature extraction for manifold learning 

3.2 Training Phase 

The possible trajectories of moving vehicles are defined in advance and Gaussian 
models that can better represent the data pertaining to each trajectory are created. 

To achieve efficient performance, the collected training data should well represent 
the various viewing conditions of the moving vehicles to be tracked and hence the 
training data should include the images of the moving vehicles with various shapes 
and sizes. Also, the training data should be dense enough to have a smooth variation 
in the shape and/or size of the vehicles. Therefore, we collect the training data in high 
video frame rate (10 FPS) using a server PC (Intel Quad Core 2.8 Ghz, 4G RAM). 

After building a training set, we create a training data matrix in which each row 
represents a training sample and the number of columns represents the dimensionality 
of features described in section 3.1. After obtaining the training data matrix, robust 
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kernel Isomap is computed off-line as described in section 2. Hence, the dimensio-
nality of the training data matrix is reduced to a low-dimensionality (usually 2 or 3). 

In low-dimensional manifolds, the training data corresponding to each trajectory is 
clustered into k (= 5) clusters and the Gaussian mean vectors and the covariance ma-
trices of the Gaussian models are computed. In other words, Gaussian models corres-
ponding to each trajectory to be used in the identification phase are obtained using the 
K-means clustering. 

3.3 Identification Phase 

The trajectory of a moving vehicle is identified by using the low-dimensional mani-
folds which are obtained in the training phase. However, due to the limited throughput 
rate of video sampling in an embedded platform (Davinci Board: TMS320DM6437, 2 
FPS), the test samples may not include the smooth variation in the shape and size of 
the moving vehicles. 

At first, the feature vector of the detected moving vehicle is extracted and projected 
on-line onto the low-dimensional manifolds which are built by using the robust kernel 
Isomap in the training phase. 

If tχ  is the projected test data and t is the time index, the Mahalanobis distance 

between the Gaussian of cluster i (mean : iμ , covariance : iΣ ) obtained in the train-

ing phase and the projected test data are evaluated using Eq. (5). 

 1( , ) ( ) ( )T
t i t i i t iD χ μ χ μ χ μ−= −  −  (5) 

After obtaining the Mahalanobis distance between the test data and all the Gaussian 
models in the training data, we select the Gaussian models that are close to the test 
sample and within a threshold value (=10) in the 2D manifold using Eq. (6). 

 ( ) { | ( , ) }t iS t i D Thresholdχ μ= <  (6) 

For the test data tχ  , the possible trajectories TRJ(t) can be obtained by selecting the 

trajectories corresponding to the Gaussian models S(t) obtained by the Eq. (6). 
Finally, we estimate the trajectory of test sample by using a simple majority voting 

on the possible trajectories TRJ(t), TRJ(t-1), TRJ(t-2), …, TRJ(1). In other words, a 
trajectory that appears majority of times as a “possible trajectory” up to that particular 
point of time, where the test sample is taken, is considered as the trajectory to which 
the test sample belongs. 

4 Experimental Results 

To evaluate the proposed system, we identify the trajectory of vehicles moving on 
four different trajectories on a video clip, which is captured by a fixed camera as 
shown in Fig. 3 (a). 

The data corresponding to 7 different vehicles, when moving along each of the four 
different trajectories is gathered to form a training data set. The vehicles have various 
colors such as white, silver, black and so on. 
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Training data matrix is constructed using the 256-dimensional edge feature vectors 
of training data. The dimensionality of the training data matrix is reduced to 2 by 
using the robust kernel Isomap as shown in Fig. 3 (b). The dotted colors in Fig. 3 (b) 
correspond to the respective colored trajectories in Fig. 3 (a). The robust kernel Iso-
map obtained uses a nearest neighborhood size l (=16) to construct the neighborhood 
graph. Fig. 4 shows the clustering of the points corresponding to each trajectory in the 
2D manifolds into k (= 5) clusters using the K-means clustering algorithm. Each clus-
ter is represented by a Gaussian model and the labeling of the Gaussian models cor-
responding to each trajectory is presented in Fig. 4. 

(a) (b)
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Fig. 3. (a) Trajectory of moving vehicles (b) 2D plots of low-dimensional training data  
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Fig. 4. The Gaussian model of each trajectory using K-means clustering 

For testing, the data corresponding to 10 different vehicles moving along each of 
the 4 different trajectories are gathered. To demonstrate the effectiveness of the pro-
posed method, we have done the experiment by collecting the test data not only at the 
same frame rate as the training data (10 FPS), but also at the low video frame rates (5 
FPS and 2 FPS) compared to the training data. 

Fig. 5 shows the images of the moving vehicles and their corresponding projec-
tions on the 2D manifold at different points in time (t-3, t-2, t-1, t, from right to left) 
while moving along the trajectories 3 and 4 as shown in Fig. 3 (a). From the Figs. 3, 4 
and 5, it can be observed that the trajectories 3 and 4 have a common area to be tra-
versed by the moving vehicles and hence occupy similar positions on the 2D mani-
fold. In Fig. 5, it can be observed that during the time instances t-3, t-2 and t-1 both 
the vehicles move on the same path and hence occupy the similar positions on the 2D 
manifold. However, at the time instance t, when the two vehicles move on to different 
trajectories, the projections on the 2D manifold vary significantly. Therefore, it can be 
concluded that data which belongs to the same trajectory have similar coordinates in 
the 2D kernel Isomap and the trajectory corresponding to the test data projected on 
the 2D manifold can be identified by comparing with the nearest training data. 



194 G. Lee, R. Mallipeddi, and M. Lee 

-60 -40 -20 0 20 40 60
-80

-60

-40

-20

0

20

40

60

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

Robust kernel Isomap

Y1

Y
2

-60 -40 -20 0 20 40 60
-80

-60

-40

-20

0

20

40

60

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

Robust kernel Isomap

Y1

Y
2

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

-60 -40 -20 0 20 40 60
-80

-60

-40

-20

0

20

40

60

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

Robust kernel Isomap

Y1

Y
2

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

-60 -40 -20 0 20 40 60
-80

-60

-40

-20

0

20

40

60

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

p

Y1

Y
2

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

( ) {14}

( ) {3}

3

S t

TRJ t

voting TRJ

=
=
=

( 1) {14, 20}

( 1) {3, 4}

S t

TRJ t

− =
− =

( 2) {15, 20}

( 2) {3, 4}

S t

TRJ t

− =
− =

( 3) {13,17, 20}

( 3) {3, 4}

S t

TRJ t

− =
− =

-60 -40 -20 0 20 40 60
-80

-60

-40

-20

0

20

40

60

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

Robust kernel Isomap

Y1

Y
2

-60 -40 -20 0 20 40 60
-80

-60

-40

-20

0

20

40

60

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

Robust kernel Isomap

Y1

Y
2

-60 -40 -20 0 20 40 60
-80

-60

-40

-20

0

20

40

60

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

Robust kernel Isomap

Y1

Y
2

-60 -40 -20 0 20 40 60
-80

-60

-40

-20

0

20

40

60

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

obust e e so ap

Y1

Y
2

( ) {1, 20}

( ) {1, 4}

4

S t

TRJ t

voting TRJ

=
=
=

( 1) {13,17, 20}

( 1) {3, 4}

S t

TRJ t

− =
− =

( 2) {13,17, 20}

( 2) {3, 4}

S t

TRJ t

− =
− =

( 3) {13,17, 20}

( 3) {3, 4}

S t

TRJ t

− =
− =

(a) Trajectory 3

(b) Trajectory 4  

Fig. 5. The process of trajectory identification 

The trajectory identification performance of the proposed algorithm with different 
frame rates of the test data is presented in Table 1. During the experimentation, it was 
observed that, three times the test data of trajectory 1 is incorrectly identified as tra-
jectory 2 due to the similarity in the trajectory shapes and the common area between 
the two trajectories. A similar kind of misclassification has been observed during the 
identification of trajectories 3 and 4. 

Table 1. Trajectory identification result 

# of total test data Identification accuracy 
10 FPS 40 87.5 %
5 FPS 40 87.5 %
2 FPS 40 87.5 %

5 Conclusion and Future work 

In this paper, we proposed a vehicle trajectory identification method using manifold 
learning. Experimental results show that the proposed method can efficiently estimate 
the trajectories of the moving vehicles whose shape and/or size change rapidly. 

As a future work, we would like to track moving vehicles using the pre-trained tra-
jectory information based on the manifold learning. After identification of the vehicle 
trajectory, we can link the vehicle having the same trajectory, and then the linked 
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results can be regarded as the tracking results. So we can track moving vehicles in 
real time even though their shapes and sizes rapidly change in an embedded platform 
with low video frame rate such as embedded platform. 
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Abstract. Automatic indexing of multimedia documents across several differ-
ent application tasks, including searching for words spoken, the detection of 
keywords and audio information retrieval. Thus, despite the changes made in 
the field of indexing speech, much remains to be done particularly for the key 
word search in spontaneous speech. Although the research areas of spoken 
words and audio retrieval has been well addressed, but still significant limita-
tions to achieve, especially in terms of resource available today on the web. 

The goal of this paper is to propose an approach for document management 
based multimedia indexing techniques to detect speech and keywords. We 
present in this article the various methods of indexing with the techniques of de-
tection of key words. These methods derive three principal approaches from 
vocal indexing: the detection of key word, the detection of key words on pho-
netic flow (PSPL, CN,…) and the indexing containing the recognition with 
great vocabulary (LVR). We present, thereafter the step suggested for an ap-
proach based on the combinations of two techniques (PSPL, S-PSPL and CN, 
like on technique LVR. 

A validation of this approach of indexing and information retrieval is in the 
course of validation for the field of the E-libraries. 

Keywords: Multi-media information, vocal Indexing, spoken Documents, 
Keyword Spotting, PSPL, S-PSPL, CN, LVR. 

1 Introduction 

The automatic speech recognition (ASR) covers quite large areas of application, 
going from the isolated word recognition, for speech-based systems for example: 
recognition systems for continuous speech of automatic transcription. Thus, the in-
dexing of multimedia documents, in particular, the detection of keywords in audio 
files currently was attracting great interest both in terms experimentally and theoreti-
cally. However, despite the progress made in the field of indexing speech, much re-
mains to be done notably for the key word search in spontaneous speech. Further, this 
evolution has allowed to pass from indexing structured data (Radio broadcasts, the 
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documentary), the indexing of unstructured data (such as spontaneous speech). In 
literature, among the indexing systems of unstructured data, we find the indexing 
systems of vocal emails, video conferences and voice annotations of images [7], [11]. 
These systems have introduced new problems such as hesitations, false starts, poor 
structuring of sentences...etc. This has encouraged researchers to suggest implement-
ing new techniques to deal with these problems.  

Several retrieval techniques dealing with multiple hypotheses from an ASR system 
have been proposed, in which word and/or sub-word lattices are used to index each 
utterance. In this context, a very successful new approach of indexing speech infor-
mation with a very compact structure, PSPL, has been recently proposed [8]. This 
approach efficiently considers all possible paths in the recognized lattice, as well as 
word proximity information within the lattice. However, the OOV problem is still left 
unaddressed in PSPL; that is, OOV words generally do not appear in the recognized 
lattice. However, sub-word based representations such as phone lattices are crucial 
especially for OOV words. It is also effective to combine word and subword lattices 
to achieve high retrieval performance for both IV and OOV queries since subword-
based indices generally yield a lower precision for IV queries compared with word-
based ones[6]. 

In this paper, we propose an approach for detecting keywords in multimedia doc-
uments based on a combination for these two methods. In addition, to cover the 
OOV/rare word problems, we incorporate subword posterior probabilities in both 
PSPL and CN to produce subword-based PSPL (S-PSPL) and CN (S-CN). 

2 Problems of Indexing Multimedia Documents 

The Navigation technologies and information retrieval are rapidly evolving to meet 
the diverse needs of multimedia applications. However, the Masses of data which are 
absolutely enormous what making  difficult for experts to automate their indexing, 
from where new challenges are then defined to catch up with the rapid development 
of the volume of data and appropriate applications. 

In general spoken utterance retrieval (SUR), the process is separated into two parts. 
The first one is indexing and the second one is search. Indexing is an offline process 
in which linguistic information is extracted from all speech data in the archive, and an 
index table is built. A speech recognizer is used to extract such linguistic information. 
The index table maps each extracted linguistic symbol (word, subword or phrase) to a 
set of utterances that the symbol matches. Search is an online process in which users’ 
queries are accepted and utterances that each query matches are found [5]. The system 
finds the target utterances efficiently using the previously built table. The index table 
helps to search with a desirable speed that is almost independent of the size of the 
archive. 

It is in this perspective that we targeted through this work to contribute by propos-
ing an approach for indexing of multimedia documents. This will be applied later in 
the field of digital libraries (E-Library). 
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3 Lattices for Spoken Document Retrieval 

The phone Lattice Scanning (PLS) is a method of indexing audio files from phonetic 
transcriptions from an acoustic-phonetic decoding (DAP) [3]. This method does not 
require a priori definition of a vocabulary of keywords as in keyword spotting me-
thod. This method is able to detect any term based on its phonetic representation. 

A new method has been proposed for speech file indexing for an unlimited vocabu-
lary. This approach consists in generating in differed time a phoneme lattice for each 
audio file using a modified version of the Viterbi algorithm [12]. The detection of 
keywords is performed by dynamic comparison between the search word and pho-
neme sequences in the lattice. 

 

Fig. 1. Structure of indexing containing lattice [4], [1] 

Nevertheless, the calculations can become excessively enormous, if one considers 
lattices for the files of the spoken documents. Great efforts were therefore made to 
reduce such lattices in simplified forms structures called indexing. For example in 
Fig. 1, the indexing structure is simplified linear sequence of a segment, which in-
cludes a number of assumptions with word posterior probabilities. In this way, we 
reduce dramatically the memory space and time calculations. However, one can create 
new non-existent paths in the initial network. In Fig 1. (a) the word W3 cannot be 
followed by the word W8, but this becomes possible in (b). 

4 Approaches of Indexing 

4.1 Position-Specific Posterior Lattices (PSPL) 

The basic idea of PSPL is to calculate the posterior probability prob of a word W at a 
specific position pos in a lattice for a spoken segment d as a tuple (W, d, pos, prob). 
Such information is actually hidden in the lattice L of d since in each path of L we 
clearly know each word’s position. Since it is very likely that more than one path 
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includes the same word in the same position, we need to aggregate over all possible 
paths in a lattice that include a given word at a given position. 

A variation of the standard forward-backward algorithm can be employed for this 
computation. The forward probability mass α(W, t) accumulated up to a given time t 
at the last word W needs to be split according to the length l measured in the number 
of words: 

,ݓሺߙ   ,ݐ ݈ሻ ൌሶ ∑ ܲሺߨሻగ:௔ ௣௔௥௧௜௔௟ ௣௔௧௛ ௘௡ௗ௦ ௔௧ ௧௜௠௘ ௧,௛௔௦ ௟௔௦௧ ௪௢௥ௗ ௐ ,௔௡ௗ ௜௡௟௨ௗ௘௦ ௟ ௦௦௨௕௪௢௥ௗ ௨௡௜௧௦  (1) 

Where π is a partial path in the lattice. The backward probability β(W, t) retains the 
original definition [9]. 

The elementary forward step in the forward pass can now be carried out as follows:            ߙሺܹ, ,ݐ ݈ሻ ൌ ∑ ∑ ሾߙሺܹᇱ, ,ᇱݐ ݈ᇱሻ · ஺ܲெሺݓሻ · ௅ܲெሺݓሻሿ௧ᇲ:׌ ௘ௗ௚௘ ௘௦௧௔௥௧௜௡௚   ௔௧௧௜௠௘ ௧ᇲ,   ௘௡ௗି௜௡௚  ௔௧  ௧௜௠௘ ௧,௔௡ௗ ௪௜௧௛ ௪௢௥ௗሺ௘ሻୀௐ
௪ᇲ  (2) 

Where PAM(W) and PLM(W) denote the acoustic and language model scores of W re-
spectively; e is a word arc in the lattice and word(e) means the word entity of arc e. 

The position specific posterior probability for the word W being the lth word in the 
lattice is then:          ܲሺܹ, ܾ, ܾ ൅ ሺܹሻܾݑܵ െ ሻܮ|1 ൌ ∑ ఈሺௐ,௧,௕ାௌ௨௕ሺௐሻିଵሻ·ఉሺௐ,௧ሻఉೞ೟ೌೝ೟௧ · ,ሺܹ݆݀ܣ  ሻ (3)ݐ

Where βstart is the sum of all path scores in the lattice, and Adj(W, t) consists of some 
necessary terms for probability adjustment, such as the removal of the duplicated 
acoustic model scores on W and the addition of missing language model scores 
around W [9]. In this context, we regard the tuples (W, d, pos, prob) for a specific 
spoken segment d and position pos as a cluster, which in turn includes several words 
along with their posterior probabilities. 

4.2 Confusion Network (CN) 

The confusion network is the most compact structure representing multiple hypothes-
es while keeping the order of symbols (phones/words) along the time axis, the space 
for the index table can be reduced. In addition, the confusion network essentially has 
more paths than the original lattice that has only paths allowed by the recognizer. The 
confusion network has many additional paths on which any connection of hypothe-
sized symbols is allowed unless breaking their original order. Fig.2 shows an example 
of a lattice (a) and the confusion network (b) that is converted from the lattice. Thus it 
is compact and potentially achieves more robust keyword matching for OOV words 
and errorful recognition hypotheses [5]. 
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Fig. 2. Lattice vs. confusion network. A, B, …, J indicate hypothesized symbols. @ is a label 
that stands for allowing null transitions. 

A confusion network is a finite state network, and therefore the same approach as 
the lattice-based method can be applied. However, in a confusion network, arcs are 
aligned to columns as in Fig. 2 (b) and the weight of each arc has already been nor-
malized so that the sum of weights in each column becomes 1. As the result, f(p[a]) is 
always 1, so this element can be eliminated. In addition, n[a] can also be eliminated 
since n[a] is necessarily located right next to p[a]. 

5 Proposed Approach 

5.1 Problematic of Digital Libraries 

Digital libraries have now become the most popular area for users of documentary 
resources. Thus, today, and with the great advances of web technologies, structuring, 
and access to information and multimedia resources by the speech recognition has 
become an important necessity for managers and users of these libraries. 

In summary, the definitions of technical PSPL and CN, we see that the posterior 
probability of cluster K with CN technique is more reliable because it also incorpo-
rates the posterior probability of clusters (k +1) and (k-1). 

Moreover, we also find that the computations with the CN are faster because the 
number of clusters produced by the network is optimal in accordance with search 
terms. However, the large volume of documents available for the E-library we insist 
to use all possibility of accelerating this process. 

It is this necessity that encouraged us to propose an approach for a fast and effi-
cient access to multimedia resources. This approach will then be the basis for devel-
oping an indexing system for multimedia digital libraries (E-Library). 

5.2 System Architecture 

This section aims to explain our methodological step for the proposal for an approach 
of indexing of the documentary resources in order to exploitation by the numeric li-
braries shown in Fig 4. 

In this context, we try to use the multi-level information (word and subword) to 
improve the performance for both IV and OOV words. It is verified that the phone-
based indexing method is effective especially for OOV keywords. However it yields 
generally a lower precision for IV queries than word-based indexing. The benefit with 
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combined word and phone hypotheses has been shown in recent works [9]. It is re-
ported that the combination of word and phone confusion networks is effective to 
achieve high retrieval performance for both IV and OOV queries. 

  

Fig. 3. An edge of W with the word of w1w2w3 Subword units starting at time t ' and ending at 
time t 

Against this background, we compute the subword Posterior Probability and sub-
word Confusion Network. Consider a word W as shown in Fig 3 with characters 
{w1w2w3} corresponding to the edge e starting at time t’ and ending at time t in a word 
lattice. During decoding the boundaries between w1 and w2, and w2 and w3 are record-
ed respectively as t1 and t2. The posterior probability (PP) of the edge e given the 
lattice A, P(e|L), is: 

                         ܲሺ݁|ܮሻ ൌ ఈ൫௧ᇲ൯·௉ቀ௫೟ᇲ೟ |ௐቁ·௉ಽಾሺௐሻ·ఉሺ௧ሻఉೞ೟ೌೝ೟                         (4) 

where α(t’) and β(t) denote the forward and backward probability masses accumulated 
up to time t’ and t obtained by the standard forward-backward algorithm, ܲ൫ݔ௧ᇲ௧ |ܹ൯ is 
the acoustic likelihood function, PLM(W) the language model score, and βstart the sum 
of all path scores in the lattice. Equation 4 can be extended to the PP of a subword of 
W, say w1 with edge e1:                                 ܲሺ݁ଵ|ܮሻ ൌ ଵሻݐሺߙ · ܲ൫ݔ௧ᇲ௧భ|ݓଵ൯ · ௅ܲெሺݓଵሻ · ௦௧௔௥௧ߚ     ଵሻݐሺߚ                       
After we obtain the PPs for each subword arc in the lattice, such as P(ei|L) as men-
tioned above, we can perform the same clustering method proposed in related work 
[10] to convert the word lattice to a strict linear sequence of clusters, each consisting 
of a set of alternatives of subword hypotheses, or a subword confusion network (CN) 
[2]. In CN we collect the PPs for all character arc w with beginning time t’ and end 
time t as P([w; t’, t]|L): 

                                      ܲሺሾݓ; ,ᇱݐ ሻܮ|ሿݐ ൌ ∑ ௉ሺுሻ௉ሺ௅|ுሻಹసೈభ…ೈಿ∈  ೗ೌ೟೟೔೎೐:׌೔ ∈ ሼభ…ಿሽ:ೈ೔ ೎೚೙೟ೌ೔೙ೞ ൣೢ;೟ᇲ,೟൧∑ ௉ሺுᇲሻ௉ሺ௅|ுᇲሻ೛ೌ೟೓ ಹᇲ∈  ೗ೌ೟೟೔೎೐                  (5) 

Where H stands for a path in the word lattice. P(H) is the language model score of H 
(after proper scaling) and P(L|H) is the acoustic model score. CN was known to be 
very helpful in reducing subword error rate (SER) since it minimizes the expected 
SER [2]. Given a CN, we simply choose the subword with the highest PP from each 
cluster as the recognition results. 
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Fig. 4. Approach to indexing information resources multimedia 

6 Conclusion 

In the field of automatic speech recognition (ASR), existing techniques are mostly 
based on the recognition of large vocabulary, they offer very good results on struc-
tured data, but are still far from being able to handle so successfully for spontaneous 
speeches and interviews. 

In this context, we attempted to propose a hybrid approach combining speaker in-
dexing techniques for automatic speaker recognition. The objective is to propose a 
technique of hierarchical models of speakers whose purpose is to: 

─ Build an index structure for easier navigation and updated databases 
─ To adapt the structure to the problem incrementally. 
─ Reduce the time and complexity of query search of speaker model (document  

spoken). 

Many other objectives of the indexing of multimedia documents are the subject of our 
research for things like: (video, audio, integrated audio information in an image, ...). 
As perspectives to our work, we are interested in defining methods to evaluate the 
performance of indexing approaches and hierarchical classification. 

Thus, to have classification and indexing techniques for applications in the field of 
digital libraries (E-Library). 
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Abstract. The decision on whether a pair of closed contours is derived from
different views of the same object, a task commonly known as affine invariant
matching, can be encapsulated as the search for the existence of an affine trans-
form between them. Past research has demonstrated that such search process can
be effectively and swiftly accomplished with the use of genetic algorithms. On
this basis, a successful attempt was developed for the heavily broken contour sit-
uation. In essence, a distance image and a correspondence map are utilized to
recover a closed boundary from a fragmented scene contour. However, the pre-
processing task involved in generating the distance image and the correspondence
map consumes large amount of computation. This paper proposes a solution to
overcome this problem with a fast algorithm, namely labelled chamfer distance
transform. In our method, the generation of the distance image and the correspon-
dence map is integrated into a single process which only involves small amount
of arithmetic operations. Evaluation reveals that the time taken to match a pair of
object shapes is about 10 to 30 times faster than the parent method.

Keywords: Affine invariant matching, chamfer distance transform.

1 Introduction

Numerous works have been conducted to remove the effect of the viewpoint dependent
affine transform in the matching process [1, 2]. One popular approach for the matching
process is based on the assumption that if a pair of contours is emerged from the same
object, there should exist an affine transform between them. This rationale encapsulates
the matching process as a search problem which can be effectively solved with the
use of genetic algorithms (GA). Early attempts of such approach were reported in [3–
5]. Lately, enhanced schemes for increasing the success rate in identifying matched
contours with the incorporation of the migrant principle [6], wavelet Transform [7], and
latin square [8]. Amongst the above-mentioned investigations, the work in [4] proposed
a reliable means of identifying matched contours. It reduces the dimension of the search
space to 3, hence enabling the use of GAs to local the optimal solution within small
number of generations. However, despite the success of the above methods, they are not

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 204–211, 2012.
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applicable to fragmented contours. Although different solutions [9,10], the computation
load is high which jeopardizes the practical value of these methods.

Recently, this shortcoming has been overcome by a scheme reported in [11] which
enables a closed boundary to be constructed from the distance image and correspon-
dence map of a fragmented contour. However, a drawback of this approach is that the
computation involved in generating the Euclidean distance image and the correspon-
dence map is heavy, and much higher as compared with the part spent on the GA. This
paper overcomes this problem with a method, namely the labelled chamfer distance
transform (LCDT), which enables fast generation of the distance image and the cor-
respondence map. The adoption of the proposed method in the parent scheme in [11]
could lead to at least one order of magnitude reduction in the time taken to match a pair
of fragmented contours.

The outline of the parent method in [11] is provided in section 2. The proposed
LCDT method, and the subsequent use of SGA in matching the reconstructed contours,
is reported in section 3. Experimental evaluation on the speed of contour matching,
as compared with the parent scheme, is provided in section 4. This is followed by a
conclusion summarizing the essential findings.

2 Affine Invariant Matching Based on Simple Genetic Algorithm
and Contour Reconstruction

The parent scheme in [11] consists of of two stages. First, given a reference and a scene
contour to be matched, a Euclidean distance image is generated for each of them. Sub-
sequently a correspondence map is derived, with which a closed outermost boundary is
extracted from the distance image. In the second stage, a simple GA is applied to match
the closed outermost boundaries of the scene and the reference contours. The matching
process is realized by searching the existence of three pairs of corresponding points on
the pair of contours. For the sake of clarity, the contour reconstruction stage in the par-
ent scheme will be summarized in this section. Whenever possible, we shall stick to the
terminology and equations in [11].

Consider an arbitrary contour OB (a reference or a scene contour) represented by a
set of edge points given by OB = {(oxB;0, o

y
B;0), · · · , (oxB;m−1, o

y
B;m−1)}, where m is

the length of the contour, and (oxB;0, o
y
B;0)’s are the rectangular coordinates of the ith

point in OB . A distance image and a correspondence map are computed from OB . The
distance image is the weighted distance transform (WDT) [12] of the contour with each
pixel representing its distance to the nearest point on OB as

dB(x, y) = min
0≤j<m

{√
(x− oxB;j)

2 + (x− oyB;j)
2
}

(1)

where x and y denote the horizontal and vertical positions of a pixel. The correspon-
dence map cB(x, y) is a two-dimensional image in which each point is an ordered pair
representing the position of the contour point in OB nearest to it, i.e.,



206 P.W.-M. Tsang et al.

cB(x, y) = (ox
B;ĵ

, oy
B;ĵ

), (2)

where ĵ = argmin0≤j<m

{√
(x− oxB;j)

2 + (x− oyB;j)
2
}

.

Next, a closed iso-contour sequence ISB is extracted from the distance image by
tracing the pixels with the same distance value T on the distance image along the clock-
wise direction as

ISB =
[
(isxB;0, is

y
B;0), · · · , (isxB;N−1, is

y
B;N−1)

]
, (3)

such that dB(isxB;k, is
y
B;k)|(0≤k<N) = T . T is a constant defining the distance of ISB

from OB , and (isxB;0, is
y
B;0) is an arbitrary start point on the iso-contour. N is the

number of points in ISB . Finally, the outermost boundary sequence

OMB =
[
(omx

B;0, om
y
B;0), · · · , (omx

B;N−1, om
y
B;N−1)

]
(4)

is obtained by associating each member in ISB to a point in the boundary OB , where
(omx

B;0, om
y
B;0) = cB(is

x
B;i, is

y
B;i)|(0≤i<N).

From equations (1) and (2), the computation of the distance image and the corre-
spondence map involve enormous amount of computation. In view of this, we proposed
a new method for the contour reconstruction process. The latter, together with the sub-
sequent use of SGA in contour matching, are described in the next section.

3 Proposed Method for Matching of Fragmented Contours

Our proposed method for fast derivation of the distance image and the correspondence
map is known as the labeled chamfer distance transform (LCDT). It is a variation of
the classical chamfer distance transform (CDT). In the following subsections we de-
scribe the CDT, and how it can be modified, with the incorporation of a simple labelling
mechanism, to derive the correspondence map. Next we shall describe the use of SGA
in matching the contours that are reconstructed with the correspondence map.

Chamfer Distance Transform
In CDT, given an image I(x, y) that contains an object boundary OB , its chamfer dis-
tance image ds(x, y) can be deduced with a forward and a backward processes which
are outlined as follow. We can assumed that I(x, y) and ds(x, y) have the same reso-
lution. Initially, all the pixels in ds(x, y) that are at the same position as OB are set to
zero. The remaining pixels of ds(x, y) are set to the maximum distance value Dmax . In
the forward pass, the values of the pixels in ds(x, y) are updated recursively according
to a raster order manner. Mathematically, we have

ds(x, y) = min
0≤i<4

{pi} , (5)
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where p0 = ds(x + 1, y − 1) + 4, p1 = ds(x, y − 1) + 3, p2 = ds(x − 1, y − 1) + 4,
and p2 = ds(x − 1, y) + 3. In the backward pass, the values of the pixels in ds(x, y)
are updated recursively according to an anti-raster order manner as given by

ds(x, y) = min
4≤i<8

{pi} , (6)

where p4 = ds(x − 1, y + 1) + 4, p5 = ds(x, y + 1) + 3, p6 = ds(x + 1, y + 1) + 4,
and p7 = ds(x+ 1, y) + 3.

Fast Generation of the Correspondence Map
In the parent scheme, each entry cB(x, y) in the correspondence map is derived by blind
searching, based on Eq.(2), the boundary point with the nearest Euclidean distance.
While this approach is effective, the computation load is intensive and escalates with
the number of boundary points. This leads to a substantial increase in the time required
to match a pair of object contours. To overcome this problem, we propose to generate
the correspondence map and the distance image in a near concurrent manner.
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Fig. 1. (a) The flow chart for the fast generation of correspondence map. (b) A small 5×5 chamfer
distance map overlay with the path association map.

The proposed method is shown in Fig.1(a). From the generation process of the cham-
fer distance map (based on (5) and (6)), a path marker can be deduced at the same time
linking a pixel to one of the eight neighbors that is closest to its current position. Col-
lection of all the path markers form a path association map recording the linkage of
each pixel with its nearest neighbor. As an example, a small 5x5 distance image overlay
with the path association map is shown in Fig.1(b). Pixels with value of zero are the
boundary points and the linkage between pair of pixels is symbolized with directional
arrows. Consequently, each point on the correspondence map can be easily derived by
simply following the path (guided by the sequence of arrows) that lead to the object
boundary. Referring back to the example in Fig.1(b), we observe that pixels ’A’, ’B’,
and ’C’ are corresponding to the boundary pixel ’D’.

MSB

b20 ... b14 b13 b7... ... b0b6

T0 T2T1

LSB

Fig. 2. Structure of the chromosome
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GA Based Matching of the Reconstructed Contours
Based on our proposed LCDT method, a pair of complete contours are resulted as given
by

OMR =
[
(omx

R;0, om
y
R;0), · · · , (omx

B;M−1, om
y
B;M−1)

]
(7)

OMS =
[
(omx

S;0, om
y
S;0), · · · , (omx

S;M−1, om
y
S;M−1)

]
(8)

where m, n, M , and N are the number of points in OR, OS , OMR, and OMS , re-
spectively. If both contours are rigid, near-planar and projections of the same object,
their edge points are approximately related by the affine transform. The forward affine
transform A(·) is given by

A(OR) =

[
a b
c d

] [
oxR;i

oyR;i

]
+

[
e
f

]
i=0,··· ,m−1

. (9)

To determine the existence of A(·), three seed points SP = [S1, S2, S3] are selected
on OMS . An initial population Pop of P individuals are generated, each representing a
triplet of randomly selected test points TP = [T1, T2, T3] on OMR. The points Si’s and
Ti’s are each represented by their offsets from the first element in each sequence. OMR

and OMS are both normalized to 128 points (i.e. M = N = 128 ), so that the positions
of each test or seed point can be represented by a 7-bit binary number. Consequently a
chromosome in the population, as shown in Fig.2, is constructed with a 21-bit binary
string evenly partitioned into three segments, each of which encodes a test point.

From the triplets defined in TP and SP , the affine transform and its inverse can be
calculated [4]. For each chromosome, a fitness value is deduced from the matching score
MS between the pair of contours based on the given set of test points is determined.
The fitness value MS is given by

MS = AS1 ×AS2. (10)

The component AS1 is called forward score. It is obtained by overlaying the affine
transformed reference contour (A(OR)) onto the distance image of the scene contour
as

AS1 = [1 +
1

2

m∑
i=1

dS(xR:i, yR;i)]
−1|(xR:i,yR;i)∈A(OR). (11)

Another component AS2 is called backward score. It is defined as

AS2 = [1 +
1

2

m∑
i=1

dR(xS:i, yS;i)]
−1|(xS:i,yS;i)∈A−1(OS). (12)

The matching score MS is bounded between [0,1], representing the fitness of the chro-
mosome and reflecting the similarity between the reference and scene contours. The
genetic algorithm (integrated with the migrant principle) in Algorithm 1 is employed to
determine the existence of an affine transform between OMR and OMS . An affirma-
tive result reflects the matching between the reference and the scene contours, and vice
versa.
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Algorithm 1. Genetic algorithm for Shape Matching.
1. Generate an initial random population with Nc chromosomes. Set generation count ‘t’ to 0.
2. Increase t by 1.
3. Evaluate the fitness of all chromosomes in the population.
4. Select L2 pairs of parents into mating pool with probabilities according to their fitness.
5. For each pair of parents, perform either a mutation or a crossover operation to generate two

child chromosomes, forming a local population of L chromosomes.
6. Inject Q randomly generated migrant chromosomes.
7. Evaluate fitness of all chromosomes using equation (10).
8. Apply the elite principle by finding the weakest individual and replacing it with the strongest

one in the previous generation.
9. Find and record the strongest individual in the new generation. If the maximum fitness ex-

ceeds a predefined threshold, go to step 12.
10. If number of generation exceeds the upper limit, go to step 13.
11. Go to step 4.
12. The pair of object contours belongs to the same object. End of process.
13. The pair of object contours belongs to different objects. End of process.

4 Experimental Results

The reference model contours of six objects: open-end wrench (A), adjustable wrench
(B), long-nose pliers (C), Lineman’s pliers (D), hammer (E), and scissors (F) as

ref. model scene 1 scene 2 scene 3 ref. model scene 1 scene 2 scene 3

A A1 A2 A3 B B1 B2 B3

C C1 C2 C3 D D1 D2 D3

E E1 E2 E3 F F1 F2 F3

Fig. 3. Reference contours and scene contours
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Table 1. Setting of coefficients in the simple genetic algorithm (SGA)

Coefficient Properties

Population Size 100 Properties
local population:70
migrant population:30

Chromosome Length 7 bits × 3 parameters= 21 bits
Encoding of parameters Binary
Maximum generation 200
Crossover method/rate Single point crossover/0.8
Mutation method/rate Single point mutation/0.2
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Fig. 4. Comparison of average time (in second) required to match a pair of objects between the
parent scheme and proposed schemes

shown in Fig.3, are employed to evaluate the performance of the method. Each refer-
ence contour is matched against three of its variants captured in real world environment.
All the test subjects exhibit ill-formed boundaries which are broken in many places. A
complete outermost boundary is constructed for each contours based on the labelled
chamfer distance transform. Each corresponding pair of reference and scene contours
is matched using the genetic algorithm described in section 3. A total of 100 repeated
trials are conducted in each batch of testing to provide a statistical measurement on the
success rates for each model. The essential parameters involved in the simple genetic
algorithm are listed in Table 1.

Our experiments are conducted on a typical personal computer implemented with
the “Intel Core2Duo E6550”, 2.33GHz CPU. The success rate in correctly matching
contours belonging to the same object is 100% for both methods. Comparisons of the
average time (in second) required to match a pair of objects between proposed scheme
and parent scheme are shown in Fig.4, which shows that the proposed method is at least
one order of magnitude faster than the parent scheme. For certain object contours such
as B2, B3, and D3, improvement of over 30 times is noted.
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5 Conclusions

In this paper, we propose a method to enhance the computation efficiency of an affine
invariant contour matching scheme. The latter has been proven to be effective in iden-
tifying fragmented contours that are belonged to the same object. We note that in the
parent scheme, the majority of computation load is concentrated on the generation of the
Euclidean distance image and the correspondence map. To overcome this problem, we
propose to replace the Euclidean distance image by the chamfer distance image which
requires substantially less amount of arithmetic operations. In addition, by labelling
the association of each pixel with its nearest neighbor in the course of generating the
chamfer distance image, the correspondence map can also be deduced with a simple
path tracing process. The new approach is referred to as the ”labelled chamfer distance
transform”. Experimental results reveal that our method is significantly faster, and at
the same time capable of attaining similar performance as the parent scheme.

Acknowledgment. The work was supported by a research grant (CityU 116511) from
General Research Fund, Hong Kong.
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Abstract. Reinforcement learning is challenging if state and action
spaces are continuous. The discretization of state and action spaces and
real-time adaptation of the discretization are critical issues in reinforce-
ment learning problems.

In our contribution we consider the adaptive discretization, and in-
troduce a sparse gradient-based direct policy search method. We address
the issue of efficient states/actions selection in the gradient-based direct
policy search based on imposing sparsity through the L1 penalty term.
We propose to start learning with a fine discretization of state space and
to induce sparsity via the L1 norm.

We compare the proposed approach to state-of-the art methods, such
as progressive widening Q-learning which updates the discretization of
the states adaptively, and to classic as well as sparse Q-learning with
linear function approximation. We demonstrate by our experiments on
standard reinforcement learning challenges that the proposed approach
is efficient.

Keywords: Direct policy search, Q-learning, model selection.

1 Introduction

In a large number of reinforcement learning tasks, states and actions are con-
tinuous. This holds for e.g., states in autonomous robot navigation and for both
states and actions in energy or power-producing applications. Many methods
to solve the reinforcement learning challenges have been already proposed (see
e.g. [15] for an up-to-date panorama).

Although some reinforcement learning problems can be modeled as Markov
decision processes, there are a lot of applications where the learning environment
is unknown, and therefore the model of the environment cannot be built. Q-
Learning [17] is a model-free reinforcement learning algorithm, where the goal is
to estimate Q-values which are associated with the expected reward for taking
a particular action in a given state.

Another branch of model-free methods is direct policy search [1]. Direct policy
search is an approach which allows to search directly in the policy space. This
method is particularly useful if state and action spaces are too large for analytic
solutions. Gradient-based direct policy search approximates the gradient of the
average reward. The gradient is used to adjust the parameters to maximize the
cumulated average reward.

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 212–221, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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When a learning method is applied to a task, it is usually assumed that the
domain is discrete, or discretized. If the initial grid is rather coarse, and if all
vertices of the grid are far enough from the goal, it is possible that an agent
never reaches a goal. The important problem is to refine the discretization grid
of states (and actions) adaptively, especially around the areas of interest, e.g.,
around the goal.

In this contribution we consider how to introduce sparsity on estimated val-
ues. An advantage of such approaches were the possibility to start a learn-
ing procedure with a very fine grid and to keep only relevant state/action
dependencies.

The paper is organized as follows. Section 2 presents related work on state
and action spaces discretization approaches as well as discusses methods which
take continuous values into consideration directly. Section 3 provides an overview
of the gradient-based direct policy search. Section 4 introduces sparse paramet-
ric direct policy search. We show the results of our experiments in Section 5.
Concluding remarks and perspectives close the paper.

2 Related Work

In this section we provide some details on two state-of-the art methods, double
progressive widening Q-Learning and Q-Learning with linear function approx-
imation, since we compare our results to these approaches as well as to the
classical Q-Learning in Section 5.

To solve a goal-planning task means to find an optimal policy, i.e. a policy
π� that is equal to or better (in terms of cumulated expected reward) than any
other policy π. It is known [14] that optimal policies share the same optimal
action-value function Q�. Given a set of states S and a set of actions A, the
optimal action-value function is defined as

Q�(s, a) = max
π

Qπ(s, a)

= E{rt+1 + γmax
a′ Q�(st+1, a

′)|st = s, at = a}

=
∑
s′

Pa
ss′

(
Ra

ss′ + γmax
a′

Q�(s′, a′)
)
, (1)

where Pa
ss′ = p(s′|s, a), R is the reward, s, s′ ∈ S, and a, a′ ∈ A. In other words,

the action-value function Q : S × A −→ R defines the quality of each (state,
action) pair. In the following, s is the current state, a is the current action, s′ is
the next state, so that (s, a) → s′.

Q-Learning is a general term for approaches which compute the expected
reward given an action a in a given state s, and allow to choose an action
maximizing the reward value. The strength of Q-Learning methods is that they
do not require any knowledge of a model of environment Pa

ss′ , which is not
available in a number of real-world applications.
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An example of a policy is the greedy policy, given by

π(s) = argmax
a

Qπ(s, a), (2)

which we use in the following.
One-step Q-Learning is proposed by [17]. The approach is based on the fol-

lowing update rule:

Q(s, a) = Q(s, a) + α
(
r + γmax

a′
Q(s′, a′)−Q(s, a)

)
, (3)

where α is usually called learning rate, α ∈ (0, 1], and γ – discount factor,
γ ∈ [0, 1).

If the state and/or action spaces are continuous, the application of Q-Learning
is not straightforward. If the state/action domains are continuous (or very large),
it becomes hardly possible to keep (and to update) a look-up table which contains
Q-values for each state-action pair.

A number of approaches to work in continuous state and action spaces has
been proposed [5,9,10]. The idea is either to work with continuous states and
actions directly, or to discretize them. The discretization of state and action
spaces is a challenge, since if a discretization is too rough, it will be impossible
to find the optimal policy; if a grid is too fine, the generalization will be lost.

An adaptive approach to refine the initial grid has been recently proposed
by [7]. The idea is to provide pseudo-goals which lie on the vertices of the ini-
tial grid. It has been shown that the method is efficient, however, its serious
disadvantage is that the knowledge of a location of a goal is required. The ini-
tialization of the grid with the pseudo-goals, which are in a proximity to the true
goal, is not obvious.

Recently an approach for adaptive discretization of the continuous setting,
called double progressive widening Q-Learning [12] has been introduced. The
method is inspired by techniques developed in Monte-Carlo Tree Search and used
in bandit-based algorithms [3,4,11]. The double progressive widening means that
the state and action spaces are explored progressively and the current discretiza-
tion both of states and actions is adapted at each time step. The main idea of the
algorithm is that if a particular state is visited often (compared to the number of
times the previous action has been taken in the previous state), then the state is
added to the pool of explored states. The discretization of states and actions in
the double progressive widening is carried out based on the Euclidean distance.
A newly observed state (action) gets the same discrete value as its closest state
(action) in the already explored set of states S (set of actions A).

Another state-of-the art approach is Q-Learning with linear function approxi-
mation [15]. Reinforcement learning with linear function approximation has been
studied extensively in the last years, and it is a direct extension of Q-Learning.
The Q is represented as a parametric function of θ ∈ Rd

Qθ = exp(θTφ(s, a)), (4)

where φ(s, a) is a feature vector, e.g., a vector of binary values testing co-
occurrence of s and a.
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3 Gradient-Based Direct Policy Search

In this section we describe briefly the parametric direct policy search.
The performance of the greedy policy derived from the approximate value

function is not guaranteed to improve on each iteration [1]. Parametric ap-
proaches, i.e., approaches based on stochastic policies are known to have bet-
ter theoretical properties [2]. In a parametric approach, we consider a class
of stochastic policies parameterized by θ ∈ Rd. The optimization involves a
gradient-based method, where the gradient of the average reward is computed
with respect to parameters θ.

In large-scale problems or in partially observable problems (i.e., in applications
where states are not observed) the gradient cannot be computed in closed form.
However, the gradient can be estimated via simulation. The gradient can even be
approximated by a single simulation using the technique called the score function
or likelihood ratio [1,2].

Let r(X) be a reward value which depends on the simulationX = X1, . . . , XT .
Then the expected performance takes the following form:

η(θ) = E{r(X)}. (5)

Applying the likelihood ratio technique we get

∇η(θ) = E{r(X)
∇q(θ,X)

q(θ,X)
}, (6)

where q(θ,X) is the marginal probability of a particular sequence X , and an
unbiased estimate of the gradient can be computed as follows:

∇̂η(θ) =
1

N

N∑
i=1

r(X(i))
∇q(θ,X(i))

q(θ,X(i))
. (7)

The expression can be rewritten as

∇̂η(θ) =
1

N

N∑
i=1

r(X(i))

T∑
t=1

∇μyt(θ,X
(i)
t )

μyt(θ,X
(i)
t )

, (8)

where μyt(θ,X
(i)
t ) denotes the conditional probability of the label y at time step

t given an observation X
(i)
t .

4 Sparse Parametric Direct Policy Search

The original idea to induce sparsity in parametric models via the L1 regulariza-
tion belongs to [16]. We propose to penalize the parameterized average reward
function by the L1 penalty term

η(θ) = E{r(X)} − ρ‖θ‖1, (9)
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where ‖θ‖1 =
∑d

i=1 θi, and ρ is a parameter to be adjusted. Then the approxi-
mation of the gradient takes the following form:

∇̂η(θ) =
1

N

N∑
i=1

r(X(i))
T∑

t=1

∇μyt(θ,X
(i)
t )

μyt(θ,X
(i)
t )

− ρ
∑
i

sgn(θi), (10)

where

sgn(a) =

⎧⎪⎨
⎪⎩
−1, if a < 0,

0, if a = 0,

1, if a > 0.

(11)

To compute the gradient efficiently, we use the eligibility traces, which are filtered

versions of the sequence ∇μyt(θ,X
(i)
t )/μyt(θ,X

(i)
t ).

Let vt = ∇μyt(θ,X
(i)
t )/μyt(θ,X

(i)
t ), then the discounted eligibility trace at

time t is defined as {
z0 = 0,

zt+1 = βzt + vt,
(12)

where β ∈ [0, 1), and the gradient expression can be rewritten

∇̂η(θ) =
1

N

N∑
i=1

r(X(i))
1

T

T∑
t

zt − ρ
∑
i

sgn(θi). (13)

Since the eligibility trace is discounted, the biased estimate of the performance
gradient can be written

∇̂βη(θ) =
1

T

T∑
t=1

r(Xt)zt(β)− ρ
∑
i

sgn(θi). (14)

Note that [1,2] consider the same form of the gradient approximation as eq. (14),
however, they do not apply any regularization term.

The update of θ takes the following form:

θt+1 = θt + γ(rt+1zt+1 − ρsgn(θt)), (15)

or

θt+1 = S(θt + γrt+1zt+1, ρ
′), (16)

where ρ′ = γρ, and S is the thresholding function

S(a, λ) =

⎧⎪⎨
⎪⎩
a− λ, if a ≥ 0, λ ≤ |a|
a+ λ, if a ≤ 0, λ ≤ |a|
0, if λ > |a|.

(17)
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In our experiments μ is defined by the logistic regression function. The logistic
regression models posterior probability of a class y, y ∈ {1, . . . ,K} via a linear
function of observations x, x ∈ Rd, what results in

∇μyt(θ,Xt)

μyt(θ,Xt)
=

{
1− p(yt|Xt; θ) , if yt = k,

−p(yt|Xt; θ) , if yt �= k.
(18)

The learning procedure we propose and we use in our experiments is summarized
in Algorithm 1.

Algorithm 1. Sparse Gradient-Based Direct Policy Search

for i = 1 . . . N do
for t = 1 . . . T do

zt+1 = βzt +
∇μyt (θ,X

(i)
t )

μyt (θ,X
(i)
t )

θt+1 = S(θt+γrt+1zt+1, ρ
′) (see definition of thresholding function S presented

as eq. (17))
end for

end for

5 Experiments

In this section we show our results on two standard reinforcement learning chal-
lenges, on Mountain Car and Puddle World tasks. Note that in the problems
we consider, the actions are discrete but the states are continuous. In our ex-
periments we compared the proposed sparse gradient-based direct policy search
(SGBDPS) with several state-of-the art methods, as well as with some heuristic
approaches.

The state-of-the-the art methods we implemented and tested are standard Q-
Learning, Q-Learning with double progressive widening (PW Q-learn), and Q-
Learning with linear function approximation, its dense (LFA) and sparse versions
(LFAS). The heuristics we use are based on thresholding: we put to zero values
of parameters if their absolute values are less than a threshold.

5.1 Mountain Car

Mountain Car is a standard realistic challenge. The task was introduced by [14].
The goal is to learn to drive a car to a steep mountain. The car is under-
powered, and gravity is stronger than the engine of the vehicle. The state is a
two-dimensional vector, and its first coordinate corresponds to the current posi-
tion of the car, and the second coordinate is the car’s current speed. There are
only three discrete actions: “forward throttle”, “no throttle”, and “backward
throttle”. Figures 1 and 2 illustrate our results for the Mountain Car task.
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Fig. 1. Mountain Car task. Cumulated reward as a function of number of learn-
ing episodes. On the left: standard Q-Learning, progressive widening Q-learning, Q-
learning with thresholding, and random. On the right: sparse and dense gradient-based
direct-policy search, sparse and dense Q-learning with linear function approximation.
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Fig. 2. Mountain Car task. Number of non-zeroed values. On the left: standard Q-
Learning, progressive widening Q-learning, Q-learning with thresholding, and random.
On the right: Sparse and dense gradient-based direct-policy search, sparse and dense
Q-learning with linear function approximation.

Figure 1 shows the cumulated reward values for each episode number. Fig-
ure 2 illustrates the number of non-zeroed values in each method. As expected,
the performance is very poor, if actions are taken completely randomly. To eval-
uate the performance of the classical Q-Learning we discretize the state space
and impose a fine grid (with a step 0.001). Note that the Q-Learning cumulated
reward values are coherent with results reported earlier [6] on Mountain Car
with Q-Learning. However, the number of Q-values to be estimated is maxi-
mal, i.e., the look-up Q-table is dense. We carry out experiments with a much
less fine discretization grid (discretization with a step 0.1), what results in a
compact look-up table but leads to bad performance. The progressive widening
Q-Learning approach is not efficient for the Mountain Car problem. The intu-
ition behind its failure is that the progressive widening in this particular problem
refines a grid too much, and loses its generalization abilities. It is easy to see
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that in case where λ = 0.25, i.e., the exploration is rather slow, the cumulated
reward is higher than when λ = 0.5 and the number of explored states increases
fast. The Q-Learning with thresholding is rather efficient, and reaches the state-
of-the art performance. However, the thresholding parameter should be carefully
chosen by cross validation.

The state-of-the art Q-Learning with linear approximation, both its dense
and sparse versions, converge to the optimum. However sparsity induction is not
obvious in the given task. If the value of ρ is quite small, the performance is very
reasonable but the model is not sparse. Increasing the value of ρ leads to a bad
performance. The gradient-based direct policy search without L1 regularization
term reaches the state-of-the art performance but it is not sparse. The newly
introduced sparse parametric direct policy search achieves the state-of-the art
performance using a rather modest number of parameters. An important remark
is that the proposed sparse gradient-based method converges much faster than
all other tested approaches.

5.2 Puddle World

The problem was originally introduced in [13]. The goal is to learn a robot to nav-
igate in a two-dimensional space. The state is represented as a two-dimensional
vector, where the two coordinates are the robot’s current position. The actions
are discrete, and there are only four actions: “left”, “right”, “up”, and “down”.

Figures 3 and 4 illustrate our experiments on Puddle World. In comparison
to random decision making, all considered methods reach reasonable perfor-
mances. However, there is a trade off between the sparsity, i.e., the number of
non-zeroed values, and performance. The standard Q-Learning (with the dis-
cretization step 0.01) reaches the state-of-the art performance. As in the ex-
periments with Mountain Car, the heuristic thresholding of estimated Q-values
is an efficient approach, and it slightly outperforms the sparse Q-learning with
linear function approximation. Note that the Q-Learning with thresholding not
only achieves a higher cumulated reward but its sparsity is higher than for the
Q-learning with lineard function approximation.

Figures 3 and 4 on the right compare the progressive widening Q-Learning
and the dense and sparse versions of the gradient-based direct policy search.
Note that the plots of Figure 3 are differently scaled, and the performance of the
approaches of the right plot is very reasonable. The dense version of the gradient-
based direct policy search performs slightly better than other algorithms. The
progressive widening Q-learning seems to be very efficient, moreover, the num-
ber of values in the look-up Q-table is minimal (about 50 values are enough).
The best performance is achieved by the progressive widening Q-Learning, which
starts the learning procedure with a rather rough discretization and which ex-
plores new states rather aggressively with the parameter value λ = 0.5; however,
the number of explored states is too high.
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Fig. 3. Puddle World task. Cumulated reward. On the left: random action, Q-Learning,
Q-Learning with thresholding, and dense and sparse Q-Learning with linear func-
tion approximation. On the right: progressive widening Q-Learning, dense and sparse
gradient-based direct policy search.
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Fig. 4. Number of non-zeroed values. On the left: random action, Q-Learning,
Q-Learning with thresholding, and dense and sparse Q-Learning with linear func-
tion approximation. On the right: progressive widening Q-Learning, dense and sparse
gradient-based direct policy search.

6 Conclusion

In this contribution, we challenged the reinforcement learning problem in con-
tinuous state and action spaces. The technique which is widely used is the state
(and action) space discretization, however, a static discretization usually leads
to a bad performance, and some adaptation of the discretization is needed. Pro-
gressive widening Q-Learning is a method which implements the idea of dis-
cretization adaptation at each time step.

We proposed a method called sparse gradient-based direct policy search, which
induces sparsity on a fine discretization of state (and action) space. Since the
approach is parametric, the sparsity can be induced via the L1 regularization
term. The advantages of the proposed method are its scalability to problems
of large dimensions and its simplicity of implementation. It requires storage of
only twice the number of parameter values. Note that the logistic regression
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function used in the sparse gradient-based direct policy search is not the only
possible choice. In particular, we are currently interested in extending the pro-
posed approach to the case of structured output prediction with conditional
random fields. We are particularly interested in applying the proposed method
to large-scale applications.
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15. Szepesvári, C.: Algorithms for reinforcement learning. Morgan and Claypool (2010)
16. Tibshirani, R.: Regression shrinkage and selection via Lasso. Journal of the Royal

Statistical Society. Series B 58(1), 267–288 (1996)
17. Watkings, C.J.C.H.: Learning from Delayed Rewards. PhD thesis. Cambridge Uni-

versity (1989)



T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 222–230, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Application of Sampling Theory to Forecast Ozone  
by Neural Network 

Armando Pelliccioni1 and Rossana Cotroneo2 

1 Inail ex-Ispesl, via F. Candida 1, 00040 Monteporzio Catone, Italy 
a.pelliccioni@inail.it 

2 Istat, Viale Liegi, 13,00198 Roma Italy  
cotroneo@istat 

Abstract. In the present work, we analyzed environmental data by using neural 
net techniques for ozone prediction. The data concerns a period of two years 
(2006 and 2007) and comes from a monitoring station of air quality of Rome. 
The aim of this paper is to suggest a strategy for choosing an optimal set of in-
put patterns to optimize the learning process during training and generalization 
phase, and to improve computation reliability of a Neural Net (NN). The selec-
tion of patterns combined with NN improves capability and accuracy of ozone 
prediction and goodness of models obtained. In particular, the approach consid-
ers two different methodologies for selecting an optimal set of input patterns: 
random patterns selection and cluster (K-means algorithm) ones. Results show 
significant differences between the methodologies: the NN’s performance is 
always better when the patterns are obtained using our method based on cluster 
analysis than the conventional random pattern choice. 

Keywords: Ozone, pattern selection, data mining, K-means clustering, neural 
networks, optimization. 

1 Introduction  

Ozone prediction is one of more important questions to be solved in urban area. In 
fact, the air quality problems, linked to the ozone (O3) could produce effects on hu-
man health related to respiratory problems, damage to ecosystems, agricultural crops 
and materials (World Health Organisation, 2003). The impacts on human health due 
to ozone are critical especially in large metropolitan areas, like Rome, where emis-
sions due to transport are relevant and they cause an increase of exposure on popula-
tion with consequent health problems especially during summer season and/or under 
stable turbulence conditions, as in the winter season. The ozone can be classified as a 
secondary pollutant, and its levels are determined by complex photochemical reaction 
with primary pollutants (EPA, 2006). The concentrations are strongly dependent both 
from micro-meteorological conditions linked to the turbulence and the effects related 
to the seasons, to the long range transport, to the incoming solar radiation and to the 
atmospheric turbulence conditions  (Penkett et al., 2004), (Finlayson-Pitt et al.. 1986). 
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As described in different works, the prediction of ozone levels is very complex to 
obtain by mathematical models ( (Carter, 1990), (Comrie, 1997), (Gardner et.al, 
2000.), (Gardner et al., 1998), (Dutot et al., 2007), (Pelliccioni et. Al, 2010) ). The 
analytical solution for ozone obtained by Eulerian solution is difficult to model espe-
cially in complex situations, such as an urban site or with a complex orography where 
is hard to obtain a valid overall analytical formulation.  

As regard ozone's forecasting by Regression Models (RegMod), one of the most 
difficult problems to deal with is the simulation of the chemical reactions that occur in 
atmosphere (Penkett et al, 2004). In addition, the results obtained are affected by a 
significant margin of uncertainty connected to intrinsic variability of used variables 
and to the local orography complexity. 

Unlike the deterministic models and regression's ones, the neural networks (Rojas, 
1996) are easier to implement and more functional to the pollutant prediction espe-
cially in complex situations. 

Given the importance of prediction of chemical reactions of O3, the learning ability 
of the NN of working as universal approximator of non-linear functions can be con-
sidered as a mathematical crucial feature for improving the problem of ozone predic-
tion. The NNs can be adequate to evaluate the dynamics of environmental systems 
and can capture the hidden relations between the input variables and the ozone's. For 
NN model, in general, people approach the training phase to learning through random 
patterns selection. In our approach, to improve the ability of NN to “capture” the true 
hidden relation inside the data set by of pre-choice of information, we applied cluster 
analysis techniques. In general, the optimization of the input patterns is always a criti-
cal asset and the selection of patterns improve the impact on the forecasting perform-
ance of the NN. 

The aim of this study is to investigate the usefulness of neural networks to predict 
ozone levels by using the inner information coming from a classification algorithm. 

2 Dataset Description 

The environmental data set come from urban background monitoring station of the 
ARPAL (Environmental Protection Agency of Lazio Region) of Rome (Villa Ada 
monitoring station), and regard hourly data during the two calendar years 2006 and 
2007.  

At Villa Ada monitoring station is available a set of meteorological variables such 
as solar radiation, temperature and humidity, and the main primary air pollutant vari-
ables (O3, NO, NO2, CO) and data set regards about 14324 hourly patterns. 

Table 1 shows the general statistics calculated for 2006 and 2007. The table exam-
ines for each year the main statistical parameters: mean, standard deviation, maximum 
and minimum, variation coefficient (CV) that represents the ratio of the standard de-
viation to the mean. Our dataset shows the maximum hourly value of ozone for 2006  
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around 227.6µg/m³ vs. around 189.1µg/m³ for 2007, verified during summer season 
(15/07/2007 h.15.00), whereas in 2007 the maximum hourly of CO is about 4.1 
mg/m³ during winter season (11/01/2007 h.23.00) vs. the maximum hourly of CO is 
about 3.8 mg/m³ in 2006. For 2007, we also observed the maximum of the variability 
in the time series (CV=102.3%) for O3. Further, we also examined the correlation 
matrix (not shown) and we found that ozone is anti-correlated with NO2. The global 
solar radiation (GSR) is usually correlated with the ozone production and is  
main parameter linked to photochemical reactions. Other fundamental variable is 
temperature (keeping in mind that photochemical cross section for the ozone produc-
tion increased with the temperature). At the same time, the NO2 and the atmospheric 
pressure show low values. Finally, relative humidity appears as input variable of less 
relevance, but this does not mean that they do not influence the ozone values.  

Other fundamental information is shown in the ozone’s distributions for 2006 and 
2007. 

Usually, the pollutants distribution is skewness, because low values are more fre-
quent than the higher values. 

Table 1. General statistics 

 
 
Asymmetry of the distribution, and the identification of outlier situations (Haw-

kins, 1980) are very important problems. In our case, ozone’s distribution is highly 
skewed (see Fig.1). 

In fact, about 97% for 2007 and 96% for 2006 of patterns belong to the class 0-
120µg/m3, whereas less than 0.1% for 2007 and 0.2% for 2006 is above the informa-
tion threshold (180µg/m3).  
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Fig. 1. Ozone distribution (2006 and 2007)  

3 Methodologies  

The main target of the study is to suggest a way to implement the learning of neural 
network models for the ozone forecasting. Generally, NN tends to train a large data 
set with a large amount of computation time that is necessary in order to classify un-
known patterns. During the training, irrelevant or redundant patterns could conduct to 
a degradation of NN's performance, linked mainly to the inner NN weights that con-
nect the patterns themselves. When neural network becomes oversensitive, it behaves 
with a poor generalization capacities to the never seen data (Bishop, 1995). The pat-
terns selection is a very important task that should be solved in order to achieve good 
generalisation of the net, above all if the net is used to simulate chemical reactions in 
atmosphere. This task ensures quality of efficiency during elaboration phase and im-
proves learning process of NN. We tested NN's performances through two ways of 
patterns selection. The first one is random pattern selection and the second one is 
cluster analysis pattern selections.  

3.1 Random Patterns Selection 

Random patterns selection chooses each unit of dataset that has an equal probability 
of being in the sample. The selection of each unit is independent from selection of 
every other unit. The selection of one unit does not affect the chances of any other 
pattern. The random pattern selection is the most utilized techniques and provides a 
sampling error easily measured, but it not always get the best representation above all 
when the information is not had the same probability. 

3.2 Cluster Analysis Patterns Selection 

The proposed method to select the environmental patterns consists on the use of the 
cluster analysis as discriminate tool for information (EUROSTAT, 2008). The way to 
select patterns by using cluster techniques has to be seen as an important unsupervised 
learning technique able to discover the inner structure present in data. Its purpose is the  
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partitioning of a dataset into k separate clusters and to find clusters whose members 
show a high degree of similarity among themselves, but a high degree of dissimilarity 
with the members of other clusters. In this way, it is possible to generate a small num-
ber of discriminate groups to representing the global information inside the dataset. 

3.3 Neural Network 

The greatest advantage of a neural network is its ability to model a complex  
non-linear relationship between input and output variables ((Gardner et. al., 1999), 
(Gardner M.W et. al., 2000), (Abdul-Wahab et Al., 2002)), such as those in the envi-
ronmental systems, without a priori assumptions about its nature and data distribution 
from which the modelling sample is drawn (BuHamra, 2003). The selection of  
appropriate network topology depends on the number of parameters, the weights, the 
selection of an appropriate training algorithm and the type of transfer functions used. 
For transfer function, we use the most common architecture, the Multi Layer Percep-
tron (MLP) (Fausett, 1994), (Ripley, 1996), which is a type of feed-forward of neural 
network and generally uses the back-propagation algorithm to develop a model to 
illustrate relationships between inputs and desired output for training data.  

We tested different NN parameters in order to choice the best model. After several 
simulations, running for 3000 epochs and varying the number of hidden layer (9, 6 
and 12), we selected 12 hidden layers with sigmoid activation function for the hidden 
unit as the best performance of perceptron network. The input layer contains the main 
and essential variables for ozone, such as the hourly CO, NO, NO2, T, RH and SR, 
whereas the target neuron is ozone. Our final NN is constituted by 6-12-1 neurons, 
where the hidden is the best choice as coming from above test elaborations.  

4 Results and Discussion 

We applied NN to the results coming from the patterns selection process to forecast 
ozone concentrations using as input data, meteorology, as well as primary and secon-
dary pollutants (CO, NO, NO2). We execute 27 tests using different percentages of 
input patterns for the training. All results are referred to generalization’s phase, where 
the patterns are never seen by the NN (NG in tables). The results obtained by Cluster 
Analysis applied to NN (CANN) are compared to the Conventional Random Pattern 
Selection applied to NN (CRPSNN), our benchmark, with different percentages of 
input patterns from 0.01% to 100% (from S1 to S27). We perform also the analysis of 
negative O3 concentrations (not shown here) that are verified during the generaliza-
tions phase. The performance of CANN is evaluated with CRPSNN through different 
statistical indicators. These indicators measure residual errors and give a global idea 
of the difference between observed and forecasted values. The main values of indica-
tors obtained for the quality indexes are shown in the tables (see Table 3). 

In general, we observed that the NN’s performance shows different values for the 
ozone predictions. The results show that CANN is performed and predicted better 
than CRPSNN. In term of global fit, CANN has performance better (R² from 0.59 to  
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0.89) than CRPSNN (R² from 0.05 to 0.97). For example, when we consider S7 
(0.40% of input pattern) the R2 is 0.75 for CANN vs. 0.37 for CRPSNN. These results 
show a very meaningful difference. Moreover, we observed that in S10 we obtain 
R2=0.56 utilizing CANN, whereas R2=0.41 for CRPSNN (see Table 3). This first 
important result shows that CA sampling is more efficient than CRPSNN using small 
amount of patterns during the training and, consequently, could be adapt to simulate 
rare events. 

In Fig. 2, the R2 coefficients for the two choices in relation to different percentages 
of input patterns are given. By the figure, it is evident that the performances become 
similar after the use of 4% of total data set. As consequence, the cluster analysis se-
lection is mostly efficient respect to the random patterns choice. However, it can be 
observed that CANN is always more performing starting from 7% up to 90%. The 
best performance (linked to the values of R2=0.86) was obtained with 20%, 30% and 
40% of centroids (S20, S21, S22) for CANN. While in the random selection by 
CRPSNN the performances decrease in meaningful way when we move from this 
percentage of input patterns (note the value of 0.51 if we use 2% of data), in the selec-
tion by cluster sampling the performance can be considered satisfactory in the gener-
alization cases. 

Figure 3 (a, b) show the full set of scatter diagrams illustrating observed versus 
predicted ozone by CANN and CRPSNN, including the best-fit lines. Scatter plots are 
referred to S22 for CRPSNN and S21 for CANN. The differences in statistical per-
formance between the two procedures are easily discernible. In CANN, the high R2 

(0.86-0.87) indicates that a majority of the variability in the air pollutant outputs is 
more explained by this approach than CRPSNN. 

Our results seem to indicate the right way to optimize the training by using NN 
model utilising the optimal input pattern choice as CANN. 

 
Fig. 2. R2 performance 
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Table 2. Conventional Random Patterns Selection (CRPSNN) and Cluster Patterns Selection 
(CANN): Generalization phase (N=14324) 

 
 

 
Fig. 3. a). Ozone predicted using 40% of patterns (CRPSNN) –S22; b). Ozone predicted using 
30% of patterns (CANN) – S21. 

5 Conclusions  

Our research shows a good capacity of the NN of analyzing the complex and large 
data sets and modelling ozone levels using in pattern pre-processing phase the cluster-
ing approach. The capability of the Neural Network technique, applied to multivariate 
and non-linear problems, to capture the environmental information inside the data 
depended not only by the learning methods used, but also by the preliminary study of 
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patterns, related to the quality of the data related to train the network. The problem of 
pre-processing and proper sampling plan of input data is essential to obtain a good 
forecasting performance of NN. The generalization capacity of NN to forecast ozone 
should be connected to the essential information inside the data set and this informa-
tion is not necessarily regularly distributed inside all patterns. We observed that the 
neural classifier trained after random patterns choice, is able to distinguish only aver-
age/stable situations. On the contrary, NN after cluster pattern choice is able to distin-
guish also outlier situations. 

In conclusion, clustering approach, adopted as patterns selection approach, obtains 
better predictions of pollutant phenomena. Results obtained are very encouraging and 
our simulations based on cluster analysis demonstrated that this method is feasible 
and effective, resulting in a substantial reduction of data input requirement and out-
perform respect to other techniques applied in this contest  

References  

1. World Health Organisation. Health aspects of air pollution with par-ticulate matter, ozone 
and nitrogen dioxide. Report on a WHO Working Group, Bonn, Germany, pp. 13–15 
(2003) 

2. EPA. Air Pollutants. Epa.gov. (June 28, 2006), http://www.epa.gov/ebtpages/ 
airairpollutants.html (retrieved August 29, 2010)  

3. Penkett, S.A., Evans, M.J., Reeves, C.E., Law, K.S., Monks, P.S., Bauguitte, S.J.B., Pyle, 
J.A., Green, T.J., Bandy, B.J., Mills, G., Cardenas, L.M., Barjat, H., Kley, D., Schmitgen, 
S., Kent, J.M., Dewey, K., Methven, J.: Long-range transport of ozone and related pollu-
tants over the North Atlantic in spring and summer. Atmospheric Chemistry. Physic Dis-
cussion 4, 4407–4454 (2004) 

4. Finlayson-Pitt, J.B., Pitts, W.J.: Fundamental and Experimental Techniques, pp. 108–136. 
John Wiley and Sons, Inc., New York (1986) 

5. Carter, W.P.L.: A detailed mechanism for the gas-phase atmospheric reac-tions of organic 
compounds. Atmospheric Environment 24A, 481–518 (1990) 

6. Comrie, R.S.: Comparing neural network and regression models for ozone forecasting. J. 
Air. Waste. Manage. 47, 653–663 (1997) 

7. Gardner, M.W., Dorling, S.R.: Statistical surface ozone models: an improved methodology 
to account for non-linear behaviour. Atmos. Environ. 34, 21–34 (2000) 

8. Gardner, M.W., Dorling, S.R.: Artificial Neural Networks (the Multilayer Per-ceptron)- E 
Review of applications in the atmospheric sciences. Atmos. Environ. 32(14/15), 2627–
2636 (1998) 

9. Dutot, A.L., Rynkiewicz, J., Steiner, F.E., Rude, J.: A 24-h forecast of ozone peaks and 
exceedance levels using neural classifiers and weather predictions. Environ. Modell. 
Softw. 22, 1261–1269 (2007) 

10. Pelliccioni, A., Lucidi, S., La Torre, V., Pungì, F.: Optimization of Neural Network per-
formances by means of exogenous input variables for the fore-cast of Ozone pollutant in 
Rome Urban Area. In: Eighth Conference on Artificial Intelligence and its Applications to 
the Environmental Sciences. AMS 90th Annual Meeting, pp. 17–21 (2010) 

11. Rojas, R.: Neural Networks. Springer, Berlin (1996) 
12. Hawkins, D.: Identification of Outliers. Chapman and Hall, London (1980) 



230 A. Pelliccioni and R. Cotroneo 

13. Bishop, C.M.: Neural Networks for Pattern Recognition. Oxford Univ. Press, New York 
(1995) 

14. EUROSTAT, Survey sampling reference guidelines-Introduction to sample design and es-
timation techniques (2008), http://ec.europa.eu/eurostat 

15. Gardner, M.W., Dorling, S.R.: Neural network modelling and prediction of hourly NOx 
and NO2 concentrations in urban air in London. Atmos. Environ. 33, 709–719 (1999) 

16. Abdul-Wahab, S.A., Al-Alawi, S.M.: Assessment and prediction of tropospheric ozone 
concentration levels using artificial neural networks. Environ. Modell. Softw. 17, 219–228 
(2002) 

17. BuHamra, S., Smaoui, N., Gabr, M.: The Box-Jenkins analysis and neural networks: pre-
diction and time series modelling. Appl. Math. Model. 27(10), 805–815 (2003) 

18. Fausett, L.: Fundamentals of Neural Networks. In: Architectures, Algorithms and Applica-
tions. Prentice Hall, Englewood Cliffs (1994) 

19. Ripley, B.D.: Pattern Recognition and Neural Networks. Cambridge University Press 
(1996) 

 



T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 231–239, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Application of Genetic Neural Networks  
for Modeling of Active Devices 

Anwar Jarndal 

Electrical and Computer Engineering Department 
University of Nizwa 
P.O. Box 33, PC 616 

Nizwa, Sultanate of Oman 
jarndal@ieee.org 

Abstract. This paper presents detailed procedure of genetic neural networks 
modeling and application of this approach on GaN high electron mobility tran-
sistors (HEMTs). The developed model has been validated by RF large-signal 
measurements of the considered devices. The model shows very good capability 
for simulating the nonlinear behavior of the devices with higher rate of  
convergence. 

Keywords: GaN HEMT, large-signal modeling, neural networks, genetic opti-
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1 Introduction 

Today, Neural-networks have gained considerable attention as a useful tool for RF 
and microwave modeling and design [1]. Neural networks can be trained to “learn” 
the behavior of active device. The trained neural network model can then be used for 
design purposes. This technique is an attractive alternative to other methods such as 
physical modeling method, which could be computationally expensive, or analytical 
method which requires assumption of particular analytical functions to be used and it 
could be difficult to obtain for new devices, or table-based modeling method, which 
has limited prediction capability and lower rate of convergence. In this paper, neural 
networks as a modeling technique for active devices will be investigated. The model 
prediction capability has been improved by using a knowledge-based approach to 
choice a suitable activation function. For the sake of simplicity in the construction and 
implementation of the proposed model, a single hidden layer topology has been used. 
To improve the model accuracy and finding the optimal values for weights, genetic 
algorithm optimization based has been adopted. The developed approach is applied 
for large-signal modeling of GaN devices. These transistors are becoming the most 
appropriate technology for high power amplifier (HPA) design [2]. This accordingly 
increases the need for rigorous modeling of the electrical and electro-thermal behavior 
of these devices. The developed models will be validated by DC and RF large-signal 
measurements. 
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2 Genetic Neural Network Model 

The main sources of nonlinearity in active devices are the drain and gate currents and 
capacitances. The nonlinear behavior of these elements at pinch-off and forward vol-
tages enhances the AM-PM distortion of the output of the device amplifier [3]. Each 
one of elements can be described by neural network model. The model can then be 
embedded in the large-signal equivalent circuit of the considered device.    

2.1 DC IV Model 

The main nonlinear elements of the equivalent circuit model are the drain and gate 
currents. The DC IV characteristics can be used to describe these currents even under 
RF of operation by using a frequency dependent correction factor to simulate the DC-
RF dispersion as it can be explained later. A neural network based model is used to 
represent the DC drain and gate currents. The model topology includes only a single 
hidden layer with unit biases, as illustrated in Fig. 1.  
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Fig. 1. Neural network model for dc drain or gate current 

The activation function f(.) of the model (see Fig. 1) is hyperbolic tangent in case of 
the drain current, but it is exponentional for the gate current. It is found that using of 
these functions improves the prediction capability of the model. According to this 
model, the drain or gate current can be expressed as 

 ( ) 3

1
321

=
++=

i
idsigsiiDC wVwVwfwI  (1) 

where IDC represent the gate or the drain current, Vgs and Vds are the intrinsic gate and 
drain voltages, w1i, w2i and w3i are the input weights and wi is the output weight. f(.) 
equal to tanh(.) for the drain current and equal to e(.) for the gate current. An optimi-
zation technique can be used in training the neural-network model and finding the 
optimal values for the input and output weights. Here, the problem is nonlinear multi-
dimensional optimization of 12 variables and it is likely to have multiple local mini-
ma. Therefore, to overcome this problem and to find the global minimum, the genetic 
algorithm, as a global optimization technique, has been used. The procedure of the 
implemented genetic optimization is presented in Fig. 2 and it can be summarized as 
follows:  
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1. Randomly, generation of initial population of individuals. Each individual consist 
of 12 variables (9 input weights and 3 output weights). The generated values of 
these weights are within -1 and 1. The current of generation No.1 will be the par-
ents of the next generation individuals and the optimization will continue over 
Nmax generation. 

2. Calculating the corresponding error between simulated and measured DC IVs for 
each individual as follow. 

• Computing Ids,DC or Igs,DC in (1) using the values of the input and output weight in 
the individual over the entire grid of the measured Vgs and Vds.  

• Determining the total error between the simulated Ids,DC or Igs,DC and the corres-
ponding measured one as follow 

 ( )
2

1

1 
=

−=
N

m

sim
DC

meas
DC II

N
Error  (2) 

where N is the total number of measurements, meas
DCI   is the measured DC drain 

or gate current and sim
DCI  is the corresponding simulated one. 

3. Ranking the individuals of the selected population and their errors to reject some 
of the maximum error individuals in the population. 

4. Recombining the selected individuals to perform crossover reproduction by using 
double-point crossover routine [4]. The individuals are ordered such that individ-
uals in odd numbered positions are crossed with the individuals in the adjacent 
even numbered positions. 

5. Mutating (the values of each individual are altered randomly) the reproduced 
offspring from the crossover process using low probability mutation technique 
[5]. 

6. Repeating step no. 2 to calculate the error of each reproduced individual. 
7. The next step is reinsertion. Reinsertion replaces the most error individuals in the 

old population (parents) with individuals in the new reproduced population 
(offspring) [5]. 

8. The generational counter is incremented, and the steps from 2 to 7 are repeated 
until generation No. = Nmax. 

9. When the number of generational counter equal to Nmax or the minimum error is 
smaller than a fixed threshold value ε, the algorithm reaches the last generation 
and stops.  

10. The values included in the minimum error individual will be chosen as optimal 
values for the network model weights. 

This procedure has been applied to DC IV measurements of a packaged 4-W GaN 
HEMT device on Si Substrate from Nitronex corporation to determine the optimal 
weights of the neural network models of the drain and gate currents. The procedure is  
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started by generating a uniformly distributed random initial population of 500 indi-
viduals. Each individual consists of 12 variables (input and output weights). The max-
imum number of generations is set to 50 and ε is defined to be equal to 0.001. The 
constructed Genetic Neural Network model (GNN) is embedded in the adopted large-
signal equivalent circuit shown in Fig. 3 and reported in [6]. The model has been veri-
fied by DC IV measurements and it showed accurate simulation for these measure-
ments even for the typical self-heating induced collapse of the drain current in the 
high power dissipation area. In general, this current reduction is significant under 
static and quasi-static operation. However, it is reduced by increasing the frequency 
of operation since the input signal is not slow enough to heat up the device. 

 Start 

DC IV measurements

• Generate an initial population of individuals 
• Each  individual contains 12 variables (input 

and output weights) 

For each individual: 
• Construct the neural network model 
• Simulate the DC IV measurements 
• Determine the error due to each individual 

Generation No. (N) = 1

• Rank the individuals with respect to the error  
• Reject the first 10% maximum error individuals 

Crossover

Mutation

Reinsertion

N = Nmax

Or 
Error < ε

No

Yes 

Select the minimum error individual

End 

N = N+1

For each individual: 
• Construct the neural network model 
• Simulate the DC IV measurements 
• Determine the error due to each individual 

Output the optimal weights of 
the neural network model 

 

Fig. 2. Flowchart of the neural network weights optimization using genetic algorithm 

To simulate this effect, the drain current is formulated as [6] 
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Ids,DC is the DC drain current, which is represented by the GNN model and KT is a 
thermal constant describing the dependency of the drain current on the device  
self-heating. Vds and Vgs are the instantaneous intrinsic drain and gate voltages, which 
are dynamically changed around their average voltages or DC values Vdso and Vgso.  
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Fig. 3. Large-signal equivalent circuit model for GaN HEMTs including self-heating and out-
put conductance dispersion effects [6] 
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Fig. 4. Measured (symbols) and simulated (lines) output power, gain and efficiency at class-AB 
(VGS = -1.6 V and VDS = 28 V) for a 4-W GaN HEMT in a 50 Ω source and load environment 
at 2.35 GHz 

H(ω) is a thermal frequency response function, which can be defined as [6] 

 ( ) ( ) 1/ ωτωτω jjH +=  (4) 

where ω is the operating frequency and τ is a thermal time constant. This function 
describes the smooth transition of the drain current from static or quasi-static to RF 
and it is implemented using the high-pass thermal sub-circuit in the model (see Fig. 
3). The large-signal equivalent circuit model was implemented in a commercial RF 
circuit design tool [Agilent Advanced Design System (ADS)]. The implemented 
model has been used for simulating single-tone large-signal measurements carried out 
on the same considered device. As it can be seen in Fig. 4, for class-AB operated  
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device, a very good simulation can be observed and also the model showed a higher 
rate of convergence with respect to the developed table-based model for the same 
device in [6]. 

2.2 Pulsed IV Model 

As it has been mentioned in the last section, the device temperature does not clearly 
change with the applied RF signal. Thus the DC IV measurements cannot be used for 
RF device characterization and that is why we used the correction factor H(ω). Also 
these measurements cannot be used for trapping effect characterization because of its 
correlation with the self-heating effect. The DC breakdown voltage and maximum 
power dissipation add another limiting factor to characterize the device at high drain 
and gate voltages. Pulsed IV measurements can overcome the main limitations of the 
corresponding DC measurements. Under these measurements it is possible to extend 
the range of measurements, without harming the device under test. These measure-
ments can also approach the isothermal condition, since all IV characteristics can be 
obtained at a constant device temperature defined by quiescent bias condition and 
ambient temperature (typically the pulse width is < 1 μs). Under very low quiescent 
voltages or currents, the drain current is affected mainly by the trapping effect. Thus 
the drain current in this case can be described by the following formula [7] 

 ).()( , dsodsDgsogsG
DC

isodsds VVVVII −+−+= αα  (5) 

Ids,iso
DC is the isothermal trapping-free dc current after deembedding the self-heating 

effect. αG and αD measure the current dispersion due to the surface-trapping and buf-
fer-trapping effects, respectively. Pulsed IV measurements Ids1 at (Vgso= 0 V, Vdso= 0 
V) quiescent voltages, Ids2 at (Vgso= pinch-off Vp V, Vdso= 0 V) and Ids3 at (Vgso= 
pinch-off Vp V, Vdso= high voltage Vdsm V) have negligible power dissipation. By 
applying (5) to these three characteristics, the following three equations will be  
obtained 

  . ,1 dsDgsG
DC

isodsds VVII αα ++=  (6) 

 .)( ,2 dsDpgsG
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isodsds VVVII αα +−+=  (7) 

 ).()( ,3 dsmdsDpgsG
DC

isodsds VVVVII −+−+= αα  (8) 

By solving these three equations, the values of αG, αD, and Ids,iso
DC can be calculated as 

follow:  
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The general model of the drain current can be obtained by adding another term to 
describe the current deviation due to self-heating as follow:  
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Under DC operation Vgs = Vgso and Vds = Vdso and Ids = Ids,iso
DC thus αT can be calcu-

lated from the determined Ids.iso
DC in (11) and dc IV measurements as follows: 
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Ids1, Ids2, Ids3 and Ids
DC characteristics can be fitted by three neural networks models of 

the same topology illustrated in Fig.1 with tangent activation function. The same ge-
netic algorithm optimization procedure detailed in the last section can be used to find 
the weights of each neural networks model. The simulated values Ids1, Ids2, Ids3 and 
Ids

DC are then used to calculate αG, αD, αT and Ids,iso
DC. These fitting parameters can 

then be inserted in (12) in order to reproduce the value of the drain current at any 
applied voltages. DC IV and Pulsed IV characteristics of on-wafer 1-mm GaN HEMT 
on SiC substrate device at quiescent bias conditions (Vgso =0 V,Vdso = 0 V), (Vgso = -7 
V, Vdso = 0 V), and (Vgso = -7 V,Vdso = 25 V) are used for modeling the drain current. 
Fig. 5 shows the measured and simulated characteristics. As it can be seen the neural 
networks models can accurately reproduce the measurements. 

 

Fig. 5. Measured (symbols) and simulated (lines) IV characteristics for 1mm gate width on-
wafer GaN on SiC substrate 
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Fig. 6. Equivalent circuit large-signal model for GaN HEMT on SiC substrate [8] 

The developed neural networks based model of the drain current has been embed-
ded in the large-signal equivalent circuit shown in Fig. 6 instead of the previously 
implemented table-based one in [8].  The developed large-signal model was  
implemented in a commercial RF circuit design tool (Agilent Advanced Design Sys-
tem [ADS]). The extrinsic bias-independent passive elements are represented by 
lumped elements, whereas the intrinsic nonlinear part including the drain current is 
represented by a symbolically defined device component. Single-tone large-signal on-
wafer measurements has been also performed for the considered 1-mm GaN HEMT 
in 50 Ω source and load terminations under different bias conditions (classes of  
operation) and different input drive levels. The corresponding simulations have  
been performed using the ADS implemented model and compared with the measure-
ments. The results of this comparison are presented in Figures 7. As it can be seen, the 
model can accurately predict the device RF characteristics also with higher rate of 
convergence.   

Gain

PAE

Pout

5 10 15 20 250 30

10

15

20

25

30

5

35

10

20

30

40

0

50

Pin (dBm)  

P
ou

t-
fu

nd
 (

dB
m

),
 G

ai
n 

(d
B

) 
 

P
A

E
 (%

)

 
Fig. 7. Single-tone power sweep simulations (lines) and measurements (symbols) for class AB 
(VGS = -1.5 V and VDS = 15 V) operated 1mm GaN on SiC HEMT at 2 GHz in a 50-Ω source 
and load environment 



 Application of Genetic Neural Networks for Modeling of Active Devices 239 

3 Conclusion 

A genetic neural networks modeling method for active devices is presented. The 
modeling approach has been used for representing the drain current based on DC and 
pulsed IV measurements of packaged and on-wafer GaN HEMTs. The developed 
models have been validated by RF large-signal measurements of the considered de-
vices. The models show very good capability for describing the nonlinear behavior of 
the device with higher rate of convergence.  
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Abstract. Based on time series analysis, total accumulative displace-
ment of landslide is divided into the trend component displacement and
the periodic component displacement according to the response relation
between dynamic changes of landslide displacement and inducing factors.
In this paper, a novel neural network technique called the ensemble of
extreme learning machine (E-ELM) is proposed to investigate the inter-
actions of different inducing factors affecting the evolution of landslide.
Trend component displacement and periodic component displacement
are forecasted respectively, then total predictive displacement is obtained
by adding the calculated predictive displacement value of each sub. A
case study of Baishuihe landslide in the Three Gorges reservoir area is
presented to illustrate the capability and merit of our model.

Keywords: Extreme learning machine, Artificial neural networks, En-
semble, Landslide, Displacement prediction.

1 Introduction

Landslides are a recurrent problem throughout the Three Gorges Reservoir area,
which is located at the upper reaches of the Yangtze River in China. Frequent
landslides often result in significant damage to people and property, hence, the
prediction of landslide-prone regions is essential for carrying out quicker and safer
mitigation programs, as well as future planning of the area. It is well known that
landslide hazard is a complex nonlinear dynamical system with the uncertainty,
in which tectonic, rainfall and reservoir level fluctuation and so on all influence
the evolution of landslide. These factors are divided into the trigger and the
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primary cause [1][2]. Studies on the interactions of the different factors affecting
landslide occurrence are very important for the prediction of landslide. A time se-
ries decomposable model was proposed to establish the response relation between
dynamic changes of landslide displacement and inducing factors[3][4]. Total dis-
placement of landslide can be divided into the trend component displacement
and the periodic component displacement. The trend component displacement
is determined by the potential energy and constraint condition of the slope. The
periodic component displacement is affected by the periodic dynamic functioning
of inducing factors such as rainfall, reservoir level fluctuation and so on.

In recent years, artificial neural networks (ANNs) have been widely applied in
the area of landslide forecasting[5][6]. Compare with logistic regression analysis,
ANNs give a more optimistic evaluation of landslide susceptibility[6]. However
most ANN based landslide forecasting methods used gradient-based learning al-
gorithms such as back-propagation neural network (BPNN), which are relatively
slow in learning and may easily get stuck in a local minimum[7][8]. Recently,
a novel learning algorithm for single-hidden-layer feedforward neural networks
(SLFNs) called extreme learning machine (ELM) has been proposed[9][10]. ELM
not only learns much faster with higher generalization performance than the
traditional gradient-based learning algorithms but also avoids many difficulties
faced by gradient-based learning methods such as stoping criteria, learning rate,
learning epochs and local minimum[11]-[14]. Although ELM has many advan-
tages, a disadvantage is that its output is usually different from time to time
because the input weights and biases are randomly chosen. So we don’t know
exactly on which time the initiation will give a good result. The idea of ELM
ensembles has been proposed which can significantly improved the generaliza-
tion ability of learning systems through training a finite number of ELMs and
then combining theirs results [15][16]. The final output of E-ELM is the average
of the outputs of each ELM network. A case study of Baishuihe landslide in the
Three Gorges reservoir area is presented to illustrate the capability and merit of
the model.

2 Methodology

The change of landslide displacement is determined by its own geological condi-
tions and dynamic functioning of inducing factors. The displacement of landslide
sequence is an instability time series. Based on time series analysis, total displace-
ment of landslide can be broken down into different corresponding components
according to the different influential factors. Based on the above analysis, the
displacement of landslide sequence can be described in terms of 4 basic classes
of components: trend component, periodic component, impulse component and
random component. It can be expressed as follows [3][4]:

At = Tt + Pt + It +Rt, t = 1, 2, . . . , N (1)
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where At is the time series value (the accumulative change of landslide displace-
ment) at time t. Tt is the trend component revealed the long-term trend of the
sequence which is determined by the potential energy and constraint condition
of the slope. Pt is the periodic component which is influenced by changes in
the natural environment cycle like rainfall and difference in temperature of day
and night. It is the impulse component which responds to the abrupt events like
reservoir level fluctuation and Rt is the random component which reflects the im-
pacts of random factors like earthquake. We can treat It as Pt when the impulse
factors show characteristic of periodicity. In this paper, we present the prediction
model without taking into account of influences of random component. Then the
model can be simplified as follows:

At = Tt + Pt, t = 1, 2, . . . , N (2)

It has been found that single hidden-layer feedforward neural networks (SLFNs)
can approximate any continuous non-linear function with arbitrary precision [17].
Based on this, E-ELM model is used to forecast the trend component displace-
ment and the periodic component displacement. Total predictive displacement
is obtained by adding the calculated predictive displacement value of each sub.
E-ELM consists of λ ELM networks with same structure, including the number
of hidden nodes and same activation function. The final output of E-ELM is the
average of the outputs of each ELM network. It is the same to repeat run the
ELM for λ times with the same training data and calculate as follows:

yi =
1

λ

λ∑
j=1

yji , j = 1, 2, . . . , λ (3)

where yi is the output of each ELM network with the input of xi. Obviously,
the outputs obtained by E-ELM will become more stable when the parameter
λ becomes larger, but the computation time also increases. The scheme of the
E-ELM is shown in Fig. 1.

ELM 1(w 1, β 1)

ELM 2(w 2, β 2)

ELM λ(w λ, β λ)

yi1

yi2

yi λ

1

1 j
ii

j
y y

X

Fig. 1. The scheme of the E-ELM integration system
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3 Simulation Studies

3.1 Date Collection

Baishuihe landslide is located on the south bank of Yantze River and its 56km
away from the Three Gorges Dam. The bedrock geology of the study area consists
mainly of sandstone and mudstone, which is an easy slip stratum. The slope is
of the category of bedding slopes. Fig. 2 shows the monitoring data of landslide
accumulative displacement at ZG118 monitoring point and Fig. 3 shows the
monitoring data of rainfall and reservoir level elevation [3]. The total number of
the data was 38 groups from June 2004 to July 2007. The data between June
2004 to December 2006 were selected as training data in order to construct the
forecasting model and the rest of 7 groups of data from January 2007 to July
2007 were selected as predicting data.
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Fig. 2. Monitoring curves of landslide accumulative displacement
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Double moving average method is used to separate the trend component dis-
placement from the total displacement of landslide. The period is chosen 12
months. Then, the periodic component displacement can be obtained by remov-
ing the trend component displacement from the total displacement of landslide.

3.2 Analysis and Prediction of Trend Component Displacement

Trend component displacement is determined by the potential energy and con-
straint condition of the slope, which nearly increases under large time scales.
ELM can approximate any continuous function which is used to forecast the
trend term displacement. The activation function of E-ELM is the sigmoidal
function g(x) = 1/(1+e−x). The number of hidden nodes is 3. Considering both
computation time and the stability of E-ELM, the parameter λ is selected 1000.
The predicted values of trend component displacement is shown in Table 1.

Table 1. Trend component displacement comparison between predicted values(mm)
and measured values(mm)

Time Measurement Value Predicted Value Absolute Error Relative Error(%)

01/ 01/ 2007 599.6 580.6 19.0 3.17
02/ 01/ 2007 615.5 596.2 19.3 3.14
03/ 01/ 2007 627.6 611.7 15.9 2.53
04/ 01/ 2007 636.3 627.3 9.0 1.41
05/ 01/ 2007 644.6 642.8 1.8 0.28
06/ 01/ 2007 658.6 658.4 0.2 0.03
07/ 01/ 2007 688.1 673.9 14.2 2.06

As shown in Table 1, E-ELM model shows a good extrapolation capability.
The predictive values and measurement values are very close for every calcula-
tion, and the relative error all falls into 5 percent, the predicting precision is high
enough which can revealed the long-term trend of the evolution of landslide.

3.3 Analysis and Prediction of Periodic Component Displacement

As we know, the periodic component displacement of landslide will be affected
by many factors. Baishuihe landslide is located at the Three Gorges Reservoir
Area, based on empirical knowledge, the periodic component is mainly affected
by rainfall, and the impulse component is mainly affected by reservoir level fluc-
tuation. Because of the reservoir level adjustment shows characteristic of period-
icity with one year cycle in Three Gorges Reservoir Area. We can treat reservoir
level fluctuation as the periodic component inducing factors. The reservoir level
fluctuation is calculated as the difference between the water level at this month
and last month. As a result of rainfall has the lagged effect on the evolution
of landslide. Here are three inputs of ELM: cumulative of rainfall anterior two
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month, cumulative of rainfall of current month and anterior two month, and
reservoir level fluctuation.

All the data sets should be normalized into the rang of [-1, 1]. The activation
function of E-ELM is the sigmoidal function g(x) = 1/(1 + e−x). The number
of hidden nodes is 18. Considering both computation time and the stability
of E-ELM, the parameter λ is selected 1000. The predicted values of periodic
component displacement is shown in Table 2.

Table 2. Periodic component displacement comparison between predicted values (mm)
and measured values (mm)

Time Measurement Value Predicted Value Absolute Error Relative Error(%)

01/ 01/ 2007 44.6 48.2 3.6 8.07
02/ 01/ 2007 32.8 55.9 23.1 70.43
03/ 01/ 2007 29.0 52.7 23.7 81.72
04/ 01/ 2007 24.5 30.0 5.5 22.45
05/ 01/ 2007 99.2 101.5 2.3 2.32
06/ 01/ 2007 272.3 216.0 56.3 20.68
07/ 01/ 2007 550.3 122.4 427.9 77.76

Rainfall and reservoir level fluctuation are the major factors that affect the
stability of landslide, but there are many other factors such as temperature dif-
ference between day and night and other random factors such as human project
activities. So the predictive values in February 2007 and March 2007 are not very
precise, but that lack of precision may not matter in engineering. The predic-
tive values successfully reflect the evolution tendency of landslide from January
2007 to June 2007, especially the model successfully predicts the obvious defor-
mation from April 2007 to June 2007 which is able to provide early warnings.
The landslide collapsed in July 2007. Once the collapse happens, the displace-
ment will increase exponentially without constrain. Then, the landslide is at the
unsteady state. Obviously, without any training samples belong to the same bal-
ancing system, neural networks model is not suited to forecast the evolution of
displacement in this condition. Actually, the impact factors of neural network
model are also changed in this condition.

3.4 Analysis and Prediction of the Total Displacement of Landslide

The total displacement prediction is obtained by adding the predictive values
of trend component displacement and periodic component displacement. The
predicted values are shown in Table 3.

As shown in Table 3, the predictive values and measurement values are very
close for every calculation except in July 2007 and the model successfully pre-
dicts the obvious deformation from April 2007 to June 2007. On the basis of
the mentioned analysis in Section 3.3, the total displacement of landslide are
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Table 3. Total displacement of landslide comparison between predicted values (mm)
and measured values (mm)

Time Measurement Value Predicted Value Absolute Error Relative Error(%)

01/ 01/ 2007 644.2 628.8 15.4 2.39
02/ 01/ 2007 648.3 652.1 3.8 0.59
03/ 01/ 2007 656.6 664.4 7.8 1.19
04/ 01/ 2007 660.8 657.3 3.5 0.53
05/ 01/ 2007 743.8 744.3 0.5 0.07
06/ 01/ 2007 930.9 874.4 56.5 6.07
07/ 01/ 2007 1238.4 796.3 442.1 35.70

unpredictable in July 2007 using our model. But the forecasting ability of our
model is good enough to provide early warnings.

4 Conclusion

Landslides are a recurrent problem throughout the Three Gorges Reservoir area
in China. It’s very important for us to improve the technology of landslides
forecasting to prevent and reduce the loss caused by landslides. Based on time
series analysis, total accumulative displacement of landslide is divided into the
trend component displacement and the periodic component displacement accord-
ing to the response relation between dynamic changes of landslide displacement
and inducing factors. Trend component displacement and periodic component
displacement are forecasted respectively, then total predictive displacement is
obtained by adding the calculated predictive displacement value of each sub.
In this paper, we apply a relatively novel neural network technique, E-ELM, to
study the interactions of the different factors affecting landslide occurrence.

The application shows that our method can achieve a good prediction result.
Especially, the model successfully predicts the obvious deformation of landslide,
which is able to provide early warnings. Therefore, this method has a good
perspective in application and further development. It must be pointed out that
landslide hazard has its own characteristics which varied with geological environ-
ment, landslide forecast model should be established according to the concrete
types of landslides. Actually, expert judgment still should be taken into account
in practical applications.
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Effective Handwriting Recognition System

Using Geometrical Character Analysis
Algorithms
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Abstract. We propose a new method for natural writing recognition
that utilizes geometric features of letters. The paper deals with recogni-
tion of isolated handwritten characters using an artificial neural network.
As a result of the geometrical analysis realized, graphical representations
of recognized characters are obtained in the form of pattern descriptions
of isolated characters. The radius measurements of the characters ob-
tained are inputs to the neural network for natural writing recognition
which is font independent. In this paper, we present a new method for
off-line natural writing recognition and also describe our research and
tests performed on the neural network.

Keywords: handwriting recognition, artificial neural networks, artificial
intelligence, human-computer interaction, natural writing processing.

1 Introduction

Natural writing recognition has been studied for nearly forty years and there
have been many proposed approaches. The problem is quite complex, and even
now there is no single approach that solves it both efficiently and completely
in all contexts. In written language recognition processes, an image containing
text must be appropriately supplied and preprocessed. Then the text must either
undergo segmentation or feature extraction. Small processed pieces of the text
will be the result, and these must undergo recognition by the system. Finally,
contextual information should be applied to the recognized symbols to verify the
result. Artificial neural networks, applied in handwriting recognition, allow for
high generalization ability and do not require deep background knowledge and
formalization to be able to solve the written language recognition problem.

Handwriting recognition can be divided by its input method into two cate-
gories: off-line handwriting recognition and on-line handwriting recognition. For
off-line recognition, the writing is usually captured optically by a scanner. For
on-line recognition, a digitizer samples the handwriting to time-sequenced pixels
as it is being written. Hence, the on-line handwriting signal contains additional
time information which is not present in the off-line signal.

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 248–255, 2012.
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Fig. 1. Scheme of the proposed natural writing recognition system

In the proposed new method of natural writing recognition in Fig. 1, the
handwritten text is produced subject to the following preprocessing: digitiza-
tion, binarization, noise elimination, thinning, normalizing and segmentation.
The next step is to find the center of mass of the character image. With the
center of mass as a reference point, radiuses are drawn, creating a set of points
describing the contour of the character so that its pattern description is made. In
the proposed hybrid system, the pattern description of each isolated character,
after the process of input value normalization and application of letter descrip-
tion rules using fuzzy logic, are the input signals for the neural networks for
isolated character recognition. The recognized characters are grouped into more
quantitative units with the letter string recognition module, which are coded as
binary images of vectors and then become inputs of the module for recognizing
words. The module uses a 3-layer Hamming neural network. The network of this
module uses a training file containing patterns of words. The recognized vocab-
ulary words represented by the output neurons are processed by the module for
recognizing phrases which uses the Hamming Maxnet network equipped with a
training file containing phrases built with contextual knowledge from linguistics.

2 The State of the Art

The state of the art of automatic recognition of handwriting at the beginning
of the new millennium is that as a field it is no longer an esoteric topic on the
fringes of information technology, but a mature discipline that has found many
commercial uses. On-line systems for handwriting recognition are available in
hand-held computers such as personal digital assistants. Their performance is
acceptable for processing handprinted symbols, and when combined with key-
board entry, a powerful method for data entry has been created. Off-line systems
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are less accurate than on-line systems. However, they are now good enough that
they have a significant economic impact on specialized domains such as inter-
preting handwritten postal addresses on envelopes and reading courtesy amounts
on bank checks [1,2,3,12]. The success of on-line systems makes it attractive to
consider developing off-line systems that first estimate the trajectory of the writ-
ing from off-line data and then use on-line recognition algorithms [11]. However,
the difficulty of recreating the temporal data [4] has led to few such feature
extraction systems so far [1]. Research on automated written language recogni-
tion dates back several decades. Today, cleanly machine-printed text documents
with simple layouts can be recognized reliably by OCR software. There is also
some success with handwriting recognition, particularly for isolated handprinted
characters and words. For example, in the on-line case, the recently introduced
personal digital assistants have practical value. Similarly, some online signature
verification systems have been marketed over the last few years and instruc-
tional tools to help children learn to write are beginning to emerge. Most of the
off-line successes have come in constrained domains, such as postal addresses,
bank checks, and census forms. The analysis of documents with complex layouts,
recognition of degraded printed text, and the recognition of running handwrit-
ing continue to remain largely in the research arena. Some of the major research
challenges in on-line or off-line processing of handwriting are in word and line
separation, segmentation of words into characters, recognition of words when
lexicons are large, and the use of language models in aiding preprocessing and
recognition. In most applications, machine performance is far from being accept-
able, although potential users often forget that human subjects generally make
reading mistakes [2,3]. The design of human-computer interfaces [5,6,7,8,9] based
on handwriting is part of a tremendous research effort together with speech
recognition, language processing and translation to facilitate communication of
people with computers. From this perspective, any successes or failures in these
fields will have an important impact on the evolution of languages [10].

3 Description of the Method

The proposed system attempts to combine two methods for natural writing
recognition, neural networks and preprocessing for geometric features extrac-
tion. The system consists of the preprocessing subsystem, geometrical analysis
subsystem, fuzzy logic subsystem, neural network subsystem for isolated char-
acters as well as neural network subsystem for vocabulary and linguistics, as
shown in Fig. 2. The motivation behind that preprocessor is to reduce the di-
mensionality of the neural network input. However, another benefit given by the
preprocessor is immunity against image translation, because all the information
is relative to the image’s center of mass.

The extraction process of the selected geometrical features of letters is based
on application of the center of mass of a letter with a method of data cluster-
ing. The selected Fuzzy C-Means algorithm (Fig. 3) is described with typical
denotations of data clustering algorithms and can be aliased as unsupervised
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Fig. 2. Algorithm of the proposed system of effective handwriting recognition
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Fig. 3. The Fuzzy C-Means algorithm to find the center of mass of an isolated character
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learning. After the first partitioning of letter points into clusters and obtaining
their cluster centers, a new clustering is performed with the algorithm, which
is a partitioning of the obtained cluster centers. The clustering is repeated with
the algorithm until two clusters are obtained. The center of the line segment
created by the last two cluster centers is the center of mass of the letter.

The developed geometrical analysis is based on the processing of the images
of letter shapes into their graphical representations in the form of pattern de-
scriptions. The process of the geometrical analysis begins with determining of
the center of mass of the letter in order to find the initial point of the analysis.
The next step of the algorithm is based on drawing radiuses from the initial
point, the lengths of which are equal to the length of the line segment created
by the initial point and the point on the letter furthest from this point. The
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creation of a circle of that radius makes it visible that the analysis covers the
whole letter. The precision of this geometrical analysis method is proportional
to the number of radiuses. Where the radiuses intersect with the letter, points
are obtained, which makes it possible to obtain the measures of the line segment
created by the initial point and the letter intersection point. The lengths of the
created line segments obtained are represented in the form of pattern descrip-
tions of isolated characters which are inputs of the neural network. Geometrical
analyses of characters for exemplary letters are shown in Fig. 4 and Fig. 5.

4 Experimental Results

The research on the developed method concerns the ability of the neural network
to learn to recognize specific letters. The neural networks are trained with the
model of isolated written language characters.
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Fig. 6. The error rate of the neural network for recognition of isolated handwritten
characters

The ability of the neural network to learn to recognize specific letters depends
on the number of learning epochs. The specified time of learning enables the
network to minimize the error so that it can work more efficiently. Based on the
research, the error rate achieved is as shown in Fig. 6.
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Fig. 7. Geometrical analysis and pattern description of isolated characters

Error rate is about 20% at learning time equals 50 epochs and 5% at 100
epochs. The error rate dropped by about 90% after training with 60 series of all
patterns.

Several geometrical analyses of isolated characters and their pattern descrip-
tion were realized, which made it possible to draw significant conclusions (Fig.
7) and apply them in the proposed algorithms.

5 Conclusions and Perspectives

Many advances and changes have occurred in the field of automated written
language recognition, over the last decade. The different sources of variability
in psychophysical aspects of the generation and perception of written language
make handwriting processing difficult.
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Considerable progress has been made in natural writing recognition tech-
nology. Written language recognition systems have been limited to small and
medium vocabulary applications, since most of them often rely on a lexicon
during the recognition process. The capability of dealing with large lexicons,
however, opens up many more applications.

The advantages of this new method of natural writing recognition are flexibil-
ity with regards to writing style, geometrical analysis enabling font independent
character recognition, possibility of application of other types of neural networks,
extension of the range of geometrical analysis and other possibilities for further
development.
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Abstract. Active Shape Models (ASM) are applied to the attachment hooks of
several species of Gyrodactylus, including the notifiable pathogen G. salaris, to
classify each species to their true species type. ASM is used as a feature extrac-
tion tool to select information from hook images that can be used as input data
into trained classifiers. Linear (i.e. LDA and KNN) and non-linear (i.e. MLP and
SVM) models are used to classify Gyrodactylus species. Species of Gyrodactylus,
ectoparasitic monogenetic flukes of fish, are difficult to discriminate and identify
on morphology alone and their speciation currently requires taxonomic expertise.
The current exercise sets out to confidently classify species, which in this exam-
ple includes a species which is notifiable pathogen of Atlantic salmon, to their
true class with a high degree of accuracy. The findings from the current exercise
demonstrates that data subsequently imported into a K-NN classifier, outperforms
several other methods of classification (i.e. LDA, MLP and SVM) that were as-
sessed, with an average classification accuracy of 98.75%.

Keywords: Attachment hooks, image processing, SEM, parasite, machine learn-
ing classifier.

1 Introduction

There are over 440 described species of Gyrodactylus which are typically small (<1mm),
ectoparasitic monogenetic flukes of fish (REF). Most species are imperfectly known,
with many descriptions limited to an incomplete morphological description of their
attachment hooks. Whilst molecular techniques have, in recent years, made a vast con-
tribution to the discrimination of one species from another, species definitions often
continue to rely on morphological characteristics (i.e. attachment hook morphology and
in particular the shape of the sickle of the 16 small peripheral marginal hooks which
are regarded as the key taxonomic feature) (REF). While most species of Gyrodactylus
are non-pathogenic, causing little harm to their hosts, other species like Gyrodactylus
salaris Malmberg, 1957, which is an OIE (Office International des Epizooties) - listed
pathogen of Atlantic salmon, has led to a catastrophic decimation in the size of the ju-
venile salmon population in over 40 Norwegian rivers (REF). Uncontrolled increases in
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the size of the parasite population on resident salmon populations have necessitated ex-
treme measures such as the use of the biocide rotenone to kill-out entire river systems, to
remove the entire fish population within a river and the parasite (REF). Given the impact
that G. salaris has had in Norway and elsewhere in Scandinavia (REF), many European
states including the UK now have mandatory surveillance programmes screening wild
salmonid populations (i.e. brown trout, charr, grayling, Atlantic salmon etc) for the pres-
ence of notifiable pathogens including G. salaris. Current OIE methodologies for the
identification of G. salaris from other species of Gyrodactylus that occur on salmonids
require confirmation from both morphological and molecular approaches, which can be
time consuming. If G. salaris specimens, however, are overlooked in a diagnostic sam-
ple or misclassified (i.e. type I error - where G. salaris is misidentified as another species
and G. salaris goes undetected resulting in the death of fish, or, type II error where an-
other non-pathogenic species is misclassified as G. salaris with the result that a popula-
tion of fish is treated unnecessarily), the environmental and economic implications can
be severe (REF). For this reason and because of the widely varying pathogenicity seen
between closely related species, accurate pathogen identification is of paramount impor-
tance. The discrimination of species from their congeners, however, is compounded by
a limited number of morphological discrete characteristics which makes identification
difficult. The task of morphological identification is, therefore, currently heavily reliant
upon a limited number of domain experts available to analyse and determine species
groups. This time can be dramatically reduced if the initial identification of G. salaris
or G. salaris-like specimens by the morphology step can be improved and accelerated.
In the event of a suspected outbreak, the demand for identification may significant ex-
ceed the available supply of suitable expertise and facilities. There is, therefore, a real
need for the development of rapid, accurate, semi-automatic / automatic diagnostic tools
that are able to confidently identify G. salaris in any population of specimens.

The aims of the current study were to explore the potential use of an Active Shape
Model (ASM) to extract feature information from the attachment hooks of each species
of Gyrodactylus. Given the small size of the marginal hook sickles (i.e. <7m), which
are regarded as the most taxonomically informative morphological structure, this study
will begin with an assessment of scanning electron microscope (SEM) images which
give the best quality images. Given the subtle differences in the hook shape of each
species, it is hoped that this approach moves towards the rapid automated classifica-
tion of species with improved rates of correct classification over existing methods and
negates the current laborious process of taking manual measurements which are used to
assist experts in identifying species.

2 Attachment Hook Extraction

To improve the correct identification of G. salaris, a number of morphometric tech-
niques based on statistical classification techniques [10], [14], [17] and molecular tech-
niques [6], [7], [15], [9] have been developed to classify this pathogen from its close
relatives on salmonid hosts. Whilst expert taxonomists may be able to classify G. salaris
from other closely related species, morphometric speciation and molecular characterisa-
tion of the Gyrodactylus species is frustrating and difficult for the reasons described ear-
lier. Computerised recognising species group from the hook features makes the species
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recognition process more accurate and effective. For this purpose, the feature extraction
based on ASM is explored. Example of the potential features are length, width, shape,
angle and etc. In the manual measurement of features, these tasks heavily depend on the
concentration of the person who did the measurement, otherwise, incorrectly prediction
will happened. And of course, the time taken to finish up the process are longer than
expected. With the computer processing techniques, these process are possible to be
done efficiently and effectively.

Basically, the extraction of object feature points plays an important role in many
applications, such as face recognition [4], cancer detection [3], leaf species recognition
[8] and segmentation protozoan parasites from microscope images [11]. The objective
of Gyrodactylus image analysis is to extract the intended information from SEM hook
images as a human would.

Feature extraction is the key to both face segmentation and recognition, as it is to
any pattern classification task. For this purpose, the ASM have been explored and used
to extract the feature information on Gyrodactylus hook species. This technique is se-
lected because of the highest rate successful in medical images; which are using more
or less similar type of images. Similar approach, which is also consider texture infor-
mation is Active Appearance Model (AAM). This approach has been applied in fish
species identification [16]. Inspiration from these worked, ASM is chosen to be applied
in Gyrodactylus species image recognition.

ASM offer a lots of benefits, especially in shape recognition. This approach offers
the users to landmark the image areas for every given images. In such way, it pro-
vides the patterns represent the varieties of shape images. More train images have been
landmarked, more pattern available in fitting the testing images. This technique is cho-
sen because it has ability in analysing the SEM images of Gyrodactylus species that
accurately locate the contour of the specimen hook. The mistake in measurement of
these contour, may result inaccuracy of species classification. Many applications have
proven successful in applying this method, such as lung segmentation [12], [1]. The
ASM approach is decided to apply due to the effectiveness in selection and extraction
the features information from the SEM images.

2.1 ASM Construction

The ASM has been initially developed for medical image recognition by analysing the
landmark points of the x-ray film. Such landmark points can be acquired by applying
a sample template to the problem area. This strategy is better than the edge detection
approach [13] because, any noises or unwanted object in an image can be ignored in
selection of the shape contour Fig. 1.

The shape of each attachment hook images is presented by a vector consisting of the
positions of the landmarks,D = (d1, e1, ..., dn, en), where (diei) denotes the 2D image
coordinate of the ith landmark points. All the shape vectors of hooks are normalised
into a common coordinate system. The Procrustes Analysis is implemented in aligning
the training set. This aligns each shape so that the sum of distances of each shape to
the mean F =

∑
|Di − D̄|2 is minimised. For this purpose, choose one example as an

initial estimate of the mean shape and scale so that |D̄| = 1, which minimises the F .
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Fig. 1. The landmark point defined during the
ASM construction

Fig. 2. To fit the ASM model to the new image

Assuming s sets of points Di which are aligned into a common co-ordinate frame,
if this distribution can be modelled, then new examples can be generated similar to
those in the original training set s, and wand then these new shapes can be examined
to decide whether they are reasonable example. In particular, a parameter model of the
form D = M(b), where b is a vector of parameters of the model. Such a model can be
used to generate new vectors, D. If we can model the distribution parameters, p(b), we
can limit them so that the generatedD’s are similar to those in the training set. Similarly
it should be possible to estimate p(D) using the model.

To simply the problem, the Principle Component Analysis (PCA) is applied to the
data. PCA is applied to reduce the dimensionality of the data to something more man-
ageable. PCA computes the main axes of points, allowing one to approximate any of
the original points using a model. The approach is as follows:

1. Compute the mean shape of the data,

D̄ =
1

s

s∑
i=1

Di (1)

2. Compute the variance of the data,

S =
1

s− 1

s∑
i=1

(Di − D̄(Di − D̄)T ) (2)

3. Compute the eigenvectors, φ and corresponding eigenvalues λi of S. If φ contains
the t eigenvectors corresponding to the largest eigenvalues, then it can approximate
any of the training set, using:

D ≈ D̄ + φb (3)

where φ = (φ1|φ2|...|φt) and b is a t dimensional vector given by:

b = φT (D − D̄) (4)
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The vector b defines a set of parameters of a different kind of shape model. By varying
the elements of b, it can vary the shape D using Equation 3. The variance of the ith

parameter bi, across the training set is given by λi. By applying limits of ±3
√
λi to

the parameter bi, it is ensure that the shape generated is similar to those in the original
training set.

The model was built based on 68 hook images, each with 45 points. While, for the
extraction of shape features, only 22 parameters are identified the valuable features in
describing about the particular Gyrodactylus hooks.

2.2 ASM Fitting

Once the model is created as described in the ASM construction section, it is important
to fit the defined model with the new input images. It will find the most accurate pa-
rameters of the defined model for the new hook images. The ASM fitting try the best
to locate the defined model parameter to a given new image. Cootes et al. [5] explained
that an adjusting each model parameter from the correct values (defined model) will cre-
ate the extraction pattern of the SEM hook images. During the model fitting, it measures
the new coming images and uses this model to correct the values of current parameters,
leading to a better fit. In ASM, such information indicates the shape of the model. Fig. 2
shows the iterative ASM fitting process between new input image with defined model.
While the Fig. 3 shows the variation of shapes modelled train using ASM method.

Fig. 3. Variations in the some of principle components to generate shape variations

3 Experimental Results

Specimens of Gyrodactylus (G. derjavinoides n = 25, G. salaris n = 34, and G. truttae
n = 9) were removed from their respective fish hosts and fixed in 80% ethanol until
required. Individual specimens were subsequently rinsed in distilled water, transferred
to a glass slide, had their posterior attachment organ excised with a scalpel and the
attachment hooks released using a proteinase-K based digestion fluid (i.e. 100 μg/ml
proteinase K (Cat. No. 4031-1, Clontech UK Ltd., Basingstoke, UK), 75 mM Tris-HCl,
pH 8, 10 mM EDTA, 5% SDS). The digestion process was stopped through the addi-
tion of 3 μl of a 50:50 formaldehyde:glycerine solution. A coverslip was added to the
preparation, which was sealed using a commercial nail varnish. An image of the attach-
ment hooks from each specimen were captured using an AxioCam MRC (Zeiss) 1.5
megapixel camera fitted with a MicroCam Olympus LB Neoplan D-V C mount 0.75×
interfacing lens attached to an Olympus BX51 compound microscope. The specimens
were viewed under 100× oil immersion objective using MRGrab v. 1.0.0.0.4 (Carl Zeiss
Vision GmbH, Munchen, Germany) software.
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Fig. 4. Samples from a training set (SEM images of attachment hook)

Comparing to the manual measurement of hook, there are three parts of hook im-
ages were used, namely are hamuli, ventral bar and marginal hook. But, for this image
processing algorithm, only marginal hook is used in extracting the feature vectors. Fig.
4 shows some sample training images used in this experiment. Due to the inconsis-
tency and unstandardised format of images, the pre-processing images are needed to be
applied. Scaling and rotation of images are applied to reduce the processing time and
complexity during the training and construction the ASM model of Gyrodactylus image
attachment hooks.

Classification accuracy is measured and compared among a number of different clas-
sifies. For this purpose, linear and non-linear models are applied and evaluated accord-
ing to the accuracy in predicting the correct Gyrodactylus species. To avoid overfitting,
for each of classifier, a 10-fold cross validation strategy is applied. Using the ASM ap-
proach, we manage to define 45 landmark points and 22 features have been extracted.
From the results tabulated on the following Table 1, we find that the K-NN classifier
outperform others compared classifiers, scoring an accuracy of 98.75%. Beside accu-
racy performance of classifiers, the confusion matrix is also considered, in order to
provide a quantitative performance representation for each classifier in terms of species
recognition.

Referring to the following Table 2, using the LDA classifier extracted 22 features, all
specimens are correctly classified to their true species class except for G. derjavinoides
(d). By using the K-NN classifier (Table 3), there is an improvement in the classification
of G. derjavinoides (d) specimens over the method using LDA. Unfortunately, the G.
truttae (t) had totally been misclassified as G. salaris (s). Two species are correctly
allocated to the true class while only G. truttae (t) is misclassified. While for MLP
classifier (Table 4), only G. derjavinoides (d) manage to get full classification of 25
specimens. Using SVM classifier (Table 5) has achieved good classification rate, even
though not all the species achieved full classification. Only one for each species has
been misclassified to other species group. Inspired from this result, work is ongoing to
investigate the feasibility of the extraction method and to combine multiple classifier
and feature selection technique to improve classification accuracy of each true species.

Now we compare the results of our proposed model with manual measurement of
features. In [2], an accuracy of 92.59% using Linear Discriminant Analysis (LDA) was
reported with 557 data points, but it relies on 25 points manual location of the three dif-
ferent part of Gyrodactylus attachment hooks. In our newly proposed extraction method,
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Table 1. The average classi-
fication rate of Gyrodactylus
species extracted features us-
ing ASM approach

Classifier Accuracy (%)

LDA 85.71 ±7.59
KNN 98.53 ±3.95
MLP 95.59 ±4.81
SVM 95.89 ±6.70

Table 2. A confusion ma-
trix of the ASM extracted
features implemented to the
LDA classifier

d s t sum

d 25 0 0 25

s 10 24 0 34

t 0 0 9 9

sum 35 24 9 68

Table 3. A confusion matrix
of the ASM extracted fea-
tures implemented to the K-
NN classifier

d s t sum

d 25 0 0 25

s 0 34 0 34

t 0 1 8 9

sum 25 35 8 68

Table 4. A confusion matrix of the ASM
extracted features implemented to the MLP
classifier

d s t sum

d 25 0 0 25

s 1 32 1 34

t 0 1 8 9

sum 26 33 9 68

Table 5. A confusion matrix of the ASM
extracted features implemented to the SVM
classifier

d s t sum

d 24 1 0 25

s 1 33 0 34

t 0 1 8 9

sum 25 35 8 68

the recognition procedure is more efficient because only one part of attachment hook
was used and the results outperform other state-of-the-art methods in literature.

4 Conclusions

In this paper, we suggested novel effective approach of hook attachment features extrac-
tion for Gyrodactylus species recognition. ASM was tested on a dataset of 68 images
and this technique have shown to overcome the limitation and difficulties in extracting
the feature information. Different of classifiers were compared to find the best model
for classification the Gyrodactylus image species. For future work, further large-scale
investigations using larger dataset will be carried out and different modelling techniques
will be applied (including model based on ensemble classifiers, which have shown
promising results) with a view to providing a reliable model that could be deployed
and re-used in classification of fish pathogen attachment hook, especially, Gyrodactylus
species.
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Abstract. Genetic Algorithms (GAs) is one of the most effective technique ap-
plied to feature selection in medical diagnostic decisions. In particular, Thalas-
semia, which is one of the most common genetic disorders found around the 
world. The main problems of diagnosing this disease are the complex processes 
for identifying the several types of Thalassemia. Moreover, diagnostic methods 
are slow and rely on expert knowledge and experience as well as expensive 
equipment. For these reasons, in this study, a new framework of applied DBN 
and BLR (MCMC)-GAs-KNN for Thalassemia Expert System is proposed. The 
filter techniques called DBNs and the hybrid classification technique namely 
BLR (MCMC)-GAs-KNN will be used for classifying the types of  
β-Thalassemia. The obtained result will be compared to the results of other 
techniques such as BNs, BLR based on Classical (ML) and Bayesian (MCMC) 
approach, SVM, MLP, KNN, C5.0, and CART for selecting the best results to 
implement Thalassemia Expert System. 

Keywords: Hybrid System, Diagnostic Bayesian Networks (DBNs), Binomial 
Logistic Regression (BLR), Genetic Algorithms (GAs), Bayesian approach 
(MCMC), KNN, β-Thalassemia, Thalassemia Expert System (TES). 

1 Introduction 

Genetic Algorithms (GAs) play an important role in classification task especially in 
the feature selection process which this process will be used before classifying [1-4]. 
These techniques well known as a method for selecting varibles stored in the multi-
dimensional data sets. In the past decades, various techniques have been used for 
feature selection, among these algorithms; GAs is a popular method for obtimization 
purpose and Machine Learning algorithms based on biological evoluation process. It 
is a powerful tool in particular, when the dimentions of the original feature set are 
large. Reducing the dimentions of the feature space not only improves the quality of 
data by obtained satisfied classification performance (high accuracy percentage) but 
also reduces the computational complexity. In classification task, it can increase  
estimated performance of the classifiers with the selecting a number of appropriate 
features used. For the hybrid feature selection approach, DBNs-BLR (MCMC)-GAs-
KNN is the combination of optimization and classification techniques which the goal 
of DBNs, BLR and GAs is to select the appropriate feature subset, and the purpose of 
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using KNN is the classification task. One of the interesting research topics, the ap-
plied soft computing for discovering the medical knowledge to support the decision 
making has grown dramatically over the past decades, especially, the studying of 
cancer, diabetes, and heart disease. Diagnosing these diseases require the knowledge 
from some experts to diagnosis and give the appropriate treatment methods to  
patients.  

Nowadays, one of the most common genetic disorders in the world is Thalassemia 
syndrome. In Thailand, there are several types of Thalassemia, including Thalassemia 
minor, Thalassemia intermedia and Thalassemia major. It is estimated 1.5% of the 
worldwide population is diagnosed with a minor Thalassemia called β-Thalassemia. 
This disorder is common in areas where malaria was once prevalent, such as Africa, 
the Mediterranean region, the Middle East, Southeast Asia (India, Thailand and Indo-
nesia), and the Far East. Southeast Asia accounts for approximately 50% of worldwide 
carriers, while European and American countries account for 10–15%. Thalassemia 
has the highest prevalence in Southeast Asia, where approximately 55 million people 
are carriers. The gene frequency of alpha-Thalassemia reaches 30-40% in Northern 
Thailand and Lao PDR, while β-Thalassemia varies between 1- 9%, and HbE, which is 
one type of minor Thalassemia has a frequency of 50-60% at the junction between 
Thailand, and Lao PDR. This high magnitude in the border regions poses public health 
problems in Thailand. Approximately 40% of Thai people are heterozygous carriers of 
these genes [5]. In Thailand, Thalassemia is currently diagnosed via a two or three step 
processes, depending on the suspected variant of disease. These methods however, are 
slow and rely on expert knowledge and experience as well as expensive equipment. 
The number of genetic variations of Thalassemia in northern Thailand is large and 
therefore also poses particular challenges in diagnosis [6]. 

For these reasons, the purposes of this study are to select the appropriate feature for 
screening Thalassemia using DBN-BLR (MCMC)-GAs and to classify the types of 
Thalassemia by using KNN. The paper is organized as follows; after the introductory 
section, BNs, GAs and KNN will be demonstrated in theoretical terms, next the mate-
rials and methodology for selecting and classifying the types of Thalassemia will be 
explained. This includes: Procedure of using GAs and KNN. The results of each 
process and the discussions are illustrated in the fifth section. Finally, a novel frame-
work of applied DBNs-BLR (MCMC)-GAs-KNN for Thalassemia Expert System 
(TES) is discussed. 

2 Beyesian Networks (BNs) 

Bayesian Networks (BNs), a directed acyclic graphs model (DAGs), is a well known 
adaptive idea from proability theory called Bayes’s theorem proposed by  Tomas 
Bayes. BNs are the graphical models that have a Joint Probability Distribution which 
it can identify the relationship between nodes. Moreover, each node represents the 
Conditional Probability Distributions (CPD) that belong to their parent nodes, and 
these prior probabilities can be used to calculate the posterior probability of each in-
terested event. BNs are composed of    
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1) Nodes that are a set of random variables.  
e.g. 

 
2) Directed links.  

 e.g. 
 

3) Directed acyclic graphs (DAG).  
e.g. 
 
 
 

 

A table of CP contains a Joint Probability Distribution. In the case of a directed 
model, users must specify CPD for each node. If the variables are discrete, this can be 
represented as a table, which lists the probability that the child node takes on each of 
its different values for each combination of values of its parents. The number of   
possible events that can occur is 2nodes [7]. 

3 Genetic Algorithms and K-Nearest Neighbor 

GAs is one of optimization technique which is used to search an optimal binary vector 
where bit set represents the value of variable. This technique provides the linear and 
nonlinear transformation. The concept of GAs for filtering task is to select the related 
variable for classifying purpose by making the decision if the jth bit of this vector is 1, 
the jth record is appropriate for classifying. On the other hand, if the jth bit of this vec-
tor is 0, this record does not appropriate for classifying [8]. Moreover, it defines a set 
of weight vectors *W , where the number of wight vectors equals to the number of the 

data pattern X  for each data sample. Obtained *W  from using GAs is multiplied by 

every sample’s data pattern vector X , resulting a new feature vector  for the input 
data [9].  

   **Y X W=  (1) 

The GAs processes consist of three main steps, including selecting the population, 
chromosomal crossover and gene mutation process. These processes are the iterative 
processes which the random chromosomes were calculated and compared using fit-
ness function to select the optimized chromosomes to the population side.  

One of the several Neural Network Algorithms, K-Nearest Neighbor (KNN), is the 
popular classification technique and a non-parametric pattern recognition method to 
appraise the discriminative ability of mathematical model generated from the data set. 
The procedure of KNN are listed below [10], 

- To calculate the value of the pair-wise sample using Euclidean distances or the 
other measures such as Euclidean Squared, Cityblock and Chebyshev, for all pairs of 
samples in the relation to each value of variables. 

A B

BA 

BA 

C 
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- To fine KNN (k=i) for each sample. 
- To assign class membership (I1=C2, I2=C2, …….., In=Cn) based on Neighbors. 

4 Materials and Methodology 

Materials and methodology of applying DBN-BLR (MCMC)-GAs-KNN for imple-
menting TES will be illustrated below. 

4.1 Materials 

Primary resources for implementing TES are Thalassemia knowledge including diag-
nostic processes, Thalassemia indicators, which these knowledges gathered from ex-
perts (medical practitioner, Biochemist) using the Diagnosis template of Common-
KADS suite which is a technique of KE. These knowledges used to identify collected 
variables for classifying the genotypes of patients who have Thalassemia genes but 
are not usually expressed at the clinical level. In this paper, because of the prevalence 
of several types of Thalassemia in northern Thailand, the data of 351 Thalassemia 
patients were collected from the out-patient records in a hospital in northern Thailand. 
Among several types of Thalassemia, β-Thalassemia is a crucial type that can be 
found around the world. For this study, 127 β-Thalassemia used to classify subtypes 
of Thalassemia. The data set for this experiment are 4 related indicators including 
genotype of children (Nominal scale and output), F-cell of children (Ordinal scale and 
input), Hb A2 of children (Interval scale and input) from 12 Thalassemia indicators 
which were filtered using Pearson’s Chi-square.  

4.2 Methodology  

The procedure of using DBN-BLR(MCMC)-GAs-KNN to implement TES starts at 
the first step, Thalassemia experts were interviewed to elicit Thalassemia knowledge 
such as screening processes and types of Thalassemia using CommonKADs Tem-
plates. In addition, documents of Thalassemia screening processes and types of Tha-
lassemia were reviewed to develop this system. In the second step, variables were 
defined and collected from some experts (biochemists and medical practitioners), 
documents (papers and articles of the Thalassemia foundation of Thailand), and Out-
Patient Department records from a hospital in northern Thailand). These variables 
were elicited through a Diagnosis template of CommonKads model suite. In the third 
step, variables of obtained data from the previous step were filtered using feature 
selection technique called Pearson’s Chi-square. According to the obtained results of 
using Pearson’s Chi-square, the reasoning matrices and DBNs for screening  
β-thalassemia were constructed to represent Thalassemia knowledge (the related  
β-Thalassemia indicators) in form of graphical model. The fifth step, not only the 
functions of related factors were created but also integer data sets were transformed to 
binary data sets. These processes were prepared to construct BLR models which the 
obtained parameter estimation generated based on Classical and Bayesian approaches. 
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Next, the binary data sets were calculated using BLR model (fitness functions) of 
GAs to filter the appropriate variables and then these results were classified to find 
subtypes of Thalassemia by KNN. The seventh step, all obtained results were used to 
design the achitectural and detailed design such as user interface, and components for 
implementing the TES. Moreover, this developed system was tested and fixed in unit 
testing, integration testing, system testing, acceptance testing and usability testing by 
stakeholders (users, programers, etc.).  Finally, this sytem was delivered to users for 
supporting the decision making on the Thalassemia diagnosis. 

5 Results 

The construction processes of TES start from the knowledge elicitation processes, 
data collection processes, filter processes, classification processes, requirement    
elicitation processes, requirement analysis processes, system and funtional design 
processes, testing processes, and delivery and mantanance processes respectively. 
Due to these processes, the results of the first step are the thalassemia knowledge such 
as thalassemia indicators which are 12 variables, including genotype, F-cell, HbA2 
and inclusion body obtained from children who have thalassemia genes and their 
parents [6]. Moreover, the knowledge of thalassemia diagnostic processes was elicited 
from experts (medical practitioner, biochemist and nurse) using CommonKADs mod-
el suite for implementing this system. Then Pearson Chi-square was used to find the 
relationships of 12 collected variables which the   result presents that there are 4 
related variables of β-Thalassemia. These factors were represented as Reasoning  
 

Table 1. Resoning Matrices of β-Thalassemia Table 2. Functions for DBN-BLR(MCMC)-
GAs-KNN 

 
 

 

Fig. 1. DBNs for Thalassemia Expert System [7] 

Table 3. Classification Results of DBN-BLR 
(MCMC)-GAs-KNN 
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Fig. 2. A novel framework of applied DBN-BLR (MCMC)-GAs-KNN for constructing TES 
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matrices and DBNs for screening β-Thalassemia shown in Fig. 1. and table 1. DBNs 
presents a novel framework for screening β-thalassemia, including 12 related thalas-
semia sub-indicators and 4 β-Thalassemia types. These related variables were trans-
formed from integer data set to binary data set and created in forms of functions for 
classifying β-subtypes of thalassemia using BLR (MCMC)-GAs-KNN that shown in 
table 2. These functions used to define binary data sets which are randomly selected 
to generate the initial population through using GAs. The fitness functions are BLR 
models obtained by parameter estimation based on classical and are used to Bayesian 
approach. There are 5 BLR models which are the fitness functions for selecting the 
appropriate population using GAs, and afterward KNN were used to classify subtypes 
of β-thalassemia as the results shown in table 3. The obtained results of using BLR 
(MCMC)-GAs-KNN show that 89.76% of accuracy and 0.1024 of RMSE. For the 
highest classification performance result of each suptype of β-thalassemia is type 1 of 
β-thalassemia, reaches 81.10% of accuracy and 4.72%, 2.36%, 0.79% 0.79% for type 
2, 3, 4, 5, respectively.  

Fig. 2. starts in the first step, the thalassemia indicators were input to this  system 
then these variables were cleaned and some variable were clustered to identify groups 
of data. Next, these variables were prepared to filter using Pearson Chi-Square. In the 
fifth step, the filtered data were input to transform the integer data to binary data and 
the randomly selected variables were calculated using fitness functions BLR 
(MCMC) models afterward the obtained   results were compared to select the high 
calculated values. For the remained variables were crossoverd using single point cros-
sover and these crossover data sets were mutated and then these mutated variables 
were calculated again using BLR fitness functions. Next, the selected population was 
separated to training set, testing set and validation set for classifying using KNN. 

6 Conclusion 

According to a new framework of DBN-BLR (MCMC)-GAs-KNN, the reasoning 
matrices was constructed using Pearson-Chi Square before the graphical model called 
DBNs was developed to present the related thalassemia indicators for screening β-
thalassemia. This graph can represent thalassemia knowledge in terms of the cuase-
effect relationships of thalassemia indicators for screening β-thalassemia. Moreover, 
next step DBNs was used to generate BLR models based on Classical and Bayesian 
approaches which are the fitness functions in the using GAs. The classification result 
of using GAs-KNN presents a satisfying accuracy. This confirms that GA-KNN can 
be used to construct Thalassemia Expert System as well. However, if compared the 
GAs-KNN result to the previous studied of using PCA, KNN, MLP, BLR and MLR 
based on Classical and Bayesian approach, NaiveBayes, BNs, SVM, C5.0, CART, 
and Reasoning Matrices, Polychromatic set, and DBNs on the same data set [5, 7, 11-
14] this hybrid framework obtained the better result than the  other techniques. 
Among these obtained classification results, the best result is BLR based on Classical 
and Bayesian statistics with more than 90% of accuracy in almost types of β-
Thalassemia due to the types of data set which is appropriate to using this technique. 
On the law of large number of Classical statistic approach, there are the limitation 
points about the source of parameter estimation and the population size which affects 
the obtained error. On the other hand Bayesian statistic approach can be applied as 
well for a small population size due to this approach allows user to use their  
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experience about the characteristics of the distribution for estimating parameter 
through the prior distribution. In the future, Fuzzy approach and GAs [15] will be 
used to construct the TES to compare the results. 
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Abstract. Feature selection techniques have become an obvious need for re-
searchers in computer science and many other fields of science. Whether the 
target research is in medicine, agriculture, business, or industry; the necessity 
for analysing large amount of data is needed. In Addition to that, finding the 
most excellent feature selection technique that best satisfies a certain learning 
algorithm could bring the benefit for researchers. Therefore, we proposed a new 
method for diagnosing some diseases based on a combination of learning  
algorithm tools and feature selection techniques. The idea is to obtain a hybrid 
approach that combines the best performing learning algorithms and the best 
performing feature selection techniques in regards to three well-known datasets. 
Experimental result shows that co-ordination between correlation based feature 
selection method along with Naive Bayse learning algorithm can produce 
promising results.  

Keywords: Feature selection methods, Learning algorithms, Hybrid systems, 
Data mining, Breast cancer dataset, Thyroid, Hepatitis. 

1 Introduction 

Nowadays, we are capable to collect and generate data more than before. Contributing 
factors include the steady progress of computer hardware technology for storing data 
and the computerization of business, scientific, and government transactions. In addi-
tion, the use of the internet as a wide information system has flooded us with incredi-
ble amount of data and information. Data mining has attracted a big attention to  
information systems researchers in the recent years due to the wide availability of big 
amount of data and the need for tuning such data into knowledge and useful patterns. 
The gained knowledge and patterns can be used in many fields such as marketing, 
business analysis, and health information systems [1]. However, the quality of data of 
paramount importance, for this large amount of data, and implies the existence of low 
quality, unreliable, redundant and noisy artifacts and outliers, which affect the process 
of extracting knowledge and useful patterns, and then knowledge discovery during 
training is more difficult. Therefore, researchers have felt the necessity for producing 
more reliable data from large amount of records such as using feature selection  
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methods. Feature selection or attribute subset combination is the process of identify-
ing and utilizing  the most relevant attributes and removing as many redundant and 
irrelevant attributes as possible [2] [3]. In addition, features selections mechanisms do 
not alter the original representation of data in any way. It just selects an optimal use-
ful subset.  Recently, the inspiration for applying features selection techniques in 
machine learning has shifted from theoretical approach to one of steps in model build-
ing. Many attribute selection methods use the task as a search problem, where each 
result in the search space groups a distinct subset of the possible attributes [4]. Since 
the space is exponential in the number of attributes which produce lots of possible 
subsets, this requires the use of a heuristic search procedure for all data sets. The 
search procedure is combined with an attribute utility estimator in order to evaluate 
the relative merit of alternative subsets of attributes [2]. This large number of possible 
subsets and the computation cost involved necessitate researchers to conduct a 
benchmark feature selection methods that produce the best possible subset in regards 
to more accurate results as well as low computation overhead. 

Feature selection techniques could perform better if the researcher chooses the 
right learning algorithm. Therefore, we propose a new approach that combine a prom-
ising feature selection technique and one of well-knows learning algorithm.  In the 
current work, we have focused on publicly available diseases datasets (Thyroid, He-
patitis, and Breast cancer) to evaluate the proposed approach.   Yearly around the 
world, millions of ladies suffer from breast cancer, making it the second common 
non-skin cancer after lung cancer, and the fifth cause of death among cancer diseases 
in the world [5]. Thyroid disorder in women is much more common than thyroid 
problems in men and may lead to thyroid cancer [6]. Hepatitis can be caused by 
chemicals, drugs, drinking too much alcohol, or by different kinds of viruses and may 
lead to liver problems [7]. This paper begins with brief related work, then a descrip-
tion of benchmark feature selection methods, a description of our methodology in the 
current paper, and the results obtained by using the three datasets. Finally, a brief dis-
cussion and future work are presented. 

2 Feature Selection Methods 

2.1 Information Gain 

The information gain method was proposed to approximate quality of each attribute 
using the entropy by estimating the difference between the prior entropy and the post 
entropy [8]. This is one of the simplest attribute ranking methods and is often used in 
text categorization. If ݔ is an attribute and ܿ is the class, the following equation 
gives the entropy of the class before observing the attribute: 

 ( ) ( ) ( )2log
x

H x P x P x= −  (1) 

where ܲሺܿሻ is the probability function of variable ܿ. The conditional entropy of ܿ 
given ݔ (post entropy) is given by: 

 ( ) ( ) 2| ( | ) log ( | )
x C

H c x P x P c x P c x= −   (2) 
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The information gain (the difference between prior entropy and postal entropy) is giv-
en by the following equations: 

 ( ) ( ) ( ), |H c x H c H c x= −  (3) 

 ( ) ( ) ( ) ( ) ( ) ( )2 2, log | log |
c x c

H c x P c P c P x P c x P c x
 = − − − 
 

    (4) 

2.2 Correlation Based Feature Selection (CFS) 

CFS is a simple filter algorithm that ranks feature subsets and discover the merit of 
feature or subset of features according to a correlation based heuristic evaluation func-
tion. The purpose of CFS is to find subsets that contain features that are highly corre-
lated with the class and uncorrelated with each other. The rest of features should be 
ignored. Redundant features should be excluded as they will be highly correlated with 
one or more of the remaining features. The acceptance of a feature will depend on the 
extent to which it predicts classes in areas of the instance space not already predicted 
by other features. CFS’s feature subset evaluation function is shown as follows [9] 

 
( 1)

cf
s

ff

kr
Merit

K K r
=

+ +
 (5) 

where Meritୱ is the worth of feature subset s that contain k features, rୡ୤  is the 
average feature correlation to the class, and  r୤୤  is the average feature to feature  
correlation. In order to apply this equation to calculate approximately the correlation 
between features, CFS uses a modified information gain method called symmetrical 
uncertainty to compensate the information gain bias for attributes with more values as 
follows [10] 
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H x H x H x x
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2.3 Relief 

One of the most known feature selection techniques is Relief. Its aim is to measure the 
quality of attributes according to how their values distinguish instances of different 
classes. Relief uses instance based learning (lazy learning such as k Nearest Neigh-
bour) to assign a grade to each feature. Each feature’s grade reflects its ability to dis-
tinguish among the class values. Features are ranked by weight and those that exceed a 
threshold -determined by the user- are selected to form the promising subset. For each 
instance, the closest neighbour instance of the same class and the closest instance of a 
different class are selected. The score ௫ܹ of the ݔ variable is computed as the aver-
age over all examples of magnitude of the difference between the distance to the near-
est hit and the distance to the nearest miss as follows [11]. 
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where ௫ܹ is the grade for the attribute ݎ ,ݔ is a random sample instance, ݄ is the 
nearest hit, ݄′ is the nearest miss, and ݉ is the number of samples. 

2.4 Principle Components Analysis (PC) 

The purpose of PC is to reduce the dimensionality of data set that contains a large 
number of correlated attributes by transforming the original attributes space to a new 
space in which attributes are uncorrelated. The algorithm then ranks the variation be-
tween the original dataset and the new one. Transformed attributes with most varia-
tions are kept; meanwhile discard the rest of attributes. It is also important to mention 
that PC is valid for unsupervised data sets because it does not take into account the 
class label [12].  

2.5 Consistency Based Subset Evaluation (CB)  

CB adopts the class consistency rate as the evaluation measure. The idea is to obtain a 
set of attributes that divide the original dataset into subsets that contain one class ma-
jority [2]. One of well-known consistency based feature selection is consistency metric 
[13] proposed by Liu and Setiono: 

 s
0Consistency 1

k

j jj
D M

N
=

−
= −


 (8) 

where ݏ is feature subset, ݇ is the number of features in ݏ, หܦ௝ห is the number of 
occurrences of the ݆th  attribute value combination, หܯ௝ห is the cardinality of the 
majority class for the ݆th attribute value, and ܰ is the number of features in the origi-
nal data set. For continuous values, we may use Chi2 [14]. Chi2 automatically discre-
tises the continuous features values and removes irrelevant continuous attributes.  

3 Experiment Methodology 

Different sets of experiments were performed to evaluate the above mentioned 
attribute selection methods on well-known publicly available datasets from UCI  
machine learning repository [15]. We have chosen three datasets that of different size. 
The smallest dataset contains 155 attributes and the largest dataset contains 3772  
attributers. Number of attributes also ranges from 9 to 30 attributes while all the data-
sets contain 2 classes. We used k-fold cross validation technique to separate the train-
ing set from test set with k=10. Table 1 shows a full description of datasets.  
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Table 1. Datasets characteristics 

Dataset Traiing Testing  Attributes class 
BreastCancer 699 Cvalidation 9 2 
Hepatitis  155 Cvalidation 20 2 
Thyroid 3772 Cvalidation 30 2 

 
For obtaining a fair judgment, as possible, between feature selection methods, we 

have considered three machine learning algorithms from three categories of learning 
methods. The first algorithm is k nearest neighbours (kNN) from lazy learning catego-
ry. kNN is an instance-based classifier where the class of a test instance is based upon 
the class of those training instances alike to it. Distance functions are common to find 
the similarity between instances. Examples of distance functions are Euclidean and 
Manhattan distance functions [16].  

The second algorithm is Naïve Bayes classifier (NB) form Bayes category. NB is a 
simple probabilistic classifier based on applying Bayes' theorem. NB is one of the most 
efficient and effective learning algorithms for machine learning and data mining be-
cause the condition of independency (no attributes depend on each other) [17]. The last 
machine learning algorithm is Random Tree (RT) or classification tree. RT is used to 
classify an instance to a predefined set of classes based on their attributes values. RT is 
frequently used in many fields such as engineering, marketing, and medicine [18].   

After applying the feature selection techniques and the learning algorithms on the 
datasets and obtaining classification accuracy results, we shall construct a hybrid me-
thod that combine the advantages of best performed feature selection technique and the 
advantages of best perform learning algorithm as shown in Figure 1. 

 
 
 

 
 

Fig. 1. Hybrid method of feature selection technique and a learning algorithm 

The software package used in the present paper is Waikato Environment for Know-
ledge Analysis (Weka). Weka provides the environment to perform many machine 
learning algorithm and feature selection methods. Weka is an open source machine 
learning software written in JAVA language. WEKA contains some data mining and 
machine learning methods for data pre-processing, classification, regression, cluster-
ing, association rules, and visualization [19]. 

4 Experimental Results 

We use the notations “+”,“-”, and “=” to show the feature selection methods classifi-
cation performance in compared with the original dataset (before performing feature 
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selection methods); where “+” denotes to improvement, “-” denotes to degradation, 
and “=”denotes unchanged. The experimental results of using Naïve Bayes (NB) as a 
machine learning algorithm on three datasets (Thyroid, Hepatitis, and BreastCancer) 
are shown in Table 2. 

Table 2. Results for Attributes Selection Methods with Naïve Bayes 

Method Thyroid Hepatitis BreastCancer 

NB 92.60% 84.52% 95.99% 

CFS 96.53%+ 87.74%+ 95.99%= 

IG 93.88%+ 85.16%+ 95.99%= 

RF 92.60%= 84.52%= 95.99%= 

PC 94.30%+ 84.52%= 96.14%+ 

CB 94.59%+ 84.52%= 96.28%+ 

SU 93.88%+ 85.16%+ 95.99%= 

 

 

Fig. 2. Results for attributes selection methods with Naïve Bayes 

Table 2 shows that the classification accuracy of using NB on original Thyroid da-
taset is 92.60%, where it shows improvement by applying the feature selection me-
thods CFS, IG, PC, CB, and SU with best result performed by CFS (96.53%).  On 
the original Hepatitis dataset, the classification accuracy is 84.52%, where it shows 
improvement by applying the feature selection methods CFS, IG, and SU with best 
results performed by CFS (87.74%). By using BreastCancer original dataset, the clas-
sification accuracy is 95.99% with rooms of performance in classification accuracy 
using the feature selection methods PC and CB with best result performed by CB 
(96.28%). Figure 2 illustrates the results on Table 2. 

The second machine learning classifier for testing the feature selection methods is 
kNN. The experimental results of using kNN as a machine learning algorithm on three 
datasets (Thyroid, Hepatitis, and BreastCancer) are shown in Table 3. 
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Table 3. Results for Attributes Selection Methods with kNN 

Method Thyroid Hepatitis BreastCancer 

KNN 95.92% 81.94% 95.42% 

CFS 96.10%+ 84.52%+ 95.42%= 

IG 96.50%+ 81.29%- 95.42%= 

RF 95.92%+ 81.94%= 95.42%= 

PC 95.78%- 81.29%- 95.42%= 

CB 96.37%+ 81.94%= 95.85%+ 

SU 96.50%+ 81.29%- 95.42%= 

 

 
Fig. 3. Results for attributes selection methods with kNN 

Table 3 shows that the classification accuracy of using kNN on the original Thyroid 
dataset is 95.92%, where it shows improvement by applying the feature selection me-
thods CFS, IG, RF, CB, and SU with best result performed by IG and SU (96.53%).  
On the original Hepatitis dataset, the classification accuracy is 81.94%, where it shows 
improvement by applying feature selection methods CFS. However, it shows degrada-
tion by using IG, PC, and SU. The best results performed by CFS (84.52%) and the 
worst results obtained by IG, PC, and SU (81.29%). By using BreastCancer original 
dataset, the classification accuracy is 95.42%. The classification accuracy has not 
changed by applying CFS, IG, RF, PC, and SU. However, the feature selection CB 
obtained the finest result (95.85%). Figure 3 illustrates the results on Table 3. 

The last machine learning classifier in our experiment is RT. The experimental re-
sults of using RT as a machine learning algorithm on three datasets (Thyroid, Hepati-
tis, and BreastCancer) are shown in Table 4. 

On Table 4, we can observe improvement in classification accuracy by applying the 
feature selection RF, PC, and CB on Thyroid dataset, while there is degradation by 
using CFS, IG, and SU on the same dataset. The best performed feature selection me-
thod is RF (97.22%), while the worst is CFS (96.29% which is still same classification 
accuracy on the original dataset).  By testing on Hepatitis dataset, classification accu-
racy has been increased by using the feature selection methods CFS and CB while  
 



 Hybrid Approach for Diagnosing Thyroid, Hepatitis, and Breast Cancer 279 

 

decreased on IG, PC, and SU. On the last dataset (BreastCancer), there is improvement 
on feature selection method PC, degradation on CB while unchanged by using CFS, 
IG, RF, and SU. Figure 4 illustrates the results on Table 4. 

Table 4. Results for Attributes Selection Methods with Decision Tree 

Method Thyroid Hepatitis BreastCancer 

RT 96.92% 76.77% 94.56% 
CFS 96.29%- 77.42%+ 94.56%= 
IG 96.63%- 74.19%- 94.56%= 
RF 97.22%+ 76.77%= 94.56%= 
PC 97.03%+ 76.13%- 94.85%+ 
CB 97.16%+ 80.65%+ 93.56%- 
SU 96.63%- 74.19%- 94.56%= 

 

 

Fig. 4. Results for attributes selection methods with Decision Tree 

5 Discussion and Conclusion 

The experiment results showed that CFS is one of best performed feature selection 
method. It also showed that Naïve Bayes learning algorithm has performed the best 
according to classification accuracy on three datasets. According to the results obtained 
by the current work on three different sizes datasets, Naïve Bayes has performed the 
supreme in regard to classification accuracy. kNN and DT have performed just better 
on datasets after applying feature selection methods. In general, attribute feature selec-
tion methods can improve the performance of learning algorithms. However, no single 
feature selection method that best satisfy all datasets and learning algorithm. There-
fore, machine learning researcher should understand the nature of datasets and learning 
algorithm characteristics in order to obtain better outcome as possible.  Overall, CFS 
and CB feature selection methods performed the better than IG, SU, RF, and PC. We 
have also found that IG and SU performed typically because SU is a modified version 
of IG. Future work should compare between feature selection methods and the asso-
ciated learning algorithms in regard to speed, tolerance to noise, as well as applying 
feature selection methods on more datasets.  
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Fig. 5. Hybrid method of feature selection technique and a learning algorithm 
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Abstract. Data discretization is an important processing step for sev-
eral computational methods that work only with binary input data. In
this work a method for discretize continuous data based on the use of
the Extreme Learning Machine neural network architecture is developed
and tested. The new method does not use data labels for performing the
discretization process and thus is suitable for supervised and supervised
data and also, as it is based on the Extreme Learning Machine, is very
fast even for large input data sets. The efficiency of the new method is
analyzed on several benchmark functions, testing the classification accu-
racy obtained with raw and discretized data, and also in comparison to
results from the application of a state-of-the-art supervised discretization
algorithm. The results indicate the suitability of the developed approach.

Keywords: Neural networks, Supervised learning, Extreme learning
machine, Generalization, Discretization.

1 Introduction

Discretization techniques play an important role in the areas of data mining and
knowledge discovery. Not only they help to produce a more concise data repre-
sentation but also are a necessary step for the application of several classification
algorithms, like Decision Trees, Logical Analysis of Data, DASG algorithm, etc.
[1,8]. Discretization methods can be characterized according to at least five dif-
ferent features: supervised or unsupervised, static or dynamic, global or local,
bottom-up or top-down, and direct or indirect methods. We will not do an in-
depth analysis of these characteristics (see [6] for a more detailed analysis) but
will mention the relevant ones in relationship to the method to be proposed
below. The use or not of the label (or class) of the data for the discretization
process distinguish a supervised from an unsupervised method; global methods
use all set of features and data for the processing while local methods use only a
portion of them; direct methods requires the user to decide on the characteristics
of the output while, in general, incremental methods works by applying some
predefined conditions towards the fulfillment of a goal. We present in this work
a discretization algorithm constructed by using the Extreme Learning Machine
(ELM) model that will be unsupervised, local and incremental. The ELM al-
gorithm proposed by Huang et al. [5,4], as a fast and accurate neural network

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 281–288, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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based classification system, construct feedforward neural network architectures
containing a single hidden layer of neurons with the peculiarity that only the set
of synaptic weights connecting the hidden layer to the output need to be learnt,
as the connections between the input and the middle layer have randomly chosen
values. In this way, not only the process is much faster but also can be performed
deterministically by solving a system of equations, without depending on gra-
dient descent based algorithms. Despite its simplicity, and the use of random
weights in the first layer, the results obtained when using the ELM are sur-
prisingly good, in most cases reaching a similar level of performance than more
complex algorithms. The ELM normally uses continuos valued neurons in the
middle layer but a version operating with discrete neurons has been proposed
[4], and it is this version that we used to build a discretization algorithm.

2 Methods

2.1 A Discretizer Based on the Extreme Learning Machine

The Extreme Learning Machine is a neural based architecture for classification
problems that can be trained in a supervised way. The network architecture
contains a single layer of neurons that receive the information from the input
neurons through random valued weights, and thus the training of the network
only involves finding the value of the synaptic weights connecting the middle
layer to the output neurons. This training process can be performed very fastly
and straightforward as essentially consists in a matrix inversion.

For N input patterns (xi, ti), where xi = [xi1, xi2, . . . , xin]
T ∈ Rn and ti =

[ti1, ti2, . . . , tim]T ∈ Rm, the output vector oi of an ELM with L neurons in the
hidden layer and activation function g(x) can be modelled mathematically as:

L∑
i=1

βig (wi .xj + bi) = oj , j = 1, . . . , N, (1)

where wi = [wi1, wi2, . . . , win]
T
is the vector of synaptic weights connecting the

ith hidden neuron to the input neurons, βi = [βi1, βi2, . . . , βim]
T

is the vector
connecting the hidden neurons to the output ones, and bi indicates the bias of
the ith hidden neuron. An ELM with m output neurons that can approximate
N patterns with zero error implies that the

∑N
i=1 ‖oi − ti‖ = 0, expression that

can be written in matrix form as:

Hβ = T, (2)

where H represents the activity of the hidden neurons when an input pattern
is presented, T represents the target outputs, and β are the weights to be find
in order to verify the learning of the input-output relationship. The value of β
with smallest norm that verifies in the minimum square sense the previous lineal
system is:

β̂ = H†T, (3)
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Fig. 1. Structure of an ELM used for data discretization. The number of output neurons
is equal to the number of inputs and for each pattern of the data set the desired outputs
(targets) are equal to the input values. Using discrete units in the hidden layer permits
to obtain after training the network a discrete representation of the inputs.

where H† is the Moore-Penrose generalized inverse of matrix H [5,4]. In the
original ELM architecture [5] the activation function of the neurons in the middle
layer is continuous valued but binary units can be used, and it has been shown
that its functioning and the results that can be obtained are quite similar [4].

To build a discretizer based on the ELM, it is only necessary to use discrete
valued hidden units, select the number of neurons to include in this hidden layer,
and train the network as described above, with patterns that have the same output
as the input. A network architecture of a discretizer constructed for the case of
input vectors of length 2 is depicted in Figure 1, where the hidden layer, fromwhich
the discretized representationwill be obtained, contains 3 neurons in this example.
If the total error of the network, measured as the difference between input and
output across all training patterns, is zero then the discretization obtained in the
hidden layer contains all the information of the original input; in other cases the
error quantifies the information loss during the discretization process.

2.2 The CAIM Discretization Algorithm

We briefly explain some characteristics of the CAIM discretization algorithm
because it will be used as a reference for comparing the efficiency of the new
developed algorithm. The CAIM algorithm is a supervised discretization method
that tries to maximize the class-attribute interdependency by exploring a series of
discretization points, to choose those that optimize an heuristic measure related
to the dominancy of a given class in the created intervals, including also a factor
so to minimize the number of intervals [6]. It is a local algorithm that consider
the input attributes independently, usually generating for each input variable a
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discrete representation with a length equal to the number of output classes (e.g.,
twice the original number of attributes for a binary output). The algorithm
has been extensively tested leading to very good results and in several cases
leading to classification rates larger than those obtained with the original data,
fact that can be due to a noise-filtering process produced as a side-effect in the
discretization process.

2.3 The C-Mantec Constructive Neural Network Algorithm

C-Mantec is a recently introduced neural based constructive algorithm for super-
vised learning tasks that generates very compact neural network architectures
with high generalization capabilities [7,9] . A difference with previous construc-
tive algorithms is that C-Mantec permits the architectures to grow as required
by the learning of patterns but without freezing the values of existing synaptic
weights, in a scheme where the neurons compete for the incoming knowledge
and in which the learning at the level of individual neurons is performed by the
thermal perceptron. The algorithm is used in this work to test the generaliza-
tion ability of the several representation of the data obtained by applying the
ELM discretizer because of its observed good generalization capabilities but also
because training computational are much reduced in comparison to traditional
MLPs.

2.4 The Generalization Complexity Measure

The GC measure was introduced by Franco and colleagues [2] and was derived
from evidence that pairs of bordering examples, those lying closely at both sides
of the separating hyperplanes that classify different regions, play an important
role on the generalization ability obtained in classification problems when neural
networks are used as predictive methods. The idea behind the GC measure is to
build an estimate of the generalization ability that can be obtained beforehand
but also to be used to estimate the size of an adequate neural architecture [3].
As the GC measure has been defined only for binary input values, we used it
in this work as an additional test of the quality of the representations obtained
using the ELM discretizer developed.

3 Results

We have applied the ELM discretizer using several size architectures to a set
of 20 benchmark data sets. To choose the number of neurons in the hidden
layer of the ELM, i.e., the size of the representation, we took the number of
neurons generated by CAIM and consider this value as a reference, and thus we
try representations with the same number of units used by CAIM, twice and
five times this number, and also consider a number of hidden units necessary to
achieve a 0.01 level of error.
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Table 1. Characteristics of the 20 data sets selected from the PROBEN1 benchmark
set to carry out the tests (see the text for more details)

Id Set Patterns Class distribution Inputs Neurons Neurons
% (0/1) CAIM ELM (Error < 0.01)

f1 cancer1 699 65 - 35 9 18 527
f2 card1 690 45 - 55 51 100 641
f3 diabetes1 768 35 - 65 8 16 818
f4 gene1a 3175 76 - 24 120 240 2977
f5 gene1b 3175 76 - 24 120 240 2600
f6 gene1c 3175 48 - 52 120 240 2600
f7 glass1a 214 67 - 33 9 18 215
f8 glass1a 214 64 - 36 9 18 243
f9 glass1b 214 92 - 8 9 18 251
f10 glass1c 214 94 - 6 9 18 235
f11 glass1d 214 96 - 4 9 18 243
f12 glass1e 214 86 - 14 9 18 251
f13 heart1a 920 44 - 56 35 67 824
f14 heartc1b 303 54 - 46 35 59 300
f15 horse1a 364 38 - 62 58 116 347
f16 horse1b 364 75 - 25 58 116 347
f17 horse1c 364 85 - 15 58 116 347
f18 thyroid1a 7200 97 - 13 21 42 538
f19 thyroid1b 7200 95 - 5 21 42 529
f20 thyroid1c 7200 7 - 93 21 42 520

Table 1 shows the characteristics of the 20 binary output data sets taken from
the Proben benchmark set used for testing the discretization performance of the
proposed algorithm. The first column of the table indicates the identification ref-
erence of the data set, and the rest of columns indicate its the name, the number
of patterns available, the class distribution, the number of inputs, the number
of discretization intervals (or equivalently the number of neurons) needed by the
CAIM algorithm, and the number of neurons used in the developed discretizer
needed to achieve a codification error below 0.01.

Table 2 shows the generalization ability results obtained in a ten fold cross-
validation approach. The first column indicates the function used and the rest of
columns the generalization ability obtained using the several representations of
the function: the original continuous input data, the CAIM discretized inputs,
the ELM based discretization with the same number of neurons as used with
CAIM, twice and five times the previous value and finally with a number of
attributes needed to achieve a 0.01 or less of training error (value indicated in
the last column of Table 1).

Regarding the computational costs involved in the tests carried out, we report
the average CPU times needed on an Intel Core 2 Duo E7300 PC running at
2.66GHz with Windows Vista OS for discretizing the 20 data sets analyzed. On
average the CAIM algorithm needed 24.03 seconds per function, while the ELM
based discretizer needed 0.05, 0.30 and 1.91 seconds respectively for the case of
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Table 2. Generalization ability obtained for the 20 benchmark functions extracted
from the Proben benchmark set. The function identifier is shown in the first column,
and the rest of values shown indicate the generalization for the original continuous
input data (no discretization applied), for the discretization obtained from CAIM, and
for the ELM based discretizer with the different representations sizes considered. (See
the text for details).

Function Continuos CAIM ELM nh ELM 2nh ELM 5nh ELM
id input (Error < 0.01)

f1 96.19 96.57 93.05 95.24 94.57 94.76
f2 74.20 75.56 70.05 74.88 72.46 72.85
f3 54.96 75.13 67.57 68.78 60.17 54.26
f4 85.15 86.09 80.55 82.00 82.92 83.34
f5 79.24 81.37 75.84 77.21 78.28 77.65
f6 78.38 78.32 71.66 73.93 75.82 75.80
f7 69.69 80.31 67.19 75.31 74.06 73.44
f8 66.88 78.75 66.56 68.13 71.25 70.94
f9 84.06 88.44 93.13 90.94 90.00 90.63
f10 94.69 91.88 94.38 93.44 93.75 96.88
f11 97.50 99.38 95.63 97.19 97.50 96.56
f12 94.06 95.31 95.31 95.31 95.00 95.63
f13 67.68 72.68 63.12 67.03 64.35 64.49
f14 74.73 80.00 73.85 70.77 76.48 73.63
f15 68.07 70.28 68.26 67.34 68.81 68.62
f16 74.68 76.51 74.31 72.84 76.33 74.50
f17 85.14 85.32 81.28 82.39 82.02 84.22
f18 98.59 99.03 97.90 94.72 98.05 98.30
f19 93.85 97.35 94.63 91.29 94.69 94.48
f20 93.10 98.95 92.61 90.82 92.73 92.87

Mean 81.54 85.36 80.84 81.48 81.96 81.69

networks having the same number of outputs than the CAIM algorithm, twice
and five times this value respectively.

Further, we have computed the Generalization Complexity (GC) of the sev-
eral data sets used. This measure is related to the generalization ability that
can be expected when a function is implemented in a neural network or other
prediction system. The GC measure has been defined only for Boolean inputs
and thus it is useful to analyze the values obtained with the different discretized
representations considered previously. Table 3 shows the value obtained for the
Generalization complexity for the 20 functions indicated in the first column.
Columns 2 to 5 show the values of GC using the 5 considered discretization
schemes: CAIM, ELM with same number of attributes than CAIM, twice and
five times the previous value, and with a number of neurons enough to reduce
the representation error below 0.01. The last row of the table shows the average
of column values.

As the GC measure can only be computed for binary data, given a continu-
ous input data it is not clear its true value as the data needs to be transformed.
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Table 3. The Generalization Complexity values computed the 20 test data sets using
5 different discretization representation: CAIM, ELM nh, ELM 2nh, ELM 5nh, ELM
with an error less than 0.01. Average column values are indicated in the last row.

Function CAIM ELM nh ELM 2nh ELM 5nh ELM
id (Error < 0.01)

f1 0.0525 0.1440 0.0700 0.0473 0.0401
f2 0.2033 0.2191 0.1969 0.2053 0.2109
f3 0.3761 0.4481 0.4219 0.3356 0.3027
f4 0.1617 0.2139 0.1860 0.1854 0.1761
f5 0.1764 0.2334 0.2059 0.1792 0.1762
f6 0.2417 0.2935 0.2763 0.2744 0.2601
f7 0.3105 0.3860 0.3397 0.2823 0.2103
f8 0.4048 0.4263 0.3765 0.2614 0.2240
f9 0.1570 0.1543 0.1262 0.1262 0.1090
f10 0.0591 0.1210 0.0944 0.0380 0.0506
f11 0.0566 0.0768 0.0613 0.0389 0.0257
f12 0.0573 0.1801 0.0491 0.0254 0.0288
f13 0.2412 0.2562 0.2381 0.2579 0.2458
f14 0.2333 0.2693 0.2294 0.2393 0.2525
f15 0.3097 0.3300 0.3574 0.3810 0.3537
f16 0.2454 0.2689 0.2889 0.2540 0.2807
f17 0.1861 0.1832 0.1964 0.1882 0.1850
f18 0.0120 0.0503 0.0271 0.0172 0.0130
f19 0.0553 0.0915 0.0917 0.0919 0.0819
f20 0.0543 0.1266 0.1269 0.1052 0.0878

f 0.1797 0.2236 0.1980 0.1767 0.1657

Nevertheless, as the GC measure has been validated before [2] as a good predictor
for the generalization ability, we computed the correlation between the general-
ization ability obtained using the original continuos data and the GC obtained
from the several discretization schemes. The results show a strong correlation
value in all cases (measured by the absolute value of the Pearson correlation
coefficient), with largest values observed for the case of the CAIM discretized
data (r=0.89) and also for the ELM based discretizer with twice as much bits
as those generated by CAIM (r=0.86).

4 Conclusions

We have tested in this work the implementation of a non-supervised discretiza-
tion algorithm based on the ELM neural network architecture and compared
the results with those obtained using a supervised discretization method, named
CAIM, known for its good performance. To compare the quality of the represen-
tations obtained we have analyzed the generalization ability using 20 benchmark
data sets. The results show that the same of level of generalization than for the
case of using the original continuous data can be obtained by using approxi-
mately five times more neurons than those selected by the CAIM algorithm,
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that normally chooses a representation two times larger than the number of in-
put features for binary classification problems, as it is the case of the analyzed
data sets. Considering that the CAIM algorithm is a supervised method, the
previous result can be considered useful, also because of the speed of the ELM
based discretizer, several times faster in comparison to the CAIM algorithm. A
further test of the quality of the discretization representation obtained with the
ELM-based discretizer comes from an experiment carried to measure the value
of the Generalization Complexity of the data sets, finding results quite close to
those obtained when using the CAIM algorithm. As an overall conclusion we can
state that the experiments carried out in this work shows the suitability of us-
ing the ELM as a discretization algorithm, highlighting that even if it generates
larger data representations in comparison to a performant supervised algorithm
like CAIM, the process is much faster and permits to work both with supervised
and unsupervised data.
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Abstract. This work examines the influence of Bayesian variable selec-
tion on neural architectures for global solar irradiation and air temper-
ature time series prediction. These models, 3 neural architectures with
differing input and output processing strategies [2], predict all time slots
in the 24 hours ahead period, with inputs solely taken from local mea-
surements of the 24 last hours. Qualitative and computational points of
view are considered for the comparison of Bayesian and non-Bayesian
learning, with a specific care for salient variable sets analysis. For gener-
alization purpose, models are assessed and compared on data from two
contrasted sites in France. The input space appeared to be reduced by
at least 34%, and up to 73%, with a small prediction quality loss (1.3%
on average), and a good repeatability of selected salient variables across
sites.

Keywords: Meteorological time series prediction, Neural architectures,
Bayesian variable selection, Solar irradiation, Air Temperature.

1 Introduction

Accurate predictions of global solar irradiation and air temperature are useful for
anticipative control in autonomous energy management systems that use solar
energy. For example, the system could then anticipate future production and
needs, and adapt its behavior accordingly. This information may be provided
by an external numerical weather prediction system, but to prevent any service
versatility, or its excessive cost relatively to the expected gains, some system
designers require autonomous predictions.

Naive models such as persistence or monthly means can then be effective
[4]. Alternatively, Multi-Layer Perceptrons (MLP’s) have been used to learn
predictors from meteorological time series’ data [3], [7], [8]. These approaches
have recently been unified and extended to handle the prediction of every time
slot in the upcoming 24 hours, using only local measurements from the 24 latest
hours [2]. In short, absolute versus relative and daily versus tri-hourly strategies
have been explored for neural predictions. However, all available variables were
used for prediction. In this paper, a Bayesian variable selection procedure is
applied to these predictors.
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First, we define some basics about the MLP and introduce the evidence pro-
cedure [5] for the selection among its inputs. Then, we give a short reminder
of the neural architectures introduced in [2] for this problem. An experimental
protocol, including available data sets, is described in section 3. Experimental
results are given in the next section, that includes an analysis of the selected
variables and its potential generality across different sites. The interest of this
approach is finally outlined, and perspectives to this work are drawn.

2 Neural Architectures Description

2.1 Multi-layer Perceptron Basics

Let us consider a regression problem with D-dimensional inputs x = {x1, . . . ,
xD}, and S-dimensional outputs y = {y1, . . . , yS}. The regression MLP with S
outputs and K hidden neurons is determined by the following formula:

fs(x) =
∑
s,k

wskσ

(∑
k′,d

wk′dxd

)
(1)

where wkd (respectively wsk) denotes the weight from the dth input node (respec-
tively kth hidden node) to the kth hidden node (respectively sth output node),
and f = {fs} is the model output. The full set of weights is generally summarized
as w =

{
{wkd}, {wsk}

}
. Hidden and output layer nodes also have bias weights,

implicitly associated to an additional input dimension, clamped at 1 in formula
(1). σ(.) is a non-linear function, chosen as the logistic function in this paper.
Learning a MLP then amounts to set w such as f(x) approximates correctly y.

Values for w are fitted to a set {xn,yn}n=1...N using the back-propagation
algorithm [5]. This algorithm optimizes the quadratic loss of the model output
with respect to target yn vectors. The estimated model is then able to predict
y for an unknown x. Let us note that the cardinality of the weights |w| in the
MLP roughly equals K(D + S).

2.2 Bayesian Variable Selection

For a given problem, some input dimensions may be useless or redundant.
Bayesian variable selection aims at detecting the relevant inputs, and decid-
ing which inputs should be removed. This selection is not trivial for MLP’s:
inputs associated to null weights play no role, but the reciprocal generally does
not hold [1]. The Bayesian view of MLP’s aims at enforcing this equivalence,
thus providing an indicator for non-relevant inputs.

Formally, each input weight is associated to a prior centered on 0:

p(wkd|αd) = N (wkd|0, α−1
d ) (2)

where N (.) is the Gaussian law, and αd is the precision parameter (i.e. inverse
variance) for the dth input. Posterior αd values are obtained from the evidence
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procedure [5], along with the associated estimation of w. This method combines
the back-propagation algorithm with an iterative re-estimation of αd coefficients.
A high posterior value for αd is then equivalent to the redundancy of the dth

input.

2.3 Meteorological Time Series Prediction

The prediction of solar irradiation and air temperature is made for the 24 hours
ahead with data from the latest 24 hours. Thus, the timestamps t can be iden-
tified relatively to the current time slot hc and prediction time slot hp without
any ambiguity. The predicting horizon is defined as the difference between hp

and hc with a 24h modulo function. In this work, we restrict to tri-hourly time
series, i.e. time slots range in {0, 3, . . . , 21}. Computational complexity issues
taken apart, the extension to hourly data would be straightforward.

New architectures for meteorological time series prediction were proposed in
[2]. They incorporate strategies specially adapted to cyclic inputs and outputs. In
short, the absolute (respectively relative) strategy amounts to specialize MLP’s
to one admissible hc value (respectively to use only one MLP for all hc values).
The tri-hourly (respectively daily) strategy specializes MLP’s to one admissible
hp value (respectively defines only one MLP for all hp values). The resulting
predictors are composed of a different number of MLP’s according to the chosen
strategies, that can range from 1 (relative-daily) to 64 (absolute-tri-hourly) with
1 or 8 outputs.

3 Experimental Protocol

3.1 Data Sets Description and Pre-processing

Four meteorological time series are available for prediction: solar irradiation
(W.m−2), air temperature (◦C), air pressure (hPa) and hygrometry (%). Two
5-years long data sets were recorded in Saclay (near Paris, France) and in Mar-
coule (South-East of France). Let us note that solar irradiation time series is null
at 21h, 0h and 3h at French latitude. In the remainder, these time slots were re-
moved when needed (pre-processing, learning and evaluation stages). Therefore,
the number of inputs D considered for prediction equals 29.

Meteorological time series have strong yearly and daily cycles, they should
be converted to an acceptable stationary process before being used in a learning
procedure [6], [7], [8]. To this aim, let us define the monthly-hourly sets of a time
series data set:

xm,h = {xt|month(t) = m ∧ time slot(t) = h}. (3)

This results in 96 sets (12 months and 8 time slots). Then the time series are
normalized in order to make the time series’ mean and variance approximately
constant ∀t, which is the weak stationarity definition:

xnorm
t =

xt −mean(xm,h)

standard deviation(xm,h)
∀t, s.t. xt ∈ xm,h. (4)
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3.2 MLP Learning Protocol

Training and testing sets are defined by their chronological bounds. For each
admissible time t in the training set (i.e. that matches admissible hc values
for the MLP), an input vector is made with the time series restricted to [t −
21h; t]. Matching output data entries are either scalars or vectors, depending on
admissible hp values for this MLP. Training entries with missing values in either
input or output vectors are ignored.

The determination of K, the number of neurons in the hidden layer, is left
open by the back-propagation algorithm and the evidence procedure. Thus, a
cross-validation scheme is used to learn a model with a good generalization
ability. More specifically:

– the training set is randomly divided in 5 equal-sized parts,

– each of these 5 parts is used for the validation of a MLP. Each MLP is first
trained using remaining parts.

– observed validation errors are averaged, and serve as a criterion for selecting
K: initialized to 1, K increases until validation error stops decreasing.

For each site, 3 years of consecutive data are used for training, and the 2 following
years are used for testing. Transformed data (see equ. (4)) is used for learning
and validation, but testing errors are measured with back-transformed outputs
and the following normalized Root Mean Squared Error quality metric:

nRMSE =

√√√√ 1

N

N∑
n=1

(
yn − ŷn

max(ym,h)−min(ym,h)

)2

where yn is the time series to predict, ŷn the prediction, ym,h is the monthly-
hourly set associated to time series data yn (see equ. (3)). Errors are thus scaled
to the domain they relate to, and can be seen as the percentage to maximal
possible error on the original scale (indeed, maximal daytime solar irradiation
ranges from 100 to 1000W.m−2). Thus nRMSE estimates will be further denoted
as percentages.

3.3 Variable Selection Protocol

Non-Bayesian MLP’s may be learnt using the back-propagation algorithm, and
all available input variables. Bayesian MLP’s are obtained by the evidence pro-
cedure, that combines a variable selection procedure to the back-propagation
approach. This model outputs a set of αd coefficients. In this paper, the saliency
of a variable d is defined as the inverse of αd (i.e. the tendency of its weights
to deviate from 0). The smallest variable set that gathers at least 95% of the
saliency is selected. This set of relevant variables is then used to learn Bayesian
MLP’s afresh. Depending on their position in this sequence, Bayesian predictors
are said to occur before or after variable selection.
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4 Experimental Results

In [2], the non-Bayesian versions of the architectures described in this paper
were evaluated for the prediction of solar irradiation and air temperature time
series. Comparisons to a set of naive models (persistence, monthly means) showed
that neural predictors were more performant. Among them, the absolute-daily
architecture emerged as the best compromise between predictive quality and
computational cost. In this section, the non-Bayesian versions are compared to
their Bayesian counterparts, before and after variable selection. All experiments
were performed 5 times in order to improve the robustness of given results.

Table 1. Comparative performance results of neural architectures. Associated standard
deviations range from 0.1% to 0.3%.

hp − hc= 3h 6h 9h 12h 15h 18h 21h 24h

Irradiation - Saclay

Relative-daily
Non-Bayesian 17.0% 19.4% 20.3% 20.6% 20.9% 21.2% 21.3% 21.5%

Bayesian (before sel.) 17.0% 19.4% 20.3% 20.6% 20.9% 21.2% 21.3% 21.5%
Bayesian (after sel.) 17.2% 19.7% 20.6% 20.8% 21.1% 21.4% 21.4% 21.6%

Absolute-daily
Non-Bayesian 15.8% 18.8% 19.9% 20.5% 20.9% 21.1% 21.3% 21.4%

Bayesian (before sel.) 15.7% 18.7% 19.8% 20.4% 20.9% 21.2% 21.3% 21.5%
Bayesian (after sel.) 16.0% 19.2% 20.2% 21.2% 21.5% 21.7% 21.8% 21.8%

Absolute-tri-hourly
Non-Bayesian 15.5% 18.8% 19.9% 20.4% 21.5% 21.1% 21.3% 21.5%

Bayesian (before sel.) 15.4% 18.8% 19.9% 20.3% 20.9% 21.1% 21.2% 21.4%
Bayesian (after sel.) 15.7% 19.4% 20.2% 20.9% 21.1% 21.8% 21.7% 21.4%

Irradiation - Marcoule

Relative-daily
Non-Bayesian 15.6% 18.0% 18.9% 19.2% 19.7% 20.0% 20.2% 20.2%

Bayesian (before sel.) 15.4% 18.0% 18.7% 19.1% 19.6% 19.9% 20.1% 20.1%
Bayesian (after sel.) 15.7% 18.0% 18.8% 19.2% 19.7% 20.0% 20.3% 20.2%

Absolute-daily
Non-Bayesian 14.4% 17.2% 18.2% 18.6% 19.2% 19.4% 19.6% 19.7%

Bayesian (before sel.) 14.5% 17.1% 18.2% 18.5% 19.1% 19.4% 19.7% 19.8%
Bayesian (after sel.) 14.9% 17.7% 18.8% 19.2% 19.6% 19.7% 19.7% 19.9%

Absolute-tri-hourly
Non-Bayesian 14.0% 17.0% 18.1% 18.6% 19.1% 19.5% 19.6% 20.0%

Bayesian (before sel.) 14.0% 16.9% 18.0% 18.5% 19.0% 19.3% 19.4% 19.7%
Bayesian (after sel.) 14.4% 17.3% 19.0% 19.7% 19.3% 19.6% 20.0% 19.8%

Temperature - Saclay

Relative-daily
Non-Bayesian 6.0% 8.9% 10.7% 11.8% 12.4% 12.8% 13.1% 13.3%

Bayesian (before sel.) 6.0% 8.9% 10.6% 11.7% 12.3% 12.7% 13.0% 13.2%
Bayesian (after sel.) 6.0% 8.9% 10.6% 11.6% 12.2% 12.6% 12.9% 13.2%

Absolute-daily
Non-Bayesian 5.9% 8.2% 9.8% 10.9% 11.7% 12.3% 12.7% 13.1%

Bayesian (before sel.) 5.9% 8.3% 9.9% 10.9% 11.7% 12.3% 12.8% 13.1%
Bayesian (after sel.) 6.0% 8.6% 10.1% 11.0% 11.7% 12.2% 12.7% 13.1%

Absolute-tri-hourly
Non-Bayesian 5.4% 8.2% 9.8% 10.9% 11.6% 12.2% 12.7% 13.1%

Bayesian (before sel.) 5.4% 8.2% 9.9% 10.9% 11.7% 12.2% 12.6% 13.0%
Bayesian (after sel.) 5.7% 8.4% 10.0% 11.0% 11.8% 12.3% 12.7% 13.1%

Temperature - Marcoule

Relative-daily
Non-Bayesian 6.4% 9.6% 11.1% 11.7% 12.1% 12.3% 12.5% 12.8%

Bayesian (before sel.) 6.3% 9.5% 11.1% 11.7% 12.1% 12.3% 12.5% 12.8%
Bayesian (after sel.) 6.3% 9.6% 11.1% 11.7% 12.0% 12.2% 12.4% 12.7%

Absolute-daily
Non-Bayesian 6.4% 9.1% 10.8% 11.6% 12.0% 12.3% 12.5% 12.9%

Bayesian (before sel.) 6.5% 9.2% 10.8% 11.6% 12.1% 12.4% 12.6% 12.9%
Bayesian (after sel.) 6.4% 9.3% 10.9% 11.6% 12.0% 12.2% 12.5% 12.9%

Absolute-tri-hourly
Non-Bayesian 5.9% 9.0% 10.6% 11.5% 12.0% 12.3% 12.5% 12.8%

Bayesian (before sel.) 5.8% 8.9% 10.6% 11.5% 11.9% 12.3% 12.5% 12.8%
Bayesian (after sel.) 6.1% 9.1% 10.8% 11.5% 12.0% 12.3% 12.6% 12.8%
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4.1 Performance Evaluation

For predicting horizons greater than 9 hours, the non-Bayesian versions of the
3 evaluated architectures perform equally well (table 1). For shortest termed
predictions, as reported in [2], the absolute-tri-hourly architecture generally per-
forms slightly better than the absolute-daily architecture, which itself performs
better than the relative-daily architecture. Let us note that the absolute-tri-
hourly architecture reduces the error made by the relative-daily approach at
most by 10.3%.

Bayesian learning (i.e. also involving the evidence procedure) produces models
that perform similarly to non-Bayesian ones. Indeed, the cross-validation proce-
dure alone already prevents over-fitting. As suggested by the end of section 3.2,
the interest of the Bayesian approach lies in encouraging the minimal amount of
input variables to be effectively used. Bayesian learning that occurs after vari-
able selection performs at best similarly to learning without variable selection.
At worst, the associated error is increased by 5.6%. Such a degeneracy is rare
though, the average error increase being 1.3%. Specifically, this means that an
absolute architecture learnt after variable selection is generally more performant
than the simplest one (relative-daily) before variable selection.

4.2 Variables Selection Analysis

In table 2, the nature of the inputs selected by the Bayesian method is high-
lighted. This gives an overview of the relative importance of each meteorological
input for prediction. For the relative-daily architecture, 17 to 19 variables (over
29) are selected after Bayesian learning. This number drops down to [8,13] for
the absolute-daily architecture, and down to [7,9] for the absolute-tri-hourly
architecture. Air pressure seems to play a dominant role in this selection: in-
deed, on average it represents 47.8% of selected inputs, and its slots are almost
always selected more frequently than any other meteorological variable. Air tem-
perature is the second most represented variable, with an average of 30.2% of
selected inputs. Past irradiation measurements are also important for irradiation
prediction, but are almost insignificant for temperature prediction. Finally, past
hygrometry measures play a minor role in both cases.

To evaluate to which extent this selection may be site-specific, the saliency
of overlapping variables among those selected for each site is given in the table
2 (95% being the threshold for selection). The overlap is high for the relative-
daily architecture (from 85% to 94%), but weakens for absolute architectures
(from 69.5% to 85%). Yet 70% is a satisfactory part of the total saliency: thus
input selections may be generalized for all architectures. However, there could
be an important variability of this estimate among the MLP’s that constitute
an absolute architecture: site-specific variable sets for the MLP’s with the lowest
overlap rates might then be used for deployment.
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Table 2. Total and average number of selected inputs for each meteorological variable,
with the saliency statistics of overlapping selected inputs between Saclay and Marcoule

Hygro. Irradiation Temp. Pressure Total % saliency
(8 slots) (5 slots) (8 slots) (8 slots) (29 slots) of overlapping

inputs

Irradiation - Saclay

Relative-daily 2.0 4.0 3.0 8.0 17.0 85.2%
Absolute-daily 0.9 1.6 2.1 5.1 9.7 74.4 [± 22.1]%
Absolute-tri-hourly 0.5 1.0 1.7 4.7 7.9 70.7[± 25.8]%

Irradiation - Marcoule

Relative-daily 3.0 5.0 4.0 7.0 19.0 86.7%
Absolute-daily 1.0 1.6 1.5 4.3 8.4 84.2[± 12.3]%
Absolute-tri-hourly 0.8 1.2 1.5 4.2 7.7 79.0 [± 18.0]%

Temperature - Saclay

Relative-daily 2.0 1.0 8.0 8.0 19.0 94.3%
Absolute-daily 1.2 0.6 4.8 6.4 13.0 69.5[± 24.4]%
Absolute-tri-hourly 0.8 0.1 3.2 4.4 8.5 70.8 [± 18.8]%

Temperature - Marcoule

Relative-daily 2.0 1.0 8.0 8.0 19.0 93.8%
Absolute-daily 1.2 0.3 5.0 5.6 12.1 85.0[± 3.0]%
Absolute-tri-hourly 0.9 0.4 3.4 3.2 7.9 76.9[± 20.0]%

Table 3. Comparative analysis of architecture complexities, after variable selection.
Respective results for non-Bayesian architectures are given in [2]: average K values are
reported from this reference to the second column of the table, for discussion clarity.

After Bayesian variable selection
# avg(K) avg(K) avg(|w|) total # # of ops. total #

of MLP / MLP / MLP / MLP of ops. ∝ / MLP ∝ of ops. ∝
(prediction) (learning) (learning)

Irradiation

Relative Saclay 1 12.0 16.2 356 356 127021 127021
daily Marcoule 1 10.8 13.8 331 331 109693 109693
Absolute Saclay 8 2.1 3.5 51 51 2647 21177
daily Marcoule 8 1.4 3.1 42 42 1726 13805
Absolute Saclay 40 1.1 2.7 24 120 577 23098
tri-hourly Marcoule 40 1.0 2.0 17 87 303 12110

Temperature

Relative Saclay 1 17.4 12.6 340 340 115736 115736
daily Marcoule 1 10.8 12.6 340 340 115736 115736
Absolute Saclay 8 2.7 4.0 84 84 7056 56448
daily Marcoule 8 2.3 3.7 74 74 5531 44247
Absolute Saclay 64 1.1 3.2 30 243 924 59146
tri-hourly Marcoule 64 1.1 3.2 28 228 811 51911

4.3 Complexity Analysis

The counterpart of a reduced input space is generally a higher number of hidden
neurons K, as reported in table 3. In average, with variable selection this value
is 83% higher than for the respective non-Bayesian model, and up to 3 times
higher when considering absolute architectures. Yet the influence of the input
space reduction remains dominant: learning and prediction computational costs
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are always reduced by the Bayesian approach with variable selection, by 30.1%
in average, and up to 72.1%. The average prediction and learning cost reduction
amounts respectively to 20.1% and 36.1% for the absolute-daily architecture
in this context. This architecture also compares favorably to alternatives such
as the relative-daily architecture, and divides associated learning and prediction
costs by up to 10. Following the conclusions in [2], now under a Bayesian setting,
and the remarks in section 4.1 regarding predictive accuracy, this architecture
remains the best compromise between quality and cost.

5 Conclusion

In this paper, the qualitative and computational consequences of Bayesian vari-
able selection for solar irradiation and air temperature prediction with neural
architectures were detailed. Neural architectures learnt with relevant subsets of
variables were compared to their Bayesian and non-Bayesian counterparts.

The usage of a subset of variables implies a small performance loss and a gain
of computational resources. The best compromise is achieved by the absolute-
daily architecture after variable selection. This model uses one distinct MLP for
each admissible current time slot that predicts a variable for the upcoming 24
hours. This study also outlines the preponderant role of the latest air pressure
measurements, which highly populate the selected inputs of all evaluated models.
This selection appeared to generalize well across the 2 tested sites.

Extensions to this work may include the combination of neural architectures,
such as presented in this paper, with a mixture of experts. This combination
would aim at adapting existing models to a new site with little or no prior data.
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Abstract. University Examination timetabling problem (UETP) is a hard com-
binatorial scheduling and it is fully automated. Visualization and steering of 
critical processing phases like examination clashes identification are essential 
for effective data analysis by examination timetabling research community. The 
visual analytics combined steering framework with interactive visualization 
techniques needs to take into account for both the inputs of the researcher (hu-
man timetabler) and the critical needs of the application including simulations 
and continuous visualization of significant events. In this work, we have devel-
oped an integrated problem solving environment (PSE) a computational steer-
ing mechanism for user-driven and automated steering interactions. The well 
sophisticated ExamViz user interface is for simulations, and analysis for critical 
conflict and reconciliation with visual cues. ExamViz provides the user steering 
control visualization over various parameters of the inputs, including the initial 
raw data solutions. The user are able to interact with conflicting data while the 
decision making algorithm in execution with visual cues to reconciliate the 
clashes and guide the user throughout the improvement of the solution. We 
have evaluated our approach for 13-real world examination timetabling problem 
(Carter et., al 1996) and the result are reported. 

Keywords: Computational steering, Examination timetabling, Clash  
reconciliation. 

1 Introduction 

Automated timetabling schedulers simulation still requires hours or days of research-
er’s time to reach the optimality of results. Time and effort required for data  
input, output and further complicates the process. Computational steering is an inves-
tigative paradigm whereby the parameters of a running program can be altered ac-
cording to what is seen in the currently visualized results of the simulation. Although 
these thoughts were expressed 25 years ago, they express a very simple idea that 
scientists want more interaction than is currently present in most simulation codes. 
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Computational steering has been defined as “the capacity to control the execution of 
long-running, resource-intensive programs” [1]. 

The modified definition suits to interactive visualization programs. As such, steer-
ing provides techniques to iteratively enhance or evaluate parameter changes in a 
complex computational environment. Hence, the paper focus on NP-hard optimization 
problems like resource-intensive programs with computationally complex constraint 
oriented examination timetabling problems.  

The processing phases are (a) Pre processing phase (Pre-P) in this phase, an initial 
random solution is generated from the raw data in which we assume it as a set of un-
scheduled examination and the potency of future solutions are compared based on this 
initial solution. Naturally, as each of the examinations are assigned to a timeslot at 
random, it tends to generate the existence of possible conflicts where some examina-
tions being assigned to a same timeslot, or multiple consecutive examinations.  
Therefore, with the adaptation of visually interactive elements (where data objects 
and relationships are represented in a simple, interactive and yet effective manner), 
users are allowed to directly interact with the data (schedule of events) graphically to 
modify as they like or perform reconciliation of conflicts. (b) During the processing 
phase (Due-P) has equipped with evolutionary algorithm (EA) and tuned dataset from 
Pre-P as input. The human timetablers are able to interact with the conflicting data 
which was represented in parallel coordinates style of visualization workspace while 
the algorithm is in execution. This sophisticated process of navigation allows the  
researcher to virtually “steer” through the computations and additionally, the compu-
tational steering mechanism is enhanced with an advanced analysis feature which 
displays the immediate results of every possible choices to further ease the user on 
clash reconciliations until the stopping criteria is invoked.   

2 Related Work 

Computational steering has been extensively studied over the past several years [4, 6]. 
A variety of steering systems have emerged like SCIRun [4], CUMULVS[1] etc. A 
taxonomy of different kinds of steering and steering systems and tools can be found in 
[4]. Performance steering allows scientists to change application parameters to  
improve application performance. Algorithmic steering uses an algorithm to decide 
application parameters to improve system and application performance [1]. Computa-
tional steering has been applied to different kinds of applications like molecular  
dynamics simulation, biological applications, astrophysics, computational fluid dy-
namics, atmospheric simulations [3, 6]. These frameworks were mainly developed for 
exploratory steering in order to change simulation parameters interactively and the-
reafter, visualizing the simulation output with the new parameters. CUMULVS [1] 
provides the user with a viewer and steering interface to modify the application’s 
computational parameters and improving application performance. In our previous 
work [2], we have shown the proposed application and system parameters based on 
the uncapaciated nature of examination timetabling problem.  To the best of our 
knowledge, ours is the first work that considers computational steering of examina-
tion timetabling applications with performance requirements. 
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3 Visual Analytics Steering Problem Solving Framework 

The integrated problem solving environment (PSE) supported with visual analytics 
model that determines the application configuration for examination timetabling gen-
erations based on constraints and user input, a simulation process that performs ex-
amination scheduling with different configurations on each of the processing phases.  
The following subsections describe the primary components in detail: 

3.1 User Interface: Workspace 

The user gives input through the user interface. In particular, the user can specify the 
problem set from the 13 real-world dataset, the selected input values are sent to the 
Visualization workspace, and mapped with student, course coordinate axis collected 
from the raw data and further allocate the values to rooms and timeslots by drawing 
lines to the multiple axis. The sophisticated GUI has equipped with the user-driven 
steering interaction capabilities with the preprocessing phase (Pre-P). 

3.2 Interaction Manager 

The interaction manager is the primary component of ExamViz and acts as the bridge 
between algorithmic steering and user-driven steering. The preprocessing (Pre-P) 
periodically update the clash reconciliation values (data) as new tuned input for the 
evolutionary decision algorithm for during the processing (Due-P). Here the process 
checks the feasibility of running the simulation with the user inputs, advises the users 
of alternate options if not feasible and let the user invokes the decision algorithm with 
the user input parameters if feasible.  More details on the reconciliation of the algo-
rithmic and user-driven steering are given in the section 4.2. 

3.3 Simulation Process 

The simulation processes in the examination timetabling that simulate the scheduling 
events. It starts with the preprocessing phase whereby the user-driven steering oc-
curred by drag-n-drop the lines. Then during the processing phase is invoked once the 
parameters are configured. While the algorithm executes and assigning the scheduling 
of events from course to room and timeslots, the user able to interact with the clashed 
lines which is highlighted in red color from the course axis to the timeslot axis.  

4 ExamViz 

ExamViz is an integrated problem solving environment which allows human timetab-
ler and researchers to perform a variety of tasks related to scientific computation. 
There are strategies in preprocessing phase such as exploration of the conflicting data 
in the search space, with visual cues and interact then reconciliate the clashes with 
drag and drop strategy. In during the processing phase the user able to communicate 
with the conflicting data while the algorithm under execution and facilitate heuristic 
strategies on assignment of events. This process is supported by the evolutionary  
algorithm to generate solutions with user interaction until the convergence and im-
provement of solution. 
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4.1 User-Driven Steering: Scientific Discovery in Preprocessing Phase (Pre-P) 

The preprocessing phase consists of raw data randomization, initial clash identifica-
tion and minimization, and constraint violation of patterns. An initial population is 
created and iteratively improved via the processes of evaluation.  In addition to that, 
the system also provides a certain level of interactivity besides just graphic elements.  

The rectangle box has colored concentric circles represents the population of 
chromosomes. For example, hovering the cursor over a chromosome (colored circles) 
will actually allow the preview of the chromosome contents as well as visualizing the 
content order on the axial canvas. Green circle appears the best fitness values (Fitness 
1.0) has considered with the number of clashes. We have tested with the entire 13- 
real world benchmarking problem set provided by [7]. 

 

Fig. 1. User-Driven Steering on the preprocessing of examination timetabling 

In Figure 1 (a) has shown the initial solutions with clashes and without clashes as-
signment of events.  “Red” lines indicate clashes. “Grey” lines indicate the assign-
ment without clashes. In Figure 1 (b) illustrates the detection of clash and resolve the 
clashes. The Room and Timeslot axial lines has enabled with “Blue” spots. The user 
click on the “Blue Spot” in the Room axis the corresponding Timeslot has steer the 
user by shown the available and not available timeslots symbolic with OPEN in 
“Green” and N/A “RED” symbols. This strategy is used as the primary method to 
reduce the clashes between Course to Rooms and Timeslot. In Figure 1 (c) the user 
interacts with the 10th Room and reduces the clashes from the 20th Timeslot. Cur-
rently the timeslot is shown as “not available (N/A)”. Once the “RED” line moves to 
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“available (OPEN)” timeslot the clashes are reduced. Figure 1 (d) shows the crossed 
lines are moved from 20th Timeslot N/A to 18th OPEN location thus minimizing the 
clashes from 783 to 778. This knowledge driven process are supported by a “tool-tip” 
information when the user moves the mouse cursor to a particular timeslot, a  mes-
sage appears and displays on how many number of students affected, what is the 
course ID, Room ID and slot ID that are involved. Moreover, the “Green” line visual-
ly draws the attention of the user on the affected student(s), course(s) to room and 
timeslot. 

4.2 Algorithmic Steering and User-Driven Steering: Scientific Discovery  
in during the Processing Phase (Due-P) 

The evolutionary algorithm makes a decision by determining the number of proces-
sors and the generations of schedules of examination timetable data based on the giv-
en problem set for simulation. The algorithm also takes as input (data) the execution 
times for different number of simulation. The execution considers the lower bound for 
students or upper bound for clashes between rooms, courses conflicts with which the 
human timetabler wants to visualize the allocation of events and conflicts. The objec-
tive of the evolutionary decision algorithm is to maximize the rate of simulations and 
to enable continuous visualization with maximum conflicts raised due to the violation 
of hard constraints. The traditional scheduling algorithms often minimizes the execu-
tion times while our algorithm may sometimes “slow- down” the simulations lead to 
faster consumption of visual elements satisfying the hard constraints over the problem 
set used for the particular simulation. Thus our problem is as an optimization problem 
that attempts to maximize simulation. In addition, as we have considered on the prac-
ticality of the application, we have added important hard constraints in order to ensure 
the quality of the visualization. Examinations are given priority, i.e. the number of 
free slots is available for the exam (saturation degree). The process begins with the 
creation of crossed line for a single value and the overall problem (hec-S-92) are 
represented as depicted in Figure 2.  Now the users are able to click on the room(s) 
from the axis and identify which course or student containing the clash to room and to 
timeslot. If the maximum of allowed slots has already been reached the slot cannot 
occur and it randomly allocated to an existing timeslot.  

4.3 Clash Reconciliation Algorithmic and User-Driven Steering Strategies 

Initially, the interaction manager specifies default values for simulation on setting the 
algorithmic filters or configuration elements through the interface. The interaction 
manager then determines the events of output using the evolutionary decision making 
algorithm based on the constraints for the given problem set simulation. The simula-
tion is started with these values. The user at the visualization “Workspace” can 
change the simulation parameters during execution through the user interface and this 
can be seen on the bottom right hand side with tab strips controls. The visualization 
workspace allows the user to specifically interact the declared rooms, timeslots which 
is steered by the “tool-tip” information to drag-n-drop the conflicted lines (RED) to 
the available (OPEN) timeslots. 
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Fig. 2. User-driven and Algorithmic steering in during the processing phase 

When a user specify/touch/interact a room (BLUE circle) the application proactive-
ly checks the feasibility with the conflicted constraints highlighted in “RED” lines 
between rooms and timeslots. However the visualization has shown various related 
information to course to rooms, timeslots and number of students affected. In Figure 
2(d) explains second strategy of another computational steering mechanism with in-
terval values or “Marvel Values” which gives visual cues to the user together with the 
OPEN and N/A cues.  This Marvel Values is of integer values, whereby the user 
moves the conflicted line to the highest -ve (negative) values that weighted values of 
constraints are reduced and if they move conflicted line to the lowest +ve(positive) 
the conflicts has increased. In other words, as to why highest -ve (negative) values are 
presumed as the most favorable is simply because the result of the interaction will 
reduce the overall clashes significantly! These steering mechanisms are controlled by 
the framework and it assists the user towards the improvement of the solutions. 

5 Evaluation 

The performance of adapting visual analytics with steering visual representations is 
experimentally studied using benchmarking dataset [7].  The Carter dataset used in 
this study consists of 13 datasets, which reflect the real-world examination timetabl-
ing problems. For the purpose of our study, 12 datasets circulated in the literature 
were used. The characteristics of Carter datasets, varying in size and complexity, are 
shown in Table 1. The conflict matrix in the last column illustrates density, which is 
the ratio between the numbers of students share the exams and the total number of 
elements in the conflict matrix [5].  
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Table 1. Characteristics of the uncapaciated examination timetabling dataset 

 

Table 2. Effectiveness of the computational steering process in exam timetabling data 

 

Table 2 investigates the influence of visual interactions with the steering significant 
to the user to quickly construct the initial solutions. Figure 3 has shown the perfor-
mance of the user-driven steering versus the algorithmic steering on the reconciliation 
of constraints which was simulated, interacted in each of the 13 real world dataset. 

 

Fig. 3. Effectiveness of the user-driven steering versus algorithmic steering analysis 
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6 Conclusion 

In this paper, we have described our integrated visual analytics steering framework, 
ExamViz that combines user-driven steering with automatic tuning of application 
parameters based on constraints and the needs of the examination timetabling applica-
tion to determine the clash reconciliation. ExamViz proactively analyzes the impact of 
user inputs, advises the user on violations, guides with alternate options, and arrives at 
the initial solution with multiple steering strategies in preprocessing phase and during 
the processing phase of the examination timetabling for the improvement of best solu-
tions. We have followed the similar heuristic ordering strategies same as the timetabl-
ing community. 
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Abstract. In wireless sensor networks (WSNs), compact wireless sensor
nodes are deployed in observation area, form an impromptu network and
gather sensing data periodically. Thereby, the environmental observa-
tion of large-scale area can be realized remotely. In the synchronization-
based data gathering scheme, transmission timings for sensing data are
synchronized by using spiking neural oscillators. Using this scheme, the
number of the transmissions and receptions, and node power consump-
tion can be reduced. However, in the conventional scheme, the duplicate
transmissions of the same sensing data by plural wireless sensor nodes
should be improved.

In this paper, a new data gathering scheme reducing duplicate trans-
missions of sensing data is proposed. In the proposed scheme, simple lo-
cal information is used for transmissions and receptions of sensing data.
Then, the traffic of the whole network can be significantly reduced. In
the simulation experiments, the effectiveness of the proposed scheme is
verified.

1 Introduction

In WSNs, compact wireless sensor nodes are deployed in an observation area,
form an impromptu network and gather sensing data periodically[1][2]. Thereby,
the environmental observation of large-scale area can be realized remotely. Each
node consists of a sensor which measures a state (temperature, humidity, move-
ment) for the observation, a limited processing function and a simple wireless
transceiver. In addition, it usually operates by a battery. Therefore, efficient
data gathering schemes saving node power consumption are required if data
gathering is assumed to be performed by a lot of sensor nodes. Various data
gathering schemes have been proposed in the conventional researches. In the
synchronization-based data gathering scheme, transmission timings for sensing
data are synchronized by using spiking neural oscillators[3]-[6]. If synchroniza-
tion is achieved, each wireless sensor node can switch off the power supply of the
wireless transceiver when it does not transmit sensing data. Then, the number of
the transmissions and receptions, and node power consumption can be reduced.
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However, in the conventional scheme, the duplicate transmissions of the same
sensing data by plural wireless sensor nodes should be improved.

In this paper, a new data gathering scheme reducing duplicate transmissions
of sensing data is proposed. In the proposed scheme, three values in each node are
used for transmission and reception of sensing data. They are hop count to a sink
node, sender ID and receiver ID. Sensing data is transmitted and received only
if these IDs match to each other. By using the proposed scheme, the duplicate
transmissions can be reduced. Then, the traffic of the whole network can be
reduced. In the simulation experiments, the effectiveness of the proposed scheme
is verified.

2 Synchronization-Based Data Gathering Scheme

First, a synchronization-based data gathering scheme presented in Ref.[5] is ex-
plained. A wireless sensor network consisting of N wireless sensor nodes is con-
sidered. Each wireless sensor node Si (i = 1, · · · , N) has a timer which controls
timing to transmit and receive sensing data. The timer in Si is characterized
by a phase φi ∈ [0, 1], an internal state xi ∈ [0, 1], a continuous and monotone
function fi, a nonnegative integer distance level li > 0, and an offset time δi.
When there are not the couplings between wireless sensor nodes, the phase φi

of a sensor node Si changes as the following equation.

dφi(t)

dt
=

1

Ti
, for φi(t) < 1 (1)

φi(t
+) = 0, if φi(t) = 1 (2)

where Ti denotes a period of the timer in Si. That is, if the phase φi reaches
the threshold 1, Si is said to fire, and the phase φi is reset to 0 based on Equa-
tion(2), instantaneously. The internal state xi is determined by the continuous
and monotone function fi(φi) where fi(0) = 0 and fi(1) = 1. Increase of the
phase φi causes increase of the internal state xi. If xi reaches the threshold 1,
xi is reset to the base state 0, instantaneously.

The couplings between each wireless sensor node are realized by the following
manner. Let Sj be one of the neighbor wireless sensor nodes located in the radio
range of a wireless sensor node Si. The wireless sensor node Si has a nonnegative
integer distance level li characterized by the number of hop counts from a sink
node. The wireless sensor node Si transmits the own distance level li and the
own sensing data as a stimulus spike signal. If Sj receives the signal from Si, Sj

compares the received distance level li with the own distance level lj . If li < lj
is satisfied, Sj is said to be stimulated by Si, and the phase and internal state
of Sj change as follows:

xj(t
+) = B(xj(t) + εj) (3)

B(x) =

⎧⎨
⎩

x, if 0 ≤ x ≤ 1
0, if x < 0
1, if x > 1

(4)
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φj(t
+) = f−1

j (xj(t
+)) (5)

where εj denotes a strength of the stimulus. After Sj is stimulated, Sj does not
respond to all stimulus signals from the neighbor wireless sensor nodes during
an offset time δj. That is, each wireless sensor node has a refractory period
corresponding to the offset time.

The stimulus signals are transmitted by the following manner. A wireless
sensor node Si broadcasts stimulus signals offset time δi earlier than the own
firing time. That is, Si broadcasts the stimulus signals if the following virtual
internal state x′

i considered the offset time δi reaches the threshold 1.

φ′
i = φi + δi (mod 1) (6)

x′
i = fi(φ

′
i) (7)

Distance levels of each wireless sensor node are adjusted by the following manner.
Initially, distance levels of each wireless sensor node are set to sufficiently large
values, and that of the sink node is set to 0. A sink node broadcasts ”level 0”
as a beacon signal. If wireless sensor node Sj received a stimulus signal from
other sensor node Si, Sj compares the own distance level lj with the received
distance level li. If li < lj , Sj receives a stimulus, and xj is changed and updates
lj to li + 1. In other cases li = lj or li > lj + 1, all the received stimulus signals
are disregarded. As a result, each wireless sensor node has a distance level as
corresponding to hop counts to its nearest sink node.

Sensing data is transmitted and received as the following. Sj receives sensing
data from its neighbor wireless sensor node Si if li = lj + 1 is satisfied. Then,
Sj aggregate the received sensing data and own sensing data. After that, Sj

transmits the aggregated sensing data. Sensing data are transmitted and received
in each firing period.

If a synchronization is achieved by the above explained manner considered
offset time, sensor nodes with larger levels can transmit sensing data earlier
than sensor nodes with smaller levels. By setting the offset time to sufficiently
large value considered a collision of the MAC layer, transmissions begin from
wireless sensor nodes far from a sink node sequentially.

3 Proposed Scheme

In this section, a new data gathering scheme reducing duplicate transmissions
of sensing data is explained. As the same as the conventional scheme, a wireless
sensor network consisting of N wireless sensor nodes are considered. Each wire-
less sensor node Si (i = 1, · · · , N) has a timer. When there are not the couplings
between wireless sensor nodes, the phase φi and the internal state xi of a sensor
node Si change using Equations (1) and (2).

The couplings between each wireless sensor node are realized by the following
manner. Let Sj be one of the neighbor wireless sensor nodes located in the radio
range of a wireless sensor node Si. As compared with the conventional scheme,
the wireless sensor node Si has not only a nonnegative integer distance level li
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but also a sender ID nsi and a receiver ID nri representing the relations between
neighbor wireless sensor nodes (see Fig.1). The wireless sensor node Si transmits
the own values of li, nsi and nri, as a stimulus signal. If Sj receives the signal
from Si, Sj compares the received li, nsi and nri with the own lj, nsj and nrj . If
li < lj−1 is satisfied or if li = lj−1 and nri = nsj are satisfied, Sj is stimulated
by Si, and the phase and internal state of Sj change as Equations (3)-(5). In other
cases, all the received stimulus signals are disregarded. After Sj is stimulated,
Sj does not respond to all stimulus signals from the neighbor wireless sensor
nodes during an offset time δj . The stimulus signals are transmitted based on
Equations (6) and (7).

Distance levels, sender IDs, and receiver IDs of each wireless sensor node
are adjusted by the following manner. Initially, distance levels, sender IDs and
receiver IDs of each wireless sensor node are set to sufficiently large values. A
sink node broadcasts ”level 0” and ”receiver ID 0” as a beacon signal.

If wireless sensor node Sj received a stimulus signal from other sensor node
Si, Sj compares the received li, nsi and nri with the own lj , nsj and nrj . If
li < lj − 1 is satisfied, Sj updates lj to li + 1. Furthermore, nsj and nrj are
updated to the value of nri as shown in Fig.1(a). If li = lj and nri = nrj are
satisfied, nrj is updated to nrj + 1 as shown in Fig.1(b).

Fig. 1. Update of the distance levels, sender IDs and receiver IDs

As a result, each wireless sensor node has a distance level as corresponding
to hop counts to its nearest sink node, and sender ID and receiver ID as corre-
sponding to relations between neighbor wireless sensor nodes.

Sensing data is transmitted and received as the following. Sj receives sensing
data from its neighbor wireless sensor node Si if li = lj + 1 and nsi = nrj are
satisfied. Then, Sj aggregate the received sensing data and own sensing data.
After that, Sj transmits the aggregated sensing data. Sensing data transmitted
and received in each firing period.

If data reception is performed on the above conditions, the communication
paths of sensing data can be constructed as shown by the solid lines in Fig.2.
On the other hand, in the conventional scheme, redundant paths can not be
reduced as shown by not only the solid lines but also the dashed lines in Fig.2.
Then, the duplicate transmissions of the same sensing data may occur and the
network lifetime may be reduced. Note that the proposed scheme does not use
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complex routing functions but introduces the simple local information, sender
and receiver IDs. Using the proposed scheme, the duplicate transmissions can
be reduced.

Fig. 2. Example of communication paths of sensing data

4 Experiments

In order to confirm the effectivity of the proposed scheme, numerical simulations
are performed. First, a simulation was carried out in the wireless sensor network
model as shown in Fig.3. In the figure, 6 wireless sensor nodes are deployed at
(8,13),(8,8),(13,13),(13,8),(18,13),(18,8), and sink node is placed on (3,10). The
radio ranges of each wireless sensor node and sink node are set to 8. Initial
values of internal states in each wireless sensor node are set to random values.
The parameters are fixed as follows.

ε = 0.4, δ = 0.4.

Fig.4 shows the finally decided communication paths of sensing data for the
conventional and proposed schemes.

Next, a simulation was carried out in the wireless sensor network model as
shown in Fig.5. In the figure, 100 wireless sensor nodes are deployed at ran-
dom locations on 4 concentric circles whose centers are (0,0), and sink node are

Fig. 3. A model of a wireless sensor network 1
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Fig. 4. Communication paths for the network model 1

Fig. 5. A model of a wireless sensor network 2

located on the center. The radio ranges of each wireless sensor node and sink
node are set to 5. The radii of each concentric circle are set to 3, 6, 9 and 12,
respectively. 10n wireless sensor nodes are located on the n-th concentric circle
from the center. Fig.4 shows the communication paths of sensing data. Next,
the following quantities are calculated. Each wireless sensor node is assumed
to transmit sensing data to the sink node once. The sensing data are relayed
by multi-hop wireless communication. Then, we evaluate the total number of
transmissions and receptions, and the total number of sensing data gathered at
the sink node considered duplicate transmissions. Table 1 shows the simulation
results.

Fig.4 shows that the proposed scheme has less communication paths than the
conventional scheme. Moreover, as shown in Table 1, duplicate transmissions for
the same sensing data can be significantly reduced.
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Fig. 6. Communication paths for the network model 2

Fig. 7. Duplicate transmissions for the same sensing data in the proposed scheme

5 Conclusion

In this paper, a new data gathering scheme reducing duplicate transmissions
of sensing data has been proposed. Through numerical simulations, it has been
shown that the proposed scheme can reduce the redundant communication paths,
and duplicate transmissions for the same sensing data.

In the proposed scheme, sensor nodes with the same distance level have differ-
ent receiver IDs if they can communicate directly. Then, duplicate transmissions
can be reduced. However, they can have the same receiver IDs if they can not
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communicate directly as shown in Fig.7. In this case, duplicate transmissions
can not be reduced. In the future works, we consider the improvement for such
a case.
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Abstract. Control Chart Patterns (CCPs) can be considered as time series. In-
dustry widely used them in their process control. Therefore, accurate classifica-
tion of these CCPs is vital as abnormalities can then be detected at the earliest 
stage. This work proposes a framework for neural networks based classifier of 
CCPs. It adopts a symbolic representation technique known as Symbolic Ag-
gregate ApproXimation (SAX) in preprocessing. It was discovered that difficul-
ty in classifying CCPs with high signal to noise ratio lies in differentiating 
among three very similar categories within their six categories. Synergism of 
neural networks is used as the classifier. Classification comprises two levels, 
the super class and individual category levels. The recurrent neural network 
known as Time-lag network is selected as classifiers. The proposed method 
yields superior performance than any previous neural network based classifiers 
which used the Generalized Autoregressive Conditional Heteroskedasticity 
(GARH) Model to generate CCPs. 

Keywords: Classification, Control Chart Patterns (CCPs), Neural Networks, 
Process control, Symbolic Aggregate Approximation (SAX), Symbolic Repre-
sentation, Time Series. 

1 Introduction 

A time series is a sequence of data points, measured typically at successive time  
instants spaced at uniform time intervals. Many fields of science ranging from bioin-
formatics to manufacturing to telecommunication are involved with time series  
information. Therefore, ability to detect, monitor and predict their time series infor-
mation is beneficial. This is especially critical in manufacturing process where detect-
ing abnormalities at early stage is crucial. This paper is concerned with classification 
of time series in manufacturing knows as Control Chart Patterns (CCPs). Section 2 
briefly introduces this particular time series. Various methods for classification CCPs 
and related previous work are presented in Section 3.This work utilized a symbolic 
representation technique in preprocessing of CCPs prior to their classification by Syn-
ergistic neural networks classifier. The proposed method yielded the better accuracy 
than previous works. The details of the proposed method and results are explained in 
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Sections 4-9. Section 10 discusses the merits of the work while Section 11 concludes 
the work and suggests directions for future investigation. 

2 Control Chart Pattern (CCPs) 

CCPs are time series that show the level of a machine parameter plotted against time. 
In reality, CCPs can be different and time consuming to obtain, hence most previous 
researches relied on mathematical model. The most popular one is GARH (Genera-
lized Autoregressive Conditional Heteroskedasticity Model)[1] as they represent most 
commonly occur pattern in manufacturing process. These patterns are normal, cyclic, 
increasing trend, decreasing trend, upward shift and downward shift. Figure 1 illu-
strates these patterns. 

 

  

Fig. 1. Example of six Control Chart Patterns 

The GARH (Generalized Autoregressive Conditional Heteroskedasticity Model) can 
be described as given below.   

1. Normal: y(t)  =  µ + r(t)σ                                 (1) 
2. Cyclic: y(t)  =  µ + r(t)σ + a sin(2πt/T)                                  (2) 
3. Increasing trend:  y(t)  =  µ + r(t)σ + gt                        (3) 
4. Decreasing trend:  y(t)  =  µ + r(t)σ - gt                        (4) 
5. Upward shift: y(t)  =  µ + r(t)σ + ks                        (5) 
6. Downward shift:   y(t)  =  µ + r(t)σ - ks                                  (6) 

where  

y(t) =  Time Series value  a  =  Amplitude of cyclic variations 
µ =  Mean value   g  =  Magnitude of gradient trend 
r(.) =  Normally distributed   k  =  Determines shift position 
t =  Time    s  =  Shift magnitude 
σ =  Standard deviation  T =  Period of cycle  

From equations (1) – (6), σ is the most critical parameter as it dictates the level of 
noise which contain on them (i.e. higher value of σ generates patterns which higher 



 Utilizing Symbolic Representation in Synergistic Neural Networks Classifier 315 

degrees of signal to noise ratio). In this work, a pattern comprises of 60 interval val-
ues (i.e. ݐଵto ݐ଺଴) as use in most previous works which adopted this model. 

3 Related Work 

There exist several statistical methods in classification of CCPs. The very recent sta-
tistical approach[2] classified CCPs based on Bayesian inference and Maximum Like-
lihood Estimation by assuming its existence, the Maximum Likelihood Estimator of 
pattern parameters were obtained and then a measure called Belief was then deter-
mined. These works could classify CCPs in satisfactory results. 

Earliest work which attempted to study the classification performance of neural 
networks on GARH model and was proven superior to the use of expert systems and 
statistical methods is in [3]. A systematic study of neural network capability to classi-
fy these CCPs was carried out in [4]. 

To improve classification, preprocessing techniques were introduced. One of the 
more promising approaches is to extract useful features from the signals. This advan-
tage was affirmed in [5]. The first attempt was carried out by [6] where four features 
(mean, standard deviation, skewness and kurtosis) used in image processing were 
extracted from the original pattern. This work was extended later by introducing syn-
ergy of neural networks together with two more features (slope and Pearson correla-
tion coefficient) and additional transformations of original patterns [7]. To date, it 
achieved the highest accuracy in classification of CCPs by means of statistical fea-
tures extraction, together with additional transformation and synergism of neural net-
works. 

The difficulty in learning or mining information from time series is due to its na-
ture as data in time series are real value and homogeneous, especially if they are used 
as input to learning algorithms. 

Therefore, many works which involves time series had attempted to transforms 
them into several suitable forms, these include Discrete Fourier Transform, Piecewise 
Linear Approximation, Max. Wavelet Transform and Piecewise Constant Approxima-
tion [8] depending on the application intended. This approach can be applied to pre-
processing of CCPs too. Recent approach to the preprocessing is to transform the 
CCPs into a symbolic representation. Among a few symbolic representations exist, a 
recent and promising symbolic representation known as Symbolic Aggregate Approx-
imation (SAX) [9] had been used in preprocessing for an evolutionary classifier 
known as Self-adjusting Association Rules Generator (SARG)[10] with some satis-
factory results. The work also identified suitable parameters of SAX (this aspect is 
described in Section 4) for various σ values of the GARH model. The major draw-
back to the work is that application of SARG is time consuming, especially when 
compared with neural network classifiers. 

The work in [10] also suggests that using SAX in preprocessing is likely to trans-
form the CCPs into a more suitable format for a classifier than features extraction 
approach in previous attempts. As training neural networks is considerably less time 
consuming and demand less resources (i.e. memory) than SARG. A neural network 
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based classifier for CCPs where SAX was utilized in preprocessing was implemented 
[11]. The work yielded the best performance for neural network based classifiers of 
CCPs using to date. 

4 Symbolic Aggregate Approximation  (SAX) 

Symbolic Aggregate ApproXimation (SAX) was first introduced in [12]. SAX has the 
advantage of dimensionality and noise reductions, and it also allows distance measures 
to be defined by symbolics that lower bound corresponding distance measures defined 
on the original series. SAX allows a time series of arbitrary length݊ to be reduced  to 
a string of arbitrary length݈, (݈<݊, typically ݈<<݊).   

In SAX, the length of X-axis is represented as Piecewise Aggregate Approximation 
segments (݈) is defined to reduce dimensions of the time series.The length of Y-axis 
represented as Alphabet Size (ݏ), the value can be any arbitrary integer of at least >2. 
Hence, a time series data T of length n can now be represented in a ݈-dimensional 
space by a vector തܶ ൌ  തܶതଵ, … , തܶ௟ . The  ݅௧௛ element of  തܶ is calculated by following 
equation : 

 

( 1) 1

n
i

l

i j
n

j i
l

T T
= − +

=   (7) 

Table 1. Summarizes the Notations used in SAX ܶ A time series  ܶ ൌ ଵܶ, … , ଶܶ 

T A PAA of time series  തܶ ൌ തܶଵ, … തܶ௟ ෠ܶ A symbol representation of time series  ෠ܶ ൌ ෠ܶଵ, . . ෠ܶ௟ ݈ The number of PAA segments representing time series ܶ ݏ Alphabet size (e.g., for the alphabet = {a,b,c} , ݏ ൌ 3 

 

                   

Fig. 2. An Example of SAX representation 
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In summary, to reduce the time series from ݊ to l dimensions, the time series is di-
vided into l equal sized ‘frames’. The representation can be visualized as an attempt to 
approximate the original time series with a linear combination of box basis functions. 
For example, Figure 2 illustrates SAX representation of an upward shift control chart 
for n = 60, l = 6 and s = 4. 

The result of the SAX representation for the upward shift above is 
‘1a2b3b4b5d6d’. Empirical study in[10]had confirmed that good combination for 
PAA(l) and Alphabet Size(s) values for SAX is vital for its successful application. 
The work also suggested suitable combinations of PAA(l) and Alphabet Size(s) for σ 
= 5 to 10. 

5 Major Difficulty in Control Chart Patterns Classification 

Level of noises (or signal to noise ratio) in CCPs has a direct influence to degrees of 
accuracy in a classification of CCPs regardless of classifier used. Nevertheless, care-
ful analysis and empirical study of these six patterns reveals a useful fact which can 
further improve the classification. Figure 3(a) depicts an ideal situation where all six 
patterns contain no noise in them. 

 

Fig. 3. Examples of Control Chart Patterns of noise free (a) and high level of noise (b) 

From Figure 3(a), it can be seen that all six patterns can be superficially grouped 
into 3 classes as shown in their respective contours. Nothing that the mean and stan-
dard deviation values of each group are likely to be very close. These three super 
classes can be summarized as follows: 

Super class1: These are patterns which belong to normal and cyclic categories. 
Super class2: These are patterns which belong to increasing trend and upward shift 

categories.  
 
 

(a) (b) 
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Super class3: These are patterns which belong to decreasing trend and downward 
shift categories. 

When CCPs are corrupted with undesirable signals (i.e. noises), then separating the-
minto3super class are no longer obvious. Figure 3(b) depicts all six patterns in CCPs 
which contain high level of noise. 

6 Neural Networks under Consideration 

Previous literatures had reported that Recurrent Neural Network (RNN) is more suita-
ble for prediction and classification of time series data [13]. This is also affirmed in 
[11]. Synergy of neural networks has been employed in various applications, ranging 
from design to diagnosis but its application in classification is prolific. The first sys-
tematic investigation attempt to study synergism in neural networks was carried out in 
[14]. As mention in Section 3, the best neural network based classifier [11] adopts the 
RNN known as Time-lag network. Therefore, this work also adopts the same network 
as used in [11] for validity in comparison of the results. 

7 Data Sets 

The input data set comprises 2,100 samples for each value ofσ.CCPs data sets used in 
this work are the same as those in [11] for validity of comparison. Each sample com-
prises 60 interval values. In order to ensure the validity of the study, the data set are 
duplicated into 5 sets. Each contains equal for number of samples training set (1,200 
samples), cross-validation set (300 samples) and test set (600 samples) accordingly. 

8 Synergistic Neural Networks Classifier with Utilizing SAX in 
Preprocessing 

This work proposed a method for CCPs classification by adopting SAX for prepro-
cessing and synergism of neural network classifiers. CCPs data sets are generated by 
using GARH model as described in Section 2. In preprocessing, each pattern is trans-
formed into symbolic representation using SAX. The PAA (݈ሻ and Alphabet size (ݏ) 
for SAX used in this work (i.e. for 5 = ߪ to 10) are the same as suggested in [10]. 
These symbolic become input vectors to Time-lag neural network classifiers. Classifi-
cations are performed at two level, the super class and individual category level. In 
super class level, CCPs (in SAX format) are classified into 3 super classes (as de-
scribed in Section 5). Results from super class level become input vectors to next 
layer of classifiers to determine individual category. Figure 4 depicts the framework 
for synergistic neural networks classifier which utilizes Sax in preprocessing in this 
work. 
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Fig. 4. Synergistic Neural Networks Classifier with SAX in Preprocessing 

9 Results 

In experimentation, each trail was trained and tested by 5 sample data sets, the result 
is taken to be the average of five trials. In preprocessing, the value for PAA (l) and 
Alphabet Size (s) for SAX were the same as suggested in [10].Table 2 reveals the 
comparisons and differences (in percentile) of the results in this work and the best 
neural network based classifier to date [11]. 

Table 2. Comparison Among Previous work [11] and Proposed Framework 

 Accuracy (%) 
σ 5 6 7 8 9 10 

Previous Work [11] 98.50 91.20 72.50 65.80 64.30 63.20 

Proposed Framework 99.30 96.50 91.50 87.30 85.60 85.50 
Improvement 1.00 5.30 19.00 21.50 21.30 22.30 

10 Discussion 

The results in Table 2 revealed that the proposed framework in this study yields supe-
rior performance than the best previous work [11] that used single neural network. 
When single neural network classifier could yield considerable high accuracy (e.g. 
when σ are 5 or 6), improvement by adopting synergism of neural networks is mar-
ginal. However, in situations where single neural network classifier could not yield 



320 K. Lavangnananda and P. Sawasdimongkol 

high accuracy and more improvement is beneficial (e.g. when σ are 7 to 10), the syn-
ergistic framework proposed in this work manages to improve the accuracy in the 
classification considerably. 

Note that selecting suitable combinations for PAA (l) and Alphabet Size (s) are 
crucial, in classification of CCPs, it was proven that there is no single combination 
suitable for all values of σ. The central idea for selecting these values is to retain or 
extract original characteristic. A guideline for selecting SAX parameters had been 
reported in [15]. Transforming CCPs into symbolic representation is superior than 
features extraction in preprocessing. This had been proven in single neural network 
classifier and this works affirms this further in synergistic framework. 

11 Conclusion and Future Work 

The framework of synergistic neural networks adopt in work comprises 2 levels of 
classification, the super classes and individual category levels.  SAX representations 
of CCPs are classified into three categories at super classes. Output from each super 
class is then further classified into individual category. The results of the proposed 
framework are superior than the best previous work which was single unit neural 
network based classifier. This is the first neural network based classifier which could 
classify the GARH model of CCPs with σ value of 7 with greater than 90 % accuracy. 
The proposed framework ought to be applicable in other similar applications with 
multi-category classification. 

Future work can be carried out in several aspects. In preprocessing, other symbolic 
representations may be investigated, a recent MDL-based Histogram Density Estima-
tion [16] merits an experimentation. Experiments may be carried out on other types of 
noisy time series. This may reveal may be some useful facts for further study. 
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Abstract. In this paper we present our work on semantic analysis of FBI News 
reports. In the paper we have considered the News which are of the immense 
significance for the analyst who want to analyze the News of specific area. 
With this definite analysis we are able to extract critical events or concepts de-
scribed in News along with entities involved in the event. These entities include 
important actors of the event or concept, with location and temporal informa-
tion. This information will help News analyzers to retrieve the information of 
interest efficiently. 

Keywords: Critical events, Concepts, FBI News reports, Information retrieval, 
Semantic analysis. 

1 Introduction 

In this paper we present the study of semantic analysis of FBI News reports.  
Through this analysis one can extract critical events present in the News with the key 
actors, temporal and location information efficiently. A News archive may contain a 
huge amount of News reports. Extracting information of interest from such a vast 
archive may be an intricate task. The simplest form of information retrieval would be 
a keyword based information retrieval. However, keyword based approach may ig-
nore context information. In keyword based approach each word is treated equally, 
with no distinction of its context in the sentence. If a News is about killing incident 
that, 'person A killed person B', the keyword approach will just consider them as per-
son A and person B without distinction of suspect and victim. This may not contain 
the information that who caused certain event and who was affected, where and when 
event occurred. This analysis has been performed by adopting predicate argument 
structure [3]. We perform this analysis by first identifying action words which is pre-
dicate in the News sentence, then based on that action word information, actors (enti-
ties) that are arguments of that action, are identified, with location and time informa-
tion if any is present in the News. Once, the entities are identified, then based on con-
text information of the entities, such as position of the entities in relation to action 
word, type of action word and sense of the action word, specific role (either entity 
caused the action or affected by the action) is  assigned to that entity. The predicate 
mostly is the main verb of sentence and in English a word/ verb may have more than 
one senses/ meaning. The number and type of entities attached to the predicate vary 
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from sense to sense. Therefore, in the analysis we also attached the sense information 
as number. Once the analysis has been carried out the result can be viewed by hig-
hlighting each critical part of the News. Therefore, contribution of the paper can be 
demonstrated as 

• Efficient News analysis method 
• Highlights prominent concepts/ events 
• Highlights victims or suspects of events 
• Highlights temporal and location information 

We continue our discussion by first describing the dataset in the subsequent sub-
section, then discussing problem statement and outlining the paper structure. Follow-
ing the paper outline, we continue our discussion to other sections.  

1.1 FBI Dataset 

The dataset comprises of the part of FBI News reports[10]. These News reports are 
from period 2001 to 2011. The full dataset comprises of 4397 files belonging to vari-
ous divisions. We have taken a sample of 1056 files, which are national News in the 
dataset, each reporting the News of particular day. There is not a News report for each 
day but only the News if something special related to FBI happened is reported. The 
original dataset comprises of XML files and each XML file contains three elements, 
namely; title, date of publication and text. Initial preprocessing was required to extract 
text, and split text into sentences. This was implemented by using simple XML pars-
er. Once the text is available as sentence by sentence, then News are ready for seman-
tic analysis. 

1.2 Problem Statement 

We have an archive of News reports 
Archive (News)= n1, n2,...nm 
We want to analyze News (n) such that, each News report is split as  

• event/action/concept 
• entity caused event /action/concept  
• entity affected by event/ action/concept  
• location event/action took place 
• time event/action took place 
 
Rest of the paper is organized as follows: Section 2 presents related work whereas 
Section 3 describes semantic analysis technique. Methodology is discussed in Section 
4 and Concept extraction is demonstrated in Section 5. The results are illustrated in 
Section 6 whereas conclusion with future directions is given in Section 7.  
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2 Related Work 

We present related work in this section by elaborating the use of the semantic analysis 
technique for various tasks. We do not include any comparative work to our article, 
because to best of our knowledge, we did not find any study on the dataset we used. 

Shen and Lapata[1] have investigated the use of semantic role labeling for question 
and answering problem. The authors experimentally show that the use of SRL  
improves the performance of question and answering task over the state of art. The 
authors [2] applied SRL for machine translation from morphologically poor to mor-
phologically rich languages, such as from English to Greek and Czech.  Authors 
claim that they achieved error reduction in verb conjugation and noun case agreement. 
The article [3] elaborates the use of predicate argument structure which is the basis of 
SRL for information extraction. Authors mention that information extraction task can 
remarkably be improved using the approach adopted. Kulick et al. [4] have applied an 
approach to integrate biomedical text annotation using predicate argument structure of 
Propbank1 and syntactic structure of Treebank2. The importance of Semantic Role 
Labeling can be realized from the fact that two consecutive CoNLL shared tasks [5] 
were dedicated to SRL in 2004 and 2005. The SRL task since then caught attention of 
NLP researcher and its importance was realized for the languages other than English. 
In this regard CoNLL shared task [9] in 2009 was dedicated to multilingual SRL.  

Semantic roles have a great importance in language understanding [6]. SRL has a 
number of application including dialog understanding, question answering, machine 
translation, information extraction, dialogue understanding, word sense disambigua-
tion and many more [6].  

The authors [8] have emphasized on the use of SRL for Biomedical information 
extraction. The relation extraction is an important task for Biomedical text extraction. 
SRL can efficiently extract these relations which are ignored by other statistical NLP 
tasks. The SRL considers all the relations for an event such as what, when, how, ex-
tent and so on [8].   

As it can be realized from above discussion, SRL can be a very handy technique 
for analysis of the text. In this regard we conducted the study of News analysis using 
SRL. We discuss the way we have adopted SRL technique in the study of News anal-
ysis in the following section. 

3 Semantic Analysis Technique 

For semantic analysis of the dataset we adopted semantic role labeling (SRL) tech-
nique. SRL is aimed to analyze the text at sentence level. Each sentence is then inves-
tigated against predicate argument structure. SRL answers a number of questions 
regarding a sentence. It analyzes the sentence by extracting pieces of information such 
that who did what to whom, why, how, when and where. For any News report, one 

                                                           
1  Propbank is corpus containing annotations for predicate argument structure. 
2  Treebank is a parsed corpus containing syntactic parsing in tree structure. 
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expects all of these answers. For example if someone is interested to extract News 
regarding kidnap, SRL will return the query by providing information such as, who 
was kidnapped, who was the kidnapper, when and where kidnapping happened. This 
means that we can extract suspects, victims, instrument, location and temporal infor-
mation about an event. SRL is based on predicate argument structure in which predi-
cate mostly is a main verb of sentence, that describes the major concept of the sen-
tence. Each predicate is attached to certain roles which provide detailed information 
on that action. We carried out the task of SRL on News reports using open source 
SRL tool3. The article [7] discusses the complete SRL model used in the tool. 

Below we illustrate an example sentence from the dataset which is analyzed using 
proposed approach. 
 
On Wednesday, November 18, 2009, at approximately 12:40 
p.m. the Chase Bank, located at 16861 Bernardo Center 
Drive, San Diego, California was robbed by an unknown 
male. 
 
The above sentence describes about robbery event, which took place in Chase Bank, 
by unknown male at location 1686 Bernardo Center Drive, San Diego, on time 
Wednesday, November 18, at approximately 12:40 p.m. As it can be seen that the 
event of robbery took place, the victim of event was Chase Bank, suspect is unknown 
male, location is 1686 Bernardo Center Drive, San Diego and time is Wednesday, 
November 18, at approximately 12:40 p.m. By the proposed analysis following pieces 
of information will be returned 

• Who?  unknown male 
• What ? robbery 
• Whom? Chase Bank 
• Where? 1686 Bernardo Center Drive, San Diego 
• When? Wednesday, November 18, at approximately 12:40 p.m.  

The methodology of the research is discussed in the following section. 

4  Methodology 

The research presented in the paper is based on analysis of text in order to extract 
critical information from News reports in comprehensible pieces. After the analysis 
has been performed on News text sentence, one can precisely conclude the report. The 
analysis can also help querying the reports against certain events/ actions, suspect, 
locations etc.     

The process of the News analysis is depicted in Figure 1. As it can be seen in the 
figure, initially we extracted the News in text, which were provided in XML format. 
News are analyzed sentence by sentence. From each sentence essential concepts are 

                                                           
3  http://code.google.com/p/mate-tools/ 
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extracted with all the arguments. Initially a predicate is extracted, which is the core 
concept of the News. Then sense of the concept is disambiguated, afterwards entities 
related to that concept are identified and then theses entities are assigned argument 
types such as A0, A1 and so on. The task of assigning roles to arguments of predicate 
makes the News analyses task robust as compared to keyword retrieval.  Although 
the same can also be retrieved using keyword based approach but, the interesting idea 
of analyzing the News using proposed approach is to distinguish among the key 
event, the causer of the event  and entity who affected by the event.  

 

Fig. 1. Semantic analysis process of FBI News reports 

5 Concept Extraction from News 

As we previously mentioned that the predicates are considered as the events described 
in News report. The events of interest which are extracted by semantic analysis of the 
part of the dataset are given below in the table with their senses. We extracted those 
predicates which may be of great interest of security informatics personals who want 
to analyze the law and order situation of specific area. We have generalized the argu-
ments of the predicate, which are the related entities of a concept/ event. 

In the table 1, we have only included three arguments specific to the predicate , 
some predicates have two, others have three specific arguments and some may have 
up to five, but the predicates we used in our study from the dataset have maximum 
three arguments.  As it can be observed in the table below that the predicates ex-
tracted from the dataset show the actions which tell about the theme of the News. 
Each action is related to certain entities, which are the causer or affected of that par-
ticular action. For example when concept of murdering is found in the News, then 
there is an entity murderer, who caused the murder which is also the suspect of mur-
der and the entity murdered, who is affected by murdering action which is also the 
victim of murder, some other information can also be highlighted in the News such as 
instrument used for murdering, location information where murder took place and 
temporal information of the murder. It can be automatically answered from the  
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proposed analysis method, that 'who murdered, whom, with what, when, where and 
why? If all such pieces of information are found in the News report. In the table below 
A0 represents the agent argument or causer of an action, argument A1 is the patient or 
the entity affected by the action. In some predicates the affected of the action is 
represented as A2,  

Table 1. Interesting predicates found in the dataset 

Predicate Causer  Affected Other Argument 
assassinate.01 assassin agent (A0) person assassi-

nated(A1) 
- - - 

attack.01 Attacker (A0) entity attacked (A1) Attribute (A2) 
bomb.01 bomb attacker (A0) Entity attacked by 

bomb(A1) 
- - - 

commit.02 Criminal Entity affected (A2) Crime(A1) 
kidnap.01 Kidnapper(A0) Person (s) kidnapped 

(A1) 
- - - 

kill.01 Killer(A0) Person killed (A1) Instrument 
testify.01 Witness(A0) Witness against (A2) Evidence(A1) 
surrender.01 Person surrendering 

(A0) 
Surrendered to (A2) Surrendered for (A1) 

threaten.01 Agent making threat 
(A1) 

Threat given to (A2)    Threat (A1)             
 

mislead.01 Liar(A1) Lied to(A2) False statement  (A1) 
damage.01 Agent damager (A0) Entity damaged (A1) Instrument (A2) 
murdering.01 Murderer (A0) Person(s) murdered 

(A1) 
Instrument (A2) 

victimize.01 Victimizer (A0) Victim(A1) Grounds for victimization 
(A2) 

violate.01 Violator (A0) - - - Rule violated(A1) 
destroy.01 Destroyer (A0) Entity destroyed (A1) Instrument for destruction 

(A2) 
detonate.01 Exploder (A0) Exploded entity (A1) - - - 
offence.01 Offender (A0) Offended (A1) - - - 
endanger.01 Exposer to dand-

er(A0) 
Entity in danger (A1) - - - 

evasion.01 Avoider(A0) - - - Thing avoider(A1) 
warn.01 Entity giving warn-

ing (A0) 
Warning giving to (A2) Warning (A1) 

prosecution.01 Prosecutor (A0) Defendant (A1) Law justifying case(A2) 
mutilate.01 Mutilating agent 

(A0) 
Entity mutilated de-
stroyed (A1) 

- - - 

sabotage.01 Saboteur/ destroyer 
(A0) 

Entity wrecked (A1) Instrument (A2) 

steal.01 Thief (A0) Thing stolen from (A2) Thing stolen (A1) 
rob.01 Robber (A0) Entity robbed (A1) - - - 
fake.01 Faker (A0) Entity faked (A1) - - - 
hurt.01 Entity causing dam-

age (A0) 
Entity damaged (A1) Instrument (A2) 
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because for these predicates A1 represent the certain action. For example in predicate 
threat, the entity who threatened is A0 or agent of threat, while threat itself is the 
argument A1 and the entity threat given to is A2. The other predicate such as attack, 
in which the attacker is the causer of attack which is the argument A0, the entity at-
tacked is the A1 and the instrument used for attack is A2. The other arguments such 
as location and temporal are common to all predicates. 

6 Results 

We have statistically analyzed the dataset by providing the frequency of occurrence of 
each predicate in the dataset showing the event of the News. We also extracted the 
frequencies of each predicate as keyword in the dataset. The results of comparison of 
the predicates to the keyword retrieval is presented in the Figure 2. As it can be ob-
served in the figure that the frequency of each keyword is much higher than the SRL 
predicates, because SRL extracts only if certain word is used as event in the text, 
while keyword extracts the every occurrence of the word without its context. As in 
English verbs have different forms, not each form represent the action.  

 

Fig. 2. Keywords vs. predicates extracted from the dataset 

7 Conclusion and Future Directions 

In the paper we presented a novel method of News reports analysis. The proposed 
method of News analysis can efficiently highlight the attention-grabbing aspects of 
the News report. Instead of going through the full News story, by the proposed me-
thod the core concept of the News can be scrutinized promptly and effectively. The 
proposed method of News analysis can help News analysts, security informatics per-
sonal and other concerned to glance the News promptly and justifiably. The News can 
be presented in core concept, entities causing the concept (event) or affected by the 
concept(event) as well as location, temporal and instrument information if any. We 
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demonstrated the major concepts/ events found in FBI News with the type of entities 
related to those concepts. We statistically analyzed the occurrences of the predicates 
in the dataset as well as occurrences of these predicates as keywords. Currently we 
did not manually analyze the context of the keywords in order to further compare 
them with the SRL extracted predicates. This problem is left as future direction and 
we aim to manually analyze keywords to further refine the results. In current study we 
did not consider live News analysis so we consider it as another point for future direc-
tion. Analysis of online News / headlines can be handy for an ordinary News reader 
who wants to take a quick look on the News. 
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Abstract. In this work, we introduce a new approach for the signal deconvolu-
tion problem, which is useful for the enhancement of neutron radiography  
projections. We attempt to restore original signals and get rid of noise present 
during acquisition or processing, due to gamma radiations or randomly distri-
buted neutron flux. Signal deconvolution is an ill-posed inverse problem, so  
regularization techniques are used to smooth solutions by imposing constraints 
in the objective function. This paper proposes a new approach based on a syn-
ergy of two swarm intelligence algorithms: particle swarm optimization (PSO) 
and bacterial foraging optimization (BFO) applied for total variation (TV) mi-
nimization, instead of the standard Tikhonov regularization method. We attempt 
to reconstruct or recover signals using some a priori knowledge of the degrada-
tion phenomenon. The truncated singular value decomposition and the wavelet 
filtering methods are also considered in this paper. A comparison between  
several powerful techniques is conducted.  

Keywords: Deconvolution, TV, Regularization, Swarm intelligence, Hybrid. 

1 Introduction 

By signal deconvolution, we seek to recover the original smooth signal using a ma-
thematical model of the degradation process. Due to various unavoidable errors in the 
recorded signal, we cannot recover the original signal exactly. We can broadly classi-
fy deconvolution techniques into two classes: the filtering reconstruction techniques 
and the algebraic techniques. The first ones are rather classical and they make use of 
the fact that noise signals usually have higher frequencies than information signals. 
By selecting the proper filter, one can get a good estimate of the original signal. Ex-
ample of such filters is the general linear model filter, in which the transfer function 
of the degraded system is inverted to produce a restored signal. It has been demon-
strated that wavelets produce excellent results in signal de-noising. Shrinkage me-
thods for noise removal, first introduced by Donoho in 1993 [1], have led to a variety 
of approaches combining wavelets with probabilistic concepts leading to new  
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efficient de-noising procedures. The ill-posedness of this problem arises from the fact 
that the kernel of the blurring function is badly conditioned and the degraded signal 
contains noise. As a result, small perturbations in additive noise may lead to signifi-
cant oscillations in the inversion result when using matrix inversion solution. There-
fore, to correctly recover the unknown original signal, regularization is necessary. The 
basic regularization theory was first proposed by Tikhonov and Arsenin in (1977). 
The solution methods for this optimization problem include singular value decompo-
sition (SVD) based direct method [2] and Newton and quasi-Newton methods [3]. 
Total variation is a regularization approach that performs edge preserving image  
restoration, but at a high computational cost. Iterative techniques have a common 
problem: the error starts increasing after it reaches a minimum. Most of the optimal 
techniques that have been proposed in literature over the past few decades to solve 
such problem by iterative optimization procedures are computationally demanding 
and time consuming. The novel approach introduced in this paper is to take advantage 
of swarm intelligence by synergy of two efficiently algorithms, PSO and BFO. For 
our test signals, we used the famous "blocks" test data credited to Donoho and John-
stone; and we consider the physical meaning of the widely used 8-bit images with 
pixel values varying from 0 to 255, we take the checkerboard image. We then refor-
mulate the optimization problem by imposing nonnegative constraints.   

2 Brief Review of Signal Deconvolution Techniques 

2.1 Deconvolution Using a General Linear Model 

We model signal degradation as a linear process characterized by a degradation ma-
trix H of dimensions NxN, with N=mxn and an observed g which, in vector form, are 
related by the following equation, f is the original signal: 

Hfg =                                   (1) 
Obtaining f from Equation (1) is not a straight forward task since, in most cases of 
interest, the matrix H is ill-posed [2]. 

2.2 Nonlinear Image Filtering 

Nonlinear filters are often designed to remedy deficiencies of linear filtering ap-
proaches. They are usually defined by local operations on segments or windows of 
data. The size of the segments determines the scale of the filtering operation [4]. 
Larger segments produce more coarse scale representations, eliminating fine details.   

2.3 Singular Value Decomposition (SVD) 

Can be used to understand the ill-posed inverse problem and for describing the effect 
of the regularization method. Among all unitary transformations, SVD is optimal for a 
given signal in the sense that the energy packed in a given number of transformation 
coefficients is maximized. However, SVD requires a large number of computations 
for calculating singular values and singular vectors of large datasets [2]. 
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2.4 Denoising with Wavelets 

Wavelet transform is defined as a mathematical technique in which a particular signal 
is analyzed (or synthesized) in the time domain by using different versions of a di-
lated and shifted basis function called the wavelet prototype or the mother wavelet 
[1]. The original and simpler way to remove noise from a contaminated signal con-
sists in modifying the wavelets coefficients in a way such that the “small” coefficients 
associated to the noise are basically neglected. The updated coefficients can thus be 
used to reconstruct the original function free from noise.  

2.5 Total Variation Regularization (TV) 

It is often used for signal filtering and restoration. TV was introduced by Rudin, Osh-
er, and Fatemi [5]. It is an effective filtering method for recovering piecewise-
constant signals. The famous implementations of TV approach are using Chambolle 
algorithm [6] and split Bregman methods [7]. The derivation in Chambolle algorithm 
is based on the min-max property and the majorization-minimization procedure.  

3 Swarm Intelligence Approaches 

3.1 Particle Swarm Optimization 

The particle swarm optimization (PSO) algorithm was first described in 1995 by 
James Kennedy and Russell C. Eberhart [9]. In PSO, a swarm of individuals (par-
ticles) fly through the search space. Each particle represents a candidate solution to 
the optimization problem. The performance or quality of each particle (i.e., how close 
the particle is from the global optimum) is measured using a fitness function.  

3.2 Bacterial Foraging Optimization Algorithm  

Foraging means finding, handling, and ingesting food. Animals that have successful 
foraging strategies are privileged since they obtain enough food to enable them to 
reproduce. This has led scientists to model the activity of foraging as an optimization 
process. In [10], the author explains the biology and physics underlying the chemotac-
tic (foraging) behavior of E.coli bacteria and gives a computer program that emulates 
the distributed optimization process represented by the activity of social bacterial 
foraging and applies that in adaptive controllers.  

3.3 Hybrid Implementation: BFO-PSO 

In the proposed hybrid approach, after undergoing a chemo-tactic step to perform a 
local search, each bacterium gets mutated by a PSO operator to accomplish a global 
search over the entire space [11]. BFO is changed by directing positions of bacteria 
and updating their velocities from the first chemotactic step using the power of PSO 
reaching the global solution. This hybridization improved the convergence speed and 
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accuracy of solutions obtained by the classical BFO, however, what is requested is to 
attain a best approach to the original by finding the best solution, which is accom-
plished by this hybridization.  

4 Simulation Results 

In our application we consider a common additive noise model that comes essentially 
from the following sources: 

• Photoelectric noise of background photons, from gamma sources. Noise from elec-
tronics used in processing, modelled usually by a white Gaussian noise. 

• Film grain noise, from the randomness of silver halid grains in the film used for 
recording.  

• Quantization noise which occurs during image digitization.   
  The simplest approach is to solve the least squares problem:    

         (2)             Where is the convolution operator 

In practice the results obtained with this simple approach tend to be noisy, because 
this term expresses only the fidelity to the available data g. To compensate for this, 
the following regularization term is added to improve smoothness of the estimate:   

1
004.0 Lf•                                     (3) 

L is the discrete Laplacian, which relates each data element to its neighbors. L is a 2D 
discrete approximation of: 

                                  (4) 

Where f is the estimated matrix. The matrix L has the same size as f with each element 
equal to the difference between an element of f and the average of its neighbors. For 
gray images, we also impose the constraint that the elements of f must fall between 0 
and 255. To obtain the restored signal, we want to solve for X:  

11
004.0min( Lfgfh •+−⊗                             (5) 

We carried out computer simulations to validate the applicability of this algorithm. In 
Fig.1, we used a sine test signal corrupted with additive noise and try to restore the 
original signal by applying soft heuristic SURE (Stein's Unbiased Risk Estimate) 
thresholding on detail coefficients obtained from the decomposition of the signal, at 
level 3 by sym8 wavelet then using our hybrid swarm intelligence implementation in 
which we got better results, Fig.1 (d) and (e). In Fig.2, we used the irregular blocks 
test signal corrupted with a multivariate Gaussian white noise exhibiting strong spatial 
correlation. We used four restoration algorithms for comparison. We see the im-
provement in signal enhancement in Fig.2 (g).  
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The PSNR throughout chemotactic steps increase, reveals the good choice of such 
scheme, as shown in Fig.7 and Table 1: 

      

 
In Table 2, we applied five methods in addition to the swarm intelligence approach to 
reconstruct the test image; numerical results show that these methods are promising 
for large-scale image deconvolution problems.  

Table 1. RMSE and PSNR values of the three Algorithms reached with the identical 
computation time and population size 

 Degraded Restored with PSO Restored with BFO Hybrid BFO-PSO 

RMSE 0.57 0.05 0.09 0.04 

PSNR 52.99dB 75.01dB 68.68dB. 75.50dB 

 

Fig. 7. PSNR with increasing number of bacteria, chemotactic and reproduction steps 

Table 2. Quality comparison based between known methods and the proposed Implementation 

 RMSE PSNR 

Blurred 0.57 52.99dB 

TSVD Restoration 0.08 69.86 dB 

Tikhonov Restoration 0.06 71.92 dB 

Tikhonov (sobolev) 0.12 66.83 dB 

TV LS Regularization 0.24 60.41 dB 

Soft thresholding in wavelet  0.07 71.03 dB 

PSO Restoration 0.05 74.01dB 

BFO Restoration 0.09 68.68dB 

Hybrid BFO-PSO 0.04 75.50dB 

4.4 Application to Neutron Radiography Images Restoration 

Neutron radiography projections are images acquired by a neutron imaging installa-
tion around a nuclear research reactor. The gray level value represents the relative 
linear attenuation coefficient of the object. Each of these gray images has 8-bit repre-
sentations of their intensity levels. Hence, there are 256 gray levels. Fig.8-10.  
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a)  b)  c)  d)  

a)  b)  c)  d)  

a)  b)  c)  d)  

Fig. 8. a) Original image, b) with added noise, c) using median filter, d) using hybrid BFO-PSO 

a  b c d e f g  

Fig. 9. a)Original image of an electrical relay, b) blurred image, c) TSVD, d) Tikhonov regula-
rization, e) Tikhonov (sobolev), f) TV solved by split Bregman method,  g) Hybrid BFO-PSO 

a b c d e f g  

Fig. 10. a) Original image of computer hard disk, b)blurred image, c) TSVD, d) Tikhonov regula-
rization, e) Tikhonov (sobolev), f) TV solved by split Bregman method, g) Hybrid BFO-PSO  

5 Conclusion 

In this work, we investigated a signal deconvolution approach in the aim to imple-
ment an enhancement method for neutron radiography projections. This approach is 
the synergy of two swarm algorithms to solve the ill-posed inverse problem. Comput-
er simulations and visual inspection of the produced images illustrate that it yields 
optimistic results and good efficiency compared to other classical techniques.  
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Abstract. The ECG signal is a representation of bioelectrical activity of the 
heart's pumping action. The doctor regularly uses a temporal recording of ECG 
and waveforms characteristics to study and diagnose the overall heart function-
ing. In some heart diseases, the correct diagnosis in an early time is essential for 
the patient survival. This need leads to the necessity to automate normal beat 
signals discrimination from abnormal beat signals. In our study, we have chosen 
the Multilayer Perceptron (MLP) as a classifier for this type of signals into two 
categories: normal (N) and pathological (V). To train this network, we used the 
database "MIT BIH arrhythmia database." This training is improved using a 
novel swarm optimization algorithm called Artificial Bees Colony (ABC) in-
spired from the foraging intelligence of honey bees. The (ABC) has the advan-
tage of using fewer control parameters compared to other swarm optimization 
Algorithms. We propose several algorithms to filter, detect R peaks and extract 
the features of cardiac cycles to get it ready to be classified. 

1 Introduction 

The propagation of cardiac electrical activity causes the appearance of potential dif-
ferences on the body surface, which can be stored in reference points. This is called 
the electrocardiogram (ECG). From a signal analysis point of view, the ECG is a non-
stationary random signal, structured by the succession of waveforms and intervals (P, 
Q, R, S, T) as shown in Fig.1. Any temporal or morphological change on these events 
is a cardiac pathology.  

Detection of cardiac arrhythmia is a race against time, there are varying ways to 
address them. The correct diagnosis in an early time is essential for patient survival. A 
number of research works have been successfully performed to demonstrate arrhyth-
mias. For example, PVC (premature ventricular contractions) arrhythmias detection is 
used with different methods and different parameters [1, 2]. In [3] only the RR inter-
val is used to find several arrhythmias. Several classification methods have been  
proposed in the literature to classify (N) or (V) beats for some patients [1, 4] and  
according to different rhythms (TV, BV...etc.) for other patients [5]. Actually, the  
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Fig. 1. A cycle of an ECG signal 

computer-aided detection and classification of ECG signals is not new, including 
various techniques such as statistical methods, decision trees, fuzzy logic, expert sys-
tems and neural networks [5, 6, 7, 8]. In our study we adopted the (MLP) approach, 
which has a high accuracy testified proved by the large number of published works, 
for classifying heartbeats from ECG signal into normal (N) and pathological (V) cas-
es. In [4], they combine the morphological and temporal information to classify the 
PVC with a robust neural network with performances estimated excellent between 
95.16 and 96.82%. The separation between heart rhythms requiring shock or not, is 
studied in [8] using morphological and frequency criteria, the average score ranking 
for several arrhythmias exceeds 93%. The implementation of an intelligent pacemaker 
is our real objective. This is why we propose here the automatic detection using artifi-
cial neural network (ANN). Authors in [5] show the superiority of ANNs in detecting 
heart disease compared to traditional techniques. The (ABC) algorithm is a swarm 
based meta-heuristic algorithm that was introduced by Karaboga in 2005 [9] for opti-
mizing numerical problems. The (ABC) algorithm was first applied to numerical op-
timization [10]. The (ABC) was applied to train neural networks [10-11]. In our ap-
plication, we will enhance the model by applying this algorithm in the training step in 
order to get an optimized mode.  

2 The Approach 

Our procedure for automatically detecting cardiac arrhythmias includes mainly the 
selection of appropriate ECG signals and filtering for accurate extraction of patholo-
gies indicators. There are four temporal and five morphological parameters. These 
parameters form the classifier input vectors (9 components).  

2.1 Data Base Description 

The signals used for ANN training and testing are extracted from the database: "MIT 
BIH arrhythmia database" available in the PhysioNet website [12]. It contains 48 



Artificial Bees Colony Optimized Neural Network Model for ECG Signals Classification 341 

recordings that are normal and pathological cases of about 30 minutes duration and 
sampling frequency of 360 Hz. Each cardiac cycle is characterized by peak temporal 
position R and labeled by a letter (V, S, etc...) called pathological symbol. Table.1 
displays these records.  

Table 1. ECG Records  

ECG N V ECG N V ECG N V ECG N V ECG N V 

100 2271 1 116 2302 109 200 1772 826 209 3003 1 223 2117 473 

106 1506 520 118 2261 16 201 1752 208 210 2444 195 228 1690 362 

108 1742 18 119 1542 444 202 2115 19 213 2668 220 230 2254 1 

109 2491 38 121 1861 1 203 2530 444 214 2002 256 231 1568 2 

111 2122 1 123 1514 3 207 1649 210 215 3197 164 233 2236 831 

114 1831 43 124 1561 52 208 1587 992 219 2088 64 234 2749 3 

 
 N V 

Total 62425 6517 

2.2 Preprocessing of ECG Signal 

Classification performances of an ANN are strongly related to pathologies extraction 
quality indicators. Therefore, pretreatment of the ECG signal is necessary before ex-
tracting these parameters accurately to remove, by filtering, frequencies (noises) that 
distort the detection, Fig. 2. 

 

Fig. 2. Savitzky-Golay and FFT Signal Filtering 

3 Parameter Extraction 

3.1 Detection of R Peaks 

After noise elimination and baseline correction, it is easier to detect R peaks. The best 
known algorithm to perform this task is that of Pan and Tompkins [13]. Therefore, we 
adopted Keselbrener method [14]. Each point of the signal is scanned and checked if 
it is above the threshold or not, Fig. 3.  
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Fig. 3. Peaks Detection Illustration 

3.2 Feature Extraction 

After detection of R peaks, we take 75 points for each cardiac cycle in which R is at 
25 points on the left side and 50 points on the right side. Fig.4 represents the superpo-
sition of these cycles record 100. Then, cycles are normalized between 0 and 1 by:  

  

 

Fig. 4. Cardiac Cycles Superposition of 100 Records   

Although each cycle is a vector of 75 points, it is unacceptable to take all of them as 
input to our network. Then, we extract 9 significant features for classification [15]: 

1. Four Temporal Characteristics, Fig.5: 
* The interval RR1 between the current peak R and the previous peak.  
* The interval RR2 between the current peak R and the next peak.  
* The ratio RR1/RR2. 
* The ratio RR1/RR0. 

 

Fig. 5. Temporal Intervals Between Peaks 

))min()/(max())min()(()( XXXnXnY  
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2. Five Morphological Features: 
* The cross-correlation between the current cycle and previous cycle. 
* The cross-correlation between the current cycle and the next cycle. 
* The percentage of points above 0.2. 
* The percentage of points above 0.5. 
* The percentage of points above 0.8.  

The cross-correlation is given by the formula: 

 

Where x, y are vectors of two successive cycles. μx , μy are their means respectively 
and ρx, ρy   are their standard deviations respectively. We get a matrix P with: 

• 9 columns representing the 9 input features. 
• 68942 lines representing the number of cardiac cycles for all data, Table.1 
• We add an output vector T of 68942 lines which takes 0 for (N) and 1 for (V). 

4 Classification 

4.1 Network Architecture 

The MLP belongs to the family "feed-forward". It is widely used in approximation 
and classification problems. Our MLP consists of two fully connected layers of neu-
rons: one hidden layer and one output layer, Fig. 6.   

 

Fig. 6. The Multi Layer Perceptron 

4.2 Neural Network Design Steps 

a. Data Preparation: the input matrix P and the output vector T. 
b. Development of the MLP Structure: the number of inputs is R=9 and the number of 
neurons in the output layer is S2 = 1. The number of neurons in the hidden layer will 
be determined during training.  
c. Training: we enhance training by introducing a powerful swarm intelligence opti-
mization algorithm: Artificial Bees Colony (ABC). The fitness value of each solution 
is the value of the error function evaluated at this position. To achieve the same error 
goal both with Levenberg-Marquaret and ABC swarm algorithm, we find that the 
ABC requires less number of computations; which is an observed performance. The 
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MLP structure trained using ABC algorithm by minimizing the mean squares of er-
rors function [16]. The general scheme of the training by ABC algorithm is:  

1. Initialize all the weights (w) and bias (b) of the 
network to small random values. 
2. For each association (P, T) in the training set: 
Initialization Phase  
     REPEAT  
           Employed Bees Phase 
           Onlooker Bees Phase 
           Scout Bees Phase 
           Memorize the best solution achieved so far 
    UNTIL (Cycle=Maximum Cycle Number or a Maximum CPU 
time) 
3. Update the weights and biases. 
4. If the stopping criterion is reached, then stop. 
5. Otherwise, swap the order of the associations of the 
training set. 
6. Repeat step 2. 

We divide data randomly into three distinct subsets: training data (60%), validation 
(20%) and test data (20%).  
d. The transfer function: The transfer function of our neural network is the hyperbolic 
tangent (tansig) described by the following function. 

 

5 Results and Discussion 

We must test the classifier after training and measure its performance. We apply three 
statistical laws: Sensitivity (SE), Specificity (SP) and Classification rate (TC). It re-
mains to specify the number of neurons in the hidden layer so that the MLP is com-
plete. Only the experimental method can determine their number. Table.2 justifies the 
choice of five neurons. 

Table 2. Optimizing the Neural Network Model 

Number of Neurons in the 
hidden layer 

Number of iterations SE (%) SP (%) TC  (%) 

6 122 94.34 98.33 97.37 
7 22 91.17 99.07 98.11 
8 78 69.85 92.92 91.69 

There are variants of the back-propagation algorithm [5,7] which accelerate the 
learning. A comparative study between some of them is summarized in Table.3 which 
shows that the ABC swarm algorithm is most suitable with a TC = 98.11 after only 22 
iterations.  
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Table 3. Comparison between different training algorithms 

Training Algorithm Number of iterations SE(%) SP(%) TC(%) 
trainglm 265 86.32 96.04 96.32 
trainbfg 185 87.01 98.71 98.09 
traincgb 101 91.88 98.93 98.03 
trainscg 279 91.75 98.57 97.87 
traincgf 57 91.73 98.04 96.12 
trainoss 186 90.12 98.93 96.14 
traincgp 154 91.54 99.52 98.49 
traingda 202 90.06 96.57 96.17 

ABC 22 93.17 99.07 98.11 

 

Fig. 7. ABC Training performance evolution & comparison with LM Algorithm 

 

Fig. 8. The resultant Simulated Neural Network 

Fig.7 shows that after only 22 training iterations, the error tends to 0.0072154. We 
can see that the results are reliable and represent an improvement to those published 
in references. The MLP classifier described in Fig.9 and Table.4 is very powerful. 

Table 4. ECG signals classifier 

Type of classifier MLP 
Transfer function tansig 
Number of inputs  9 

hidden layer neurons  7 
Output layer neurons  1 

Weights number 70 
Biais number 8 
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6 Conclusion 

Our goal is to automatically classify cardiac arrhythmias using an optimized MLP. 
The performances obtained are very satisfactory when classifying patients with or 
without abnormalities. The ABC optimized MLP with one hidden layer of five neu-
rons is the most appropriate classifier if we want a reduced learning time (22 itera-
tions). It is still possible to gain time by implementing the network in hardware.  
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Abstract. N170 is one of the event-related potentials (ERPs) that have
been extensively used to study the neurological response of a subject
when presented with a visual face stimulus. Although many N170 exper-
iments have been performed with multi-channel EEG recordings, most
of the N170 analyses are still based on trial-averaged signals from one or
a few selected electrodes. Not only does this method under utilise the in-
formation from all available electrodes, it inhibits a trial-to-trial analysis
of N170. We address this issue by proposing a single-trial multi-channel
N170 estimation method that estimates the latency, amplitude and scalp
projection of N170 using a linear classifier-based approach.

Keywords: Event-Related Potentials, Linear Discriminant Analysis,
Multi-Channel, N170, Single-trial.

1 Introduction

Event Related Potentials (ERPs) are brain activities generated in response to
external stimuli. In electroencephalography (EEG), ERPs can be observed as
a series of positive and negative peaks, where each peak is characterised by a
specific amplitude, latency and scalp distribution pattern [1].

ERP plays an important role in the understanding of neurocognitive processes
and also serves as a diagnostic tool for assessing neurological disorders. One of
the important ERPs, which has been extensively studied, is N170 [2]. N170 is a
negative signal which occurs around 170 ms after stimulus onset and is strongest
in the occipital-temporal region. Previous studies have shown that N170 is often
associated with the neural processing of face and object images, whereby the
N170 amplitude is larger when faces are presented as stimuli [2][3]. Accordingly,
N170 has been extensively used in the study of face processing deficits that are
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characteristic of Autism Spectrum Disorder (ASD) [4]. For instance, differences
in the N170 latency are often observed between ASD and a control group [1][4].
Accurate amplitude and latency estimation are thus crucial. However, due to the
stochastic nature of EEG and low signal-to-noise ratio (SNR) of ERP signals,
the analysis of N170 and other ERPs remains a challenge.

Traditional methods for studying ERP involve electrode selection,
trial-averaging and manually picking a peak within a time region where the
ERP is most likely to occur. These methods have several drawbacks. Firstly,
most of the EEG equipment is capable of recording signals simultaneously from
multiple electrodes where up to 32 electrodes is common. Thus, studying time
varying ERP waveforms solely from single channel is no longer effective, since
this method does not utilise valuable information from all available electrodes.
Secondly, trial-averaging, which is a classical procedure that has been adopted
to improve the SNR, assumes that the ERPs are time-locked from trial-to-trial.
In real life, the amplitude and latency of ERPs change according to a person’s
physiological conditions, such as mental fatigue, habituation and attentiveness.
Lastly, trial-averaging techniques inhibit trial-to-trial analysis where important
information, which may reflect the changing pattern of ERP amplitude and la-
tency across trials, is lost during the averaging process.

To overcome these weaknesses, many solutions, notably single-trial multi-
channel ERP classification approaches, have been proposed. For example, some
techniques extract ERP sources through Principal Component Analysis (PCA)
and Independent Component Analysis (ICA). However, their main problem is
that they do not extract the desired ERP in a straightforward manner. Often,
many irrelevant sources are extracted at the same time and a related source has
to be chosen through further efforts [5]. Another approach in ERP estimation
is to use a predefined template [6][7]. Given that an ERP response looks similar
to a certain waveform, a template is shifted across specific time range to find
the best matching ERP. The drawback of this method is that in a given trial,
the ERP signal may deviate significantly from the template. Moreover, often
different ERPs share a similar waveform.

Single-trial N170 estimation can be treated as a two-stage task. This often in-
volves the time localisation of N170 activities and the estimation of N170 param-
eters. To achieve good estimation, accurate time localisation of the N170 ERP
is important. In this paper, we propose a single-trial N170 estimation method
based on a linear classifier, whereby the classifier is trained to discriminate N170
and non-N170 time regions based on scalp patterns. The two main advantages of
this approach are: (1) Classification is made based on the statistical properties
of N170 that were learned from previous EEG samples; (2) Instead of locating
N170 using a template waveform pattern, time localisation is achieved by finding
the relevant scalp pattern as suggested by [1].

The rest of this paper is organised as follows. Section 2 describes how N170
parameters can be estimated through application of the proposed linear classifier.
In Section 3, the performance of the proposed method was evaluated on both
simulated and real data. The conclusion are drawn in Section 4.
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2 Methodology

As shown in Fig. 1, the proposed method for N170 analysis involves three steps:
training, detection and estimation. During training, from each trial, the time
segment that contains N170 is assigned to a positive class, while the remaining
time segment is assigned to a negative class. Based on these training classes, a
binary linear classifier is then built and used to discriminate N170 and non-N170
time regions in an EEG trial. Once a N170 time region has been determined,
estimation of N170 amplitude, latency and scalp distribution then follows.

Fig. 1. Proposed single-trial multi-channel N170 analysis method

2.1 Linear Discriminant Analysis (LDA) for Locating N170

Many linear classifiers are available in the literature. In this study, LDA is chosen
because of its simplicity. The procedure to build an LDA classifier is summarised
as follows. Suppose the EEG equipment has D measurement channels, they are
sampled synchronously at a sampling frequency of fs Hz, and the measurements
captured at time index t during the k-th trial are stored in the D×1 vector xk(t).
Let T be the number of snapshots taken in each trial, K be the number of trials,
and the sets T1 and T2 contain, respectively, the time indices of the positive
class and those of the negative class. (e.g. T1 = {t : 140ms < t/fs < 190ms}).
Let T1 and T2 be the number of elements in T1 and T2 , respectively. To enable
the classifier to learn the N170 scalp distribution pattern, we first compute the
following twoD×1 vectors which represent the mean scalp pattern of the positive
and negative classes

μj =
1

TjK

∑
t∈Tj

K∑
k=1

xk(t), j=1,2 (1)

and the D ×D average covariance matrix of both classes.

S =
1

T − 2

2∑
j=1

∑
t∈Tj

K∑
k=1

(xk(t)− μj)(xk(t)− μj)
T (2)
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The LDA is given by the discriminative vector w which maximises the sepa-
rability of the positive and negative classes. If the training samples from both
classes can be assumed to be Gaussian distributed with equal covariance, then
w is given by

w = S−1(μ1 − μ2) (3)

To determine whether a time region is correlated to N170 or not, the discrim-
inative vector w is applied to an EEG trial and the classifier output yk(t) is
calculated as follow:

yk(t) = wTxk(t)− b (4)

where b = wT (μ1 + μ2)/2 is the threshold of the classifier. yk(t) describes the
possibility of an N170 occurrence with positive sign indicating the N170 ERP is
present and vice versa. Accordingly, the latency of the N170 ERP can be taken
to be the time instant when yk(t) is largest.

2.2 Scalp Projection and Amplitude Estimation

For scalp projection and amplitude estimation, a method described by Li et al. [6]
is used. This method estimates scalp projection and amplitude with a Gaussian
function template. Its drawback is that the template may not characterise the
N170 ERP accurately. Therefore, in this work, a modified classifier output is used
instead to guide the selection. The modified output sk(t) is defined below where
yk = [yk(1), yk(2), ..., yk(T )]

T . As can be seen, it makes no prior assumptions
about the N170 waveform and is motivated by the observation that the activation
of N170 is captured when yk(t) is positive.

sk(t) =

{
yk(t)

max(y
k
) if yk(t) > 0

0 if yk(t) ≤ 0
(5)

Scalp projection estimation consists of two steps. Firstly, assuming the N170
ERP is uncorrelated with other ERPs and background noise, the scalp projection
ak of an N170 source during the k-th trial is estimated with

ak = (sTk sk)
−1Xksk (6)

where sk = [sk(1), sk(2), ..., sk(T )]
T is a T×1 vector representing the time course

of the N170 ERP, Xk = [xk(1),xk(2), ...,xk(T )] is a D × T matrix representing
the scalp pattern across time, and ak is a D × 1 vector representing the magni-
tude of the source in different channels. Secondly, although the estimated scalp
projection varies across trials, there exists a scalp projection pattern that is com-
mon to all trials. This common scalp projection, a0, is useful for understanding
the source origin of the N170 ERP and is given by

a0 =
1

K

K∑
k=1

ak
‖ ak ‖ (7)
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For amplitude estimation, it was observed that the EEG measurements are cor-
rupted by noise and there are trial-to-trial variability in the latency and am-
plitude of the N170 ERP. Therefore, to improve the statistical reliability of the
estimated amplitude, a least-squares fit of the estimated scalp projection ak to
the common scalp projection a0 is performed. That is, we find the scaling factor
σk that minimises the objective function ‖ ak − σka0 ‖22, which has solution

σk = aT
0 ak (8)

3 Experimental Results and Discussion

3.1 Test with Simulated Data

In this section, preliminary assessment of the proposed method was performed
on simulated data that resemble the P1-N170-P2 complex often encountered in
N170 datasets [9]. To evaluate the method under a possible worst case scenario,
the data were generated to include dynamic latency variations in each ERP and
the possibility of overlaps between the ERPs. For the test, 500 simulated trials
were created using the linear generative EEG model introduced in [6] and [8],

which is constructed as X =
∑3

i=1 ais
T
i where si(t) = exp(−(t − τi)

2/δ2i ) is
a Gaussian function that resembles each ERP source with peak at latency τi
and width of δi while ai represents the scalp projection of each ERP source.
On each simulated trial, P1, N170 and P2 latencies were chosen to be Gaussian
distributed with the following values: 100 ± 25 ms, 170 ± 25 ms and 200 ± 25
ms while δi was fixed at 0.025. The scalp distribution of each ERP was also fixed
and selected to mimic the findings of Kuefner et al. [3] and Boutsen et al. [9].

As latency estimation is crucial to the accurate estimation of amplitude and
scalp projection, the goal of this study was to examine the accuracy of latency
as estimated by our proposed method. Our results were also compared to the
existing template-matching technique by Li et al. [6] for single-trial ERP estima-
tion. The parameters used in our proposed method, and the template-matching
technique, are described as follows. For our method, the data were first divided
into training data and test data using the leave-one-out method. In this method,
all except one trial was taken for classifier training, while the remaining trial was
taken for testing. The time region for positive training samples were set from
150 ms to 190 ms. During the estimation phase, the process described in Section
2.1 was performed. These steps were repeated until every single trial was esti-
mated. For the template-matching technique, an exact Gaussian template which
matches the N170 waveform was used. To determine the latency, the predefined
Gaussian template was scanned across time. The time where the shifted tem-
plate best matches the signal using the Least-Square criterion was selected as
the N170 latency. In addition, a latency correction method [6] was applied where
the N170 latency was taken as the first local minima that occurred after 120 ms.

Fig. 2 compares the latency estimated from the our proposed method and the
template-matching technique. As can be seen, our proposed method outperforms
the existing template-matching technique where the latency estimated by our
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proposed method follow closely the actual N170 latency. It was observed the
template matching technique failed when the P1 peak occurred after 120 ms
or when overlapping occurred between the P1 and N170 ERPs. However, the
proposed method managed to detect the N170 ERP in most cases except in
situations where all the ERPs overlapped.

Fig. 2. Scatterplots of estimated latency versus actual latency of N170 on simulated
data using (a) template-matching method [6] and (b) proposed method

3.2 Test with Real Data

We next evaluated the proposed method using part of the multi-modal face
dataset contributed by Henson et al. [10]. The original dataset contains EEG,
MEG and fMRI recordings of a subject for the purpose of measuring and study-
ing the neurocognitive responses when performing face perception tasks. Two
sessions were conducted on the same subject using the same stimuli presenta-
tion paradigm, based on Phase 1 of a previous study by Henson et al. [11]. In
each session, a total of 86 faces and 86 scrambled faces were randomly presented
[10]. The measurements were made by a 128-channel ActiveTwo EEG system
with a sampling frequency of 2048 Hz. All electrodes were later re-referenced to
the common-average reference.

For our study, we combined these two sessions. For each trial, a 400 ms seg-
ment of EEG signals was extracted starting from stimulus onset. Baseline correc-
tion was performed using a 200 ms segment of the EEG signal prior to stimulus
onset. Any trial which had voltage exceeding 200 μV was rejected prior to anal-
ysis. A total of 166 trials were left in both the faces and scrambled faces dataset
after this process. The trial-averaged waveform for faces and scrambled faces are
shown in Fig. 3.

Part of the aim of this study was to estimate the N170 latency using the
LDA classifier mentioned in Section 2.1 on the EEG recording for both the faces
and scrambled faces stimuli presentation conditions. To demonstrate that the
classifier can detect and estimate the N170 latency under both conditions, the
classifier was trained using trial recordings only from the face stimuli dataset.
The segments between 150 ms and 190 ms were assigned to the positive class. To
avoid bias, the N170 estimation was performed using the leave-one-out method
with the procedure described in Section 2. The trained classifier was then used
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to classify the N170 time region in the leftover trial and also one trial from the
scrambled faces group. During latency estimation, the peak of the classifier out-
put was selected from between 100 ms and 250 ms. This procedure was repeated
until all trials were estimated.

Fig. 3. Trial-averaged faces (blue) and scrambled faces (red) waveforms from two dif-
ferent electrodes which are located (a) at site A12 from the left occipital-temporal
region and (b) at site B9 from the right occipital-temporal region

Fig. 4 shows a visual plot of the classifier output for all classified faces and
scrambled faces trials. The circles indicate the position with the maximum clas-
sifier response between 100 ms to 250 ms for each trial. This is used to represent
the N170 latency from the stimulus onset. There were 9 trials from scrambled
faces condition that do not have positive yk(t) within the defined time region and
were removed from the analysis. Although the classifier was trained using only
samples from the faces stimuli, yet the classifier response for both stimuli condi-
tions were similar. This indicated there was no overfitting in the LDA classifier
and that the latency estimation was effective regardless of the stimuli condi-
tion. Besides that, Fig. 4 suggests that N170 is readily observed in single trial
and the N170 latency is stable around 166 ms in both conditions. By applying
the independent t -test to the estimated latency from both conditions, there was
no significant difference in the latency for face (M=166.4, SD=7.6) and scram-
bled face (M=166.5, SD=10.1) conditions at single trial level (t(321)=-0.053,
p =0.957 ). This can also be observed in the histogram of Fig. 5(a).

Fig. 6 shows the common scalp projection estimated from both faces and
scrambled faces trials. It reveals scalp projections from both conditions have
occipital-temporal distributions, which matches the literature findings [3]. More-
over, the results showed both conditions are similar to each other with correlation
coefficient of 0.9729. This observation is, however, in contrast to the findings in
Henson’s previous study, which found that across subjects, N170 from face stim-
uli is usually more profound in the right hemisphere than in the left hemisphere
[11]. Maybe this is due to the fact that the given subject have bi-laterised N170
in both conditions. Since scalp projection from both conditions for the given
dataset are similar, their average was taken as common scalp projection for
amplitude estimation.
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Fig. 4. Classifier output, yk for (a) faces and (b) scrambled faces (right) trials. Their
average were shown in (c) and (d). The circles represent the estimated N170 latency
which was selected by taking the largest yk(t) between 100ms to 250ms in each trial.

Fig. 5. Histogram of (a) estimated latency and (b) amplitude

Fig. 6. Common scalp projection, a0 for faces (left) and scrambled faces (right) stimuli

Fig. 5(b) shows the histogram of estimated amplitude for both face and scram-
bled face trials. By applying the independent sample t -test on these estimated
amplitudes, there was a significant difference between the amplitude for face
(M=77.75, SD=17.36) and scrambled face (M=53.72, SD=26.52) conditions at
single trial level (t(266.694)=9.579, p <0.001). These results support the estab-
lished findings that N170 amplitude is larger in face stimulus as compared with
non-face stimulus [1][3][11].
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4 Conclusion

An LDA-based amplitude, latency and scalp distribution pattern estimatior tar-
geting the N170 ERP was proposed and successfully tested using both synthetic
and real EEG data. Our results show that the proposed method can be an effec-
tive technique to classify and estimate the N170 ERP from a single-trial multi-
channel EEG recordings. The preliminary observations from this work will lead
to better understanding and techniques for the analysis of N170 ERPs to sup-
port further work in understanding the facial processing characteristics of people
afflicted with ASD.
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Abstract. A critical issue in designing a self-paced brain computer interface 
(BCI) system is onset detection of the mental task from the continuous 
electroencephalogram (EEG) signal to produce a brain switch. This work shows 
significant improvement in a movement based self-paced BCI by applying a 
new sparse learning classification algorithm, probabilistic classification vector 
machines (PCVMs) to classify EEG signal. Constant-Q filters instead of 
constant bandwidth filters for frequency decomposition are also shown to 
enhance the discrimination of movement related patterns from EEG patterns 
associated with idle state. Analysis of the data recorded from seven subjects 
executing foot movement using the constant-Q filters and PCVMs shows a 
statistically significant 17% (p<0.03) average improvement in true positive rate 
(TPR) and a 2%  (p<0.03) reduction in false positive rate (FPR) compared 
with applying constant bandwidth filters and SVM classifier. 

Keywords: Constant-Q filter, Probabilistic classification vector machines, Self-
paced BCI. 

1 Introduction 

In recent years, self-paced BCI systems have received increasing attention in BCI 
research [1-8]. BCI systems can be divided into two main classes based on their 
operation mode: synchronous and asynchronous (self-paced). In a synchronous BCI 
the onset of the mental activity is known in advance and the system analyzes and 
classifies the mental tasks in predetermined time intervals. In contrast self-paced BCIs 
allow the user to control the system when desired i.e., the communication period is 
not time-locked to a specific time window. Continuous classification of the EEG 
signal for detecting specific EEG oscillations or dynamics associated with a specific 
mental task makes it possible to design a self-paced BCI system. One of the 
challenges of these systems is mental task onset detection, i.e. detecting when the user 
shifts from the non-control state (when he/she is not executing any of the predefined 
mental tasks) to executing a mental task. Due to the movement or imagination of the 
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movement, the EEG signal energy in specific frequency bands and also in specific 
regions of brain can be modulated producing an event related desynchronization 
(ERD) before and during movement and event related synchronization (ERS) in the 
beta frequency band after termination of the movement [9].  

BCIs capable of detecting only one brain pattern from the continuous EEG signal 
is referred to as a brain switch and is suitable for controlling different applications [7]. 
Numerous signal processing and pattern recognition techniques have been developed 
for designing a movement based brain switch. For example in [1], a local neural 
classifier was used to reject non motor imagery signals. The low-frequency 
asynchronous switch design (LF-ASD) [3] is one of the first self-paced BCI systems. 
In the last design of the LF-ASD [4] features extracted from three neurological 
phenomena were used to train a set of SVM classifiers to detect right index finger 
flexion movement from idle states. In [5] the changes in average power spectral 
density (PSD) features are used to enhance classification of continuous EEG for onset 
detection. An unsupervised classification method based on Gaussian Mixture Model 
(GMM) was applied in [6] to detect the onset of the right hand movement. Another 
brain switch designed in [7, 8] proved the suitability of one single Laplacian 
derivation for detecting foot movement from ongoing EEG. Two distinct SVM 
classifiers were used to detect ERD and ERS patterns separately. 

Kernel based methods such as SVM have been considered the state–of-the-art and 
successful methods for self-paced BCI. SVMs generalize well; however suffer from 
several disadvantages. In order to address the problems of SVMs probabilistic 
classification vector machines (PCVM) have been proposed [10]. The focus of this 
work is to apply PCVM for detection of ERS from EEG signal as a neurological 
phenomena representing foot movement. We also use constant-Q filters for frequency 
decomposition of the signal in the frequency range from 6 to 36 Hz which covers mu, 
beta and lower gamma frequency bands. We show that this feature of constant-Q 
filters contributes to defining more precisely the correlates of movement onset within 
the EEG signal and significantly improves the performance of the brain switch. The 
rest of the paper is organized as follows. Section 2 outlines data acquisition and the 
methodology of feature extraction, classification and performance evaluation. Results 
and conclusion are presented in section 3 and 5 respectively.  

2 Method 

A block diagram of the system built for this study is shown in Fig. 1. 

2.1 Data Description 

Our analysis is performed on the data provided by the laboratory of Brain Computer 
Interfaces (BCI-Lab), Graz University of Technology [7]. Seven healthy subjects 
participated in this study. Each subject performed 3 runs (each run comprised 30 
trials). The subjects performed a brisk movement of both feet after the presentation of 
the cue. At the beginning of the trial (t=0) a “+” was presented; then at t=2 the 
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presentation of an arrow pointing downwards cued the subject to perform a brisk foot 
movement of both feet for about 1 second duration. The cross and cue disappear at 
t=3.25s and at t=6s, respectively. At t=7.5 the trial ends. The sampling frequency was 
250 Hz. Our analysis is performed on a single small Laplacian derivation over the Cz 
electrode. 

 

Fig. 1. Block diagram of the built system for this study 

2.2 Feature Extraction  

In this work we consider ERS features as a stable and detectable movement related 
pattern from spontaneous EEG signals. Due to the poor and low signal to noise ratio 
of ERD/S, its feature extraction is a challenging task. In this paper, band power which 
reveals the energy or power fluctuations of the signal in specific frequency bands is 
employed for feature extraction. However, the precise frequency band which is 
responsive to movement execution (ERS) can vary among subjects. From the 
viewpoint of learning, multiple possible frequency bands have to be examined or the 
optimum band has to be selected in the training phase for each subject. We process 
the EEG signal using an array of filter banks, each of them is a particular band-pass 
filter and they all together cover a frequency range of mu and beta rhythms. Twenty 
eight fifth order Butterworth band pass constant-Q filters with center frequencies at 6, 
6.9, 7.8, 9, 10.2, 11.7, 13.4, 15.3, 17.5, 20.0, 22.8, 26.1, 29.8 and 33.5 Hz for two 
different Q ratios (Q=2 & Q=3) as suggested in [11,12] . In constant-Q filters, the 
ratio of center frequency to bandwidth for all the filters is the same and equals to Q. 
In other words, for low frequencies the frequency resolution is better while for high 
frequencies the time resolution is better.  

Twenty eight logarithmic band power features are extracted from time segments of 
1s length as follows: (i) band-pass filtering using 28 filters described above, (ii) 
squaring the value of each sample, (iii) averaging all samples within the time segment 
and (iv) applying the logarithm function. Each segment has 250 samples with an 
overlap of 125 samples between adjacent segments.  

Feature vectors extracted from t=4-5s in each trial is labeled class 1 and is related 
to the ERS patterns after movement while the other feature vectors are labeled as 
class 0 or non-control states.  

2.3 Classification (Probabilistic Classification Vector Machines) 

The SVM classifier is known to be quite successful in various applications. However, 
there are a number of significant disadvantages that exist with the use of this method: 
1) The number of support vectors grows linearly with the size of the training set, 2) 
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Predictions are not probabilistic and 3) SVM requires a cross-validation procedure to 
estimate the kernel parameter which is a waste of data and computation time. All of 
these problems can be rectified by using relevance vector machines (RVMs) 
developed by Tipping [13]. The RVMs approach is a Bayesian sparse kernel 
technique for regression and classification that shares many of the characteristics of 
the SVM whilst avoiding its principal limitations. Additionally, it typically leads to 
much sparser models resulting in correspondingly faster performance on test data 
whilst maintaining comparable generalization error. Requiring fewer basis functions 
could lead to significant reduction in the computational complexity of the decision 
function, therefore, making RVM more suitable for real-time applications. In RVMs 
[13] the zero-mean Gaussian prior are adopted over weights for both positive and 
negative classes, therefore  some of the training points belonging to positive class 
may have negative weights and vice versa. This formulation may lead to the situation 
that the decision of RVMs is based on some unreliable vectors, and thus is sensitive to 
the kernel parameter. In order to address this problem within RVMs and propose an 
appropriate probabilistic model for classification problems, probabilistic classification 
vector machines (PCVMs) was proposed in [10], which introduce different priors 
over weights for training points belonging to different classes, i.e., the nonnegative, 
left-truncated Gaussian for the positive class and the nonpositive, right-truncated 
Gaussian for the negative class . PCVMs also implement a parameter optimization 
procedure for kernel parameters in the training algorithm, which is proven to be 
effective in practice. 

PCVM Algorithm. In supervised learning, we are given a set of input-target training 
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A prior distribution over each weight iw  is a truncated Gaussian and over the bias 
b  is a zero-mean Gaussian as follows: 
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1( | ) ( | 0, )p b N b −=β β  (4) 

where 1( | 0, )t i iN w −α  is a truncated Gaussian function, iα  represents the precision of 

the corresponding parameter iw , and β  is the precision of the normal distribution 

of b . When 1iy = + , the truncated prior is a nonnegative, left-truncated Gaussian, and 

when 1iy = − , the prior is a nonpositive, right-truncated Gaussian. This can be 
formalized in (5): 
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The gamma distribution is also used as the hyperprior of α  and β . The expectation 
maximization (EM) algorithm is used to specify the model parameters such as W , 
bias b , and kernel parameters θ . The EM algorithm is a general algorithm for 
maximum a posteriori (MAP) estimation where the data are incomplete or the 
likelihood or prior functions involve latent variables. For more details of the EM 
algorithm in defining the PCVM parameter the reader is referred to [10].  

Initial Parameter Selection and Training. The PCVM has only one parameterθ , 
which can be automatically optimized in the training process. However, the EM 
algorithm is sensitive to the initialization point and might get trapped in local 
maxima. The usual approach to avoid the local maxima is to choose the best 
initialization point.  For each subject there are 3 runs each consisting of 30 trials. 
The patterns from 2 runs out of 3 runs are used as the training data. Therefore there 
are 60 training trials of two runs available for selecting the initialization points of 
PCVMs parameters. We train a PCVM model with different initializations (nine 
initializations 2 to 6 with step of 0.5) over the first five training folds of the data set. 
Hence, we obtain an array of parameters of dimensions 9 5×  where the rows are the 
initializations and the columns are the folds. For each column, we select the results 
that maximize TF TPR FPR= −  (the difference between sample by sample true 
positive rates and sample by sample false positive rates), so that the array reduces 
from 40 to only five elements. Then, we select the median over those parameters.  

Testing. The remaining run is used for testing the trained PCVMs. In order to 
simulate an online asynchronous system, we continuously compute logarithmic band 
power features applying a 1 second moving window at the rate of the sampling 
interval.  

2.4 Performance Evaluation 

Performance measurement of the online self-paced paradigm is carried out in an event 
by event manner. The event class posterior probability of PCVMs is post processed  
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using threshold, dwell time and refractory period [14]. ROC analysis over the 
threshold value was conducted and the values for the dwell time (100 samples) and 
for the refractory period (750 samples) were picked by hand. For evaluation, the time 
interval from t=3 to 5.5 seconds of each is considered as the intentional control 
period. This interval is the same for all the subjects.  All results reported in this 
paper were obtained from the ROC curves as the maximum TPR associated with a 
FPR≤0.1. The event by event TPR and FPR are calculated the same as [7].  

3 Results  

The results of foot movement onset detection using two different kinds of filter 
(constant bandwidth and constant-Q) for preprocessing and two classifiers (PCVMs 
and SVMs) are summarized in Table 1 and Table 2. In these tables for each subject 
TPR and FPR values are reported in the form of mean ± standard deviation. For each 
subject, 3 different combinations of train/test runs are possible. The average of TPR 
and FPR values of all 3 combinations for each subject are presented in the tables. In 
order to contrast the performance improvement of the self-paced system using 
constant-Q filters the results of applying constant bandwidth filters (a set of fifth order 
Butterworth filters with 2 Hz bandwidth and 1 Hz overlap between 6 to 36 Hz) are pr 
esented in table 1 and the results of applying constant-Q filters (Q=2 & Q=3 and 14 
center frequencies from 6 to 36Hz) are presented in table 2. In addition the results of 
applying two different classifiers SVMs and PCVMs are illustrated in the left and 
right column of each table, respectively.  

For selecting the parameters of SVMs, in each combination of train/test runs for 
each subject, we use a “grid-search” on C and σ  with a 10-fold cross-validation. C 
andσ are varied from  to  while for each step the values of parameters are 
doubled. Various pairs of (C, σ ) are tried and the pair which maximize 

 are selected to train a final SVM [7]. 
According to the results of table 1 the average TPR achieved by applying PCVMs 

is significantly better than SVMs when the constant bandwidth filters are used for 
frequency decomposition of the EEG signal. According to this table the performance 
improvement is especially obvious for subjects s2, s6 and s7. PCVMs not only 
increase the average TPR of the brain switch (around 10% improvement) but also 
decrease the average FPR (around 1% improvement).  

Table 2 shows the results of the brain switch when the constant-Q filter is applied. 
Comparing the results of SVMs in Table 1 and Table 2 shows the significant 
improvements achieved by constant-Q filters in detecting the foot movement from 
continuous EEG. The improvement originates from the characteristic feature of the 
constant-Q filter, its variable frequency resolution and time resolution according to 
the center frequency of the filter. The results of applying PCVMs and SVMs with 
constant-Q. 
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Table 1. Comparison of SVM and PCVM when constant bandwidth filters are applied for 
frequency decomposition 

Subject ID SVM PCVM 
TPR(Mean±SD) FPR(Mean±SD) TPR(Mean±SD) FPR(Mean±SD) 

S1 94±5 2±2 91±12 3±2 
S2 54±20 10±2 79±25 8±1 
S3 97±4 3±3 96±2 3±2 
S4 80±7 6±4 80±23 5±3 
S5 56±23 10±3 60±11 7±1 
S6 65±7 7±4 85±12 7±3 
S7 61±2 7±2 91±2 5±3 

 
Average 73±13 6±3 83±15 5±2 

Table 2. Comparison of SVM and PCVM when constant-Q filters are applied for frequency 
decomposition 

Subject ID 
SVM PCVM 

TPR(Mean±SD) FPR(Mean±SD) TPR(Mean±SD) FPR(Mean±SD) 
S1 98±4 2±2 98 ±4 1±2 
S2 62±12 8±1 87±9 9±1 
S3 98±2 2±1 98±2 2±2 
S4 93±4 6±3 93±0 3±1 
S5 80±3 8±1 80±3 8±2 

S6 90±12 7±3 91±2 4±3 
S7 86±10 5±2 80±6 4±3 

 
Average  87±8 5±2 90±4 4±2 

 
filters shows that TPR of the brain switch designed for most of the subjects are the 
same but the FPR is significantly lower in the case of using PCVMs. For subject s2 
the PCVMs show the higher TPR compared with SVM. A two-sided Wilcoxon signed 
rank between the accuracies obtained by our proposed method (constant-Q filters 
+PCVMs) and the method proposed in [7] (constant bandwidth filters +SVMs) shows 
a significant improvements in the TPR (p =0.015), and FPR (p=0.015). 

4 Conclusion  

In this paper a novel approach for designing a foot movement-based brain switch was 
introduced. Constant-Q filters for frequency decomposition of the EEG signal in a 
broad frequency range (6 to 36 Hz) were used to extract the band power of the 
continuous EEG signal in 28 different frequency bands. A probabilistic algorithm, 
probabilistic classification vector machines (PCVMs) was applied for the first time in 
the context of BCI for classification of the movement related patterns (ERS) from 
noisy background EEG signals. Our results provide confirmation that using constant-
Q filter along with PCVM improves the performance of the foot movement based 
brain switch significantly. Future work will include optimization of dwell time and 
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threshold in the training session to make a system more suitable for online 
applications. 

Acknowledgements. The authors are grateful to Prof. G. Pfurtscheller and Mr. T. 
Solis-Escalante of the laboratory of Brain Computer Interface (BCI-Lab), Graz 
University of technology for making their data available. 

References 

1. Millan, J.R., Mourino, J.: Asynchronous bci and local neural classifiers: An overview of 
the adaptive brain interface project. IEEE Trans. Neural Syst. Rehabil. Eng. 11, 159–161 
(2003) 

2. Scherer, R., Schloegl, A., Lee, F., Bischof, H., Jansa, J., Pfurtscheller, G.: The self-paced 
Graz brain–computer interface: methods and applications. Comput. Intell. Neurosci., 
79826 (2007) 

3. Mason, S.G., Birch, G.E.: A brain-controlled switch for asynchronous control applications. 
IEEE Trans. Biomed. Eng. 47, 1297–1307 (2000) 

4. Fatourechi, M., Ward, R.K., Birch, G.E.: A self-paced brain–computer interface system 
with a low false positive rate. J. Neural Eng. 5, 9–23 (2008) 

5. Galán, F., Oliva, F., Guardia, J.: Using mental tasks transitions detection to improve 
spontaneous mental activity classification. J. Med. Biol. Eng Comput. 45(6), 603–612 
(2007) 

6. Hasan, B.A.S., Gan, J.Q.: Unsupervised movement onset detection from EEG recorded 
during self-paced real hand movement Med. Biol. Eng. Comput. 48, 245–253 (2010) 

7. Solis-Escalante, T., Muller-Putz, G.R., Pfurtscheller, G.: Overt foot movement detection in 
one single Laplacian EEG derivation. J. Neurosci. Methods 175, 148–153 (2008) 

8. Pfurtscheller, G., Solis-Escalante, T.: Could the beta rebound in the EEG be suitable to 
realize a “brain switch”? Clin. Neurophysiol. 120, 24–29 (2009) 

9. Pfurtscheller, G., Lopes da Silva, F.H.: Event-related EEG/MEG synchronization and 
desynchronization: basic principles. Clin. Neurophysiol. 110, 1842–1857 (1999) 

10. Chen, H., Tiňo, P., Yao, X.: Probabilistic Classification Vector Machines. IEEE Trans. 
Neural Net. 20, 901–914 (2009) 

11. Wang, T., Deng, J., He, B.: Classifying EEG-based motor imagery tasks by means of 
time–frequency synthesized spatial patterns. Clin. Neurophysiol. 115, 2744–2753 (2004) 

12. Yamawaki, N., Wilke, C., Liu, Z., He, B.: An enhanced time-frequency-spatial approach 
for motor imagery classification. IEEE Trans. Neural Syst. Rehabil. Eng. 14, 250–254 
(2006) 

13. Tipping, M.E.: Sparse Bayesian learning and the relevance vector machine. J. Mach. 
Learn. Res. 1, 211–244 (2001) 

14. Townsend, G., Graimann, B., Pfurtscheller, G.: Continuous EEG classification during 
motor imagery-simulation of an asynchronous BCI. IEEE Trans. Neural Syst. Rehabil. 
Eng. 12, 258–265 (2004) 



Neural Networks Based System

for the Supervision of Therapeutic Exercises
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Abstract. Present contribution describes application of the neural net-
works based models to detect incorrectly performed therapeutic exer-
cises within the frameworks of wearable supervision system. Electronic
accelerometers and gyroscopes attached to the human upper and lower
limbs gather information about performed exercise in real time. Trained,
on the data describing correctly done exercises, neural network based
dynamic model of the limb is used to find the difference between the
actual and ”ideal” performances and judge if exercises are performed in
a correct way or not.

Keywords: Neural networks, dynamic model, NN-ANARXmodel, med-
ical system, rehabilitation.

1 Introduction

Correctness in doing therapeutic exercises may play a key role for achieving com-
plete rehabilitation of the patient’s motor functions. Most practitioners contend
that for positive results, exercises must be specific, of the proper intensity, and
performed consistently with the correct technique. Techniques are often taught
by a physical therapist or by use of various media, such as brochures, audiotapes,
and videotapes. The effectiveness of exercise is most likely related to the quality
of exercise performance [1]. Usually such exercises are performed either under
the supervision of physiotherapists or on robotic simulators. Both cases lead rises
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in rehabilitation costs. While in the cases of more complicated traumas or on
early stages of rehabilitation such costs are justified, in less complicated cases
or on later stages of the rehabilitation those costs may be significantly reduced
by using inexpensive wearable motion capture systems. Usual session lasts for
approximately one hour, therefore employment of automated supervision system
may lead to a significant time savings of medical stuff and relive personal from
the routine operations.

Present paper concentrates its attention on the application of Neural Net-
works based Additive Nonlinear Auto Regressive eXogenous (NN-ANARX)[2]
models as computational tool of the supervision system for therapeutic exer-
cises. Different motion capture systems have been extensively used in different
medical areas. For example infrared camera based systems are more popular in
sportive medicine and in prothesis development areas. Also recent developments
shows increasing attentions to such system from the area of medical robotics [3].
Field based systems are less popular due to the possible problems magnetic field
may cause to other equipment. Systems based on wearable electronic sensors
become more and more popular in different areas because of their portability
and relatively low cost [4],[5]. Wearable motion capture system proposed in this
paper consists of three sensors providing information about their orientation
with respect to the horizon and linear accelerations along each of the axis in
three-dimensional space.

Section 2 describes requirements and desired functionality expected from the
supervision system. Both the mathematical tools and hardware elements of pro-
posed system are described in Section 3. Application of the system to supervise
therapeutic exercises described in Section 4. Conclusions are drawn in the last
section.

2 Problem Statement

To develop light motion capture system and software for supervision of thera-
peutic exercises. One may separate requirements following from this target into
three categories.

– Ergonomics: Number and weight of the sensors should be kept low, the
sensors are expected to be easy to attach and detach and entire system
should be easy to operate, preferably wireless.

– Hardware: Precision and sampling of each sensor should allow to detect
”wrong” movements of the limbs but at the same time provide certain ro-
bustness with respect to the noise.

– Software: Allows fast identification of the patient specific parameters. Pro-
vides real time supervision of the exercises and informs patient if something
is done in a wrong way. Ideally should be able to determine what was done
wrong.

While therapeutic exercises contain both dynamic (including strengthening and
ROM (range of motion) exercises) and static exercises within the frameworks



366 S. Nõmm et al.

of present contribution only ROM exercises (precisely AROM (active range of
motion) are considered. AROM is movement of a segment within the unrestricted
ROM that is produced by active contraction of the muscles crossing that joint
[6]. Those exercises require patient to move their body part, following certain
trajectories with a certain restrictions. Usually exercises performed in repeating
cycles. For example one may require the hand to hold right angle in elbow, while
turning it around humerus whereas such cycle should be repeated number of
times.

3 Proposed System

Hardware part of the proposed system consist of three sensors, each equipped
with electronic accelerometer and gyroscope, and wired or wireless controller
allowing communication with a PC. The system architecture allows to add sen-
sors, if needed for more complicated exercises. Software consists of two appli-
cations, the first one collects the data, performs off-line training of the neural
network based models and allows to choose liminal values or thresholds to define
required precision. The second one functions in real time, it collects the data
performs analysis and makes decision about correctness of the performed exer-
cise. Schematic diagram of marker placement and hand motions during on of
the exercises is depicted in Figure 1. Main idea of the software may be described
in the following way. First model of correct motion is produced off line on the
basis of the data set obtained during patient’s training on the robotic simulator
or under supervision of the therapist. During the exercise system compares pa-
tient’s actual motions with the model of correct motions and if the error exceeds
liminal value, defined during off-line training, error message appears.

Fig. 1. General structure of the system
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3.1 Mathematical Tools

Requirements imposed on the software in Section 2 lead following prerequisites
to the models employed in the system. Obviously models required to be sensitive
enough to recognize motions performed too fast or incorrect positions of upper
and lower limbs. NN-based models represent one of possible choices to model
motions of human hands and legs. One may suggest to apply some known form
the literature model of human upper and lower limbs. Such approach is an inter-
esting alternative but its main drawback that in this case one will have to use at
least two structures for the upper limbs and two for the lower limbs in compar-
ison with just one structure required in the case of NN-based models. Each of
three sensors provide six data channels (three from acceleremeter and three from
gyroscope) which leads totally eighteen data channels. Limbs required to move
in one exercise may be required to be nearly motionless in the others, therefore
informativeness of each sensor depends on the exercise. Latest leads the idea to
associate with each exercise set of the most informative data channels, reducing
number of NN inputs and eventually ease computational power required.

In order to model motions (gestures) of human upper and lower limbs NN-
based Additive Nonlinear Auto Regressive eXogenous (NN-ANARX) models
were employed [2]. In order to make this paper self-sufficient brief description
of the NN-ANARX structure is provided. NN-ANARX is a subclass of a large
NN-NARX models, which differs from its parent by separation of different time
instances, leading restricted connectivity neural networks depicted in Figure 2.
NN-ANARX models are usually described by high order input-output difference
equation of the following form

y(t) =

n∑
i=1

m∑
k=1

ci,kφi

(
w1

i,ky(t− n+ i− 1) + w2
i,ku(t− n+ i− 1)

)
. (1)

where y(t) denotes system output, u(t) - system input, ck and wj
i,k are the

synoptic weights, m is the number of neurons on hidden layer, n is the model
order and φi are the saturation type smooth nonlinear functions.

One may easily see restrictions imposed on the network connectivity. While
in theory restricted connective NN-model may be less accurate compared to the
fully connected NN in practice the difference between fully connected NN and
NN-ANARX were negligible which were demonstrated on numerous examples
[7]. Also NN-ANARX models have less weights and therefore less computational
power needed for training and simulation. The structure of the NN-ANARX
models allows the order of the model to be identified online [7]. Unlike classical
NN-ANARX in the case of modeling human hand or leg motions, NN-inputs are
the data returned by accelerometers and gyroscopes of three sensors. One have
relative freedom choosing the output. Namely any of the sensors outputs may
play the role of the NN-output. Within the frameworks of present contribution
mostly outputs of the gyroscopes are modeled because they are less affected
by the noise level. Obviously in those cases when greater precision is required
one may model number of outputs and then employ some multi-criteria and/or
intelligent technique to combine the results.
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Fig. 2. Neural network corresponding to the ANARX structure

3.2 Hardware Description

For the testing, monitoring and gathering statistical data two prototypes wired
and wireless, of wearable system were developed. Both prototypes consist of 3
micromechanical movement sensor modules and an USB host bridge device. Each
sensor module contain a 3D accelerometer (Analog Devices ADXL345) and 3D
gyroscope (Invensense ITG3200) connected to Atmel microcontroller. Relatively
low sensor sampling rate of 20Hz were used, which is a tradeoff between signal
noise suppression and required data throughput. Sensor boards have dimensions
of 2.5cm by 4cm and can be tightly fixed to limbs with orthopedic stripes.
Wireless sensor system is using Zigbee radio communication.

4 Application

Actual application of the system consist of two stages. On the first stage patient
under the therapist supervision performs required exercises. As a result therapist
gets data for each exercises saved in PC. Then it is required to identify the
model. Since during NN training initial weights are selected randomly it is wise
to identify a couple of models and then choose one on the basis of its performance.

4.1 Model Identification

Following the idea of reducing number of data channels genetic algorithm based
method similar to [8] was applied to find combination of data channels leading
accurate model for each given type of the exercise. As a result a table associating
data channels to the therapeutic exercises were constructed. The model structure
for all the exercises remains the same, but the meaning of the NN-inputs would
vary. Since sampling time was about 0.2 sec and in average one cycle of the
exercise took between two and four seconds to repeat. The latter means that
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Fig. 3. Data acquisition technique

one cycle of the exercise is described by at least 40 time-instances. Which leads
that to model just single output of the sensor on the basis of previous circle or
even half circle one needs model of a very high order which is not realistic for
proposed system. In order to overcome this problem and keep model order within
reasonable limits, model (neural network) inputs are taken not from consequent
past samples but with certain equal time intervals As shown in Figure 3. Fore
example if one will choose 14 time instances to be the length of the interval
between consequent samples then model of order 5 will make a prediction on
the basis of previous 70 time instances which is equivalent to time period of 3.5
seconds. While the length of the interval between two instances requires to be
defined it also provides one more possibility to tune the model. Of course one
may suggest to reduce sampling rate but in a such way some information will
be simple lost. Note that to model the value of time instance t + 1 one have
to take time instances next to those taken to model value at time instance t,
therefore no data will be lost. In the framework of present contribution 7 was
found to be an optimal model order and length of the interval of 8 time instances.
Neural networks with 5 neurons on hidden layer and logsig activation function
were chosen. Training was performed with Levenberg-Marquardt algorithm. In
average training took 1000 epochs to converge.

4.2 Supervision of Therapeuic Exercises

Once the model is identified one last step required on behalf of the therapist.
Namely individual threshold levels should be determined for each exercise. Ob-
serving the curve representing error between NN-based prediction and actual
output therapist may choose the value or it may be determined automatically.
For each session patient should just attach the sensors and chose the name of
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the exercise. Numerous experiments has demonstrated that positions of the sen-
sors have crucial importance for acquiring data suitable for NN-training. For
example there is a big difference in attaching the wrist sensor. Attached to the
place where usually watch is attached sensors gives more noisy compared to the
case when sensor is attached on the write side of the wrist. Let us demonstrate
entire process on example of simple exercise. One of the terapeutic exercises for
increasing external rotation of the shoulder joint requires patient to hold right
angle in elbow such that arm is kept pressed to the body and forearm put for-
ward. Then patient requires to move forearm (right or left depending which hand
is exercised) such that wrist’s trajectory will follow 90◦ segment of the circle.
Schematic diagram of the marker placements and motions during the exercise
depicted in Figure 1. Motions should be performed slowly keeping right angle
and arm pressed to the body. Once model of the correct performance is ready
patient may start the exercise. In Figure 4 first graph represents actual output
(blue dotted line) and model output (red solid line). The second graph is the
normalized error, horizontal line shows proposed threshold level to distinguish
between the correctly and incorrectly done cycles. In the third graph dashed
blue line shows which circles in the exercise were performed correctly have value
1 and where incorrectly value 0. Solid red line represents detection made by the
supervision system. Except initialization period of first hundred time instances,
supervision system was able to detect incorrectly done exercise circles with a
delay corresponding to the model order multiplied by the length of interval be-
tween consequent samples. Once therapist confirms the threshold patient may
commence practicing exercises independently.

Initial testing has indicated that proposed system demonstrate better results
to detect motions performed ”too fast”, namely about 85% of such errors were
detected. At the same time only 75% of errors corresponding to the wrong angles
were detected which leads necessity to improve detection of such errors. Due to
limited space the table associating required data channels with exercises and
testing results are omitted, but available from the authors upon request.

Fig. 4. Detection results
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5 Conclusions

NN-based wearable system for the supervision of therapeutic exercises was pro-
posed in this paper. NN-based modeling of the human upper and lower limbs
motions and gestures was described in detail. Further research will be constitute
by development of more precise models and mapping of therapeutical exercises.
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Abstract. Early detection of autism spectrum disorder (ASD) is of great signi-
ficance for early intervention. Besides, knowing the degree of severity in ASD 
and how it changes with the intervention is imperative for the treatment process. 
This study proposes Takagi- Sugeno-Kang (TSK) fuzzy modeling approach that 
is based on subtractive clustering to classify autism spectrum disorder and to es-
timate the degree of prognosis.  The study has been carried out using Elec-
troencephalography (EEG) signal on two groups of control and ASD children 
age-matched between seven to nine years old. EEG signals are quantized to 
temporal-time domain using Short Time Frequency Transformation (STFT). 
Spectrum energy is extracted as features for alpha band. The proposed system is 
modeled to estimate the degree in which subject is autistic, normal or uncertain. 
The results show accuracy in range (70-97) % when using fuzzy model .Also 
this system is modeled to generate crisp decision; the results show accuracy in 
the range (80-100) %. The proposed model can be adapted to help psychiatrist 
for diagnosis and intervention process. 

Keywords: Autism Spectrum Disorder, Classification, EEG signals, Takagi- 
Sugeno-Kang fuzzy approach. 

1 Introduction  

Electroencephalography signals have been used widely to diagnose autism spectrum 
disorder as well as to study and understand its symptoms [1-6]. Autism spectrum 
disorder is a neurodevelopment disorder characterized by impairment in social inte-
raction, deficits in communication, restricted and repetitive actions and other co-
occurrence deficits such as motor and imitation. Those characteristics revealed by 
Diagnostic and Statistical Manual of Mental Disorder 4th.edition (DSM-IV) [7].  
Autism is known to be diagnosed using psychology tests based on the social  
symptoms that appear in age three. The severity of autism varies from high to low 
symptoms that reflect the nature of the intervention.  Thus, it is necessary to deter-
mine the degree of disorder and to see how it responds to the process of treatment. 
The remarkable affect of quantified EEG signals appears and can be appreciated when 
its extracted information helps in early detection of ASD. Therefore EEG signals are 
employed in this study to detect and estimate the degree of autism. 
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Detection of autism signal is one of pattern recognition problem that is influenced 
by two factors: extracted features and classifier; where some of those extracted fea-
tures facilitate discrimination process of classes which in turns normal classifier like 
different in mean distance is sufficient. In other cases there is a need for compatibility 
of features and classifier to get good results. However; pattern recognition problem is 
sort of decision making process. Most of the studies have been done concerning on 
the crisp decision making that tells whether the subject is autistic or normal.  Howev-
er, it is imperative to determine level of autism and how close autism subject is from 
normal one. This can be called the response of treatment.  

Fuzzy system [8] is used to detect and estimate the degree of disorder. TSK fuzzy 
modeling approach based on subtractive clustering is used in this work due to its ge-
neralization and simplicity to model the complex systems [9],[10]. EEG signals are 
quantized to temporal-frequency domain using STFT to capture the dynamic change 
of signal with time. This model has been designed to give both crisp and fuzzy deci-
sion. The limitation of this work is the lack of psychology part which can be added 
and modified in future to be suitable for clinical purpose. 

2 Method and Materials 

2.1 EEG Data Descriptions 

The data was collected from six typical children with age ranging from 7 to 9 from 
preschool (Malaysia International Islamic preschool) and six autistic children, ages (7 
to 9) from the National Autistic Society of Malaysia (NASOM). Autism subjects were 
diagnosed based on DSM-IV [7]. Each subject is asked to sit in rest condition with 
open eyes looking at the screen at 75 cm distance .The EEG signals were collected 
using BIMEC machine with a sampling frequency of 250 hertz. These signals were 
recorded using eight channels (F3, F4, C3, C4, P3, P4, T3, and T4), placed according 
to the international 10-20 system with Cz as reference. 

2.2 Data Process 

EEG signals are affected by noise from child movement, environment and electrode 
connection. Therefore, it is necessary to pre-process EEG data to reduce the artefact. 
The mean value was subtracted from each channel then EEG data were filtered using 
Infinite Impulse Response( IIR) pass band filter (0-60) Hz. Another filter was per-
formed to get alpha band (8-13) Hz, using pass band filter, Chebyshev (II). Mean-
while low quality EEG segments were manually excluded from the analysis. All EEG 
data were normalized between (0 to 1) after filter process. 

2.3 Features Extracted 

Temporal –frequency presentation for EEG signals provide important information for 
detection process. Short Time-Frequency Domain is one of the techniques that are 
widely used in bio-signal processing [11],[12].It is based on the assumption that with-
in short time window EEG signal can be considered as a stationary and then Fourier 
transformation can be applied with it . EEG signals then can be defined as [12] . 
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                    (1) 
Where, X(t) is the EEG signal , t is the time frame , f is the frequency bin and W is 
the hamming  time window.  In this work STFT was applied to alpha band using 1 
sec windows with 50% overlap. Each channel is presented by t time frame and f fre-
quency bin which is in this work (117,512). The energy E of the frequency in each 
frame is computed as: 

                          (2) 

F is the spectrogram at frequency f, n is the bin number of frequency. 

2.4 Fuzzy Logic Model  

Fuzzy models are effective techniques to model complex, nonlinear and uncertain 
system that classical methods encounter difficulties to apply because lack of know-
ledge. Fuzzy approaches based on using the input-and output data to generate rules 
determined the behavior of the system. These rules extracted from the data structure 
that are identified using different cluster methods as well as those rules can be mod-
ified according to the system. The input data associated with the clusters based on 
membership function. 

Takagi, Sugeno and Kang [8],[9] , introduced fuzzy model which is known (TSK ) 
fuzzy system. This system is widely used in many theoretical and control systems. 
TSK fuzzy model based on using simple rules generates from the input –output data. 
These rules consequences with a simple linear regression model to predicate the out-
put.  In TSK approach, subtractive cluster methods [10] are used to cluster the data 
input by finding the center of each cluster which represents the point with highest 
number of neighborhood, consequently, the second cluster will be the second point of 
highest neighborhood. After using the subtractive cluster to identify number of cluster 
and its location, the rules for TSK fuzzy are extracted from training data. For exam-
ple, the rules of j cluster can be expressed as: 

IF x1 is in Aj1 and x2 is in Aj2 and x3 is in Aj3 …… xn  is in Aj n                       

Then:                       (3) 
Where x represents the input variables from 1 to n, y is the output variable, while Ajn 
is the membership function for the cluster j and pjn is the  regression parameters for 
jth rules.  

For the sake of this study, the input variables are the extracted features that stated 
previously, output are labeled by two values to indicate two groups (0=autism group, 
1 = typical group). Then TSK fuzzy-subtractive approach was applied to the input-
output variables to cluster the data and model the memberships that are associated 
with each variable and cluster. 

2.5 Estimate the Degree of Autistic Child and Classification Process 

The procedures can be explained as: 

1. Features are extracted for each groups as explained in section 2.3 
2. Using TSK fuzzy system with subtractive cluster to cluster the data and get the 

fuzzy inference system FIS .The input data was the extracted features for both 
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groups and the output data was labelled (0) for autism group and (1) for normal 
groups. 

3. Test the same data to evaluate the model. Estimate 0.5 as uncertain region between 
autism and normal groups. Thus, three classes are proposed autism, normal and 
uncertain region. 

4. Test each subject separately and compute the distance between each output and 
autism, normal and the uncertain region. This can be done by subtracted the mean 
values of the output for each subject from the label of each groups. The results are 
shown in the next section. 

5. In this system, crisp classification can be obtained by put 0.5 as the threshold for 
autism and normal children, instead of considering the value within 0.5 as uncer-
tain region. The predicate value (output value) > 0.5   then features belong to 
normal group and if the predicate values < 0.5 the values belong to autism group. 

3 Results and Discussion 

For each group subjects, features are computed from STFT subspace for each chan-
nels and combined together. Fig. 1 shows the scattered distribution of these features 
of ASD and TP groups for channel C3. It can be seen that the data distribution has 
considerable overlap. 

 

Fig. 1. Scatter plot of features for both autism subjects (red points) and typical subjects (blue 
points) for channels C3 

It can be seen that the behavior of other channels is similar to Fig. 1, where there is 
a significant overlap between the two groups. TSK fuzzy system was used to predict 
the output values of two groups of data i.e. autism and typical groups. The input data, 
matrix of two groups with 8 column and 1404 rows, is clustered using subtractive 
clustering method as explained above .Two classes are identified for each variable 
(EEG-channel). Then these clusters were translated to TSK rules.  Fig .2 shows the 
membership functions for variable 1. 
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Fig. 2. Plot of the memberships for three classes for first input (in1), represent the C3 channel 

Table 1. A rule base of TSK model 

 P0 P1 P2 P3 P4 P5 P6 P7 P8 
R1 -3.02 -0.667 0.835 -4.55 -0.45 0.035 -1.89 0.234 7.52 
R2 1.337 -1.1 -34.5 -6.72 -4.37 -3.91 -5.60 14.8 -4.82 

 
Next, the same data that has been used before was applied for test to validate the 
model. The mean square error was 0.226. Fig 3 shows the scatter plot of the output 
values. 

 
Fig. 3. Scatter plot of the predicate values for both autism subjects (red points) and typical 
subjects (blue points) 

Clearly, the two groups are separated considerably, with clear overlap in some fea-
tures at range 0.5. This model can be used to diagnose autistic and normal subjects as 
well as to determine the response of treatment for autism subject.  
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From TSK model, autism data presented by Gaussian distribution with mean equal 
(0) as well as normal groups have Gaussian distribution with mean values equal (1). 
Therefore, subject has distribution with output near to (0.5) will be in uncertainty. The 
mean value of output for each subject was computed .Then the distance between these 
values and the three classes were computed as explained in above. The results are 
shown in Table 2, presenting the closeness degree of each subject to each group. Be-
sides, it gives us prediction of the degree of severity for each subject. Subject 1 in 
autism group is the highest, while subject 4 shows significant closeness to the uncer-
tain region. This may be interpreted as the degree of response to the treatment .The 
results should be compared and evaluated with psychology profile of the subjects. 

Table 2. The mean of output fuzzy model for each subjects and the distance from each class in 
percentage  

 Mean values Near from autism 
% 

Near from nor-
mal % 

Near from the 
uncertain region 
% 

Autism(1) 0.072 92.723 7.276 57.27 
Autism(2) 0.243 75.614 24.385 74.385 
Autism(3) 0.231 76.818 23.181 73.181 
Autism(4) 0.300 69.956 30.043 80.043 
Autism(5) 0.123 87.632 12.367 62.367 
Autism(6) 0.128 87.164 12.835 62.835 
Typical(1) 0.970 2.926 97.073 52.926 
Typical(2) 0.822 17.782 82.213 67.786 
Typical (3) 0.822 17.786 82.213 67.786 
Typical (4) 0.700 29.975 70.024 79.975 
Typical (5) 0.779 22.035 77.964 72.035 
Typical (6) 0.804 19.581 80.4182 69.581 

Table 3. The accuracy of detect typical and autism subject 

 Autism % Typical  % 
Autism(1) 100 0 
Autism(2) 94.87 5.13 
Autism(3) 94.02 5.98 
Autism(4) 83.76 16.42 
Autism(5) 89. 10.62 
Autism(6) 88.89 11.11 
Typical(1) 97.44 2.5 
Typical(2) 94.78 5.13 
Typical (3) 94.78 5.13 
Typical (4) 77.78 22.22 
Typical (5) 89.74 10.26 
Typical (6) 94.87 5.1 
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In typical group, most of the subjects are in the acceptable range of normal except 
subject 4 is diagnosed in uncertain region and subject 5 is strongly close to uncertain 
region. Thus, these subjects need further investigation and further test. Table 3 shows 
the accuracy of classification for autism and normal groups by using the same Fuzzy 
TSK model with 0.5 as threshold as previously explained. 

By comparing this result with the Table 1, it can be noticed that the previous model 
of fuzzy output is more practical for analysis and to predicate the degree of disorder.  

4 Conclusion and Future Work  

In this work, fuzzy inference system is proposed to detect autism spectrum disorder 
and to estimate how close a child is to being normal or autistic using EEG signals in 
open eyes-condition. The system was built using TSK fuzzy based on subtractive 
clustering. First, the system was used to show the probability of a child being autistic, 
normal or in uncertain region and compute how a subject is close to or far from those 
classes. Next, the system was modified to have crisp decision for a subject being au-
tistic or normal. The system shows correct decision for autism around 91% and 
around 96% for control subject except two control subjects were close to the uncertain 
region. Besides, the results show, one autistic subject is near to the uncertain region 
that may be identified as the response of autism to the treatment. The future work, 
hopes to design control system to diagnose autism, degree of autism and determine 
autism response to learning process as hop case or hopeless case assessment with their 
neuropsychological and psychiatric reports.    
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Abstract. This study proposes a new type of features extracted from Electroen-
cephalography (EEG) signals to distinguish between different tasks. EEG sig-
nals are collected from six children aged between two to six years old during 
opened and closed eyes tasks. For each time-sample, Time Difference of Arriv-
al (TDOA) is applied to EEG time series to compute the source-temporal-
features that are assigned to x, y and z coordinates. The features are classified 
using neural network. The results show an accuracy of around 100% for eyes 
open task and around (83%-95%) for eyes closed tasks for the same subject. 
This study highlights the use of new types of features (source-temporal fea-
tures), to characterize the brain functional behavior. 

Keywords: EEG signals, Classification, TDOA approach, Source-Temporal 
features. 

1 Introduction 

One of the important issues is how to present the EEG signals by features that charac-
terize the brain behaviour. For more than two decades, power spectrum of EEG sig-
nals are commonly used to identify EEG wave bands: delta, theta, alpha, beta and 
gamma [1-3]. Even though Fourier transform are sensitive to noise, it is widely used 
to characterize EEG brain activity. Also time domain representation of EEG signal is 
found to be efficient and used widely for classification problem [1-3]. Most of the 
EEG features that are extracted using time-domain or frequency domain are a form of 
energy of the signal. In this study, source-temporal features that present x, y and z 
coordinates are proposed. Time Difference of Arrival approach is utilized for features 
extraction from EEG time series. Up to our knowledge, this is the first time TDOA 
method is applied on EEG signals. It is important to mention that this model deals 
with the dynamic behaviour of the signals to enable features extraction for each time-
sample.  Apart, EEG records the activities of brain; however there is a challenge of 
sensitivity of brain’s activities to the task conditions, the complexity of the task and 
the environment. Therefore, in this study activities such as eyes open and eyes closed 
are chosen to test the model. As a result those tasks do not require much effort from 
subjects as well as the EEG waves is relativity uniform source. 
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2 Time Difference of Arrival Approach 

A Time difference of arrival (TDOA) is one of the known methods that it is widely 
used in wireless location system to find the source of the emitted signals as well as the 
location of the receiver [4], [ 5]. TDOA is based on estimating the delay in the arrival 
times between two synchronized receiver nodes where the signals transfer at the 
speed of light. By estimating the difference in distance between the source and the 
two node of receiver, the location of source can be determined by this difference and 
can be represented as hyperboloids .The intersection of these hyperboloids is the es-
timated location. To locate the source within three-dimensional (3D) space, three 
receivers must be used at least. In this work, Chan’s method applied to find the source 
location for the active region in brain without using reference point but using four 
nodes [5]. Let (x, y, z) represents the location of source, and (xi, yi, zi) represents the 
location of electrodes where i=1…n; n is the number of the receivers (electrodes).The 
difference in distance Di can be estimated as : 

  (1) 

The distance between the source and the channel j 

  (2) 

The different in distance can be calculated as: 

  (3)  

Where, t12 is the time delay between channels at locations 1 and 2. By finding (D1-
D2), (D1-D3) and solving equation for x, y, z variables, the resultant equations is as 
follow: 

  (4) 

Where 

  (5) 

              

  (6)

  (7) 

  (8) 
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   x1, y1, z1 are the coordinates of the electrode in locations 1. x2, y2, z2  and x3, y3, z3 are 
the coordinates of the electrodes in  locations 2 and 3 respectively,t13 is the time de-
lay between EEG signals at locations 1 and 3. 

By computing the differences of distance i.e. D1-D2, D3-D2, D1-D3, D1-D4, three 
linear equations are obtained. This can be solved by using Gaussian elimination or 
iteration methods [6]. 

3 Method and Material 

3.1 EEG Data Descriptions 

Six subjects participated in this study; aged (4-6) years .The EEG signal was recorded 
from eight channels based on the EEG International (10-20) Standard System by us-
ing BIMEC EEG machine with sampling frequency of 250 hertz. The eight channels 
represented as C3, C4, F3, F4, T3, T4, P3, P4 with Cz as reference. These channels 
collect data from cortex, frontal and parietal regions of brain. The subject was asked 
to sit in reset condition open eyes for one min then asked to close eyes for another one 
min. 

3.2 Data Pre-process 

EEG data were pre-processed to reduce the noise embedded as a result of body 
movement and from electrode connection. Thus the mean value was subtracted from 
each channel .Then EEG data was filtered by using Infinite Impulse Response IIR , 
Chebyshev (II) , to get the required band (8-13) Hz that represents the potential of 
alpha band. Low quality EEG segments (artifacts) were manually excluded from the 
analysis process. 

3.3 Estimate Alpha Wave Speed 

The speed of electromagnetic waves within any medium depends on materials proper-
ties represented by permeability and the permittivity and can be computed by this 
equation [7] :  

  (9) 

Where µ  is the permeability and ε is the permittivity and given by: 

  (10) 

  (11) 

µ0 and ε0 are the permeability and permittivity in free space and µr , εr are the relative 
permeability and permittivity respectively. 

Many researches have been conducted to estimate the permittivity and permeability 
of tissues in the brain [8-10]. From literature, the relative permittivity of tissues in the 
brain is 10e8 as estimated from Gabriel curves [8]. The values for skull, scalp and 
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cerebrospinal fluid (CSF) are respectively, 5.2e5, 4e3 and 11e3 [11]. These values are 
employed in this study.The permeability of tissue is assumed to be equal to that of air 
(µ=1) [12] .Then by using the permittivity in free space which is (ε0 :8.852 e-12 
F/m)[7] and applying  equation (9), the estimated speed of alpha wave inside the 
brain will be: 10.8 m/sec. 

3.4 Features Extraction   

Spatial features are extracted by applying the TDOA technique as explained above. 
The coordinates of each channel are taken from head spherical model [13].The time 
delay between each pair of channels was computed based on Generalized Cross-
Correlation with Phase Transform method (GCC-PHAT) [14]. Then by applying eq. 
(3),(5),(6),(7),(8) and solving them using Gaussian elimination method, the x, y, z 
coordinates features for sources within the active regions can be computed. The 
choice of the geometry of the sensors (electrodes) was done based on 4 points to have 
real time difference among the sites. However this work was carried out without any 
specific geometrical path; it was selected arbitrarily. In this study, 20 iterations were 
applied for each time-sample, and for each iteration different 4 sites of electrodes 
were used. Fig.1shows the diagram of the proposed model. 

3.5 Classification Process 

Multiplayer neural network are widely used for bio-signal classification. In this study 
we use it to discriminate between two classes  ;the supervised classification was done 
using  label (1) for eyes-open task and label (0) for eyes-close task. The network 
consist of  three layers- input layer , hidden layers  and the output layer which repre-
sents one node [15].According to pervious experimental results , it was found that 10-
nodes in hidden layers give good results. 

4 Results and Discussion 

In this study, five-second segment was chosen from each channel to reduce the com-
putation. The input EEG data for each subject is matrix with 8 channels and 1250 
time samples. The size of time window used for computing time difference among the 
channels was 1 sec (having 250 samples) with a shift of one time sample. By applying 
the TDOA localization equations with the constant speed as assumed and explained in 
section 3.4, the output was matrix with 1000 time samples and 20 features for each 
dimensions x, y, z and for each subject within the task. This process has been done for 
eyes open and eyes closed tasks. Fig.2 shows the features extracted for both tasks 
open and closed eyes in x , y and z dimension and are demonstrated in Fig.3 and Fig.4 
respectively. 
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Fig. 1. Feature extracted model for one time-sample 

 

Fig. 2. Scatter plot of the features at x-dimension for open eyes task (blue points) and close 
eyes task (red points) for six subjects 

 

Fig. 3. Scatter plot of the features at y-dimension for open eyes task (blue points) and close 
eyes task (red points) for six subjects 
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Fig. 4. Scatter plot of the features at z-dimension for open eyes task (blue points) and close 
eyes task (red points) for six subjects 

It is clear that z-dimension shows significant features separation between the two 
tasks. In classification process, the features in the three dimensions x, y and z are 
combined and 8000 samples are chosen randomly from both classes and passed to the 
training process. Then the efficiency of the network has been tested for all subjects for 
both classes individually. The accuracy is shown in Table 1, and further illustrated in 
Fig.5 and Fig.6. The accuracy was around 100% for eyes open task for all subjects 
while it was around 80% in eyes closed tasks. 

Table 1. The accuracy of detection eyes open and eyes closed in percentage 

 Eyes  open task Eyes open (%) Eyes closed(%) 

Subject 1 100  0 

Subject 2 100  0 

Subject 3 100 0 

Subject 4 100 0 

Subject5 100 0 

Subject 6 100 0 

Eyes closed task   

Subject 1 88.4 11.6 

Subject 2 95.9 4.1 

Subject 3 86.7 13.3 

Subject 4 83.6 16.4 

Subject5 88 12 

Subject 6 83.1 16.1 
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Fig. 5. Classification accuracy for eyes closed 

 

Fig. 6. Classification accuracy for eyes open 

5 Conclusion and Future Work 

In this study new kind of features are used to characterize the unique information 
from the EEG signals. These features present the x, y, z locations for the estimated 
active regions inside the brain. The results show high discrimination between both of 
tasks: eyes open and eyes closed. Using TDOA technique for feature extraction shows 
significant results. Particularly, this technique has computation complexity. Thus, it is 
used for short time periods. Future work can be done using different tasks and with 
different range of bands. 
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Abstract. Stress is a major problem facing our world today and it is important 
to develop an understanding of how an average person responds to stress in a 
typical activity like reading. The aim for this paper is to determine whether an 
artificial neural network (ANN) using measures from stress response signals 
can be developed to recognize stress in reading text with stressful content. This 
paper proposes and tests a variety of ANNs that can be used to classify stress in 
reading using a novel set of stress response signals. It also proposes methods for 
ANNs to deal with hundreds of features derived from the response signals using 
a genetic algorithm (GA) based approach. Results show that ANNs using 
features optimized by GAs helped to select features for stress classification, 
dealt with corrupted signals and provided better classifications. ANNs using 
GAs were generated to exploit the time-varying nature of the signals and it was 
found to be the best method to classify stress compared to all the other ANNs. 

Keywords: stress classification, artificial neural networks, genetic algorithms, 
physiological signals, physical signals, reading. 

1 Introduction 

Stress was coined by Hans Selye and he defined it as “the non-specific response of the 
body to any demand for change” [1]. It is the body’s reaction or response to the 
imbalance caused between demands and resources available to a person. Stress is seen 
as a natural alarm, resistance and exhaustion [2] system for the body to prepare for a 
fight or flight response to protect the body from threats and changes. When 
experienced for longer periods of time and not controlled, stress has been widely 
recognized as a major growing concern in our age adversely impacting society due to 
its potential to cause chronic illnesses (e.g. cardiovascular diseases, diabetes and some 
forms of cancer) and high economic costs in societies (especially in developed 
countries [3, 4]). Benefits of stress research range from improving personal 
operations, through increasing work productivity to benefitting society - motivating 
interest, making it a socially beneficial area of research and posing technical 
challenges in Computer Science. Numerous computational methods have been used to 
objectively define and classify stress to differentiate conditions causing stress from 
other conditions. The methods used simplistic models formed from techniques like 
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Bayesian networks [5], decision trees [6] and support vector machines [7]. These 
models have been built from a relatively smaller set of stress features than the sets 
used in the models in this paper. 

The human body’s response signals obtained from non-invasive methods that 
reflect reactions of individuals and their bodies to stressful situations have been used 
to interpret stress levels. These measures have provided a basis for defining stress 
objectively. Stress response signals used in this paper fall into two categories - 
physiological and physical signals. The physiological signals are the galvanic skin 
response (GSR), electrocardiogram (ECG) and blood pressure (BP). Unlike 
physiological signals, we define physical signals as a time-varying characteristic 
where changes can be seen by humans without the need for equipment and tools that 
need to be attached to individuals to detect general fluctuations. However, 
sophisticated equipment and sensors using vision technologies are still needed to 
obtain physical signals at sampling rates sufficient for data analysis and modeling. 
The physical signals used in this paper are eye gaze positions and pupil dilation. GSR, 
ECG, BP, eye gaze tracking and pupil dilation have been used to detect stress in 
literature [5, 8, 9] but this combination is novel to stress research. In this paper, we 
refer to the physiological and physical signals as primary signals for stress. 

Artificial neural networks (ANNs) have been successfully used for emotion-based 
stress classification for playing video games [10] and preliminary work in stress 
classification for reading [11]. This paper uses ANN models to recognise stressed and 
non-stressed reading based on features derived from primary measures for stress. 

Hundreds of stress features can be derived from primary signals for stress to 
classify stress classes for the different types of reading. If an ANN used all these 
features as inputs then it would result in quite a large network. This can lead to the 
issue where the ratio for number of samples to the number of connections and weights 
in an ANN could be relatively small, which could affect classifications. Furthermore, 
in order to achieve a good classification model, it should be robust to input tuples or 
features that suffer from corruption. A genetic algorithm (GA) could help solve these 
problems by selecting subsets of features for optimizing ANN stress classifications. A 
GA is based on the concept of natural evolution and has been commonly used to solve 
optimization problems [12]. It evolves a population of candidate solutions using 
crossover, mutation and selection methods in search for a population of a better 
quality. The quality for each individual or chromosome in the population is defined 
by some fitness function. GAs have been successfully used to select features derived 
from physiological signals to classify emotions [13, 14]. 

ANNs have been used in microarray studies for gene expression levels for 
classification. Like the stress feature space used in this paper, they also faced the issue 
of dealing with a relatively large feature space [15], tens of magnitude larger than our 
feature space and with fewer samples. A GA was used to optimize the inputs for an 
ANN by maintaining features that produced better classifications [15]. The size of a 
chromosome in the GA, which mirrored the number of features and the number of 
inputs to the ANN, was set based on what was previously proposed in the literature 
regarding a similar type of problem [16]. The chromosome size was fixed. For our 
stress features, we need to discover the number of features that is sufficient for stress 
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classification. This paper investigates an ANN with all features as inputs (which is 
referred to as ANN-AllInputs), another ANN with inputs selected by a GA to use 
features that produced better classifications (ANN-GAInputs) and an ANN with 
relatively fewer feature inputs and inputs defined to exploit the time-varying 
characteristic for features (ANN-3Seg-GAInputs). The performance of the ANNs will 
not only provide how well stress can be classified from the features derived from the 
primary signals for stress but also provide an insight to irrelevant features that exist in 
the feature space. 

This paper presents the method for data collection from the reading experiment. 
Various primary signals for stress were recorded during the experiment, which were 
GSR, ECG, BP, eye gaze tracking and pupil dilation signals. The paper then describes 
the features obtained from the signals that were used by the different classification 
models to learn patterns to classify the different types of reading. As mentioned 
above, the three different types of classification models were ANN-AllInputs, ANN-
GAInputs and ANN-3Seg-GAInputs. Each model made use of different facets of 
stress feature signals from determining features that produced better stress 
classifications to exploiting time-varying characteristics for signals. Further, the paper 
provides results, analyses the results and presents a discussion for the results. It 
concludes by summarizing the work and proposes work that can be done in future to 
extend the research.  

2 Data Collection from Reading Experiment 

Thirty-five Undergraduate Computer Science students, compromising 25 males and 
10 females, over the age of 18 years old were recruited as experiment participants 
(after obtaining Ethics Approval from the Australian National University Ethics 
Committee). Each participant had to understand the requirements of the experiment 
from written experiment instructions with the guidance of the experiment instructor 
before they filled in the experiment consent form. Afterwards, physiological stress 
sensors were attached to the participant and physical stress sensors were calibrated. 
The instructor notified the participant to start reading, which triggered a sequence of 
text paragraphs. After finishing the reading, participants had to do an assessment. The 
experiment process was an extension to the experiment process done in [11] in that 
the experiment was extended to include a wide range of stress sensors whereas the 
earlier experiment only had the GSR sensor. An outline of the process of the 
experiment for an experiment participant is shown in Fig. 1. 

 

Fig. 1. Process followed by participants during the reading experiment 
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Experiment 

Requirements

Provide 
Consent

Wear 
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Each participant had physiological and physical measurements taken over the 12 
minutes reading time period. During the reading period, a participant read stressed 
and non-stressed types of text. Stressed text had stressful content in the direction 
towards distress, whereas the non-stressed text had content that created an illusion of 
meditation or soothing environments. Each type of text had the same number of 
paragraphs and each paragraph was displayed on a computer monitor for participants 
to read. For consistency, each paragraph was displayed on a 1050 x 1680 pixel Dell 
monitor, displayed for 60 seconds and positioned at the same location of the computer 
screen for each participant. Each line of the paragraph had 70 characters including 
spaces. 

Feature values were derived from physiological and physical signals. Biopac 
ECG100C, Biopac GSR100C and Finapres Finger Cuff systems were used to take 
ECG, GSR and blood pressure recordings at a sampling rate of 1 kHz. Eye gaze and 
pupil dilation signals were obtained using Seeing Machines FaceLAB system with a 
pair of infrared cameras at 60 Hz. Other signals were derived from primary signals 
such as, heart rate variability, which was calculated from consecutive ECG peaks and 
another popular signal used for stress detection [17, 18]. Statistics (e.g. mean and 
standard deviation) were calculated for the signal measurements for each 5 second 
interval during the stressed and non-stressed reading. Measures such as the number of 
peaks for periodic signals, the distance an eye covered, the number of forward and 
backward tracking fixations, and the proportion of the time the eye fixated on 
different regions of the computer screen over 5 second intervals were also obtained. 
The regions of the computer screen are shown in Fig. 2. The statistic and measure 
values formed the stress feature set. In total, there were 215 features. 

 
   D 

C 
 

B 
 

 A  

 
 
 

 
. 

Fig. 2. The bounding rectangles defined the different regions of the computer screen to 
determine a subset of eye gaze features. The bounding rectangles show regions A, B, C and D. 
Region A contained the text area where text was displayed to a participant. Region B is the 
region without A and regions C and D are defined similarly. Region D had the application 
menu-bar and the tool-bar. Note that the diagram is not drawn to scale. 
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3 Artificial Neural Network Stress Classifiers 

ANNs, inspired by biological neural networks, have characteristics for learning 
patterns to classify input tuples into classes. It is made up of interconnected 
processors, known as artificial neurons, which are connected by weighted links that 
pass signals between neurons. In this paper, feed-forward ANNs trained using 
backpropagation were used. Three topologies were used to classify stress in reading. 
For two ANNs, a GA was used to select stress features, which formed inputs to the 
ANNs. As a consequence, the three ANNs differed only on the number of inputs used. 
The ANNs were: 

ANN-AllInputs: A feed-forward ANN was generated for each participant. The 
ANN had 215 inputs, which mirrored the number of features derived from the 
primary signals for stress. 

ANN-GAInputs: This ANN was similar to ANN-AllInputs but the number of 
inputs was based on the features selected by a GA. The GA selected features to 
improve the classification rate for stressed and non-stressed states. 

ANN-3Seg-GAInputs: An ANN was generated for each participant with at 
most 10 features with 3 sequential time segments for each feature as inputs to 
the ANN. Like ANN-GAInputs, the GA selected features to improve the 
classification rate for stressed and non-stressed states. 

GAs were not only used to improve the classification by selecting relevant features 
but also to leave out corrupted features. For instance, ECG sensors malfunctioned 
when acquiring ECG signals for participant with index 19, and this corrupted 
corresponding features. This information was recorded during data acquisition and 
can also be seen from observing graphs of raw signals. With a GA, there is a better 
chance that the ANN classifiers will not use corrupted features for developing 
relationships from features for stress classification. 

A reason for selecting fewer features than the total number of features for ANN-
3Seg-GAInputs was to determine whether fewer features can be used to successfully 
represent the feature space with a smaller network. In addition, if all the features were 
used as inputs then, in total, the number of inputs would have been 3-fold greater than 
ANN-AllInputs. Results from ANN-GAInputs show that all 215 features were not 
needed for an ANN classification. Using ANN-GAInputs, it was found that a smaller 
subset of features can produce a classification with a better accuracy. This provided 
another motivation to use fewer features as inputs in ANN-3Seg-GAInputs. 

The data sets for each participant was divided up into 3 subsets – training, 
validation and test sets – where 50% of the data samples were used for training the 
ANN and the rest of the data set was divided up equally for validating and testing the 
ANN. 

MATLAB was used to implement and test the ANNs. The MATLAB adapt 
function was used for training the ANN on an incremental basis. Each network was 
trained for 1000 epochs using the Levenberg-Marquardt algorithm. The network had 
7 hidden neurons and one neuron in the output layer. Future work could investigate 
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optimizing the topology of the ANN for stress classification on the reading data set. 
The accuracy, sensitivity, specificity and the F-Score were calculated to determine the 
quality of the classification. 

GAs were used to select features in ANN-GAInputs and ANN-3Seg-GAInputs 
based on quality measures for stress classification from ANNs. A GA is a global 
search technique and has been shown to be useful for optimization problems. Given a 
population of subsets of features, the GAs evolved the feature sets by applying 
crossover, mutation and selecting feature sets during each iteration of the search to 
determine sets of features that produced better quality ANN classifications. The initial 
population for the GAs was set up to have all the features. The number of features in 
the chromosomes varied but the chromosome length was fixed. The length of a 
chromosome was equal to the number of features in the feature space. A chromosome 
was a binary string where the index for a bit represented a feature and the bit value 
indicated whether the feature was used in the ANN. For ANN-GAInputs, the initial 
population had features varying in numbers equally distributed from 1 to 215 features. 
On the other hand for ANN-3Seg-GAInputs, each chromosome in the initial 
population had 5 features with feature values for 3 consecutive time segments. The 
other parameters for the GA were set as provided in Table 1. 

Table 1. Settings for GA parameters for ANN-GAInputs and ANN-3Seg-GAInputs 

GA Parameter Value/Setting 

population size 100 
number of generations 2000 
crossover rate 0.8 
mutation rate 0.01 
crossover type MATLAB’s Scattered Crossover 
mutation type  MATLAB’s Uniform Mutation 
selection type MATLAB’s Stochastic Uniform Selection 

4 Results and Discussion 

Stressed and non-stressed states for participants were classified using ANN-AllInputs, 
ANN-GAInputs and ANN-3Seg-GAInputs. The accuracy values for the classification 
are provided in Fig. 3 for each experiment participant. The best accuracy values were 
obtained from ANN-3Seg-GAInputs. The accuracy values were significantly different 
for the three ANNs based on the Student’s T-test (p < 0.01). 

ANN-AllInputs performed the worst compared to the other two ANNs. This shows 
that the ANN is susceptible to features that were irrelevant and redundant for stress 
classification. The performance for ANN-GAInputs, which was better than ANN-
AllInputs, confirmed this. It used features that were optimized for stress classification. 
The ANN that exploited the time-varying nature associated with stress features gave 
the best stress classification. Results were significantly better for ANN-3Seg-
GAInputs. This showed that feature values for stress has information in the patterns 
over time – a significant observation derived directly from this ANN result. 
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Fig. 3. Recognition rates obtained from cross-validation on the different ANNs  

The classification results from the ANNs mirrored the participant reported 
responses for stress for the different types of text. Participants classified stressed and 
non-stressed text where classifications were significantly different based on the Chi-
test (p < 0.01). 

5 Conclusion and Future Work 

Stress in reading has been successfully classified using an artificial neural network 
that was built on features derived from an individual’s stress response signals. 
Features can become voluminous and this may increase chances for an ANN to use 
irrelevant and redundant input features. As a consequence, a genetic algorithm was 
developed for selecting relevant features for the ANN classification. The GA and 
ANN hybrid provided better quality classifications. Moreover, by exploiting the time-
varying nature of features and incorporating it in the hybrid, the quality of the stress 
classifications improved and formed a more robust stress classification model. 
Investigations in the future could examine how different ANN models and topologies 
may influence stress classification, and to investigate alternative optimization 
techniques. 
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Abstract. Wireless ad-hoc and intrastructure networks have become
very popular during the last ten years. Due to this reason, wireless secu-
rity has become a very serious issue, specially in healthcare intrastructure
networks. The aim of this research is to quantify the impact of security
on the performance of healthcare networks. Many experiments are con-
ducted by using TCP and UDP traffice to analyse the security behavior
on network performance. Results show that security implementation af-
fact the performance of wireless healthcare centers. At the end we will
show that how our proposed approach will achive the maximum perfor-
mance.

Keywords: Healthcare, TCP, UDP, Security, Healthcare Monitoring.

1 Introduction

The market for wireless healthcare infrastructure has made incredible growth
during the past few years. Medical and the computer industry have an important
place in Wireless technologies [1]. Network flexibility and mobility are the major
benefits of such wireless infrastructures. In mobile network data can be easily
accessed from anywhere because there is no headache of wires, as in case of
Wired Network [2]. The medium of transmission between sender and receiver in
wireless communication is air, hence makes the data insecure. Hence, security is
a very important issue in this sense because insecure data cause a great loss for
organizations. Several security algorithms have been discovered to solve the IEEE
802.11 security issues .Performance reduction is the drawback of these security
algorithms. Effect of these algorithms is being studying [3]. This research unveils
and compares the effects of WEP, 802.11x, andWPA on 802.11g wireless network
performance. In this search we use traffic type, transmission power and security
mechanisms as metrics to analyze the performance of wireless network. The
experiments were conducted using a single celled network in a clean environment
proving that 802.11g wireless network. The rest of paper is organized as follows.
In section 2, we discuss the related work. Section 3 describes the experimental
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setup. Performance evaluation methodology is explained in section 4. The results
obtained are described in section 5 we present our conclusion and discuss future
work in section 6.

2 Experimental Setup

The test bed configuration was based on the traditional client/server architec-
ture but using wireless connections. The only difference was that no real-time
data traffic was used in the experiments. Data traffic was generated by a traffic
generating tool iperf [4]. The laboratory was designed as a clean environment
; that is, no background noise or other interferences was present. It was a sin-
gle cell environment that included one server, one client and one 802.11g access
point. The server P-3 Toshiba Satellite 800 Laptop was connected to access point
with 100 Mbps wired connection. The client P-3 IBM ThinkPad Laptop T22 was
placed at a fixed distance of 7 meters from access point with 54 Mbps wireless
connection. The network traffic was generated by the Iperf installed on both
the server and the client laptops. The bandwidth of the Ethernet connection
between the Access Point and the server was equal to 100 Mbps. Between the
access point and the client, the bandwidth was 54 Mbps. In the experiment,
Windows-based operating systems were used because Windows XP and Win-
dows 2003 Server have a built in implementation of the IEEE 802.11 security
mechanisms and 802.1x authentication protocol such as: PEAP. Fig 1 shows
a graphical setup representation of the single cell network. Experiments were
conducted in a single-celled environment. Iperf was installed on both client and
server laptops, to generate TCP and UDP traffic of different packet size. To-
tal amount of data sent per session was kept constant i.e. 15 MB. Performance
evaluation was characterized on the basis of Response time and Throughput by
varying Security, Transmit Power and TCP and UDP window size.

Fig. 1. Experimental Setup, TestBed
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3 Performance Evaluation Methodology

Performance was evaluated by applying 15 different security mechanisms on
UDP & TCP traffic types and changing the transmit power of AP. Traffic was
generated using Iperf. The results were analyzed using statistical analysis tool
SPSS. The experiments were conducted for a single client, changing transmit
power of AP and were repeated for different packet sizes in case of UDP and
different window sizes in case of TCP. Two performance metrics were used i.e.
Throughput in Mbits/sec and Response time in seconds. The Iperf being used
allowed us to set up the traffic model types. UDP and TCP are the two traffic
models that were used in our experiments. Both of the traffic types affect the
performance of the network in different ways. I used 15 different security mech-
anisms to check the impact of security protocols on the performance of different
traffic types. Total data sent per interval was kept constant i.e. 15 M, in case of
TCP window size was changed 1K, 500K and 1000K and in case of UDP win-
dow size was kept constant i.e. 500K while packet size was changed between 300
bytes, 600 bytes and 900 bytes. The results obtained for the mean throughput
and response time regarding security protocols are analyzed. Response time and
throughput of two traffic types UDP & TCP were measured using Iperf. , against
the following parameters show in table 1.

Table 1. Enumirology of Security Mechanisms

Security Mechanisms

No security with SSID

MAC address authentication

Open System Authentication with 64-bit WEP Encryption

Open System Authentication with 128-bit WEP Encryption

Open System Authentication with 152-bit WEP Encryption

Shared Key Authentication with 64-bit WEP Encryption

Shared Key Authentication with 128-bit WEP Encryption

Shared Key Authentication with 152-bit WEP Encryption

Open System / Shared Key Authentication with 64-bit WEP Encryption

Open System/ Shared Key Authentication with 128-bit WEP Encryption

Open System / Shared Key Authentication with 152-bit WEP Encryption

WPA-PSK Authentication with AES Encryption

WPA-PSK Authentication with TKIP Encryption

WPA-EAP-PEAP Authentication with AES Encryption

WPA-EAP-PEAP Authentication with TKIP Encryption

Total amount of data sent per session was kept constant i.e. 15 Mbytes, in
order to measure the difference between response time and throughput values
due to the impact of above mentioned parameters.

Following iperf syntaxes were used to measure the traffic.
Iperf Syntax at Server side:

iperf s D n 15M w 1K
iperf s D n 15M w 500K
iperf s D n 15M w 1000K
iperf s D n 15M w 500K u l 300
iperf s D n 15M w 500K u l 600
iperf s D n 15M w 500K u l 900
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Iperf Syntax at Client side:
iperf c ms-client1 n 15M w 1K
iperf c ms-client1 n 15M w 500K
iperf c ms-client1 n 15M w 1000K
iperf c ms-client1 n 15M w 500K u b 54M l 300
iperf c ms-client1 n 15M w 500K u b 54M l 600
iperf c ms-client1 n 15M w 500K u b 54M l 900

Fig 2 shows that the result of one-way ANOVA at 95% confidence interval is
highly significant, thus it is proved that the performance of both TCP and UDP
traffic degrades with enhancement in security. Our results showed that for all the
security mechanisms TCP performance is almost half of the UDP performance.
Therefore it is confirmed that UDP utilizes maximum possible bandwidth as
presented by [3]. The results obtained for response time are opposite to those
of throughput here TCP values were higher than UDP which is almost half of
TCP. The Response time of UDP traffic remains same but that of TCP traffic
is highest at minimum transmit power. The transmit power has no effect on the
performance of UDP throughput while in case of TCP performance degrades
when the transmit power is minimum.

Fig. 2. Analysis of Variance TCP and UDP Throughput and RTT

Different types of traffic were generated using Iperf. TCP traffic was generated
using three different window sizes in order to understand the impact of window
size on network performance.

The fig 3 shows that larger window size gives better TCP throughput and
lower response time while smaller window size gives lower throughput and high
response time value. Proving as the window size is increased performance is
increased. The fig 4 shows that UDP throughput increases with the increase in
packet size while its response time decreases as it takes more time to deliver a
larger size of packet.

The experiments were conducted by changing the transmit power of AP from
full to half and from half to minimum. All these transmit powers effect the
network performance in different ways. The results obtained shows that transmit
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Fig. 3. TCP Throughput Chart

Fig. 4. TCP Response time Chart

Fig. 5. UDP Throughput Chart

power has no effect on the performance of UDP throughput while in case of TCP
performance degrades when the transmit power is minimum. The Response time
of UDP traffic remains same but that of TCP traffic is highest at minimum
transmit power.

Results show that in case of 1K window size low throughput and high response
time was noticed from security mechanism 10 to security mechanism 15. High
throughput and low response time was achieved from security mechanism 6 to se-
curity mechanism 9. Lowest throughput and highest response time was achieved
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Fig. 6. UDP Response time Chart

at 14. With 500K overall good throughput was noticed from security mecha-
nism 3 to 13. Here lowest throughput and highest response time was achieved at
mechanism 2. Hence it gives good performance as compared to 1K window size.
Overall high performance was measured with 1000K TCP window size. This is
because with larger window size, security mechanisms work efficiently, and trans-
fer more data in less time efficiently. This means that when we want security
in our WLANs, then we must use such mechanism where TCP will send data
with larger windows size to have larger throughput and low response time. Ex-
ceptions are WPA-EAP-AES-PEAP and WPA-EAP-TKIP-PEAP which gives
better performance at 500K. Results show that in case of 300byte datagram size
low throughput and high response time were noticed from security mechanism 3
to security mechanism 15. High throughput and low response time was achieved
from security mechanism 1 and 2. With 600byte overall good throughput was
noticed in all security mechanisms. Overall high performance was measured with
900bytes datagram size. This is because with larger packet size, security mecha-
nisms work efficiently, and transfer more data in less time efficiently. This means
that when we want security in our WLANs, then we must use such mechanism
where UDP will send data with larger datagram size to have larger throughput
and lowest response time.

Results shows that in case of 1K window size low throughput and high re-
sponse time was noticed at security mechanism 3, 8, 10, 14 and 15. High through-
put and low response time was achieved at security mechanism 1, 2, 6 and 7.
Lowest throughput and highest response time was achieved at 14. Overall high
performance was measured with 500K TCP window size. Here lowest through-
put and highest response time is achieved at 5 (Shared key 152-bit). Hence it
gives good performance as compared to 1K window size. With 1000K overall
good throughput was achieved, low throughput was achieved at security 4, 14
and 15. All other mechanisms gave good performance value but overall effect of
500K gave better performance than 1000K in case of Half transmit power. Giving
the result that with half transmit power larger throughput and lowest response
time is achieved at 500K window size. Results shows that in case of 300byte
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packet size low throughput and high response time was noticed between security
mechanism 3 and 15. High throughput and low response time was achieved at
security mechanism 1 and 2. Lowest throughput and highest response time was
achieved at 4. With 600bytes overall good performance was achieved. Overall
high throughput and low response time was measured with 900byte UDP packet
size, giving the impression that UDP does not have much impact of security
with large packet size. Its performance does not degrade as that of TCP.

In this case our results shows that in case of 1K window size low throughput
was noticed from security mechanism 1to 6. High throughput was achieved from
security mechanism 7 to 15. Lowest throughput was achieved at 4. Overall high
throughput was measured with 500K TCP window size. Here lowest throughput
is achieved at 2 (MAC). Hence it gives good performance as compared to 1K
window size. With 1000K highest throughput was achieved at 1, 5 ,9 ,12 and
13 security mechanisms, low throughput was achieved at security 2, 4, 6, 8, 14
and 15. At security 3, 10 and 11 1000K and 500K gave same good throughput
values. Experimental results shows that in case of 1K window size high response
time was noticed at security mechanism 1, 6 and 15. Low response time was
achieved from security mechanism 5 to 14. Highest response time was achieved
at 4. Overall low response time was measured with 500K TCP window size.
Here highest response time is achieved at 1. Hence it gives good performance as
compared to 1K window size with enhanced security. With 1000K lowest response
time was achieved at 7 , 8, 11 and 12 security mechanisms, high response time
was achieved at security 1, 4, 6, and 15. At security 3, 10 and 11 1000K and
500K gave same response time values. Results shows that in case of 300byte
packet size low throughput and high response time was noticed from security
mechanism 3 to 15. High throughput and low response time was achieved at
security mechanism 1 and 2. Lowest throughput and highest response time was
achieved at 12. With 600bytes overall good performance was achieved. Overall
high throughput and low response time was measured with 900byte UDP packet
size, giving the impression that UDP does not have much impact of security
with large packet size. Its performance does not degrade as that of TCP.

4 Conclusion

Overall research concluded that security mechanisms effect differently if other
factors like traffic types, packet size, window size, and transmit power are taken
into consideration. It is proved that UDP utilizes more bandwidth as compared
to TCP and is less affected by other factors. Transmit power has more clear
effect on TCP as with minimum 12.5% transmit power security effect is reversed
in case of TCP. To get maximum performance for TCP traffic use shared key
authentication with 128 bit WEP encryption, half transmit power and medium
packet size. This could be left another area of research. All above results prove
that good network performance of TCP traffic with security is achieved with
when transmit power of AP is Full and TCP window size is large. UDP through-
put with security is not much affected by transmit power, it gives overall good
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performance than TCP traffic. WPA-EAP-PEAP Authentication with AES En-
cryption can be used for UDP traffic for all transmit powers and large packet
size. For future work other standards 802.11n can be compared with 802.11g.
This research was conducted with no interference another research could take
this factor consideration.
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Abstract. Intelligent healthcare systems incorporating wireless sensors in a 
ubiquitous computing environment have the potential to revolutionize 
outpatient care.  Such systems must balance effective and timely reporting of 
results with power requirements and available communication methods. We 
intend to design a system based on a wireless body area network (WBAN) 
which will effectively detect medical problems, reduce the time lag between 
detection of a medical problem as well as manage power and communications. 
We plan to develop an algorithm that can find an optimal solution, within an 
acceptable time, and be faster than current algorithms in assigning tasks and 
processing and transmitting sensor data such that the system end-to-end delay is 
minimized while guaranteeing required system battery lifetime and availability. 
This system will also be able to analyze a patient’s health data and report the 
results to the user while simultaneously converting the sensor data to the 
standard HL7 (Health Level Seven) format and transmitting it to a healthcare 
server. 

Keywords: Healthcare, Power Management, Wireless Networks, Body Area 
Networks. 

1 Justification for the Research 

Many countries will be confronted with challenges supporting quality health care. The 
need for home health care is being driven by several factors including demographic 
trends, particularly the aging population; the desire of patients to remain in their 
homes and, the need to dramatically reduce the costs of health care delivery while still 
providing quality care [1]. 
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The traditional methods of taking care of outpatients alone at home include 
periodic visits by the patient to medical facilities providing visiting nursing services 
in the home or a live in caretaker. There are drawbacks to all these approaches. 
Patients with limited mobility may find it difficult to get to patient care facilities and 
providing visiting nursing care is expensive. Neither approach will serve patients 
whose condition requires constant monitoring. Live in caretakers are prohibitively 
expensive and patients may resent the loss of privacy. One way to address this 
difficulty is to enable people to become outpatients while still having their condition 
monitored.  

In modern healthcare environments patients wear sensors to monitor their health. 
These devices measure the patient’s physiological data such as skin temperature, 
respiration rate, heart rate, blood pressure, etc. The raw data gathered by the sensors 
must be transferred to a computer for further analysis. This healthcare server holds all 
the pertinent information about the patient. Much existing research has focused on the 
exploitation of ubiquitous systems for increased monitoring in the outpatient 
environment [1–3].  

These systems must balance power requirements, monitoring requirements based 
on the patient’s condition and communications bandwidth. We intend to design a 
system based on sensors combined with a Wireless Body Area Network (WBAN) and 
communication technologies, to reduce the time lag between the detection of a 
problem and the time that care is administered and manage  in cases where the 
patient is away from the hospital premises.  As part of the system we are developing 
an algorithm to find an optimal solution that will be faster than current algorithms in 
assigning tasks, processing sensor data and transmitting it to a central location. The 
algorithm will minimize system end-to-end delay while ensuring required system 
battery lifetime and availability. This system will also analyze a patient’s health data 
and report the results to the user. At the same time the system will convert raw patient 
data from the sensors to the standard HL7 (Health Level Seven) format for further 
processing and record keeping.  

For example, if the signal processing algorithm on the mobile device detects an 
imminent health problem the patient can be warned via the mobile device. At the 
same time an alarm and the patient’s GPS position and diagnostic data can be sent to 
the healthcare center. Thus an attempt is made to supervise the dynamic situation by 
using agent based ubiquitous computing and to find the appropriate solution for 
emergency circumstances, by providing correct diagnosis and appropriate treatment in 
time.  

The results of this research should be helpful to high risk patients that may need 
emergency medical treatment as well as monitoring and advising services for 
patients with chronic conditions. Examples include people suffering from COPD, 
heart disease, diabetes and similar conditions. For these patients speedy emergency 
medical treatment can prevent sudden death. Systems built using this research may 
also help physicians obtain online access to a patient’s data including information on 
the events immediately prior to the alert, medication and service priority (e.g. 
emergency case).  
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2 Research Objectives and Content      

As computing power, network infrastructure and device technology have developed, 
research has been directed at providing ubiquitous technology. The goal of ubiquitous 
computing is to provide the 5-Any services “Anytime, Anywhere, Any Network, Any 
Device, Any Service” [4]. Combining ubiquitous computing with healthcare yields 
ubiquitous healthcare (U-healthcare). U-healthcare enables patients to utilize 
healthcare services such as diagnostic services, emergency management services and 
monitoring services anytime, anywhere. [5, 6] 

To provide U-healthcare service for a patient a ubiquitous healthcare infrastructure 
needs to be constructed. The U-healthcare infrastructure consists of sensing devices, 
network, the patient’s mobile system and a healthcare server (See Figure 1 for more 
information). 

In Level 1 of a ubiquitous healthcare infrastructure the patient will wear one or 
more wireless medical sensors. Each wireless sensor can sense, sample, and process 
one or more physiological signals. For example, an electrocardiogram sensor (ECG) 
can monitor heart activity, a blood pressure sensor can monitor blood pressure, an 
electroencephalogram sensor (EEG) can monitor brain electrical activity, a breathing 
sensor can monitor respiration and motion sensors can help determine the patient’s 
status and estimate her or his level of activity[3].  

Level 2 infrastructure includes a Personal Server (PS) application running on a 
smart phone or similar device. The PS is responsible for a number of tasks such as 
providing a transparent interface to the wireless medical sensors, an interface to the 
user and an interface to the healthcare server [3]. The interface to the Wireless Body 
Area Network (WBAN) includes network configuration and management. Network 
configuration includes sensor node registration (type and number of sensors), 
initialization (e.g., specifying sampling frequency and mode of operation), 
customization (e.g., running user specific calibration or signal processing procedure 
upload) and setup of a secure communication channel (key exchange).  During 
operation the PS must monitor system power and communication availability and 
reconfigure the WBAN appropriately. The combination of Level 1 and Level 2 makes 
up the Outpatient Monitoring System (OMS). 

After the WBAN network is configured, the PS application performs network 
management including channel sharing, time synchronization, data retrieval and 
processing and aggregating data. Based on the analysis of information from multiple 
medical sensors the PS application determines the patient’s state and health status and 
provides feedback through a user-friendly and intuitive graphical or audio user 
interface. Finally, if a communication channel to the medical server is available, the 
PS establishes a secure link to the medical server and sends reports in HL7 format that 
can be integrated into the patient’s medical record. If a link between the PS and the 
medical server is not available the PS will store data locally and initiate data uploads 
whenever a link becomes available. The PMS should be capable of some degree of 
autonomy when communication with the healthcare server is unavailable. 
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Level 3 includes a medical server or servers accessed via the Internet or cell phone 
network. In addition to the medical server the last level may encompass other servers 
and actors, such as informal caregivers, commercial health care providers, and even 
emergency services. The medical server typically runs a service that sets up a 
communication channel to the patient’s PS, collects reports and integrates the data 
into the patient’s medical record. The service can issue recommendations, and even 
issue alerts, if reports seem to indicate an abnormal condition. More details about this 
architecture and services can be found in [1]. 
 

Fig. 1. Ubiquitous Healthcare Infrastructure 

2.1 Research Strategies and Methods 

Our primary research strategy is to implement an API for smart phones or similar 
devices that can monitor patients’ health. Our research also includes the conversion of 
the data from sensors into a standard HL7 format and its subsequent transfer to a 
healthcare server [2]. For the implementation of the system, there are four tasks that 
need to be implemented.  

In our discussion below Part i deals with the Task Assignment Algorithm used to 
assign a task for a particular sensor from the PS. Part ii deals with the PS collecting 
data from each sensor node in the WBAN. Part iii discusses processing and analysis 
of the raw data. Part iv deals with the conversion of the sensor data to HL7 format 
and its subsequent transfer to a remote healthcare server from the PS. 
 
i. Task Assignment. For implementation of the system, we need to transfer the wireless 
sensor data from a sensor located on a patient’s body to the PS. We refer to the 
underlying computation and communication resources of a PMS as an m-health platform. 
On top of this platform, various telemonitoring applications can operate continuously 
(24/7). Examples of telemonitoring applications include safety-critical applications such 
as detection of falls, heart attacks, fetal distress and premature labor [7].  
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As with other applications operating in a mobile environment, a PMS can be 
greatly affected by context changes and scarcity of resources, e.g. network bandwidth, 
battery power and computational power of handhelds. For example, a drop in network 
bandwidth due to a patient’s mobility can result in transmitted bio-signal loss or 
excessive delay. When the mismatch between application demand and resource 
supply exceeds a tolerable level, the entire PMS may fail to respond accurately and in 
a timely manner to an emergency situation [8]. Thus, the success of a PMS relies 
heavily on whether the system can adapt itself and provide adequate and continuous 
bio-signal processing and transmission services, despite context variations.  

One possible adaptation approach is to exploit the distributed processing paradigm 
of PMS and adjust the assignment of tasks across available devices at run-time. 
Simulation results show that this dynamic approach can significantly improve system 
performance compared to the current static setting. Other related work proposes a task 
distribution framework to support dynamic reconfiguration of the PMS by means of 
task redistribution which we have adopted for this project [9]. This framework 
consists of a Coordinator and a set of Facilitators (See Figure 2 for more information). 

A Facilitator reports the status of a device and receives control commands on task 
management from the Coordinator. The Coordinator runs a task assignment algorithm 
that can identify the best task assignment based on the required telemonitoring 
application and the current device network’s context information, e.g. available 
devices and their connectivity, device’s CPU load, device’s remaining battery, etc. 
Once a significant change occurs in the required telemonitoring application or in the 
device network’s context, the Coordinator is triggered to compute the optimal task 
assignment, together with a few near-optimal candidate assignments, under the new 
situation. These candidate assignments are further ranked subject to both their 
performance enhancements and their reconfiguration cost. If the identified best 
assignment is different from the current one deployed in the system, the Coordinator 
constructs a reconfiguration plan and controls the Facilitators to deploy the new task 
assignment, by means of task redistribution [10].  

Task assignment algorithms targeting some special topologies of PMS have been 
previously studied [11, 12]. Task assignment (also referred to as allocation, mapping 
or partitioning) is a well-known NP-hard problem in its general form. A good survey 
describing the basic concepts and models of task assignment problem can be found in 
[13]. This problem has been studied extensively within various application areas. For 
example, it is an essential problem in the field of wireless sensor networks ([14, 15]) 
grid computing ([16]), and distributed databases ([17, 18]). Except for the earlier 
work previously cited we did not locate other research which addresses the task 
assignment problem in PMS. Here, we compare our work with other research in 
somewhat related fields.  

Genetic algorithms are based on simplified evolutionary processes, using directed 
selection to achieve optimal results. The selection algorithms evaluate components of 
random sets of solutions to a problem. The solutions that come out on top are then 
recombined and mutated and run through the process again. This process is repeated 
until an acceptable solution is discovered. Genetic Algorithms are described more 
thoroughly in ([19, 20]). 
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Fig. 2. Task distribution framework 

In this research, we intend to implement Task assignment using the genetic 
algorithm approach. The problem we face is determining an optimal solution to a 
problem with multiple sometimes conflicting objectives which vary dynamically. 
Genetic algorithms are well suited for such tasks [20]. 

The heterogeneous m-health platform in a PMS exhibits three special properties 
that require special attention. First, it is modeled as an arbitrary network and has a 
random topology. Second, the network connections are asymmetric, thus channel 
directions have to be modeled. Third, devices can serve as relays for data streams. 
These aspects have been addressed in the past individually but not in combination.  

The task assignment problem in arbitrary processor networks was studied in ([15]). 
A heuristic algorithm was proposed that can assign tasks to the most suitable 
processor by taking into account the network topology. However, our experiments 
show this kind of greedy algorithm suffers from the risk of finding no suitable task 
assignment in the PMS. 

Hu and Marculescu and Alsalih, Akl and Hassanein modeled explicitly channel 
directions in a processor network [21, 22]. The objectives of their studied task 
assignment algorithms were to minimize total system energy consumption. Hu and 
Marculescu proposed a Branch-and-Bound algorithm [21] and Alsalsalih, Akl and 
Hassanein suggested a greedy approach [22]. 

Lee and Shin considered the possibility of relaying data streams by devices [23]. 
However, their performance estimation of a task assignment did not include the extra 
resource consumption at a relaying device, caused by a relayed data stream [10]. 

Thus, another unique aspect of the task assignment problem in PMS is that all 
these special features must be taken into account. In this research, we use a new 
genetic algorithm model, propose specific assignment constraints and use expansion 
rules to tackle these challenges. 
 
ii. Collecting Data from the WBAN. Once the task assignment algorithm assigns the 
task to a particular sensor the Personal Server (PS) is solely responsible for collecting 
data and events from the WBAN. The PS provides the user interface, controls the 
WBAN, combines data and events, and creates unique session archive files. The 
software we are developing will be implemented in Java for the Android Mobile 
Operating System. It should run on either an Android smart phone or similar devices. 
Based on our communication protocol and the size of the super frame, the system 
should be able to support as many as nineteen sensor nodes, although in practice 
typical WBAN research involves fewer. 



410 R.G. Rittenhouse et al. 

 

The PS begins a health monitoring session by wirelessly configuring sensor 
parameters such as sampling rate, selecting the type of physiological signal of 
interest, and specifying events of interest. For example, motion sensors are capable of 
step detection if placed on the ankles, upper body tilt if placed on the chest, and 
energy estimation depending on location. Sensors, in turn, transmit pertinent event 
messages to the PS. The PS must aggregate the multiple data streams, create session 
files and archive the information in the patient database. Real-time feedback is 
provided through the user interface. The patient can monitor his /her vital signs and be 
notified of any detected warnings or alerts [24]. 

Each sensor node in the network is sampling, collecting and performing basic 
processing of data. Depending on the type of sensor and the degree of processing 
specified at configuration, a variety of events will be reported to the PS. An event log 
is created by aggregating event messages from all the sensors in the WBAN; the log is 
then stored in a session archive file. The PS must recognize events as they are 
received and make decisions based on the severity of the event. For example normally 
heartbeat events do not create alerts and are only logged in the event log. However, 
the PS must recognize when the heart rate exceeds threshold values and issue alerts. 

Although all sensors in the system perform on-sensor processing and event 
detection, there are events where processed and summary events are not sufficient and 
real-time raw signal capture is necessary. In a deployed system, where intelligent 
sensors analyze raw data, process and transmit application event messages, there may 
be cases where it is necessary to transmit raw data samples. A case in point is a 
deployed ECG monitor. When embedded signal processing routines detect an 
arrhythmic event, the node should send an event message to the PS, which will then 
be relayed to the appropriate medical server. The medical server, in turn, will provide 
an alert to the patient’s physician. However, a missed heart beat can also be caused by 
electrode movement. Therefore, it would be useful to augment this event with actual 
recording of the fragment of unprocessed ECG sensor data. The recording can be used 
by a physician to evaluate the type and exact nature of the event or to dismiss it as a 
recording artifact. In this case, the embedded sensor would stream real-time data to 
the personal server, during a predefined time period  [24]. 
 
iii. Processing and Analyzing the Raw Data. After the raw data has been transferred 
to the PS the data has to be processed and analyzed. The raw data is directed to a 
streaming database with processing nodes. These computation nodes will transform, 
in real–time, the raw data streams into more usable information such as heart rate 
(HR) [25]. ECG algorithms must meet certain requirements in order to be useful for 
this system. As patients walk around or shift artifacts from sensor displacement, 
muscle noise and baseline wander appear in the signal. The scalable premise implies 
that the processing must be fast, in order to accommodate many patients and 
caregivers, and allocate time to other tasks such as location tracking, alarm handling, 
storage and retrieval of historical data, and resource management. Also, system 
dependability is tightly tied to an accurate screening of alarms. Response times can 
improve only if false alarms are kept to a minimum. The selected processing 
algorithm must be fast, noise resistant and accurate to conform to all these 
requirements. 



 Power and Task Management in WBAN 411 

 

Other sensor data can be processed and analyzed in a similar manner. As the 
research goes forward, we will try to process and analysis other sensor data using 
efficient algorithms. 

 
iv. HL7 Conversion of Sensor Data. Along with the processing and analysis of the 
raw data, the PMS needs to convert the raw data from the sensors in to a standard 
HL7 format in order to transmit it to a remote healthcare server through the mobile 
device’s WI-FI or GPRS internet connection. This way the care giver can have access 
to the user data and have the information required to better administer care to the 
patient when required. In this section we discuss our proposed middleware which can 
connect to commercial monitoring devices in order to transmit vital signs, together 
with patient demographics. Later, data packets from monitoring devices are parsed to 
extract HL7 compatible data. We have developed middleware to support data 
transmission from medical devices to arbitrary information systems [2]. 

3 The Use of Performance Measures and Expected Results 

3.1 Task Assignment 

As with other applications operating in a mobile environment a PMS could be greatly 
affected by context changes and scarcity of m-health platform resources, e.g. network 
bandwidth, battery power and computational power of handhelds. Dynamic context-
aware adaptation mechanisms are required in order to meet the stringent requirements 
of such mission critical applications. The core of the adaptation mechanism is a 
decision-making component that can calculate/select the optimal task assignment to 
be enforced by taking into account the reconfiguration costs.  

This research first studied the performance requirements of. We identified three 
key performance measures that are critical to the success of system: end-to-end delay, 
system battery lifetime and availability level. Secondly, using an intelligent system 
model, we proposed a genetic algorithm based task assignment algorithm that 
minimizes the system end-to-end delay while guaranteeing required performance. We 
intend to evaluate the algorithm performance using experiments and provide 
recommendations for further improvements. Our estimated results show that this 
dynamic approach can significantly improve system performance compared to the 
current static setting.  

3.2 Collecting Data from the WBAN 

The proliferation of wireless devices and recent advances in miniature sensors 
supports the technical feasibility of a ubiquitous heath monitoring system. However, 
WBAN designers face a number of challenges in an effort to improve user’s 
compliance that depends on the system’s ease of use, size, reliability, and security. In 
order to address some of these challenging tasks, we have designed a WBAN 
prototype that includes an ECG sensor, a blood pressure sensor and a smart phone or 
similar mobile device based personal server. In this research we describe both the 
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hardware and software architecture of our prototype. Our hardware architecture 
leverages off-the-shelf commodity sensor platforms. Similarly, our software 
architecture builds upon the Android OS, a widely used open-source operating system 
for embedded sensor networks [24]. 

3.3 HL7 Conversion of Sensor Data 

We have previously developed and implemented HL7 compliant middleware [2]. The 
preliminary results are satisfactory and encouraging. Given a set of IEEE 1451 data 
formats, the middleware will convert the data into HL7 format, which can be 
transmitted to any information systems in general or healthcare server. We will 
continue to experiment in order to accomplish a general-purpose interfacing 
facilitator, to deal with many different kinds of patient care devices being developed. 
We hope that the middleware library package will evolve to become embedded 
software that can be used in ubiquitous healthcare devices. 
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Abstract. One of the key problems in the field of telemedicine is the prediction 
of the patient’s health state change based on incoming non-invasively measured 
vital data. Artificial Neural Networks (ANN) are a powerful statistical modeling 
tool suitable for this problem. Feature salience algorithms for ANN provide in-
formation about feature importance and help selecting relevant input variables. 
Looking for a reliable salience analysis algorithm, we found a relatively wide 
range of possible approaches. However, we have also found numerous metho-
dological weaknesses in corresponding evaluations. Perturb [11][7] and Con-
nection Weight (CW) [1] are two of the most promising algorithms. In this  
paper, we propose an improvement for Connection Weight and evaluate it along 
with Perturb and the original CW. We use three independent datasets with al-
ready known feature salience rankings as well as varying topologies and ran-
dom feature ranking results to estimate the usability of the tested approaches for 
feature salience assessment in complex multi-layer perceptrons. 

Keywords: Feature Salience, Sensitivity Analysis, Neural Networks, Machine 
Learning, Telemedicine. 

1 Introduction  

Working in the field of telemedicine, one of the key problems is the estimation of 
patient’s health based on the history of incoming non-invasively measured vital data. 
Artificial Neural Networks (ANN) are a powerful statistical model suitable for model-
ing this type of non-linear problems. One drawback is the “black box” outward ap-
pearance of ANN since contributions of each input variable in the prediction process 
are not trivially determinable. To address this issue, a wide range of so called feature 
salience/sensitivity analysis algorithms has been introduced already. A recent study 
[5], comparable to our current work, has employed many of them to estimate the im-
portance of input features in the analysis of vital measurement data. Also, [5] hints 
that current feature salience algorithms are not reliable enough to be used stand-alone 
and considers ensemble results. 

Since the 90ies, sensitivity analysis and its variants have been the dominating pa-
radigm [6][4][10][12]. Garson’s algorithm [8], a widely used approach, was found to 
be quite weak by several comparisons [1][11][5]. It has been the field of ecology in 
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particular, in which many different methods have been developed and tried 
[3][9][18][1]. Unfortunately, some of ecology-based evaluations employ datasets with 
effectively unknown true feature salience. Expert opinion is used to rank the input 
variables and then proposed algorithms are tested for compliance [11]. Also, in many 
cases only one topology of ANN is used, usually a very small one [1][13]. Another 
frequent evaluation weakness is the employment of only one dataset. 

The main contribution of this paper is the introduction of a ranking-based testing 
methodology for feature salience algorithms and applying it to the two most promis-
ing techniques: Perturb [11][7] and Connection Weight [18][1]. Also, we introduce an 
improvement for the latter. Three independent datasets with already known feature 
salience ranking are used. Also, we try several topologies and varying training quality 
to analyze algorithm behavior under different conditions and compare its quality with 
random ranking. We also show how cumulative analysis of a set can distinctively 
improve ranking performance.  

2 Feature Salience Algorithms 

Feature salience algorithms are used to analyze a trained Neural Network and deter-
mine the importance of each input feature. Usually, real [+∞…-∞] values are as-
signed to all input features so that a ranking can be drawn. If several trained neural 
networks are available, it is possible to sum the assigned values corresponding to the 
input features over several networks and compute a cumulative ranking then. As-
signed values have to be normalized each step, so that the contribution of the analysis 
of one single network does not dominate the whole set with its high values. 

2.1 Perturb 

Perturb seems to be the method of choice for many researchers. In fact, its concept is 
very logical and we have not seen one single review where its results have been ques-
tioned. Perturb measures the change in the root mean squared error (RMSE) of the 
network, while noise is added to the input variables successively. The input features 
are then ranked by the RMSE change they induce. A recent analysis [7] shows that 
the optimum input perturbation ratio range is around [-20%, 20%].  

given: a dataset and a trained neural network 
initialize Array RMSEchangeSum[input features] 
FOR all samples in dataset 
 Measure output RMSE error 
 FOR all input features 
  perturb feature and measure change in RMSE 
  add RMSE change to RMSEchangeSum[this_input_feature] 
 NEXT input feature 
NEXT sample 
Rank input feature salience by values in RMSEchangeSum 
[Pseudo-code for the Perturb Algorithm] 
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2.2 Connection Weight 

Connection Weight (CW) is another powerful and also logical approach for feature 
salience. It “calculates the product of the raw input-hidden and hidden-output connec-
tion weights between each input neuron and sums the products across all hidden neu-
rons” [1]. A comprehensive introduction and review is offered by [1]. This method is 
similar to the formerly very popular Garson’s algorithm [8], though is reported to 
perform much better [11][5].  

2.3 Connection Impact 

Our algorithm exploits ideas used in already known methods, mainly CW. Though, 
we do not use the raw connection weights, rather for every data sample and every 
weight, the absolute “impact” is computed, which describes the percentage of contri-
bution of the connection to the target neuron. The impact is computed by multiplying 
the raw connection weight with the activation of the source neuron and then normaliz-
ing. The impact values are used to backtrack the square error from network output to 
the input neurons, where it is then summed over the data samples.  

given: a dataset and a trained neural network 
initialize Array Salience[input neurons] 
FOR all samples in dataset 
 process sample with trained network, compute output 
 map input range to -1 ... 1  (= activation input layer) 
 FOR every weight:  
   Impact[weight] = weight * activation(source neuron) 
 NEXT weight 
 Normalize Impacts, so that for every target neuron,      
   incoming impacts (absolute values) sum up to 1 
 FOR all neuron layers starting with output layer 
  FOR all neurons 
   IF output layer THEN 
    neuron_value = (correctOutput - computedOutput)² 
    CONTINUE with next neuron 
   ELSE neuron_value = ∑(outgoingImp *  
                   neuron_value(target))  
   IF input layer THEN 
        Salience[neuron] += absolute(neuron_value) 
  NEXT neuron 
  NEXT layer 
NEXT data sample 
Rank input feature salience by values in Salience 

[Pseudo-code for the Connection Impact algorithm] 
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3 Testing Methodology 

For every dataset we have trained a set of neural networks, which are then analyzed 
by the assessed algorithms. In single network analysis, an algorithm computes a rank-
ing from one dataset/network combination, while in cumulative analysis a dataset and 
a (sub)set of its trained networks are employed to calculate one cumulative ranking. 
Since all tested algorithms work with accumulations of values corresponding to the 
impact of input features, we will test if accumulating over several trained networks 
affects ranking accuracy. The ranking error of all input features is computed by calcu-
lating the Euclidean distance between the true and the estimated ranking vector.  

If e.g. out of three input features the 2nd feature is the most important and the 1st 
feature is the least important, then the true ranking is {3, 1, 2}. If an algorithm esti-
mates a wrong ranking {2, 1, 3}, then the ranking error is (1). 

 ඥሺ3 െ 2ሻଶ ൅  0 ൅ ሺ2 െ 3ሻଶ ൌ √2 ൌ  1,414 (1) 

The maximum ranking error for a set of n features is ሺ2ሻ.  ݉ܽݎݎܧݔ ൌ  ට௡యି௡ଷ  (2) 

For better comparability between problem sizes, we normalize the actual ranking 
error with this maximum. 

3.1 Artificial Neural Networks and Testing Procedure 

In our experiments we have used standard feed-forward multi-layer neural network 
design with sigmoid activation function and squared error function. Network topology 
has been varied over the datasets to account for different complexity levels of the 
data. Training was performed with the standard-backpropagation approach [16] along 
with RPROP enhancement [15] for weight adjustment. We have used a training and a 
validation set for training and a test set to determine the true performance of the 
trained network. Input/output normalizing, early stopping techniques and error meas-
ures from [14] have been used to standardize our results.  

3.2 Datasets 

We have used three different datasets to review the considered algorithms. Our main 
concern was to have more than one dataset and also try different topologies to test 
resulting performance changes. Also, it is crucial to know the true feature salience in 
advance. 

The first dataset was Demosaicing with 36 input and 12 output variables. Demo-
saicing is an image processing technique which is used to reconstruct three channel 
(red, green and blue) 2x2 pixel matrix information from digital sensor data which 
only captures information of one channel (red, green or blue) for each pixel location. 
Thus, the goal is the estimation of the missing color values.  
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Fig. 1. Demosaicing problem and feature salience distribution (brighter = better) 

The input vector corresponds to a 6x6 crop from the digital sensor around the 2x2 
matrix (output vector). We have used an imaging model described in [2] to artificially 
simulate a digital sensor and thus generate 10.000 data samples from 400 digital im-
ages. 

We had used a very similar approach before [17] to train a neural network which 
was then able to properly render real-world images from data generated by a real 
digital imaging sensor. Obviously, due to the distribution of light, input features in the 
center of the sensor crop are more relevant for the restoration of the true color values 
than the pixels on border and edges of the crop. We used the Euclidean distance func-
tion in true feature ranking to account for that (Figure 1).  

Our second dataset, Tic-Tac-Toe (TTT), is taken from the UCI Machine Learning 
Repository [19]. TTT contains a of 958 endgame positions from the homonymous 
game (sometimes also called Noughts and Crosses) classified as won or not-won for 
the first player. Here, the 9 input features correspond to the occupation of the 9 fields: 
cross, nought or empty.  

 

Fig. 2. TTT: typical endgame position (left) and feature salience distribution (brighter = better) 

Since from the center field there are four possibilities to build a row and only three 
and two from edges and border accordingly, the true ranking of feature salience is 
pretty clear (Figure 2).  

The third dataset, simulated data, is based on a artificially generated function with 
20 input variables which correlate with the output variable in a range between 0.1 and 
0.9, similarly to [1]. This dataset contains 1000 samples. 
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4 Results 

For all datasets, we have trained a set of 100 networks. Network topology was set to 
one hidden layer (10 neurons) for TTT and the artificial dataset, while for Demosaic-
ing it was 2 hidden layers (25 + 16). RMSE [14] was fairly low, as shows Figure 3. 
For Tic-Tac-Toe, we picked 100 ANN samples with perfect training (≈zero error).  

 

Fig. 3. RMSE and standard deviation, 100 samples 

4.1 Single Network Analysis 

Figure 4 shows the mean ranking errors (% of max. error) for every algorithm/set 
combination. We have added random ranking error values to give the impression how 
useful the results are. All algorithms performed reasonably well analyzing networks 
trained with the artificial dataset. Unlike in [1], Perturb performed better than CW. 
We suppose the reason is the increased number of input features (20 vs. 10) and the 
more complex network topology. Perturb also performed clearly best on the rest of 
the tested sets and was in some cases even able to determine the perfect ranking for 
the TTT dataset, while CW showed rankings not so much better than random. 

 

Fig. 4. Single network analysis: Mean errors and standard deviation, 100 samples 
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4.2 Cumulative Analysis 

In many cases there are several trained networks available for a dataset, so why not 
use that extra information for feature salience analysis? To test algorithm performance 
in this case, we partitioned the available trained networks into 10 subsets with 10 
networks each. Then we calculated the cumulative ranking for every subset/algorithm 
combination (Figure 5). Error rates improved in most cases. Considering accuracy and 
precision, Perturb is still the clear winner. Especially remarkable is its performance on 
the TTT set, where it was able to perfectly rank the features in 7/10 cases. In the last 
experiment, the whole set of 100 networks is employed to compute the cumulative 
ranking (Figure 6). Perturb and CI were able to perfectly rank the features of the TTT 
dataset. CI slightly outperformed Perturb on the artificial dataset.  

 

Fig. 5. Cumulative analysis: Mean errors and standard deviation, 10 samples 

 

Fig. 6. Cumulative analysis: Ranking error 

5 Conclusion and Outlook 

The original Connection Weight performed worst, e.g. calculating a ranking only 
slightly better than Random for Demosaicing. CI did better overall, but was also not 
able to compete against Perturb which consistently produced best results and generat-
ed usable (clearly better than Random) rankings. With cumulative analysis, situation 
improved even further. The choice of a feature salience algorithm for our future work 
is now clear. 
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Abstract. Although recent studies on out-of-head sound localization
technology have been aimed at applications in entertainment, this tech-
nology can also be used to provide an interface to connect a computer to
the human brain. An effective out-of-head system requires an accurate
head-related transfer function (HRTF). However, it is difficult to mea-
sure HRTF accurately. We propose a new method based on reinforcement
learning to estimate HRTF accurately from measurement data and vali-
date it through simulations. We used the actor-critic paradigm to learn
the HRTF parameters and the autoregressive moving average (ARMA)
model to reduce the number of such parameters. Our simulations sug-
gest that an accurate HRTF can be estimated with this method. The
proposed method is expected to be useful for not only entertainment ap-
plications but also brain-machine-interface (BMI) based on out-of-head
sound localization technology.

Keywords: HRTF, Actor-critic, Reinforcement learning, ARMA.

1 Introduction

A brain-machine-interface (BMI) is a system that exchanges information between
the human brain and computers. Most BMI research is aimed at developing
communication tools for motion-impaired persons such as amyotrophic lateral
sclerosis (ALS) patients. A representative non-invasive BMI is the P300 speller
which uses the event-related potential that is evoked by visual stimuli. However,
BMIs that use visual stimuli cannot be used by visually impaired users.as

Schreuder et al.[1] proposed an auditory BMI using speakers to estimate the
user’s intended direction. Much information can be sent to the computer by
using this auditory BMI. However, this system requires a large space in order to
locate multiple speakers. In contrast, Ebisawa et al. [2] has proposed an auditory
BMI using out-of-head sound localization technology in which 3D sounds are
reproduced from headphones. The BMI in this system does not require a large
space or a lot of devices to present stimuli to the user because the system can
only give the location information of the sound through the headphones.
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Fig. 1. Principle of out-of-head localization

The principle of out-of-head sound localization is depicted in Fig. 1. Out-of-
head sound localization is achieved by equating the auditory stimulus produced
by the speakers and received on the ear drums to the one produced by the
headphones. Specifically, if the measured impulse responses of the loudspeaker
transfer function (LSTF) and the head-related transfer function (HRTF) are
convoluted with the sound signal and reproduced on the headphones, the user
can perceive the sound as if it is coming from the speakers.

In order to achieve an effective out-of-head sound localization system, an
accurate measurement of the head-related transfer function must be obtained.
However, this can prove to be difficult since it requires a large scale measurement
environment such as an anechoic chamber [3]. Thus far, techniques that correct
the ear canal transfer function and change the direction of the convolution HRTF
according to the movement of the user’s head have been proposed. However, a
method to improve the HRTF itself has not been studied sufficiently. We propose
a method to increase the accuracy of out-of-head sound localization by obtaining
an accurate HRTF using a measured HRTF.

This method incorporates reinforcement learning. An agent learns an HRTF
adaptively based on an evaluation of accuracy of sound localization decided by
the user. When the learning starts, an accurate HRTF is unknown. So, reinforce-
ment learning that can obtain a correct control law without a supervised signal
is employed. We adopted the actor-critic method, which is a type of temporal
difference learning [4]. The number of parameters that are dealt with in rein-
forcement learning is enormous, if an agent learns using all the sample points of
the HRTF. Therefore, in our research, the head-related impulse response (HRIR),
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an impulse response of the HRTF, was modeled by means of the autoregressive
moving average (ARMA) model [6]. This makes it possible to reduce the number
of parameters to be learned.

Section 2 describes the basic reinforcement learning method and the ARMA
model, and gives the sequence of the proposed method. Section 3 explains how
the validity of the proposed method was verified through simulation. Finally, in
sections 4 and 5, we discuss the simulation results and the conclusions of our
work respectively.

2 Method

2.1 Autoregression Moving Average Model

The ARMA model that models the HRIR is shown in equation (1).

ĥ(k) =

P∑
k=1

a(k)h(n− k) +

Q∑
k=0

b(k)δ(n− k). (1)

In this equation, ĥ is the impulse response modeled by the ARMA model, δ is
the Dirac delta function, and h is the 128-point measured impulse response, ak
is coefficient of AR parameter, and bk is coefficient of MA parameter. The order
of the ARMA parameters was determined using a criterion similar to that of
Haneda et al.[6]. The 128 samples of the impulse response can be represented
by about 50 ARMA parameters. Figure. 2 plots the HRIR of the right ear at
30 degrees forward on the right side of the head. This HRTF was measured in
similar condition to that of Ebisawa et al. [2]
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Fig. 2. HRIR at 30 of right ear. This model consists of 5 AR parameters and 47 MA
parameters.
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2.2 Actor Critic

The framework of the actor-critic method employed in this paper is shown in
Fig. 3. In this method, the critic learns to predict the correct evaluation value

Fig. 3. Actor-critic scheme

V (x(t)) for the current state. The evaluation value V (x(t)) is the predicted value
of the sum of future rewards r, and it is the job of the actor to learn the policy
that maximized this value. The x is the vector of current ARMA parameters,
and u is the vector of ARMA parameters that were updated by the actor. The
critic calculates temporal difference (TD) error between the current evaluation
value and past values. Both the actor and the critic learn based on TD error.
In this study, continuous state-space was achieved by using both the actor-critic
model and INGnet[5].

2.3 Proposed Adaptive Learning Method

Figure 4 illustrates how the proposed system learns an accurate HRTF. This
system learns using the following procedure.

1. Present out-of head sound localization to the user.
2. The user evaluates the localization accuracy.
3. The critic evaluates the current state based on the rewards.
4. The actor learns how to output more accurate ARMA parameters based on

the critic’s evaluation.
5. Repeat 1 through 4 until sound image localization is accurate.

In our method, HRIR, the impulse response of HRTF, is modeled using the
ARMA model, and ARMA parameters are learned. Thereby, this system obtains
more accurate HRTFs than measured HRTFs. This paper also discusses the
validity of the proposed algorithm by using a simulation without an evaluation
by the user. The evaluation of sound image localization accuracy is described
later.
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Fig. 4. Adaptive HRTF modeling system using reinforcement learning

3 Simulation

A simulation was done to validate the proposed learning method. When this
system learns parameters in a real application, both of the AR and MA param-
eters should be learned. However, only 20 points of MA coefficients which are
great changing depending on each direction were multiplied coefficient which is
a Gaussian noise in order to simplify the problem. Then, MA parameters were
checked that it can obtain accurate parameters. The initial values in the simula-
tion, the method used to evaluate the sound image localization, and the learning
conditions are described in this section.

3.1 Setting the Initial Value

We assumed that the HRTF could not be measured accurately, in other words,
the measured HRTF includes noise. The initial value of the MA parameter
MAinitial was set as follows in the simulation.

MAinitial = MAmeasured × coefficient (2)

In this equation, MAmeasured is an MA parameter that models the measured
HRIR. Coefficient is a Gaussian noise with a variance of 0.2 and a mean of 1.0.

3.2 Evaluation

In this simulation, we adopted spectrum distortion (SD) as a reward. SD is an
indicator that expresses the modeling accuracy of HRTF, and is defined as in
equation (3).
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SD =

√√√√ 1

N

N∑
k=1

(
20 · log10

| H(ωk) |
| Ĥ(ωk) |

)2

[dB] (3)

In this equation, H(ω) is the modeled HRTF, Ĥ(ω) is the improved HRTF
obtained by learning, and N is the number of HRTF samples. A frequency
range of 500Hz-15kHz is required for sound image localization. Therefore, SD is
calculated only in this frequency band.

Rewards that are provided to the agent are defined as in equation (4) based
on SD.

r = −SD (4)

We assumed that sound image localization was poor, so the SD was large.

3.3 Conditions

In this simulation, learning was performed using a method similar to one pre-
viously reported [5]. The learning coefficients of the actor and critic were 0.15
and 0.12, and the variance of radial basis function (RBF) that was added to the
hidden layer was 0.4. The other parameters were the same as in [5].

Each MA parameter is normalized to configure simply the parameters of re-
inforcement learning. The amplitude of the HRIR differs by about 10 times in
the sound source and its opposite side. Thus, normalization is divided into some
courses. Specifically, HRTFs that were measured for 15 degrees in 24 directions
were divided into 6 intervals (from the front in the clockwise direction 0-60,
60-120, 120-180, 180-240, 240-300, and 300-360), and MA parameters were nor-
malized so as to become 1.0 to maximum the absolute value of MA parameters
for each direction.

4 Result

We confirmed through this simulation that the proposed method was effective
for learning accurate HRTFs in many cases. These results are shown in Fig. 5.
Fig. 5(a) shows that the learned HRTF is in accord with the measured HRTF.
Early in learning, SD is 1.03 [dB], and after learning, SD is 0.07 [dB]. The SD
decreased to less than 0.2 [dB] after approximately 50,000 trials from the start
of learning, as shown in Fig. 5(b). The pre- and post-learning SDs across all
directions are shown in Fig. 5(c). In this figure, starting from the front (user’s
face), positive values increase from 0 to 165 degrees in a clockwise direction and
represent the right side. Negative values decrease from 0 to -180 degrees in a
counterclockwise direction and denote the left side. Differences between each
direction were observed, but SD were less than 0.2 [dB] in many directions.
However,at 75, -120, and -180 degrees, SD were greater than 0.4 [dB] , even
when the initial value and exploratory noise were changed.
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Fig. 5. Simulation results (a) HRTFs at 30 degrees of right side. Blue line is measured
HRTF. Broken red line is learned HRTF. Black line is the HRTF before learning. (b)
Reward in learning at 30 degree of right side. (c) The pre- and post-learning SD across
all directions.

5 Discussion

As can been seen in Figure 5(c), these results indicate that the spectral dis-
tortion could be improved across all directions with the proposed method and
suggest that an effective sound localization can be achieved through reinforce-
ment learning.

However, at 75, -120, and -180 degrees, SD were greater than 0.4 [dB]. The
reasons are though to be the initial value, exploratory noise, number of ARMA
parameters , and parameters of reinforcement learning such as learning coefficient
or variance of RBF function. Each HRIR was modeled with the optimal order of
parameters, and the orders were different in each direction. At the degrees where
a decrease in SD could not be confirmed and the degrees that where accurate
HRTFs were obtained, the orders were not different. We varied each condition
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and conducted more simulation. No decrease in SD could not be confirmed even if
initial value and exploratory noise were changed. However, a decrease in SD could
be confirmed if parameters of reinforcement learning were optimized at each
direction. Thus it is necessary to propose a method that searches the optimal
parameters of reinforcement learning at each direction or are able to learn in
parameter free.

In this simulation, SD was used in the evaluation of sound image localization.
However, in a real application of this system, the evaluation will be performed by
the user. Thus, it is necessary to confirm that our system can obtain an accurate
HRTF using an evaluation done by humans.

Furthermore, only the right side MA parameters are learned in this simulation.
However, when this system learns parameters in a real application, both of the
AR and MA parameters should be learned. Therefore, the number of parameters
that should be learned will increase substantially. We therefore need to formulate
an algorithm that can obtain accurate HRTFs in a small number of trials.
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Abstract. The determination of the damage mode and the quantitative 
description of the damage of the clustered acoustic emission (AE) signal of the 
refractory materials based on the BP (back propagation) Neural Network are the 
subjects of this paper. In this paper, a large number of AE signals in the process 
of a three-point bending test were studied and the pattern recognition system of 
refractory materials based on BP neural network was established with the AE 
characteristic parameters such as amplitude, counts, rise time, duration and 
centroid frequency etc. The results show that the total recognition rate of 
material damage types with this method is as high as 97.5%, and the prediction 
error of the extent of the damage is about 5%, which indicates that this method 
has the value of application and dissemination in the aspect of micro-damage 
pattern recognition and extent prediction of the damage. 

Keywords: Acoustic emission, Refractory materials, BP neural network, 
Pattern recognition. 

1 Introduction 

Refractory materials, which are the key for the safe operation of the high temperature 
equipment, are widely used in the metallurgical industry. Meanwhile, they are also the 
weakest vulnerable link in the high temperature furnace lining structure, which might 
cause irreplaceable casualties and property losses. So far, the acoustic emission (AE) 
technique is the only method for the real-time tracking of the generation and 
development of defects [1]. The purpose of the processing AE data is to clearly 
recognize of the damage source. So far, the artificial neural network is one of the 
major methods in the pattern recognition field, which therefore plays a major role in 
the processing methods of AE signals [2]. 

The commonly used methods in damage pattern recognition include amplitude 
discrimination, frequency discrimination, statistical pattern recognition and artificial 
neural network, etc [3]. While the first three methods could be used in recognition in 
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practical application, rich background knowledge, as well as long-term AE testing and 
data analysis experience is needed during actual operation [4]. Compared to other 
methods, the pattern recognition method based on the BP neural network has a strong 
adaptive learning ability, which could be used in complex classification of the feature 
space and suitable for a high speed parallel processing system. The BP neural network 
is one of the most commonly used methods in the pattern recognition area, has and is 
relatively mature in theory and application. 

The pattern recognition of the refractory materials consists of the classification of 
the damage mode and the recognition of the extent of the damage. Clustering of the 
AE signals could be used to identify the micro-damage mechanisms of refractory 
materials and determine the AE characteristics corresponding to the different 
micro-damage mechanisms. The k-means algorithm was used to divide the AE signals 
collected during the three-point bending test into two types in previous studies [3-5]. 
Combined with the analysis of AE parameters, the micro-damage pattern of the 
refractory materials could be distinguished. In this paper, the k-means clustered AE 
signals of the refractory materials were first preprocessed with the principal 
component analysis and normalization processing and used as the sample data for the 
training, testing and validation of the BP neural network. Then a three-layer BP neural 
network was constructed to carry out the anti-normalization to predict the results of 
the classification of the damage mode and the recognition of the extent of the damage, 
which could not only be used to predict the micro-damage of the refractory materials, 
but also to establish the pattern recognition system of refractory materials based on 
the BP neural network. 

2 BP Neural Network 

The error back propagation neural network is called the BP neural network, which is 
composed of three neuron layers. Fig. 1 is the structure schematic diagram of the BP 
neural network. The left is the input layer, the middle is the hidden layer and the right 
is the output layer. 
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Fig. 1. BP neural network 

The learning process of the BP neural network is composed of the forward and 
backward propagation. The input information passes from the input layer and the 
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hidden layer to the output layer during forward propagation. The condition of the next 
layer is only affected by the previous one. If the wanted output could not be achieved, 
the propagation will turn back along the original path and the error signals will thus 
be returned. The neural connection weights will be modified one after another in the 
returning process and this process is iterative until the error is within satisfactory 
levels [5]. 

3 Experiment 

3.1 Presentation of the Refractory Materials 

The refractory materials tested in the study are composed of magnesia aggregates and 
a binder containing graphite and/or additional metallic elements (e.g. aluminum, 
silicon). The components were pressed under high pressure (around 150 MPa) and 
insulated under 110oC for 24 hours. The dimensions of the materials were 
125mm×25mm×25mm. 

3.2 Equipment 

Because of the low tensile strength of the refractory materials and the difficultly in the 
design of the clamp under tension, the three-point bending test was adopted for its 
good noise immunity and facility in the control of the damage. The three point 
bending tests were performed using a HMOR/STRAIN loading machine. At the same 
time, the DISP AE detection system from PAC company was used to collect the 
on-time AE signals, which consisted of rise time, peak value counts, counts, energy, 
duration, amplitude and average signal level values (ASL). The magnesia refractory 
materials were loaded until the fracture of the specimen. The crosshead speed of the 
machine was fixed linearly at 0.25N / (m2× s). The diagram of the experimental 
principle is shown in Fig. 2. 

 

Fig. 2. Experimental setup used for AE measurements 

4 Pattern Recognition with BP Neural Network 

The parameters of the AE signals differ significantly between various stages of the 
damage. Moreover, the amount of energy carried by the AE signals corresponds to 
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different extents of the damage. Therefore, the damage mode of the AE signals 
corresponding to the different damage stages could be predetermined and the pattern 
recognition of the AE signals could be processed by the BP neural network. 

4.1 The Construction of the BP Neural Network 

The BP network is composed of neurons such as the input layer, hidden layer and the 
output layer, as well as the activation function in each layer. Studies have shown that 
a three-layer BP network could approximate any continuous function with arbitrary 
accuracy [6]. Therefore, the BP network was constructed in a three-layer format, 
including an input layer, a hidden layer and an output layer .The number of the 
neurons of the input layer and the output layer was determined by the dimension of 
the input and output data respectively. 

 
The Determination of the Nodes in Different Layers. In AE, the characteristics of 
composite materials, the ring count, amplitude, AE duration (under constant load), 
and the Felicity ratio are the major parameters in distinguishing the damage stages, 
type, and mechanical properties of the composite component [7]. Therefore, the 
amplitude, ring count, rise time, duration and centroid frequency were selected as the 
input layer neurons in the BP network.  

The nodes of the hidden layer are usually determined based on experience and test 
data. Generally, the nodes of the hidden layer have a direct relationship with the 
requests and the number of the input and output units. In addition, it will lead to a 
long learning time if there are too many hidden nodes. At the same time, it will cause 
a bad fault tolerance and a low recognition capacity if there are too few nodes. 
Therefore, multi-disciplinary factors should be considered in the process of design. 

Based on experience, the BP neural network for pattern recognition and 
classification could be designed referring to the following formula: 

 annn i ++= 0  (1) 

Where n is the hidden layer nodes, ni is the input nodes, n0 is the output nodes; a is 
the constant from 1 to 10. 

According to the AE characteristic parameters introduced, the input nodes ni=5, the 

output nodes n0=2 and the hidden layer nodes aan +=++= 64575.225 , 
which means the hidden layer may be chosen to contain  3 to 13 nodes. Figure 3 
shows that compared to the Resilient Propagation method (RPROP) and Scaled 
Conjugate Gradient method (SCG) method, the Levenberg-Marquardt method (L-M) 
is good at reducing the mean square error, moves smoothly and is insensitive to the 
number of the hidden layer nodes. The mean square errors were all relatively small 
when the hidden layer nodes were set to 5 using the three methods. Therefore, the 
L-M training function was selected and the number of the hidden layer nodes was set 
to 5. 
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Fig. 3. Contrast of different training functions 

The number of the nodes of the output layer depends on two aspects of the type 
and size of the data. The refractory pattern recognition includes the recognition of the 
damage and the identification of the extent of the damage. Previous studies have 
shown that the micro-damage type could be achieved by the K-means clustering 
method in the three point bending test and the extent of the damage could be 

expressed by %100×
initial

current

E

E , where the Ecurrent is the elastic modulus of the specimen 

in the current state of the damage and the Einitial is initial elastic modulus of the 
specimen [8]. Therefore, the number of the output layer nodes of the BP neural 
network is selected as 2. The K-means clustering method results show that the 
damage types of the refractory materials were matrix damage and interface damage, 
corresponding to two types of damage. In data preprocessing, the first damage type 
(interface damage) was expressed by 0.2 and the second damage type (matrix 
damage) was expressed by 0.8. 

 
Determination of the Initial Weight and Learning Rate. Because the system is 
nonlinear, the initial weights have a strong influence on whether the study reached the 
local minimum and when convergence can be achieved. An excessively large initial 
weight value will cause the weighted input to fall into the saturation region of the 
activation function, which will result in extremely small derivatives and break the 
adjustment. For the feedforward networks, there are two different initialization 
methods, which apply to the linear and nonlinear transforming system, respectively. 
The linear system initializes the weight matrix and bias according to the initialization 
parameters of each layer. However, in the nonlinear system the initial weights and 
bias values are usually brought forward by the Nguyen-Widrow method, which makes 
the activity area of each neuron roughly distributed in the input space. It has the 
following advantages compared to the random simple assignment to the weight and  
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bias: (1) Reduce the waste of the neurons (for that, the activity area of all neurons is 
inside the input space). (2) Faster training velocity (for that, each region in input 
space is inside the range of active neurons). In this system, the former was selected to 
initialize the network. 

Generally, the learning rate is selected according to the changes of the sum of the 
error squares after each training to avoid oscillation and overly slow convergence. 
The change of the weight in each circle is decided by the learning rate. A high 
learning rate destabilizes the system and the low learning rate slows down the 
convergence. In general, a low learning rate (always between 0.01 and .08) is always 
chosen to ensure system stability [5]. In this network the learning rate was set to 0.02. 

4.2 Sample Training and the Test Samples Extraction 

The principal and prerequisite condition of the BP neural network is to have adequate 
amount of high precision samples. Moreover, in order to avoid the over-fitting in the 
training process and estimate the performance and the generalization of the network 
model, the data collected should be randomly divided into the following three parts: 
training sample, checking sample (above 10%) and testing sample (above 10%). In 
addition, the balance between the damage modes of the samples in the data grouping 
process should be considered. Therefore, in order to enhance the generalization of the 
network, the k-means clustered AE signals of the refractory materials are first 
preprocessed with the normalization processing of the input and target vector. Then 
the predicted output vector will be anti normalized to achieve the final results. 

Generally, a certain number of samples are needed in the training. Yet the 
collection of the sample is always limited by the objective conditions. Besides, when 
the sample reaches to a certain extent, the speed of the network will be affected. 
According to experiments, the number of the sample depends on the complexity of 
nonlinear mapping relationship between input and output. The more complex the 
mapping relationship is, the greater the size of the network and noise levels, and more 
samples are needed in order to guarantee the accuracy of the mapping. An empirical 
rule that the number of training samples is 5-10 times of the number of the connection 
weights in the network could be referenced in [9]. 

In order to enhance the training efficiency of the neural network, the sample data 
should be preprocessed properly. The sample data should first be normalized to make 
the input and target data obey a normal distribution. Then the normalized sample data 
is carried by the principal component analysis to eliminate the redundant components 
of the data and meet the dimension reduction goal. At the same time, in order to 
improve the generalization and identification ability, the early stop method was 
adopted in the training [10]. Therefore, the processed sample data were divided into 
the training sample set, the checking sample set and the testing sample set. There 
were 400 sample data points that were chosen in the process of the analysis. The 
checking sample and testing sample accounted for 20% of the total sample 
respectively and the others were selected as the training sample. Before training, the  
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principal component analysis method was first used to classify the damage mode for 
the amplitude of the input layer, ringing counts, rising time, duration and centroid 
frequency. Then they were normalized so that the parameters remain unrelated. 

5 Results and Discussion 

The BP neural network constructed could be used in the classification of the damage 
mode and the recognition of the extent of the damage. Fig. 4 shows the error curve of 
network training. 

 

Fig. 4. Error curve of network training 

Table 1. The classification of the damage mode (recognition rate) 

Damage mode sample 
Correct 
number 

Error type 
Recognition 

rate (%) 

Matrix damage 77 76 
1 interface 

damage 
98.7 

Interface damage 3 2 
1 matrix 
damage 

66.7 

Total recognition rate 
(%) 

80 78 - 97.5 

 
There were 400 sample data points and the data tested accounted for 20% of the 

overall sample. Seen from the type and the extent of the damage of the 80 tested data, 
the recognition rate of the BP neural network in the classification of the damage mode 
was as high as 97.5% and the relative error in the recognition of the extent of the 
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damage was comparatively small, which indicated that the BP neural network could 
be used well in the classification of the damage mode and the recognition of the 
extent of the damage. Table 1 and Table 2 show the classification of the damage 
mode and prediction of the recognition of the extent of the damage respectively. 

Table 2. The prediction of the recognition of the extent of the damage 

Experiment Prediction Error Experiment Prediction Error 

0.500 0.443 0.129 0.735 0.718 0.024 
0.503 0.472 0.065 0.736 0.727 0.013 
0.512 0.361 0.417 0.744 0.758 0.019 
0.516 0.517 0.002 0.744 0.708 0.052 
0.516 0.608 0.151 0.761 0.758 0.004 
0.516 0.590 0.124 0.765 0.767 0.003 
0.525 0.559 0.061 0.766 0.763 0.004 
0.526 0.528 0.005 0.770 0.695 0.108 
0.526 0.515 0.021 0.771 0.807 0.045 
0.527 0.519 0.015 0.805 0.779 0.033 
0.527 0.532 0.010 0.805 0.837 0.038 
0.527 0.511 0.033 0.820 0.754 0.088 
0.528 0.502 0.051 0.820 0.796 0.030 
0.529 0.549 0.036 0.822 0.784 0.049 
0.531 0.567 0.063 0.837 0.790 0.059 
0.532 0.534 0.005 0.838 0.797 0.051 
0.535 0.570 0.061 0.847 0.808 0.048 
0.535 0.539 0.006 0.847 0.932 0.092 
0.602 0.634 0.051 0.853 0.798 0.069 
0.609 0.927 0.343 0.864 0.823 0.051 

0.647 0.675 0.041 0.865 0.805 0.024 

0.656 0.653 0.005 0.866 0.799 0.013 

0.656 0.676 0.030 0.870 0.863 0.019 

0.661 0.650 0.017 0.870 0.776 0.052 

0.664 0.693 0.042 0.871 0.824 0.004 

0.664 0.724 0.083 0.878 0.837 0.003 

0.666 0.681 0.022 0.879 0.838 0.004 

0.667 0.684 0.025 0.879 0.836 0.108 

0.667 0.708 0.058 0.882 0.834 0.045 
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Table 2. (Continued) 
 

Experiment Prediction Error Experiment Prediction Error 
 

0.670 0.69 0.029 0.882 0.867 0.033 

0.681 0.673 0.012 0.885 0.803 0.038 

0.681 0.717 0.050 0.886 0.828 0.088 

0.696 0.689 0.010 0.894 0.913 0.030 

0.697 0.707 0.015 0.894 0.833 0.049 

0.697 0.691 0.009 0.896 0.482 0.059 

0.698 0.686 0.017 0.897 0.850 0.051 

0.724 0.707 0.024 0.899 0.872 0.048 

0.733 0.713 0.028 0.903 0.954 0.092 

0.734 0.743 0.012 0.996 0.761 0.069 

0.734 0.719 0.020 0.997 0.650 0.051 

6 Conclusion 

The AE technique could be used in the on-time tracking of the generation and 
development of the damage of the refractory materials. The pattern recognition 
system of refractory materials based on BP neural networks is established with the AE 
characteristic parameters such as amplitude, counts, rise time, duration and centroid 
frequency etc. The results show that the total recognition rate of material damage 
types with this method was as high as 97.5%, and the prediction error of the extent of 
the damage was about 5%, which indicates that this method could be used in the 
pattern recognition and damage extent prediction. Compared to other pattern 
recognition methods, the BP neural network is superior in the damage recognition rate 
and the prediction accuracy of the extent of the damage. 
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Abstract. This paper presents a classification model for regional accents of 
Persian. The model is based on a combination of the conventional speech 
coding and pattern recognition techniques. In this study, the well-known 
multilayer perceptron plays the role of the classifier. Moreover, a wide variety 
of speech coding techniques is utilized for feature extraction. Among them, we 
determine the robust and optimum features for this task by comparing the 
classification performance. The method is validated on a corpus containing 
recordings from ten speakers, five males and five females, for each accent. 
Results show that perceptual linear predictive (PLP), relative spectral transform 
PLP (Rasta PLP), and linear predictive coefficient (LPC) perform well under 
both clean and noisy conditions.  

Keywords: accent classification, optimum feature, robust feature, Persian 
accent. 

1 Introduction 

Groups of people of a similar geographical, linguistic, social or cultural background 
can be considered to share various common patterns in their speech, resulting in an 
impression of a particular accent when they talk. In fact, the accent refers to the use of 
particular vowel and consonant sounds, and how these change when they are 
combined in words and groups of words [1]. In a subjective study, Ikeno and Hansen 
[2] have showed that how listener’s accent background affects accent perception and 
comprehensibility. Obviously, in automatic speech recognition (ASR) systems, 
correct classification of speaker's accent can improve the performance. Thus, the 
accuracy of an ASR system is greatly reduced when the speaker’s accent is different 
from that for which it is trained. Furthermore, the ability to estimate and characterize 
accents would provide valuable information in the development of more effective 
speech systems, such as speaker classification, channel monitoring, voice conversion, 
and audio stream tagging in spoken document retrieval.  

Various studies for automatic accent classification have been proposed in the 
literature [1, 3–14]. Although, majority of the studies have examined English accents, 
limited studies have investigated the non-English ones [13–14]. In a previous study 
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[14], we have presented a model for Persian accent identification, in which the well-
known multilayer perceptron (MLP) classifies conventional features extracted from 
the accented speech signal. Our results in [14] emphasize that the MLP, as an 
adaptive classifier, outperforms the statistical support vector machine (SVM) and k-
nearest neighbor (KNN) approaches in this task, especially when the number of 
accents increases.  

In our previous study, we have extracted the second and third formants, Mel 
frequency cepstral coefficients (MFCCs), and energy as the relevant features for 
accent classification. Moreover, the experiments have been performed in clean 
condition. This paper develops the previous study for noisy condition. Furthermore, 
the robust and optimum features for this task are determined from a wide range of 
features contained within the speech signal. Section 2 presents our accent 
classification model in details. Section 3 explains the implementation and 
experimental results. Finally, conclusion is given in Section 4.  

2 Model Overview 

Our engineering model for Persian accent classification is based on a combination of 
the conventional speech coding and pattern recognition techniques. The block 
diagram of the model is depicted in Fig. 1. The model contains pre-processing, feature 
processing, and classification. In the pre-processing stage, a band-pass filter 
eliminates all irrelevant frequencies from the speech signal. A framing and 
windowing process converts the continuous speech signal into frames. Finally, the 
silence removal process eliminates all silence frames.  

The second stage is feature processing comprising pre-emphasis, feature extraction, 
feature compression, and dimension reduction. The pre-emphasis makes the features 
distinctive. In the feature extraction stage, we extract the appropriate feature for the 
accent classification task. Eventually, feature compression and dimension reduction 
decrease the amount of data and subsequently, computational time for the next stage.  

The last stage is the well-known MLP, as our artificial neural network classifier. 
Processed features prepare the input vector of the MLP. Moreover, each output 
neuron of the MLP belongs to one accent class. The details of the model are explained 
in the following subsections. 

 

Fig. 1. The block diagram of the Persian accent classification model 
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2.1 Pre-processing 

Band-Pass Filter. The input signal may include unknown signals and noise, which 
affect the classification performance. Hence, the frequency components that are out of 
the speech frequency range are eliminated using a band-pass filter. Instead of a band-
pass filter, we utilize a high-pass and a low-pass filter. Similar to the MELP standard 
[15], our high-pass filter is a 4th order Chebychev type II, with a cutoff frequency of 
60 Hz, and a stopband rejection of 30db. Furthermore, we use a 4.5 kHz 6th order 
Butterworth low-pass filter. 

Framing and Windowing. The continuous speech signal is divided into overlapped 
frames. The length of the frames is 25 ms, and the steps are 10 ms; therefore, each 
frame has 15-ms overlap with the next and previous frames. Furthermore, before any 
further process, a Hamming window prevents the aliasing effect. 

Silence Removal. The silence frames do not have appropriate features and should be 
removed. A silence frame is the frame whose energy is less than 0.15 of the average 
energy of the entire waveform.   

2.2 Feature Processing 

Pre-emphasis. The pre-emphasis stage contains the filter 1 െ  ଵ, in which usuallyିݖߙ
α is equal to 0.97. The filter is inspired from the lip model, and is equal to a high-pass 
filter that strengthens the high-frequency components. Utilizing the filter before the 
feature extraction helps the features to be extracted distinctly.  

Feature Extraction. There is a wide range of features contained within the speech 
signal, which provide information concerning a particular speaker’s characteristics, 
such as age, gender, emotion, stress, accent, dialect, and health [2]. Many studies used 
MFCC, energy, as well as second- and third- formant frequencies as the most relevant 
features of a speaker’s accent [1, 4, 11, 12]. However, all these features may not be 
relevant for the accent classification task. In this subsection, we review a wide variety 
of features including both biologically inspired and engineering ones; but, for each 
experiment, only one feature set is employed in the feature extraction stage. Thus, we 
can find the robust and optimum feature set in this task by comparing the results.  

Various types of features can be extracted from a speech signal including scalar 
and vector feature sets. The scalar features, such as energy, gain, jitter, pitch, mean, 
variance, and formants are lonely weak for accent classification; thus they are usually 
employed besides vector features. We explain the extraction processes of some vector 
features in the following. 
 
Linear Predictive Coefficient (LPC).One of the most popular features is the LPC. The 
LPC extraction starts with the assumption that the nth sample of a speech signal s(n) 
can be estimated using a linear combination of previous samples by 

 sොሺnሻ ൌ ∑ a୩୮୩ୀଵ sሺn െ kሻ (1) 
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where ̂ݏሺ݊ሻ  is the estimated sample and ak are the linear predictive coefficients. 
These coefficients are obtained using the least mean square (LMS) algorithm to 
decrease the distance between s(n) and ̂ݏሺ݊ሻ. It can be performed by autocorrelation 
or covariance method [16]. In Section 3, we refer to the LPC extracted by the 
autocorrelation method as LPC_Auto. 

Mel Frequency Cepstral Coefficient (MFCC).The block diagram of the MFCC 
extraction is depicted in Fig. 2. The first step is a discrete Fourier transform (DFT). 
The result is fed to a Mel filter bank. Then, the logarithm of each Mel filter output is 
computed. Finally, the amplitude of the resulting discrete cosine transform (DCT) of 
the Mel log are the required features [17].  

 

Fig. 2. The block diagram of the MFCC extraction 

The log stage can be carried out on the amplitude or power of the frequency 
components, referring to them as AD_MFCC and PD_MFCC, respectively. As the 
other speech feature sets, we use the first and second derivatives of MFCC, 
D_xD_MFCC and DD_xD_MFCC, respectively. Moreover, a teager energy operator 
(TEO) [18] on the MFCCs features results a new feature set, named teager_MFCC. 
 
Log Frequency Power Coefficient (LFPC). The LFPC is a nonlinear feature that is 
obtained by a logarithmic filter bank from 200 Hz to 4 kHz [19]. The logarithmic 
filter bank can be regarded as a model that follows the varying auditory resolving 
power of the human ear for various frequencies. Fig. 3 depicts the block diagram of 
the LFPC extraction. 

 

Fig. 3. The block diagram of the LFPC extraction 

The feature can be extracted in both frequency and time domain, denoted by 
FD_LFPC and TD_LFPC, respectively. Their first and second derivatives, 
D_xD_LFPC and DD_xD_LFPC, respectively, are also regarded as speech features. 
 
Wavelet Packet Cepstral Coefficient (WPCC). The block diagram of the WPCC 
extraction is shown in Fig. 4. The first step is decomposing the frame into a wavelet 
packet (WP) tree up to 6th level. An ordered set of 24 nodes of the WP tree is selected. 
Consequently, 24 normalized filter bank energies S(k) are computed from the WP 
transform coefficients at each node or subband. Finally, from each frame, WPCC is 
computed by taking discrete wavelet transform (DWT) of log(S(k)) [18]. In our 
model, we use the mother wavelets db3, db6, db10. In Section 3, the TEO of the 
WPCC in the frequency domain is denoted by tfWPCC. 
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Fig. 4. The block diagram of the WPCC extraction 

Perceptual Linear Predictive (PLP). The PLP technique was designed to suppress 
speaker-dependent components in the features. Several basic properties of human 
hearing were integrated in PLP [20]. The block diagram of PLP extraction is shown in 
Fig. 5 with the solid arrows. The LPC extracted at the final stage of this process is 
called PLP_lpcas. Moreover, we employ the spectrum and cepstrum of these features, 
which are denoted by PLP_spectra and PLP_cepstra, respectively.  

 

Fig. 5. The block diagram of the PLP and Rasta PLP extraction. Solid arrows show the pathway 
of the PLP extraction. Dashed arrows belong to the Ratsa PLP extraction.  

RelAtive Spectral TrAnsform PLP (Rasta PLP). The Rasta PLP is based on certain 
temporal properties of human hearing. This technique uses the fact that linear 
distortions and additive noise in speech signal are shown as a bias in the short-term 
spectral parameters. Hence, the Rasta PLP is proposed based on filtering the 
temporal trajectories of the speech parameters [21]. The block diagram of the Rasta 
PLP extraction is depicted in Fig. 5. We also use the spectrum and cepstrum of this 
feature as the speech feature sets, named RPLP_spectra and RPLP_cepstra, 
respectively. 
 
Feature Compression and Dimension Reduction. A feature compression is carried 
out based on averaging the features of every three neighbor frames. This is because 
every phoneme usually takes 3 to 10 frames. Later, polynomial approximation [22] is 
performed on the trajectories of various features in time domain. This process helps to 
decrease the unwanted noise in the feature extraction process due to the 
computational limitation. Moreover, principal component analysis (PCA) [23] helps 
us to remove irrelevant and redundant features, resulting in speeding up the learning 
process, and improving the model interpretability. 
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2.3 Classification 

A two-layer feed-forward MLP is used to classify the features, same as our previous 
study [14]. The number of neurons in the input layer is equal to the feature vector 
length, and the number of neurons in the hidden layer is equal 5, determined by trial 
and error. Finally, the number of output neurons is equal to the number of accents. 
Each output neuron belongs to one accent. The desired value of each output neuron is 
1, if the input pattern belonged to the same accent; otherwise, it is −1. We employ the 
tangent sigmoid function as the transfer function of the hidden neurons and the linear 
function for the outputs. The learning rate in our MLP is equal 0.05. 

3 Experiments and Results 

We have evaluated our model on the corpus of our previous study [14], containing 
recordings from ten speakers, five males and five females, for each accent. The 
speakers are 23-52 years old with three regional Persian accents: Isfahani, Tehrani, 
and Kermanshahi. They have uttered the same particular phrases in their own accent. 
We have selected Persian phrases that contain most of the phonemes. The length of 
the acoustic speech file for each speaker is around 10 seconds after silent removal.  

In all the experiments, we have randomly selected one-third of the dataset for train. 
The remaining samples have been considered as the test set. Moreover, we have 
normalized the dataset to have a value between −1 and 1 before any further process. 
To train the MLP, we have employed the well-known conjugate gradient learning 
method, which is one of the best second-order gradient methods [24]. In all the 
experiments, we have employed a vector of 12 coefficients from only one type of the 
features explained in Section 2.2. 

3.1 Clean Condition  

The first experiment is performed in the clean condition. We have repeated the 
experiment for all the types of the feature sets. Fig. 6 depicts the classification  
 

 

Fig. 6. Classification performance for each feature vector 
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performance for each feature set. The results are the average on the three classes of 
the Persian accents. As shown in the figure, the RPLP_spectra, PLP_lpcas, LPC, 
RPLP_lpcas and PLP_spectra show the best results, higher than 90%. The worst 
results have been observed when teager_MFCC, DD_PD_MFCC, and D_PD_MFCC 
are employed (50%-60%). it is worth mentioning that the minimum boundary for the 
classification performance belongs to the chance, as a classifier that shows 33% 
accuracy for the three classes. 

3.2 Noisy Condition  

Existence of various noises in the environment is unavoidable, and corrupted data 
reduces the performance of the system. Hence, the second experiment is to find the 
robust feature in the noisy condition, when the data is corrupted by the environmental 
noise.  

We have employed two different environmental noises: (1) babble noise, which is 
the background sound from a party, and (2) siren or alarm. We have selected the 
babble and the siren because of their different characteristics. The babble noise 
contains almost all the frequency bins uniformly; while the harmonic siren includes 
some specific frequency bins.  

We have repeated the accent classification experiment for all the types of the 
feature sets extracted from the corrupted signals. Fig. 7 and Fig. 8 show the average 
classification performance for babble and siren noises, respectively. In both figures, 
PLP_lpcas is the pioneer feature. The results of the both noises convince that the 
PLP_lpcas, LPC_auto, RPLP_spectra, and PLP_spectra are the most robust features 
for this task. Same as the clean condition, the Teager_MFCC feature shows the worst 
results in both noises.  

 

Fig. 7. Classification performance on corrupted data with babble (party) noise 
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Fig. 8. Classification performance on corrupted data with siren (Alarm) noise 

4 Conclusion 

In this study, a Persian accent classification is carried out using a model including 
pre-processing, feature processing, and an adaptive classifier. Our model is a 
combination of speech coding and pattern recognition techniques. In this paper, we 
have reviewed a wide variety of biologically inspired and engineering features. Then 
we have found the robust and optimum feature sets for this task by comparing the 
results. Results have showed that the biologically inspired features PLP, Rasta PLP, 
and LPC perform well under both clean and noisy conditions. Although, the MFCC is 
the pioneer feature for ASR, the worst results of this study belong to the MFCC and 
its derivatives. 
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Abstract. Ensemble classifiers comprised of neural networks trained using par-
ticle swarm optimisation are used to identify characteristic factors of companies 
that have experienced high share price volatility either by an objective measure 
or relative to their peers, or whose calculated firm-specific equity risk exceeds a 
comparison value appropriate to their industry and region. Use is made of a 
novel training metric, the Matthews correlation coefficient, that is shown to bet-
ter handle numerically unbalanced data sets. A comparison is made with results 
from input-output correlation analysis and it is noted that the factors derived 
from ensemble weightings appear to be more predictive. 

Keywords: Ensemble classifiers, particle swarm optimisation, volatility. 

1 Introduction 

Volatility is the relative rate at which the price of a security moves up and down. For 
stocks it is usually calculated as the annualised standard deviation of daily returns 
(changes in closing price from one day to the next). Unexplained excess volatility is 
disliked by investors as it undermines the usefulness of the stock price as a reflection 
of a company's intrinsic value and hence it is desirable to discover the factors that 
might underlie such excess volatility. 

While volatility can be in part explained by macroeconomic and geopolitical  
factors that could affect the stock market as a whole there may also be firm-specific 
factors that cause a particular stock price to behave differently to its industrial or  
geographical peers. The objective of the current work is to identify, via their use to 
classify companies into low/high risk groups, those financial factors most greatly 
associated with firm-specific stock price volatility.  Classification will be done using 
an ensemble of neural networks trained using particle swarm optimisation (PSO), 
making a novel use of the Matthews correlation coefficient as a fitness function. 

The importance of individual factors will be assessed according to two different 
criteria and networks retrained on subsets of these factors, demonstrating both that  
a substantial number of candidate factors are redundant and that those key factors 
identified on the basis of neural network weight magnitudes are more predictive. 
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2 Background 

2.1 Particle Swarm Optimisation as a Training Method for Neural Networks 

Particle swarm optimisation (PSO) [1] is a population-based search algorithm, based 
on observations of social behaviour in birds and other animals, that has been found 
effective in a wide variety of application areas, including finance [2,3].  While PSO 
can be used successfully as a training method for neural networks there are usually no 
strong grounds for preferring it to better known methods like error backpropagation 
other than the observation that PSO-based training can be faster and less prone to 
trapping in local minima [4]. However the real strength of the method is that it does 
not require a differentiable performance measure, a feature which will be important in 
the current work, while being at the same time simpler and less computationally de-
manding than the possible alternative use of a genetic algorithm [5]. 

PSO combines learning based on each particle's own past experience (cognitive con-
tribution weighted by φ1) and learning based on following the swarm's best performing 
member (social contribution weighted by φ2). Every particle has a velocity vi and position 
xi , where the latter will here correspond to the full list of weights possessed by the ith 
network. The equations used to update the velocity vi and position are 

  (1a) 

  (1b) 

where pi,t 
('personal best' or pbest) is the best position (weight set) found at time t by 

particle (net) i, gt ('global best' or gbest) is the best  position found at this time by 
any particle, β1, β2 are random numbers chosen uniformly from the interval [0,1], and 
W is an iteration-decreasing inertia weight that balances the above forms of learning 
(exploitation of the search space) with random search (exploration). 

2.2 Use of Matthews Correlation Coefficient (MCC) as a Fitness Metric 

The Matthews correlation coefficient (MCC) [6] , sometimes also known as the phi 
coefficient, was introduced as a measure of classification success in bioinformatics, 
where there are many classification problems dominated by a majority type and where 
using a simple measure like root mean squared error (RMSE) a deceptively high score 
can be gained by assigning all examples to a single class. For a two-class problem the 
MCC is defined by 

  (2) 

where n00 (n10) is the number of true (false) negative examples and n11 (n01) is the 
number of true (false) positive examples. An MCC of 1 denotes perfect performance, 
a value of 0 either a random guess or the assignment of everything to one class. 

The MCC contains within a single value similar information to that given by  
the joint measures sensitivity (the ability to correctly identify positive examples)  

vi,t+1 = W vi,t +ϕ1β1(p
i,t

− xi,t )+ϕ2β2(g
t
− xi,t )  ,

xi,t+1 = xi,t + vi,t+1   ,

MCC = n11n00 − n01n10

(n11 + n01)(n11 + n10 )(n00 + n01)(n00 + n10 )
  ,



452  P. Khoury and D. Gorse 

and specificity (the corresponding ability to identify negative examples). It is more 
informative than the F1 score in that the latter does not take into account the true neg-
ative rate. These features suggest the use of the MCC not only as a measure of classi-
fication success but also as a training fitness function. While there are many instances 
of the use of the MCC to score training success, especially in biomedical application 
areas, to our knowledge it has not previously used as a training metric. A possible 
reason is that the MCC is a counting measure and as such is problematic for training 
methods such as error backpropagation requiring a differentiable performance metric; 
this is not however necessary for PSO, the form of learning used in the current work. 

The results of Section 4.1 will demonstrate the superiority of the MCC over the 
more commonly used root mean squared error (RMSE) as a PSO training metric in 
the three volatility classifcation tasks considered here, especially for Task 3, the one  
for which the example classes are least numerically balanced. 

3 Methods 

3.1 Data Used 

The data used are from 701 companies in five emerging markets regions (Asia, Latin 
America, Europe, Middle East and Africa, Global). There are in addition 49 industry 
groups, examples being 'Korean industrials' or 'Chinese healthcare companies'. 

Table 1. Input factor summary for data used in the study 

Index Name Comments 
1 Book to price Company book value per share divided by share price 
2 Earnings yield Total earnings per share divided by share price 
3 Dividend yield Total dividend per share divided by share price 
4 CAGR Compounded annual growth rate of 3-year earnings 
5 Earnings growth Earnings growth over last year 
6 Size Log of market capitalisation 
7 Non-linear size Cube of log of market capitalisation 
8 Free cash flow yield Indicates free cash flow on a per share basis 
9 Net debt to assets Net debts / total assets; an indicator of company leverage 
10 Net debt to equity Net debts / total equity; an indicator of company leverage 
11 Liquidity Average 3 months trading volume  
12 RSI 3 months share price momentum 
13 dRSI Change in RSI as a proportion of last 3-month measurement 

 
For each company thirteen factors (as defined in Table 1) considered potentially 

important in relation to firm-specific stock price volatility [7] are calculated on  
the basis of 2011-12 financial data; these will be the inputs to an ensemble classifier 
aiming to use them to separate companies into lower and higher risk groups. 

For Tasks 1 and 2 (as defined below) a linear scaling was applied to the majority of 
the input factors to bring them roughly into O(1), with the exception of factors 1, 5, 8, 
11 to which a log transform was applied in order to minimise the effect of outliers. 
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For Task 3 (again defined below) the inputs were scaled in relation to others in the 
same region or industrial sector, or with respect to the full training list, as deemed 
most appropriate using domain knowledge from the investment industry. 

3.2 Definition of the Three Classification Tasks 

The broad objective in each case is to divide companies into lower and higher risk 
groups. However the tasks are different in their detailed definitions, given below: 

Task 1. The objective here is to classify companies into a lower or higher risk group 
by a measure in which low volatility risk corresponds to an annualised volatility (de-
fined here as the standard deviation of the stock price over the past year relative to its 
mean value) of less than 40%, a high volatility conversely.   

Task 2. The objective here is to classify companies into high or low volatility relative 
to comparable peers. The lower risk examples in this case correspond to an annualised 
volatility (calculated as in Task 1) that is less than the group average, the higher risk 
cases to a volatility that is greater than the group average. 

Task 3: For each company a ratio of 'firm-specific risk' to 'total risk' is calculated, 
with each component in this ratio being calculated using an equity risk model [8]. 
Companies with a value of less than 0.65 for this ratio are considered to have lower 
firm-specific risk, with values above this corresponding to higher risk. 

Table 2. Class distributions of the data used in the three tasks of the study 

 Task 1 Task 2 Task 3 
Positive (higher risk) 218 299 187 
Negative (lower risk) 483 402 514 
Ratio majority/total 0.689 0.573 0.733 

 
Table 2 shows how the data are distributed between the two classes for each of the 

tasks. Task 2 has a roughly even division into target types, as one might expect given 
the observation that the data are near-normally distributed so that roughly as many 
examples will be above the mean as below it. This is a favourable situation for a clas-
sifier. The situation for the other two tasks, especially the third, is less favourable as 
there is a clear majority class.  There is usually a tendency to assign all examples to 
a strong majority class; however in the current work this problem will be seen to be 
alleviated by the use of the Matthews correlation coefficient, described in section 2.2, 
as a training fitness measure. 

3.3 Classifier Training Methodology and Assessment of Results 

Each experiment consisted of ten runs, with each run consisting of the following: 

• The entire data set is randomised and divided into five non-overlapping but rough-
ly equally sized subsets which will be the five test sets for this run; 
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• For each such division the remaining four-fifths of the data is itself divided into 
five non-overlapping subsets and fivefold validation carried out, with the gbests at 
each iteration also assessed on the validation data, the gbest weight set saved from 
each training/validation split being that which did best on the validation set; 

• The five weight sets thus selected are used as a committee to classify the test set by 
taking an average of their outputs. 

It was discovered that using multilayer nets as swarm/ensemble members did not 
improve classification performance on the validation sets. This is a not unexpected 
result given the amount of noise typically present in financial data, and was useful in 
that with single layer nets the magnitudes of input layer weights could then give an 
indication of the degree to which factors were involved in the classifier decision 
process (see Section 4.1), but it is an open question whether a larger amount of data 
would have allowed the use of more complex networks and it is planned to repeat 
these experiments with a larger number of companies and over a longer time period. 
 The PSO algorithm used 500 training iterations and a swarm size of 25 particles, 
with cognitive and social learning factors given by φ1= φ2 =2, with decreasing inertia 
weight W in the range [1, 0.2]. These settings would be considered good general-
purpose choices in the PSO literature and were not optimised for this particular task. 
 Two fitness criteria were used for training and validation, the Matthews correlation 
coefficient (MCC) as described in Section 2.2 and in Section 4.1⎯where a compari-
son between training according to these two fitness criteria is carried out⎯also the 
root mean squared error (RMSE). 
 Test results (each of the 701 data points during a given run being used as a test 
point once and only once) were assessed according to two measures: the MCC and the 
normalised percentage better than random (NPBR), defined as 

  (3a) 

where t = n00+n01+n10+n11 (these confusion matrix entries as defined in Section 2.2) 
and Rtotal is the number of correct class assignments that could be expected by chance 

  (3b) 

For each experiment and assessment criterion (MCC, NPBR) considered, a mean 
value over the ten runs and standard deviation will be given. 

4 Results 

4.1 Predicting Volatility and Risk on the Basis of Company Performance 

This section will consider whether, on the basis of the thirteen factors of Table 1, 
stock price behaviour during a given period could have been categorised into a more 
or less volatile class, and also whether this is better done using the MCC as the train-
ing fitness measure or the more usual RMSE. If a set of financial factors can be used 

NPBR = (n11 + n00 )− Rtotal

t − Rtotal

×100  ,

Rtotal = (n11 + n01)(n11 + n10 )+ (n00 + n01)(n00 + n10 )

t



 Identification of Factors Characterising Volatility and Firm-Specific Risk 455 

in this way it is reasonable to regard those factors as an at least partial explanation for 
the excess volatility. We also assume a more compact explanation is preferred and 
will therefore in the following section consider two different ways to select those 
factors that appear most important and test this by retraining the system with progres-
sively enlarged factor subsets (from highest to lowest ranked). 

Table 3 summarises the test results obtained using both forms of training. As can 
be seen for Tasks 1 and 2 there is a 45-50% better than random assignment of test 
data to the two volatility classes. Task 3 is clearly more difficult; however the results 
for MCC-based training are considerably better than those from RMSE-based train-
ing. Comparing the NPBR values, p-values for Tasks 1 and 2 are < 0.01 and > 0.1, 
respectively, while for Task 3 p < 0.001. Thus for this last task individually the differ-
ence between MCC-based and RMSE-based training is statistically significant, and 
since combining the p-values for the three tasks gives p < 0.0003 it can also be said 
that overall MCC-based training is superior. However it should be noted that the bulk 
of the advantage derives from Task 3, the case in which positive and negative classes 
are most clearly unbalanced in size (Table 2), as one would expect given that the 
MCC measure specificially penalises excess assignment to a majority class. 

Table 3. Performance on test data with ensemble classifiers trained either to maximise the 
Matthews correlation coefficient (MCC) or to minimise root mean squared error (RMSE). For 
each method both MCC and normalised percentage better than random (NPBR) are given. 

 MCC-based training RMSE-based training 
MCC NPBR MCC NPBR 

Task 1 0.51±0.01 50.87±0.88 0.48±0.02 47.98±2.58 
Task 2 0.45±0.02 45.26±1.96 0.45±0.02 45.17±1.52 
Task 3 0.20±0.02 19.77±2.41 0.14±0.03 9.74±2.11 

4.2 Ranking of Financial Factors Characterising Volatility and Risk 

Section 4.1 has demonstrated the financial factors of Table 1 do provide information 
useful in characterising volatility; in this following section some of those factors most 
important for each of the tasks will be identified and discussed. 

The first basis for factor selection, designated as 'WGT', will be the magnitude of 
the ensemble-averaged weights, where the ensembles are as described in Section 3.3; 
given that single layer nets are used it is not unreasonable to use such averaged weight 
magnitudes as an indicator of the degree to which factors are used. Selections made 
on this basis will be compared to those from a second method, 'XCR', in which factors 
are selected on the basis of single-variable input-output correlation. 

Table 4 shows the most-to-least significant (left-to-right) ranking of input factors 
for the three tasks using both methods described above. Figs. 1 and 2 show how clas-
sification improves as factors are added, beginning with the most significant (highest 
magnitude averaged weighting or cross correlation value). 



456  P. Khoury and D. Gors
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well followed by the market (11-). The difference between these profiles is important 
as a volatile stock more clearly indicates an investment opportunity while a company 
with high firm-specific risk should be approached with caution. 

5 Discussion 

It has been demonstrated that for numerically unbalanced data sets there is an advan-
tage in training an ensemble classifier with the Matthews correlation coefficient as a 
performance measure, something not feasible using a gradient descent method but 
achievable using instead particle swarm optimisation. Sufficiently good results were 
obtained to allow an investigation of the involvement of various financial factors in 
characterising high stock price volatility and firm-specific risk, and preliminary con-
clusions were drawn on the basis of associated weight magnitudes about the typical 
profile of companies exhibiting these characteristics. Future work will investigate the 
use of hybrid binary/continuous PSO to discover significant factors and the value of 
these characteristics as indicators of future stock returns. 
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Abstract. Electroencephalography (EEG) will play an intelligent role our life: 
especially EEG based health diagnosis of brain disorder and Brain-Computer 
Interface (BCI) are growing areas of research. However, these approaches fall 
extremely short when attempting to design an automatic detection system and to 
use the same in BCI framework. The situation becomes even more difficult 
when the measurement system is being designed for a ubiquitous application for 
supporting people with disabilities, in which the patient is not confined to the 
hospital and the device is attached to him/her externally while the person is in-
volved in daily chores. This paper presents a classification technique for one 
such system which is being built by the same team. Hence the presented work 
covers the initial findings related to some of the brain conditions  in different 
scenarios that can be monitored in this setting and the detection system can pro-
duce control signals for the wheel chair movements that can be conveyed. Due 
to the compact nature of such systems, the detection and classification tech-
niques have to be extremely simple in order to be stored in the small memory of 
the microcontroller of the ubiquitous system. The paper presents one such tech-
nique which is based on Fuzzy classifications of  the EEG data using certain 
statistical features from the signal. 

Keywords: Fuzzy Classifier, Wearable Devices, Electroencephalography 
(EEG), Ubiquitous computing, Motor controller, Brain Computer Interface, 
wheel chair Control.  

1 Introduction  

Detection of commands from EEG of people with disabilities is extremely important 
and useful since it can help them to achieve control over a number of aspects of things 
in their life such as mobility in a wheel chair. Many methods have been developed for 
the detection of EEG control signal in controlled environment.  In this paper, different 
control “thought” EEG signals have been detected in various practical scenarios. 
These scenarios include different types of background activities such as talking over a 
phone, short thought vs. long thoughts, and background music, etc. and have been 
used with Fuzzy classifiers in order to obtain a better classification/detection of a 
specific type of thought-command.  This will help in developing a more generalizable 
solution as a low cost wearable EEG  monitoring and control system for the people 
with disabilities. Wheelchair control is a subset of such a system. A significant  
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advantage of this system is that all the filtering and preprocessing is done by the main 
sensory unit, Emotiv headset and the SDK [1]. This helps in simplifying the process 
and reduces the cost in the initial stages of such study. 

From initial demonstrations of EEG single-neuron-based device control, research-
ers have gone on to use electroencephalographic, intra-cortical, electrocorticographic, 
and other brain signals for increasingly complex control of cursors, robotic arms, 
prostheses, wheelchairs, and other devices [2]. A conventional approach for the 
movement of wheelchair for people with disabilities was to equip the wheel chair with 
sensors, joysticks, keyboard, switches to perform control, obstacle detection and loca-
lization [3]. When it comes to more advanced controllers, tools like, Image 
processing-Virtual computing, multi-channel BCI were used. As a part of BCI , statis-
tical pattern recognition, Type-2 Fuzzy Logic, spatial analysis, artificial intelligence 
was implemented and tested [4-8]. When it comes to Type-2 fuzzy logic systems (T2 
FLSs), it has been only used for modeling uncertain data, Interpretability and transpa-
rency of models are obtained with this approach [4]. In some methods, both frequency 
and amplitude information from an epoch of the EEG signal are extracted into a vec-
tor that is then compared to previously taught vectors representing the canonical fea-
tures. When it comes to any fuzzy logic technique, the membership functions are 
calculated in each epoch; where the maximum degree of membership is scored and 
classified. This was implemented in software using the C programming language[9]. 
Some system utilizes signals from parietal region of the human brain to determine the 
direction of the wheelchair navigation [10]. Some devices follow the clinical protocol 
where the EEG signals are synchronized with external cues, using one of the common 
event-related potentials [11]. In some of the system, as the EEG signals are detected, 
spatial resolution is reduced while the noise level is increased. One of the main chal-
lenges of EEG-based BCI is insufficient decoding accuracy due to the low signal-to- 
noise ratio (SNR) of EEG signals, which are generated by synchronous activity of 
millions of cortical neurons[12]. In all the methodologies mentioned above require 
huge computational capabilities and would be very difficult to implement in near real-
time ubiquitous system , moreover it will add cost especially if we intend to develop 
cost effective systems.  Hence in this proposed system , we introduce low cost EEG 
controlled wheelchair by using Fuzzy logic interface to classify different directions on 
the wheelchair. 

2 Overview of the System 

A new system for this purpose is being built by the authors and their team to alleviate 
the existing system from the limitations related to the mode of on-board processing, 
range of access to the healthcare facilities, and correct control action. This paper 
presents one of the techniques in this context that has been implemented for detecting 
the control commands for the wheel chair locomotion using EEG signal in different 
environments and cases. Specifically, less noisy environment, short thought of com-
mand, long command thought, command thought while in another action and command 
action while talking. This gives a very good data EEG sets to evaluate the responsive-
ness of the system for Stop, Front, Back, Right and Left commands. 
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Fig. 1. Overview of the System 

3 Experimental System 

The intension of this experimental setup is to generate the waveform of EEG using an 
commercially available cheap EEG headset to product waveforms of different com-
mand signal from the subject related conditions and analyzing the waveform before 
trying to control the wheel chair . Although the research interface software from emo-
tiv is capable of obtaining 14- lead data from this headset, but the actual wearable 
system will only have two channel of data and hence the acquired data from this expe-
rimental system was also restricted to the  F8 and FC6 channel only. 

Since the aim of the system is to control the wheel chair by EEG signal using 
fuzzy logic controller, in the first place we need to tap the EEG signal from the 
brain. For this purpose we are using Emotiv  EPOC EEG research headset. This is 
used to identify a particular signature for a particular emotion, feelings or command 
in real-time to classify those brain patterns. The Research Edition SDK includes an 
Emotiv EEG Neuro headset: a 14 channel (plus CMS/DRL references, P3/P4 loca-
tions) high resolution, neuro-signal acquisition and processing wireless Neuro head-
set.  Channel names based on the International 10-20 locations are: AF3, F7, F3, 
FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4. By exploiting this feature, we have 
used the research SDK for tapping the signal in different condition sets and export it 
to an excel file. 

Once this is done, the file is accessed from MATLAB. We have found that from all 
the fourteen channels, the channel  at the right fronto-temporal which is  F8 and FC6 
have shown good response. Hence we have taken data from this two channels and 
applied distribution techniques like Mean, Variance, Sum of elements, Standard devi-
ation, Skewness, Kurtosis and Entropy.  for all the data sets, we got a resultant matrix 
of [6] after applying all these filters.  

We have found that Skewness, Kurtosis and Entropy showed better dynamics and 
variation with various command inputs from the EEG signal. This will help in deter-
mining the difference between the command signals.  In this case, we have eliminated 
FC6 data and only considered F8 probe since it was also showing significant dynam-
ics for all the cases listed in table 1. 
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Table 1. A rule base of TSK model 

 

4 The EEG Signals  

The patient was asked to wear the EEG probe headset for tapping the signal from the 
brain and sending the signal wirelessly to the EEG SDK in the computer. this file is 
then saved as an excel sheet. This this file is then accessed from the Matlab. The  
physical situations  of the patient was in an sitting posture waveform, has been used 
as the reference state of the subject in the presented work.    

 

 

Fig. 2. EEG Signals of a patient: from probes F8 and FC6 (a) Back thought while talking, (b) 
Front thought while talking, (c) Left thought while talking, (d) Right thought while talking & 
(e) Stop thought while talking. 

The high amount of noise indicates the electronic sampling and other such noise 
sources and the waveforms represent very raw form of the EEG dataset without  
any processing. The five control command cases selected for classification and identi-
fication.  
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5 The Algorithm  

The Emotiv headset probe gives the raw data; in order to test our algorithm’s capabili-
ty to clearly distinguish the command signal even if the noise exist, will be one of the 
challenges for this paper. Figure 3 shows various components of the main algorithm 
presented in this paper for type classification for the EEG signals shown in Figure 2 
(a)-(e). 

 

Fig. 3. Overall block diagram of the classification system 

The raw EEG signals are first normalized and de-trended as a standard procedure. 
Hence mean of the sampled window of data is calculated at this point. The main idea 
behind this algorithm is to have the signal decomposed into various frequency com-
ponents that ultimately correspond to various features of the EEG signal, hence, mak-
ing it possible to classify them. 

6 The Fuzzy Inference System (FIS)  

Fuzzy logic is probably the most suitable tool for the purpose of quantifying the 
human perception according to the general understanding of the information present 
in the measurements by the physician or surgeon, thus obtaining a better 
classification. A Fuzzy Inference System (FIS) has been developed in this work using 
MATLAB’s Fuzzy Logic toolbox. Fuzzy Logic may be considered an extension of 
binary logic theory that does not require crisp definitions and distinctions. Hence, the 
developed FIS is not only innovative in terms of its structure and functionality and its 
application in clinical practices, but also very powerful since it translates the 
heuristics from human experts into tangible quantitative data and consequently into 
useful estimates. 

6.1 Feature Selection 

Since the ultimate technique’s usage is in a wheel chair system, hence, there is a need 
for measures or Features that can be calculated quite quickly and recursively. This led 
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to the decision to use the statistical measures only instead of geometrical measures as 
used by most of the automated detection algorithms. As mentioned before, a set of 7 
different features were tried out with various waveforms obtained from the filter 
banks. The features used are: 1. Mean, 2.Standard Deviation, 3.Variance, 4.Energy 
(sum squared values), 5. Skewness, 6. Kurtosis & 7.Entropy. Figure 4(a)-(c) shows 
the values of various waveforms from the filter bank. Based on the selectivity of vari-
ous measures, it can be seen from Figure 4 (a)-(c) that certain measures are good in 
classifying the five control command signal from the EEG. After applying all the 
features to the EEG signals which defines all the control command on F8 and FC6 
signal, we have found that features 5,6 and 7 showed better dynamic variation for all 
the 25 cases. This helped the system to further simplify the algorithm. 

 

Fig. 4. Feature selection strategy: Plot of the feature values for filtered outputs from by using 
(a) Skewness feature (b) Kurtosis feature & (c) Entropy, for all the control command through 
cases 

As can be seen that the features 5, 6, and 7 occur most frequently and hence were 
used for the feature space. Also, for the selected four classes of the outputs, it was 
found that only the EEG signal and the three feature selection technique output would 
be sufficient for the required classification. 

The proposed FIS is shown in Figure 5, and is composed of the following: 

• Three input membership descriptors (representing the feature space; SF0, SF1  
and KF0). Here SF0 represent the Skewness , SF1 represents Kurtosis of the 
original signal, and KF0 represents Entropy.  

• Five output membership descriptors for the control cases (STOP, FRONT, 
BACK, RIGHT and LEFT)  and 

• A set of 6 rules that represents the heuristical combination of the membership 
functions with historical understanding of the human user in the domain under 
study. 
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Fig. 5. The FIS structure for the ECG classifier 

Figure 6(a)-(c) represents the input membership functions with individual group-
ing. First of all the data from the training signals was collected under each category of 
the five features. Then a Fuzzy c-mean clustering algorithm was applied to find feasi-
ble boundaries between these classes. These boundary values are then used in each 
class of input as Stop, Right, Left, Front, back and stop memberships so that forming 
rules can be accomplished easily. In each membership distribution, the boundary val-
ue represents the middle of the trapezoidal function with 10% gradient fall on either 
side. Hence, each of these degrees can now be represented by a mathematical function 
that will map the input value of the feature with its functional weights to produce the 
fuzzified version of the input data. The Output variable of the FIS (Figure 7) corres-
ponds to the three degrees of membership representing five command control. Each 
one of these memberships is evenly distributed triangular distributions corresponding 
to “Un-likely”, “Likely”, and “Highly-likely” degrees. The x-axis in all of the curves 
shown in Figures 6 represents the input values for each input membership function. 
The y-axis is from 0 to 1 representing the overall probabilistic space. 

 

Fig. 6. Input Membership functions; (a) SF0, (b) SF1 and (c) KF0 
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Fig. 7. Output Membership function for the class “Stop”. Other three classes are also the same 
in structure. 

6.2 Rule Base 

A set of 6 rules was formed based on typical visual heuristics. This rule-base utilizes 
the membership degrees and their underlying values mapped from the membership 
functions to perform Boolean Logical inference for a particular set of inputs. For each 
rule, a decision bar is generated which, when combined with the other rules in a simi-
lar way, constitutes a decision surface. This set of rules is an intuitive collection of 
antecedents and their consequents which most physicians will agree with. Each rule 
represents a collection of possible heuristics combined together using AND operation. 
None of the rules actually utilize any form of statistical or algebraic decision boun-
dary. These rules are shown below: 

Table 2. Rule-base shown in the form of a Matrix  

 
 

The actual rules can be read from the above matrix directly. For instance, the first 
rule can be stated in words as: “If (Skewness is low) and (Kurtosis is Medium) then 
(“BACK” is Highly Likely)”. Obviously, there can be other possibilities or other 
combinations of these memberships for other output characterizations but were not 
exhaustively tested as part of the presented work. Once these rule-base implications 
are established, an overall decision surface is pre-calculated. For each set of input 
values, the centroid is calculated for the area of this decision surface that overlaps 
with the decision rules applicable to the input memberships. The centroid value is an 
indicator of the degree to which the inputs correspond to the rule-base and conse-
quently provide a number that depicts the degree of output. The resulting decision 
surfaces are multidimensional and cannot be displayed as one hyper surface. Howev-
er, some subset decision surfaces can be plotted and are shown in Figure 8. 
 



466 U.A. Qidwai and M. Shakir 

 

 

Fig. 8. Decision surface for (a) “BACK” between “Kurtosis” and “Skewnes”, (b) “FRONT” 
between “Entropy” and “Skewness”, (c) “FRONT” between “Kurtosis” and “Entropy”, (d) 
“LEFT” between “Kurtosis” and “Entropy”, (e) “RIGHT” between “Entropy” and “Skewness”, 
and (f) “STOP” between “Entropy” and “Skewness” 

The results have shown almost 100% correct detection for the five control com-
mand cases in various environment. Other cases can be similarly incorporated in the 
rule base and hence into the whole classification system. 

7 Controlling the Wheel Chair   

After the fuzzy classification is made, and when a clear differentiation is made, the 
data is passed to the LabVIEW function to call the variables to know the control 
command. 

8 Conclusion 

In this paper, an innovative strategy is presented to perform computationally low cost 
classification for the EEG signals. This technique can be used in real-time classifica-
tion from the EEG data as it arrives. Hence the system can be used as classifier as 
well as a predictor for certain epileptic disorder conditions and can be enhanced to 
clinical applications in the future. 

Actual hardware implementation of this system is underway for a small form factor 
which will make it feasible for wearable EEG monitoring and control system. While 
all the constituent modules are not really new, however, the overall strategy presented 
here is quite unique and has shown results which are very interesting and showing the 
usefulness of the technique. Detecting the brain conditions (for certain targeted  
commands) on the fly (i.e., as the data samples arrive) is an extremely embedded 
design. However, with the presented strategy, one can isolate the most useful  
part of the signal can be indirectly detected and hence it can be further exploited for 
predicting the successive conditions based on the current data. 

 



 Fuzzy Classification-Based Control of Wheelchair Using EEG Data to Assist People 467 

 

Acknowledgment. This publication was made possible by a grant from Qatar Nation-
al Research Fund under its National Priority Research Program, for projects NPRP 
09-292-2-113. Its contents are solely the responsibility of the authors and do not nec-
essarily represent the official views of Qatar National Research Fund. 

References 

1. http://www.emotiv.com/store/sdk/eeg-bci/research-edition-sdk/ 
2. Shih, J.J., Krusienski, D.J., Wolpaw, J.R.: Brain-Computer Interfaces in Medicine. Mayo 

Clinic Proceedings 87(3), 268–279 (2012) 
3. Rebsamen, B., Burdet, E., Guan, C., Zhang, H., Teo, C.L., Zeng, Q., Laugier, C., Ang Jr., 

M.H.: Controlling a Wheelchair Indoors Using Thought. IEEE Intelligent Systems 22(2), 
18–24 (2007) 

4. Herman, P., Prasad, G., McGinnity, T.M.: Investigation of the Type-2 Fuzzy Logic Ap-
proach to Classification in an EEG-based Brain-Computer Interface. In: 27th Annual In-
ternational Conference of the Engineering in Medicine and Biology Society, IEEE-EMBS 
2005, January 17-18, pp. 5354–5357 (2006) 

5. James, C.J., Jones, R.D., Bones, P.J., Carroll, G.J.: Spatial analysis of multi-channel EEG 
recordings through a fuzzy-rule based system in the detection of epileptiform events. In: 
Proceedings of the 20th Annual International Conference of the IEEE Engineering in Med-
icine and Biology Society, October 29- November 1, vol. 4, pp. 2175–2178 (1998) 

6. Riddington, E.P., Wu, J., Ifeachor, E.C., Allen, E.M., Hudson, N.R.: Intelligent enhance-
ment and interpretation of EEG signals. In: IEE Colloquium on Artificial Intelligence Me-
thods for Biomedical Data Processing, April 26, pp. 11/1–11/7 (1996) 

7. Herman, P., Prasad, G., McGinnity, T.M.: Design and on-line evaluation of type-2 fuzzy 
logic system-based framework for handling uncertainties in BCI classification. In: 30th 
Annual International Conference of the IEEE Engineering in Medicine and Biology Socie-
ty, EMBS 2008, August 20-25, pp. 4242–4245 (2008) 

8. Rao, R.P.N., Scherer, R.: Chapter 10 - Statistical Pattern Recognition and Machine Learn-
ing in Brain–Computer Interfaces. In: Oweiss, K.G. (ed.) Statistical Signal Processing for 
Neuroscience and Neurotechnology, pp. 335–367. Academic Press, Oxford (2010) 

9. Hu, J., Knapp, B.: Electroencephalogram pattern recognition using fuzzy logic. In: 1991 
Conference Record of the Twenty-Fifth Asilomar Conference on Signals, Systems and 
Computers, November 4-6, vol. 2, pp. 805–807 (1991) 

10. Kaneswaran, K., Arshak, K., Burke, E., Condron, J.: Towards a brain controlled assistive 
technology for powered mobility. In: 2010 Annual International Conference of the IEEE 
Engineering in Medicine and Biology Society (EMBC), August 31-September 4, pp. 
4176–4180 (2010) 

11. Iturrate, I., Antelis, J., Minguez, J.: Synchronous EEG brain-actuated wheelchair with au-
tomated navigation. In: IEEE International Conference on Robotics and Automation, 
ICRA 2009, May 12-17, pp. 2318–2325 (2009) 

12. Huang, D., Qian, K., Fei, D.-Y., Jia, W., Chen, X., Bai, O.: Electroencephalography 
(EEG)-Based Brain–Computer Interface (BCI): A 2-D Virtual Wheelchair Control Based 
on Event-Related Desynchronization/Synchronization and State Control. IEEE Transac-
tions on Neural Systems and Rehabilitation Engineering 20(3), 379–388 (2012) 

13. http://www.robokits.co.in/documentation/ 
Dual_DC_Motor_Driver_20A.pdf 

 



EEG-Based Emotion Recognition in Listening

Music by Using Support Vector Machine
and Linear Dynamic System

Ruo-Nan Duan1, Xiao-Wei Wang1, and Bao-Liang Lu1,2,3,4,�

1 Center for Brain-Like Computing and Machine Intelligence
Department of Computer Science and Engineering

2 MOE-Microsoft Key Laboratory for Intelligent Computing and Intelligent Systems
3 Shanghai Key Laboratory of Scalable Computing and Systems

4 MOE Key Laboratory of Systems Biomedicine
Shanghai Jiao Tong University, 800 Dongchuan Road, Shanghai 200240, China

bllu@sjtu.edu.cn

Abstract. This paper focuses on the variation of EEG at different emo-
tional states. We use pure music segments as stimuli to evoke the exciting
or relaxing emotions of subjects. EEG power spectrum is adopted to form
features, power spectrum, differential asymmetry, and rational asymme-
try. A linear dynamic system approach is applied to smooth the feature
sequence. Minimal-redundancy-maximal-relevance algorithm and princi-
pal component analysis are used to reduce the dimension of features. We
evaluate the performance of support vector machine, k-nearest neigh-
bor classifiers and least-squares classifiers. The accuracy of our proposed
method reaches 81.03% on average. And we show that the frequency
bands, beta and theta, perform better than other frequency bands in the
task of emotion recognition.

Keywords: emotionrecognition,electroencephalogram,powerspectrum.

1 Introduction

Emotional states significantly affect the cognition and behaviors of human. Sci-
entific findings suggest an increasingly large number of important functions of
emotion [1]. Emotion recognition based on information technology is an impor-
tant research topic in the field of neural engineering.

Most previous studies on emotion recognition focused on extrinsic signals, such
as facial expressions [2] and voice [3]. However, human may modify their appear-
ance deliberately, and some disabled persons can not express their emotion in
these extrinsic ways. Detecting emotional states of people through their physio-
logical signals can solve this problem in some degree. Common approaches to rec-
ognize emotion based on physiological signals include detecting emotional states
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through electroencephalography (EEG), electrocardiogram (ECG), electromyo-
gram (EMG), skin resistance (SC), skin temperature, pulse and respiration sig-
nals. EEG signal is a typical central nervous system signal, which relates to
emotion activities more closely than automatic nervous system signal, such as
ECG and EMG signal.

Recently, many institutions have started to study the EEG-based emotion
recognition. Aftanas et al. made use of Fourier transform to map the original
EEG signal to theta, alpha and beta frequency bands, and calculated power
spectral density of each electrodes as features to recognize emotional states [4].
Lin et al. classified emotional states into four categories using support vector
machine, and found the 30 most relevant EEG features to the emotion recogni-
tion [5]. Nie et al. figured out the key brain regions and frequency bands of EEG
signals according to the correlation coefficients of frequency-domain features in
the emotion recognition task [6].

In this paper, we did experiments to collect EEG signals of subjects when
they were listening to music with exciting or relaxing emotional elements. And
we compared the performance of three kinds of frequency-domain features in five
frequency bands in emotion classifying task. We adopted linear dynamic system
(LDS) approach to remove the noise of the features, and employed support vector
machine (SVM) as the classifier. At last, minimal-redundancy-maximal-relevance
criterion (MRMR) and principal component analysis (PCA) were applied to
reduce the dimension and speed up the classifying procedure.

2 Experiment

2.1 Stimuli

In order to evoke the emotion of the participants, we chose to use pure music
segments in specific emotion style as stimuli, such as Kiss The Rain for relaxing
emotion and He’s A Pirate for exciting emotion. We used music with no lyrics
for the reason that we had found that songs with lyrics in different languages
impact the EEG of participants in different degrees [7]. We selected 16 pieces of
pure music, each of them lasting 3 minutes.

2.2 Subjects

Five right-hand students were chosen as subjects who were all from Shanghai Jiao
Tong University, aged between 21 to 24 years old, 3 males and 2 females. They
had no history of brain damage and mental illness before. We informed them
of the purpose and procedure of the experiment, and that the EEG recording
device was harmless.

2.3 Procedure

Before the experiment, we recorded the information of the subjects and the
environment. We played the stimuli using Stim 2 software, and ESI NeuroScan
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Fig. 1. Procedure of the stimuli playing

System with a 62-channel electrode cap was employed to record the EEG signals
of subjects. The sampling rate was 500Hz. Those music segments were divided
into 4 sessions, each session containing 2 pieces of exciting music and 2 pieces of
relaxing music. We played those music segments in the order shown in Fig. 1.

3 Methods

3.1 Preprocessing

In order to speed up the computation, we down-sampled the EEG data with sam-
ple frequency 200Hz. Then we removed the electromyogram and other artifacts
manually.

3.2 Feature Extraction

We used frequency-domain features and their combinations as features. At first,
the 512-point short-time fourier transform (STFT) with a non-overlapped Han-
ning window of 1s was applied to the EEG data from each of the 62 channels
to compute power spectrum. Then we averaged the spectral time series into
five frequency bands (delta: 1-3Hz, theta: 4-7Hz, alpha: 8-13Hz, beta: 14-30Hz,
gamma: 31-50Hz), and combined them to form 3 kinds of features named PS
(power spectrum), DASM (differential asymmetry), RASM (rational asymme-
try). We chose Fp1, F7, F3, FT7, FC3, T7, P7, C3, TP7, CP3, P3, O1, AF3,
F5, F7, FC5, FC1, C5, C1, CP5, CP1, P5, P1, PO7, PO5, PO3, CB1 of the left
hemisphere, and Fp2, F8, F4, FT8, FC4, T8, P8, C4, TP8, CP4, P4, O2, AF4,
F6, F8, FC6, FC2, C6, C2, CP6, CP2, P6, P2, PO8, PO6, PO4, CB2 of the right
hemisphere as the corresponding electrodes .

PS features were consisted of the average power spectrum of 62 scalp elec-
trodes in the five frequency bands. RASM and DASM features were the average
power spectrum ratios and differences of those 27 pairs of hemispheric asym-
metry electrodes, respectively. Totally, we gain 580 features for one sample, and
one sample per second. The number of features is shown in Table 1.
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Table 1. Statistics of the feature number

Feature Delta Theta Alpha Beta Gamma Total

PS 62 62 62 62 62 310
RASM 27 27 27 27 27 135
DASM 27 27 27 27 27 135

3.3 Feature Smoothing

The features we extracted above contained many rapid fluctuations. As we all
know, emotion usually varies smoothly, and the features relevant to emotional
states should change relatively slowly. So the features that changed rapidly have
nothing to do with the emotional states and we should smooth the features to
remove those noise components.

We used a linear dynamic system (LDS) approach [8] to remove noise. We
applied off-line LDS with the window of 20s to smooth the features and to
remove noise in some degree.

3.4 Classification

Our classifying task is to use part of the EEG data of one experiment to train
the model and the rest data recorded in the same experiment to test it. In
practical applications, we can only use the data we have obtained in laboratory
to classify the data we record later, so we used the data of the first three sessions
to train the model, and the rest one session to evaluate it. Since each session
contained 700 to 800 cases, we had about two thousands training samples and
seven hundreds test samples.

We classified the EEG features using three kinds of algorithms, k-nearest
neighbors (KNN) algorithm, least-squares (LS) classification and support vector
machine (SVM). kNN model works in the way that classifying the test case to
the most common category of the k nearest neighbors with known category.
Least-squares classification tries to find a model that is a linear function with
parameters which minimize the sum-of-squares error [10]. SVM projects the
features onto another feature space using linear kernel function. Then SVM
iteratively approaches the optimal hyperplane which has the maximal margins.
We used LIBSVM [9] software to train the SVM classifier.

3.5 Dimension Reduction

To speed up the computing procedure and reduce the complexity of the model, we
applied principal component analysis (PCA) and minimal-redundancy-maximal-
relevance (MRMR) algorithm to reduce the dimension of the features. PCA
projects data onto a new space with a lower dimension and maximizes the vari-
ance of the projected data. And MRMR algorithm uses a series of intuitive
measures of redundancy and relevance to select optimal feature subsets [11].
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4 Results

4.1 The Effect of the LDS Approach

We applied the LDS approach to smooth the features and remove the noise. A
piece of feature sequence is cut to show the performance of LDS (Fig. 2).
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Fig. 2. Performance of LDS smoothing on feature sequence. The green curve represents
the original feature values, and the red one stands for the feature values after smoothing.
Feature sequence shown is part of the 24th PS feature in gamma frequency band of
subject 4 in session 1.

In the experiment, we trained and tested SVM models using original features
and features after LDS smoothing respectively. The features we adopted to eval-
uate the performance of LDS smoothing were PS in five frequency bands. The
comparison of classification accuracies between original features and smoothed
features is shown in Table 2. The accuracies indicate that LDS smoothing helps
to increase the accuracy in some degree. And the effect of LDS smoothing be-
comes significant on unclean data.

Table 2. Classification accuracies of features with and without LDS smoothing

Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Average

No smoothing 74.97 70.96 71.84 98.97 65.01 76.35
LDS smoothing 76.48 71.95 85.86 98.63 67.47 80.08

4.2 Performance of Features and Classification Methods

To compare the performance of different frequency bands and different features,
we adopted linear-SVM to classify the features after smoothing them. The ac-
curacies of classification is shown in Table 3. It is obvious that the frequency
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Table 3. Classification accuracies using different kinds of features

Subject Feature Name Delta Theta Alpha Beta Gamma Total

1 DASM 57.59 62.22 67.79 74.86 77.75 84.13
RASM 57.82 64.54 56.32 76.38 80.30 81.34
PS 70.10 63.38 72.54 77.98 82.39 76.48

2 DASM 59.07 78.72 72.46 77.85 81.23 78.60
RASM 63.95 77.97 52.82 77.35 80.48 74.72
PS 61.58 74.34 70.09 70.34 74.72 71.96

3 DASM 78.91 59.79 60.95 65.70 72.42 84.82
RASM 80.53 56.32 57.94 67.09 75.55 84.36
PS 78.68 63.27 59.10 70.10 84.01 85.86

4 DASM 60.96 83.45 76.03 98.06 98.06 97.95
RASM 56.51 72.83 59.13 98.06 98.17 98.17
PS 62.67 80.25 89.38 98.40 98.40 98.63

5 DASM 64.95 63.93 59.82 66.78 57.53 66.32
RASM 61.99 63.13 64.50 59.36 57.19 64.61
PS 78.54 61.19 65.98 65.53 65.30 67.47

Average DASM 64.30 69.62 67.41 76.65 77.40 82.36
RASM 64.16 67.18 58.14 75.65 78.34 80.64
PS 70.31 68.49 71.42 76.47 80.96 80.08

bands beta and gamma perform better than frequency bands delta, theta and
alpha. This result is consistent with previous results that EEG signals in high
frequency bands are more relevant to the emotional states of human [12]. We find
that features, RASM and DASM, gain relatively high classification accuracies
with lower feature dimensions. This result reflects that the differences and ratios
of EEG signals between left and right hemispheres are related to the human
emotion in some degree.

To evaluate the performance of different classifiers, KNN algorithm, linear-
squares classification and liner-SVM were used to classify LDS-smoothed EEG
features. To compare the performance of the three classifiers, we show the ac-
curacies of classifying PS features in all frequency bands in Table 4. According
to the result, KNN classifier and SVM perform better than least-squares classi-
fication. The performance of KNN classifier and SVM are similar to each other.
However, SVM works much faster than KNN classifier in this task because of
the high dimension of the features.

Table 4. Classification accuracies of different classifiers

Classifier Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Average

KNN 72.19 71.34 87.72 97.83 69.41 79.69
LS 78.45 62.08 79.49 88.47 59.02 73.50

SVM 76.48 71.95 85.86 98.63 67.47 80.08
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4.3 Dimension Reduction

PCA and MRMR were used to reduce the dimension of the features. The orig-
inal features were the combinations of PS, DASM and RASM in five frequency
bands, so the original dimension of the features was 580. After the dimension
was reduced to 510, 460, . . . , and 10 with the intervals of 50, the performance
of SVM classifier changes as shown in Fig. 3.
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Fig. 3. Classification accuracies on features with different dimensions. The accuracies
shown were the average accuracies of the five subjects by using SVM classifier and two
reduction methods.

The figure indicated that the dimension reduction using PCA affected the ac-
curacy in a small range when the dimension was larger than 100, whereas MRMR
showed the possibility of increasing the accuracy. This increment was caused by
the removing of emotion irrelevant features which annoyed the classifier. And
this result implies that we can reduce the dimension of features to speed up the
calculation.

5 Conclusion

Using the EEG data recorded from subjects when they were in some emotional
state evoked by music, we obtained an efficient and stable emotion classifier. The
accuracies of classification reached 81.03% on average. In our study, we showed
that the frequency bands beta and gamma performed better than other frequency
bands in the task of emotion recognition. In addition, PCA, MRMR and LDS
can help to increase the speed and improve the stability of the classification
procedure, respectively.
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Abstract. Hemophilia B is a genetic disease resulting from deficiency
of factor IX. The database of mutations causing hemophilia B has been
developed by the world wide collaboration. Most common mutations are
amino acid changing substitutions, which we call missense mutations,
and factor IX activity is closely related to the type and position of a
substitution. In this study, we examined the relation between clotting
level of factor IX and the type of a missense mutation by using Support
Vector Machine (SVM). As parameters, we used four physical-chemical
parameters of amino acids and a special flag variable representing amino
acid cysteine. As a result, EGF(1st) and EGF(2nd) have the relationship
in the prediction of serious or slight illness in hemophilia B. Cysteine
substitution parameters influence the prediction in Activation region.

Keywords: Hemophilia B, Factor IX, Amino Acid, Support Vector
Machine.

1 Introduction

In recent days, it becomes very important to study mutations in genes responsible
for diseases. The Human Gene Mutation Database includes mutations causing
or associated with human inherited disease (HGMD, http:www.hgmd.cf.ac.uk)
[1]. This database was established for the study of mutational mechanisms in
human genes. Now, over 250 journals are surveyed for articles describing muta-
tions causing genetic diseases. However, it is a time-consuming, laborious and
expensive task to distinguish a disease-causing mutation from neutral ones. To
overcome such a problem, computational approaches have been developed by
many researchers. We also applied a multiple regression model to predict the
effect of a missense mutation in Factor IX gene of hemophilia B patient [2]. As
an extension of this work, we carried out the same type of analysis using Support
Vector Machine (SVM) [3,4]. We report results obtained in this analysis.

Genetic defects in blood coagulation proteins are associated with a bleeding
disorder known as hemophilia. Hemophilia A accounts for about 85% of this

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 476–483, 2012.
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disorder, while Hemophilia B for 10 − 12 % [5]. Hemophilia B is a hereditary,
X-linked, recessive hemorrhagic disorder, caused by various types of mutations
in factor IX gene [5,6]. Mutation in factor IX is made up of a majority of point
mutation. Substitution of amino acid sequence is the most common form of point
mutation. In general, substitution in important site and substitution to different
character from original amino acid are supposed to drastic decrease in activity
of factor IX. Cysteine, one of amino acids, has different properties from others.
Cysteine contains sulfur, thus it makes S-S binding with another sulfur [6].

There have been reported a variety of defects in the factor IX gene from
hemophilia B patients, and these are summarized in the hemophilia B database
[7]. We analyzed amino acid changing mutations, or missense mutations in the
database described with factor IX activity values. Among them, the cases of
double and triple mutations and female patients were excluded, We adopted
1494 cases as total. We have introduced distances between 20 amino acids by
using the following four physical-chemical properties: 1. Molecular volume, 2.
Hydropathy, 3. Polar requirement, and 4. Isoelectric point.

We carried out an analysis of missense mutations in the database by using
SVM. In addition, we studied the cases whose wild type amino acid is cysteine.
This amino acid plays an important role in determining the structure of factor
IX protein.

2 Hemophilia B Database

We adopted Hemophilia B Mutation Database [7] for the analysis. There are
2,891 entries in this database, and 34 double mutations and 1 triple mutation are
included. Of the 2,891 patients listed, 962 show unique molecular events probably
causing the disease. Most of them are point mutations, and the database contains
561 different amino acid substitutions.

The gene for factor IX contains eight exons and seven introns with an overall
size of 33k base-pairs [6]. Factor IX is a glycoprotein of 461 amino acids es-
sential for blood coagulation, and made up of seven regions: (1)Signal peptide,
(2)Propeptide, (3)Gla, (4)EGF(1st), (5)EGF(2nd), (6)Activation, and (7)Cat-
alytic. Signal peptide and propeptide are removed during biosynthesis, and re-
maining protein circulates in the blood as a mature factor IX.

Domain Location Number
of mutants

Signal peptide -46 to -18 18
Propeptide -17 to -1 107
Gla 1 to 46 99
EGF(1st) 47 to 84 138
EGF(2nd) 85 to 127 95
Activation 128 to 195 241
Catalytic 196 to 415 795
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Activity of factor IX in a patient’s blood depends on a position of the substi-
tution and combination of original and substituting amino acids. Classification
of the disease is given by in vitro clotting activity, (1) Severe hemophilia B: <1 %
factor IX, (2) Moderate hemophilia B: 1 % – 5 % factor IX, (3) Mild hemophilia
B: > 5 % factor IX. We performed SVM discriminative analysis to classify severe
hemophilia B from moderate and mild ones.

3 Methods

3.1 Support Vector Machine

Support vector machine (SVM)[3][4] can classify the samples xi (i = 1, · · · , n)
belonging to unknown class into two classes C1 or C2. The classification function
f(x) is defined as the Equation (1).

f(x) = sign (g(x)) = sign(wtx+ b), (1)

where w and b are parameters.
Let xi belong to the class yi (= {1,−1}), and if all the samples are correctly

classified, Equation (2) will be satisfied.

∀i, yi ·
(
wtxi + b

)
− 1 ≥ 0. (2)

When Equation (2) is satisfied, no samples exist between the H1 : (wtx+ b) = 1
and the H2 : (wtx + b) = −1, and the distance between H1 and H2, called as
margin, becomes 2

||w|| . To obtain the maximum margin, we minimize 1
2 ||w||2. In

SVM, it is solved by a Lagrange-multiplier method. To maximize the margin,
we rewrite the objective function as Equation (3) in subject to Equation (2),

L (w, b,α) =
1

2
||w||2 −

n∑
i=1

αi

[
yi
(
wtx+ b

)
− 1
]
. (3)

where α ≥ 0 denotes Lagrange-multiplier. Partial differentiations of Equation
(3) by w and b are substituted for Equation (3), we obtain Equation (4).

L(α) =

n∑
i=1

αi −
1

2

n∑
i,j=1

αiαjyiyjx
t
ixj , (4)

in subject to

∀i, αj ≥ 0,

n∑
i=1

αiyi = 0. (5)

Here we denote αi to maximize Equation (4) as α∗
i . The sample xi with α∗

i > 0
is called as Support Vector (SV), it exists on H1 or H2. The optimum of w
denoted as w∗ is obtained from the partial differentiations of Equation (3) and
α∗
i by Equation (6).

w∗ =

n∑
i=1

α∗yixi. (6)
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The optimum of b denoted as b∗ is obtained from the Equation (7) with any
xs (s ∈ SV ).

b∗ = ys −w∗txs. (7)

Finally, we obtain the discriminant function of SVM for linearly separable prob-
lem as Equation (8).

f(x) = sign

(∑
i∈SV

α∗
i yix

t
ix+ b∗

)
. (8)

We use kernel trick for non-linear problems in usual. The kernel function was
radial basis function (RBF) in this study. We used the application program
SVM light to calculate the support vector machine [8]. The parameter C which
is the trade-off between training error and margin is 1, and γ which is parameter
in RBF kernel is 1.

3.2 Variables

We use a distance between amino acids for each four amino acid parameters
(Molecular volume, Hydropathy, Polar requirement and Isoelectric poin). The
k-th distance between amino acid Ai and Aj is defined as

D
(k)
ij = | fk(Ai) − fk(Aj) |, (k = 1, 2, 3, 4). (9)

We define that the value of cysteine parameter is 1 in the case of cystaine changed
mutation, and 0 in the other case.

3.3 Dataset

We used data of Hemophilia B Mutation Database. The number of data in
Activation, in EGF(1st) and in EGF(2nd) are 241, 138 and 95, respectively.
These data was divided into training data and test data of SVM in each region.
The ratio of training data and test data is 1 : 3. When we analyzed between
regions, we used all data in each region. We considered serious illness with less
than 1% of factor IX clotting activity, and slight illness with more than 1% of
one. We predicted the serious or slight illness of Hemophilia B by SVM based
on these data.

4 Results

4.1 Relationship between EGF(1st) and EGF(2nd)

In Fig. 1, Fig. 2, Fig. 3 and Fig. 4, the horizontal axis is the false positive
rate, and the vertical axis is the true positive rate. False positive means that the
predicted result is positive (serious), but observed result is negative (slight). True
positive means that both the prediction result and observed result are positive.
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Fig. 1. The relationship between the false positive rate and the true positive rate in
EGF(2nd) region. The diamond mark shows the result of prediction using EGF(2nd)
region data only. The square mark shows the result of prediction using EGF(1st) region
data as the training data and EGF(2nd) region data as the test data.

These figures are called ROC curve. ROC curve is used for a comparison of the
inspection performance. The curve which stretched on the upper left are more
superior performance.

In Fig. 1, diamond mark shows the result of prediction using EGF(1st) region
data only. The square mark shows the result of prediction using EGF(2nd) region
data for training and EGF(1st) region data for test. These two curves are similar.

In Fig. 2, the diamond mark shows the result of prediction using EGF(2nd)
region data only. The square mark shows the result of prediction using EGF(1st)
region data for training and EGF(2nd) region data for test. Although these tow
curves are not completely same in a middle range, these are almost similar.

In Fig. 3, the diamond mark shows the result of prediction using Activation
region data only. The square mark shows the result of prediction using EGF(2nd)
region data for training and Activation region data for test. These two curves
are not similar.

In FIg. 4, the diamond mark shows the result of prediction using Activation
region data only. The square mark shows the result of prediction using EGF(1st)
region data for training and Activation region data for test. This two curves are
not also similar .

4.2 Influence of Cysteine

In Fig. 5 the horizontal axis is the false positive rate, and the vertical axis is the
true positive rate. This figure shows result of prediction of serious or slight illness
in Activation region. The diamond mark shows the result of prediction using 4
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Fig. 2. The relationship between false the positive rate and the true positive rate in
EGF(1st) region. The diamond mark shows the result of prediction using EGF(1st)
region data only. The square mark shows the result of prediction using EGF(2nd)
region data as the training data and EGF(1st) region data as the test data.
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Fig. 3. The relationship between false the positive rate and the true positive rate in
Activation region. The diamond mark shows the result of prediction using Activation
region data only. The square mark shows the result of prediction using EGF(1st) region
data as the training data and Activation region data as the test data.

parameters. The square mark shows the result of prediction using 5 parameters
including cysteine parameter. The curve of result using 5 parameters is on more
upper left. Therefore, the result using 5 parameters is more superior than the
result using 4 parameters. In other region, the noticeable difference is not shown
between the 5 parameters result and the 4 parameters result.
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Fig. 4. The relationship between the false positive rate and the true positive rate in
Activation region. The diamond mark shows the result of prediction using Activation
region data only. The square mark shows the result of prediction using EGF(2nd)
region data as the training data and Activation region data as the test data.
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Fig. 5. The relationship between the false positive rate and the true positive rate in
Activation region. The diamond mark shows the result of prediction using 4 parameters.
The square mark shows the result of prediction using 5 parameters which included
cysteine parameter.

5 Discussion

We can observe similar two curves in Fig. 2 and Fig. 1, respectively. In EGF
region, we know that there is the highly homology of amino acid arrangement
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between EGF(1st) region and EGF(2nd) region. Therefore, we suppose that
the model of SVM in EGF(1st) region can be applied to the prediction serious
or slight illness in EGF(2nd) region, and the reverse is similar. These results
supported our supposition. Furthermore, this result might apply to between
genetic diseases with similar amino acid arrangements.

Fig. 5 shows that the prediction using the cystaine parameter is more superior
in Activation region. Cysteine is the important amino acid to determine the
structural arrangement of protein. We thought that cysteine substitution make
the serious illness of disease. This result suggests that cysteine relate to the
serious or slight illness in hemophilia B. However, we did not observe the similar
relation in other region.

6 Conclusion

We analyzed the relatonship between EGF(1st) and EGF(2nd) by Sapport Vec-
tor Machine analysis. As a result, EGF(1st) and EGF(2nd) have the relation-
ship in the prediction of serious or slight illness in hemophilia B. This result
suggested that the prediction of serious illness is executed between proteins with
the similar arrangement of amino acid. In addition, we examined the influence
of the cystaine substitution to prediction of serious illness in hemophilia B. In
the Activation region, we got the result that cystaine substitution parameters
influence the prediction. This suggested that cysteine infrences serious illness of
hemophilia B.
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Abstract. Fatigue is the most important reason leading to traffic
accidents. In order to ensure traffic safety, various methods based on
electroencephalogram (EEG) are proposed. But most of them, either
regression or classification, are focused on the relationship between fea-
ture space and observation values, so the changing patterns of features
are ignored or discarded. In this paper, we propose a new fatigue clas-
sification method by using parallel hidden-Markov-model and pattern
classifier combination techniques, where each model represents a partic-
ular fatigue-high-related feature. In the experiment, subjects are asked
to accomplish some simple tasks, and both their fatigue states and their
EEG signals are recorded simultaneously. Experimental results indicate
that the mean error rate obtained by using our new method are 11.15%
for classifying 3 states and 16.91% for classifying 4 states, respectively,
while the existing approach can only reach 16.45% and 23.55% under the
same condition.

Keywords: EEG, Fatigue Classification, PHMM, Classifier Combina-
tion, Fuzzy integral.

1 Introduction

In recent years, the traffic safety is worrying because of the frequently happened
traffic accidents and the great damage to people and economy. Among the nu-
merous factors, fatigue driving is the most significant one [6,12]. Therefore many
researchers are trying to develop a fatigue on-line estimating system with high
time resolution and high accuracy. They have tried various signals including
pulse, facial movement or other physiological signals. Among these signals, elec-
troencephalogram (EEG) has been proved to be high correlated, accurate and
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reliable [7]. Meanwhile, many good characteristics of EEG have been pointed
out, including the EEG spectrum whose principal component has the positive
correlation with fatigue state. By using the EEG spectrum features, we proposed
a method to solve these problems to some extent for fatigue classification.

The existing approaches suffer the following fourmain deficiencies: a)Most esti-
mation models are statistical analysis models or off-line supervised learning mod-
els which can’t be applied for practical applications. b)Mostmodels just use single
classifier, but the information about single classifier alone is always insufficient to
get the best result. c) Asmost studies pointed out, the changing patterns are differ-
ent in different fatigue states. But most of the existing methods haven’t taken this
knowledge into consideration. d) Fatigue transition is a dynamic process but we are
still using the EEG temporal static features, the dynamic information is wasted.

To deal with the first problem, we introduce linear dynamic system (LDS)
technique [11,9]. LDS combines both the spatial and temporal information of
EEG features and keeps time series information when smoothing features in
second-scale [10]. For the second and third problems, we adopt the parallel hid-
den Markov models (PHMM). HMMs have been applied in many fields includ-
ing speech recognition, activity recognition and motor imagery, but there is few
research using HMMs to classify fatigue [4]. As we know, HMMs are capable
of differentiating different signals that their statistical properties changing over
time, thus considering different fatigue state have different changing patterns, we
construct corresponding Hidden Markov models to imitate the way of different
fatigue states transition. In addition, we use fuzzy integral as a pattern classifier
combination strategy in a more reasonable way [3]. For the fourth problem, the
EEG temporal dynamic features are used to classify different EEG patterns.

This paper is organized as follows. In Sect 2, the proposed method and the
main processes including data processing, dynamic feature extraction and classi-
fication scheme are described. In Sect 3 we introduce the experimental setup and
the collected data forms. The experimental results and discussions are reported
in Sect 4, followed by conclusions in Sect 5.

2 Methods

The overall flow chart of the proposed fatigue classification method is depicted
in Fig 1. The original EEG signals and subject’s performance are the inputs from
the most left and the optimal solution from the right bottom is the output. From
original EEG, we can extract the static and dynamic features. From subject’s
performance we can get the reference fatigue level. All the processes will be
presented in this section.

2.1 Data Processing

We use the error rate of subject’s reaction as the reference. This is based on the
viewpoint that high fatigue level means making more mistakes. By averaging the
error rate within a 2-minute window at 2-second step, the reference fatigue level
is obtained.
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Fig. 1. Flow chart of the proposed EEG-based fatigue classification method

Since raw EEG signals contain much noise, we need to wipe off the EEG-
unrelated signals and fatigue-unrelated signals, and remain the highly fatigue-
related EEG signals.

In the preprocessing process, we discard the first few minutes EEG signals
because subjects need to adapt the experiment in the very beginning. Then
we remove the artifacts and use a band-pass filter (1Hz-16Hz) to remove the
low-frequency and high-frequency noise. In the channel selection process, we
select 6 EEG channels (P1, Pz, P2, Po3, Poz, Po4) from the posterior scalp
which are proved to be the most fatigue-related region in our previous work [10].
In the feature extraction process, we use short-time Fourier transform (STFT)
with a 2 seconds Hamming window and 0.5 seconds overlapping to calculate
the log power spectral density of every single frequency in 1Hz-16Hz. Next we
use a linear dynamic system (LDS) approach to smooth the features, because
LDS-based filter has higher time resolution and ability to keep the spatial and
temporal information in EEG signal smoothing. In the feature selection process,
we use the correlation coefficients between features and reference fatigue level
(the reference fatigue level is still continuous here) to measure the importance
of features. We select the top Q high-correlation-coefficient features in training
data, and select corresponding features in testing data.

2.2 Dynamic Feature Extraction

The dynamic features are calculated using the following first-order orthogonal
polynomial formula [4,2]:

ΔF (l) =

∑K
i=−K iF (l − i)∑K

i=−K i2
,K + 1 ≤ l ≤ N −K (1)
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whereF (l) is the static feature, l is the sample index,N is the size of the sample set,
K is the window length, which should be carefully chosen to balance the weights
of the adjacent samples, and ΔF (l) is the dynamic feature of input F (l). When
F (l) is static feature, ΔF (l) will be the first-order dynamic feature. While F (l) is
first-order dynamic feature,ΔF (l) will be the second-order dynamic feature.

Each static feature and its corresponding dynamic features are combined to
form one feature vector. So the number of static features is equal to the number
of feature vectors. All feature vectors will be processed independently later.

2.3 Classification Scheme

The flow chart of the classification scheme proposed in this paper is shown in
Fig. 2, which is an example for 2 classes, Q is the number of feature vectors.

Before training PHMMs, the samples should be partitioned into fixed-length
sequences. Then, the continuous reference fatigue level should turn into discrete
value refer to different classes. Ranges of each class can be divided equally, or
divided by artificial thresholds.

Suppose we have M classes and Q feature vectors. After training process,
we get M ∗ Q HMMs. All sequences of each class and each feature vector will
be used to train a HMM with mixture of Gaussians outputs. The fatigue is
continuous varying, so the states of HMM can only transfer to their adjacent
states and themselves. The state transition diagram with three states applied in
our method is shown in Fig. 3.

The HMM parameters are initialized with k-means algorithm, and using the
Baum-Welch algorithm in training [8,4]. When we have a new unlabeled se-
quence, we compute the likelihood of each HMMs based on the new sequence

Fig. 2. Flow chart of the proposed classification scheme
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Fig. 3. The state transition diagram of our HMM with three states

in the testing process. Then we use fuzzy integral algorithm to determine which
class is the optimal solution.

We can also use some simple pattern classifier combination strategies like
maximal, sum, voting and product rule. All the definitions can be found in [5].
Compared with fuzzy integral, these methods need no training process. However,
they are more inaccuracy.We have implemented all these methods and the results
will be shown in Sect 4.

3 Materials

There is no fatigue EEG database available online till now. So we use the
database collected in our laboratory. The following sections present the experi-
ment settings and the data forms.

3.1 Experiment

In our experiment, subjects need to complete a monotonous visual task in which
subjects are asked to recognize the sign color and press the correct button on
the response pad.

There are four colors in all, each has more than 40 different traffic signs. The
NeuroScan Stim2 software presents 5∼7 seconds black screen and 0.5 seconds
random sign in each trial. The experiment room is soundproof and normal illu-
minated. Subjects sit in a comfortable chair, 2 feets away from LCD. In order
to collect sufficient and useful data, the experiment starts from about half hour
after lunch, lasting more than one hour, better if including the whole process
from wakefulness to sleep. Totally 9 subjects aging from 19 to 28 years old have
participated in our experiment, each subject at least twice.

3.2 Data Collection

There are two kinds of collected data. One is the EEG signal. A total of 62 chan-
nels EEG signals sampled with 500Hz are recorded by the NeuroScan system.
The system will primarily filter the EEG signals between 0.1 and 100Hz to re-
move some high-frequency noise from surroundings and muscles. The electrodes
are arranged based on extended 10/20 system. The reference electrode is located
on the top of the scalp.

The other is the visual stimulus sequence and subjects’ performance. Ac-
cording to these data, we can estimate subjects’ reference fatigue level during
experiment, which helps us training and evaluating our approach.
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4 Results and Discussions

EEG signal is time sequence, so we can’t randomly select training and testing
data in one session. So we use two sessions of one subject to train and test
separately. There are totally 18 pairs of training and testing sessions.

Table 1. The RMSE for different class numbers and different features

No. of class static 1st order 2nd order

2 6.84± 0.03 6.54 ± 0.02 6.06± 0.04
3 11.31± 0.08 11.25 ± 0.02 11.15± 0.10
4 18.05± 0.14 17.84 ± 0.08 16.91± 0.15
5 23.64± 0.04 23.62 ± 0.04 22.54± 0.07

Fig. 4. Example of one testing result with 3 classes

In Table 1, we calculate the root mean squared error (RMSE) of all 18 testing
error rates with different features and different class numbers. Fatigue is generally
divided into 5 periods, so we choose 2 to 5 classes in our test. The second
column to the fourth column refer to different features. The pattern classifier
combination method is fuzzy integral and the classifier’s parameters are tuned
by trial and error. The best results are highlighted in bold.

We can see that, firstly, the RMSE increases quickly with the number of classes
increasing. Because when the number of classes increases, the range of each class
will be narrower, so the confused boundary will greatly affect the classification
accuracy on adjacent classes. Secondly, the dynamic features perform better than
static features, and 2nd order outperforms 1st order. This means the dynamic
information contributes to classify fatigue levels.

Figure 4 shows a testing result with 3 classes, 5 Gausses, and 3 fatigue states.
And the classifier combination method is fuzzy integral. The horizontal axis
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means sequence index. The vertical axis means the fatigue level value (lower
value is lower fatigue). The green line is the continuous fatigue level value. The
red line is the discrete fatigue level value, which is equally divided and valued
as 0, 1/3 and 2/3. The blue points is the estimated discrete fatigue level value.

In Fig. 4, there are two main kinds of error points. One is at the junction of
two adjacent classes with a bias towards the previous class. The other is at the
fluctuate of continuous fatigue level with a bias towards the fluctuate direction.

Table 2. The RMSE for different class numbers and different classifier combination
methods

No. of class sum voting product maximal fuzzy integral

2 6.38 ± 0.06 6.17 ± 0.05 6.11± 0.07 7.44± 0.14 6.06± 0.04
3 11.80 ± 0.10 12.53 ± 0.04 11.53 ± 0.10 14.32 ± 0.15 11.15 ± 0.10
4 17.93 ± 0.13 18.37 ± 0.11 17.60 ± 0.03 19.31 ± 0.15 16.91 ± 0.15
5 23.93 ± 0.01 25.36 ± 0.15 22.82 ± 0.01 27.82 ± 0.22 22.54 ± 0.07

Next, we replace fuzzy integral with different classifier combination methods
and compare their performance. The result is presented in Table 2. We can
see that, the fuzzy integral method outperforms other methods. That means
by using fuzzy integral the results of different classifiers are combined more
reasonably. The maximal method performs worst, cause this method emphasizes
the maximal value and undervalues the general results of all classifiers.

Table 3. The RMSE for different class numbers and different classification methods

No. of class PHMM SVM

2 6.06± 0.04 8.22± 0.05
3 11.15± 0.10 16.45 ± 0.07
4 16.91± 0.15 23.55 ± 0.12
5 22.54± 0.07 28.38 ± 0.09

Last, we compare PHMM with SVM. LibSVM is used to train and test mod-
els [1]. Here we replace the PHMM modules in Fig. 2 by the SVM methods, in
which RBF kernel function is used and the optimal parameters are selected by
Cross Validation. The classifier combination method is still fuzzy integral. The
result is shown in Table 3. Obviously our method performs better than SVMs.
Because PHMM can construct the internal transition regularity of different fa-
tigue states. And SVMs only use the information of feature space.

5 Conclusions

This paper presents a novel EEG-based fatigue classification method by integrat-
ing PHMM and fuzzy integral. In this method, we introduce dynamic features to
our feature extraction process. And the dynamic features are proved to be better
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than static features by our experimental results. In the classification scheme, we
use PHMM to construct the changing patterns of different fatigue states and
use fuzzy integral to combine the results of different classifiers. By compari-
son, PHMM outperforms SVMs, and the results show changing information is
discriminative in EEG-based fatigue classification. We also evaluate the perfor-
mance of different classifier combination methods (fuzzy integral, maximal, sum,
product and voting). The results show that fuzzy integral outperforms others.
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Abstract. In the area of bio-informatics, large amount of data is harvested with 
functional and genetic features of proteins. The structure of protein plays an 
important role in its biological and genetic functions. In this study, we propose 
a protein structure prediction scheme based novel learning algorithms – the  
extreme learning machine and the Support Vector Machine  using multiple 
kernel learning,  The experimental validation of the proposed approach on a 
publicly available protein data set shows a significant improvement in perfor-
mance of the proposed approach in terms of accuracy of classification of pro-
tein folds using multiple kernels where multiple heterogeneous feature space 
data are available.  The proposed method provides the higher recognition ratio 
as compared to other methods reported in previous studies.  

Keywords: Support Vector Machines (SVM), Extreme Learning Machines 
(ELM), Protein Folding, Principal Component analysis (PCA), Linear Discri-
minant Analysis (LDA). 

1 Introduction 

There is an urgent need of transforming the large harvested human genomic se-
quences data using effective and efficient computational algorithms to extract the 
biological knowledge. The structure of protein plays an important role in its biological 
and genetic functions [1]. Past studies tried to predict protein folding patterns based 
on an approach involving comparison of between the unknown protein sequences, and 
the known protein sequences by computing sequence similarities. In contrast, several 
machine learning methods have been introduced for feature selection and classifica-
tion to predict protein structures in various folds. Ding and Dubchak [2] proposed the 
approach based on Support Vector Machines (SVM) and Neural Networks (NN) clas-
sifiers. Shen and Chou [3] proposed a model based on nearest neighbor algorithm and 
it’s modified nearest neighbor algorithm called K-local hyperplane (H-KNN) and was 
implemented by Okun [4]. Nanni [5] also proposed model using Fishers linear clas-
sifiers and H-KNN classifiers. Eddy [6] used Hidden Markov Model for protein fold-
ing recognition. M Madera and Ch. Lampros [7] and [8] also used the Hidden Markov 
Models but on reduce state space with small architecture. 
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The major challenge in above mentioned methods and approaches lies in the com-
plexity of data, which involve a large number of folding classes with only small num-
ber of training samples and multiple heterogeneous feature groups, making it harder 
for pattern discovery in protein folding prediction to reach more than 60%, which is 
below than normal classification in pattern recognition problems. 

To deal with this problem, many studies have been formulated using the fusion and 
ensemble classifiers for protein fold recognition problems [9][10][11][12][13][14][15] 
[21][22][23]. 

This ensemble fused classifiers are designed through combining a number of com-
ponent classifiers on multiple set of features or attributes derived from different com-
binations of amino acids. For example, OET-KNN (Optimized Evidence-Theoretic K 
Nearest neighbors) classifier is modeled on each of the nine different feature groups 
in Shen and Chou [3]. Hence, the performance of ensemble classifiers can increase 
the classification accuracy of protein folding prediction.  

In this paper, we propose a novel extreme learning machine algorithm using mul-
tiple kernel learning on preprocessed data using feature selection algorithms - the 
Principal Component Analysis (PCA) and the Linear Discriminant Analysis (LDA) 
for multi class protein fold recognition problem, where multiple heterogeneous fea-
ture space data are available. The results of our novel algorithm resulted in significant 
improvement in performance in terms of classification accuracy of protein folds.   

2 Extreme Learning Machines 

Unlike, traditional popular machine learning algorithms, new Extreme Learning Ma-
chine (ELM) [16] [17] [18] is based on single hidden layer feed forward neural net-
works (SLFNs) with additive neurons which randomly chooses the input weights and 
hidden neurons biases. Unlike traditional approaches such as Back Propagation (BP) 
algorithms, ELM doesn’t need manual tuning parameters and local minima, providing 
fast and good classification accuracy rate. ELM doesn’t have control parameters as 
learning epochs etc. and hidden neurons are chosen randomly based on Gaussian 
Probability Distribution and the output weights are calculated using simple genera-
lized inverse method known as Moore-Penrose generalized pseudo inverse [19].  
Given a series of training samples (xi, yi) i=1, 2 …N and ෡ܰ the number of hidden neu-
rons where xi = (xi1,….xin) ϵRn  and yi = (yi1,….yin) ϵRm , the  actual outputs of the 
single-hidden-layer feed forward neural network (SLFN) with activation function g(x) 
for these N training data is mathematically modeled as  ∑ ,௞ݓ௞݃൫ሺߚ ௜ሻݔ ൅ ܾ௞൯ ൌ 0௜ே෡௞ୀଵ , ∀ ൌ i ൌ 1, … . . , ܰ               (1) 

Where wk = (wk1,…..,wkn) is a weight vector connecting the kth hidden neuron, βk = 
(βk1,…… βkm) is the output weight vector connecting the kth hidden node and output 
nodes. The weight vectors wk are randomly chosen. The term (wk, xi) denotes the  
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inner product of the vectors wk and xi and g is the activation function. The above N 
equations can be written as Hβ = O and in practical applications ෡ܰ is usually much 
less than the number N of training samples and Hβ ≠ Y, where 

ܪ ൌ  ቎ ݃൫ሺݓଵ, ଵሻݔ ൅ ܾଵ൯ ڮ ݃൫ሺݓே෡, ଵሻݔ ൅ ܾே෡൯ڭ ڰ ,ଵݓ൫ሺ݃ڭ ଵேሻݔ ൅ ܾଵ൯ ڮ ݃൫ሺݓே෡, ேሻݔ ൅ ܾே෡൯቏ே௑ே෡              (2) 

The matrix H is called the hidden layer output matrix. For fixed input weights wk = 
(wk1,…..,wkn)  and hidden layer biases bk, we get the least-squares solution ߚመ  of the 
linear system of equation Hβ = Y  with minimum norm of output weights β, which 
gives a good generalization performance. The resulting ߚመ  is given by ߚመ ൌ ܪ ൅ܻwhere matrix H+ is the Moore-Penrose generalized inverse of matrix H [14]. 

3 Support Vector Machines 

The support vector machine (SVM) is a well-known large margin classifier proposed 
by Vapnik [13]. The basic concept of the SVM classifier is to find an optimal separat-
ing hyper- plane, which separates two classes. The decision function of the binary 
SVM is 


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where b is a constant, yi ϵ {-1,1}, 0≤αi≤C, I = 1,2,……………N are non-negative 
Lagrange multipliers, C is a cost parameter, that controls the trade-off between allow-
ing training errors and forcing rigid margins, xi are the support vectors and K(xi, x) is 
the kernel function. 

We use the software LIBSVM library for experiments. LIBSVM is a general li-
brary for support vector classification and regression, which is available at http: 
//www.csie.ntu.edu.tw/~cjlin/libsvm. In this study, we also did comparisons with 
multiple kernels for better optimization.  

3.1 The PCA or LDA Based Extreme Learning Machines and Support Vector 
Machines Algorithm 
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Step2: Use LDA on training and testing dataset 
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Given a training set  
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Step3: Determine the hidden layer output matrix H . 

Step4: Calculate 
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Step5: Calculate the output weights matrix β
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Step 6:`Calculate the decision function of SVM is 


=

+=
N

i
iii bxxKyxf

1

)),()( α  

We have used RBF, Sigmoid (Sig) and Linear (Lin) as activation functions in ELM 
and SVM. In later section, a comparative study has been shown on multi kernels with 
ELM respect to their learning classification accuracy rate. The parameters C from Eq. 
(1) and g have certain parametric value. Both values has been experimentally chosen, 
which was done using a cross-validation procedure on the training dataset. The best 
recognition ratio was achieved using parameter values gamma = 0.5 and C = 300. 

4 Experiments 

4.1 Dataset 

In our experiments, we have used the features described by Ding and Dubchak [2]. 
All feature vectors are standardize and normalized to the range of [-1; +1] before 
applying any classifiers. The proteins in both the training and test sets belong to 27 
different protein folds corresponding to four major structural classes: α, β, α/β, α+β. 
In this study, we compare classification results of protein folds by overall accuracy Q, 
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which is defined as the percentage of correctly recognized proteins to all proteins in 
the test dataset which can be expressed as Q=c/n where c is the number query proteins 
whose folds have been correctly recognized and n is the total number of proteins in 
the test dataset. Table 1 shows extracted parameters from protein sequence with 125 
dimensional feature vector for each protein in this dataset. 

Table 1. Six Extracted features with their dimensions from Protein Sequence 

Protein Features Dimension 
Amino Acids Composition 20 
Predicted Secondary Structure 21 

Hydrophobicity 21 
Van der Waals Volume 21 
Polarity 21 
Polarizability 21 

All the simulations for PCA-ELM and LDA-ELM are carried out in Matlab 10.0 
environment running in Pentium dual core, 201 GHZ CPU. Figure 1 demonstrates the 
principal components (eigen values) of feature vectors of protein sequences. 

 

Fig. 1. PCA features of protein sequences 

5 Results and Discussion 

In this paper, we present a combined generative based classifier and use of feature 
selection algorithm for protein fold recognition. Table 2 explains the comparison 
between different methods used in terms of recognition ratio. In comparison with 
other methods, our proposed PCA and LDA based SVM classifier show higher accu-
racy rate up to 65.32% and 68.12%. Table 3 presents the recognition ratio of using 
multiple kernels with proposed PCA and LDA based SVM and PCA and LDA based 
ELM. It can be seen in Table 3 that in both classifiers, RBF kernels gives the higher 
accuracy rate comparative to other kernels. In addition, PCA and LDA based  
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ELM classifier from Table 3 shows more promising results in terms of recognition 
rate upto 82.45% after 50 trials using RBF kernels. As a result, it can be seen that 
from all classifiers including SVM and proposed SVM, our proposed Extreme Learn-
ing Machines shows promising results in terms of higher accuracy rate of protein 
folds. Table 4 depicts the ELM training time and testing time ranging from 31.2 ms to 
67.5 ms as a function of number of hidden neurons (N). This indicates a fast training 
process unlike training of a gradient descent based BPN which usually gets trapped in 
multiple local minima’s and thus waste time. 

Table 2. Comparison among different methods 

Method Recognition Ratio (%) 
SVM 63.75 

H-KNN 57.4 
Bayesian Naives 52.30 
Random Forest 53.72 

MLP 54.72 
LDA-SVM  65.32 

PCA-SVM  68.12 
LDA-ELM  77.67 
PCA-ELM  82.45 

Table 3. Comparison among different methods using multiple kernels 

Method Sigmoid 
Kernels 

RBF Kernel Linear 
Kernel 

LDA-SVM  57.23 65.32 52.11 

PCA-SVM  65.78 68.12 51.89 
LDA-ELM  72.34 77.67 68.90 
PCA-ELM  78.56 82.45 71.35 

Table 4. Training and Testing Time computed time spans for PCA/LDA based ELM 

Number of Hidden 
Neurons (N) 

ELM Training 
Time (Sec) 

Testing Time 
(Sec) 

20 0.312 0.456 

40 0.312 0.545 
60 0.675 0.521 

6 Conclusions and Future Work 

In this study, we compared various classifiers and proposed an improved and more 
accurate hybrid ensemble classifiers based on Support Vector Machines (SVM and 
Extreme Learning Machines for protein folding recognition. In contrast to protein 
folds prediction, it’s very hard to classify its various folds with its different amino 
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acids attributes due to the limited training data availability. Our proposed classifier 
involves dimensionality reduction using PCA and LDA prior to classification This 
results in significant improvement in recognition accuracy.  The combined PCA-
SVM and LDA-SVM classifiers results in an accuracy of (65.32%) and (68.12%), as 
compared to SVM (56.70%) and other above mentioned classifiers. The similar 
PCA/LDA feature selection for Extreme Learning Machines also results in further 
improvement in terms of recognition accuracy up to (77.67%) and (82.45%). We also 
compare our proposed classifiers using multiple kernels approach resulting in promis-
ing results. Table 3 reveals that RBF Kernel give the better classification accuracy 
rate for both ELM and SVM classifiers compared to other kernels. These results seem 
to be very promising for classification for protein sequences as compared to results 
reported in the previous work. 

Additionally, all our experiments were done on the original protein features devel-
oped by Ding and Dubchak [2]. Further work can be done using different feature se-
lection and classification algorithms on other high dimensional protein sequences to 
reduce the computational power, more accuracy and higher recognition rate. Al-
though, the obtained results are very encouraging, further experiments using different 
approaches such as SVM with binary decision trees and other ensemble hybrid clas-
sifiers will be investigated. 
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Abstract. This paper presents a method for subject independent classification 
of sleep apnea by a parallel PSO-SVM algorithm. In the proposed structure, 
swarms are separated into masters and slaves and accessing to the global infor-
mation is restricted according to their types. Biosignal records that used as the 
input of the system are air flow, thoracic and abdominal respiratory movement 
signals. The classification method consists of the three main parts; feature gen-
eration, feature selection and data reduction based on parallel PSO-SVM, and 
the final classification. Statistical analyses on the achieved results show effi-
ciency of the proposed system. 

Keywords: Sleep apnea, particle swarm optimisation, parallel processing, sup-
port vector machines. 

1 Introduction  

Sleep apnea is one of the most common and important components of sleep disorders. 
Sleep apnea (SA) and sleep hypopnea  are characterized by the repeated temporary 
cessation of breathing during sleep [1]. Clinically, apnea is defined as the total or 
near-total absence of airflow. This becomes significant once the reduction of the 
breathing signal amplitude is at least around 75% with respect to the normal respira-
tion and occurs for a period of 10 seconds or longer. A hypopnea is an event of less 
intensity; it is defined as a reduction in baseline of the breathing signal amplitude 
around 30–50%, also lasting 10 seconds in adults [2]. Medical checking for the pa-
tients – who have symptoms of SA- need to be done through an overnight sleep study 
in a sleep centre to record related bio-signals and other associated information. The 
manual review and analyses by experts is highly cost and time consuming. Thus sev-
eral efforts have been done to develop a systems that can automatically review and 
analyse the recorded data [3]. Many techniques are used in this area such as fuzzy rule 
based system [4] or genetic SVM [5] algorithms that are proposed in our previous 
studies.  

In this paper we used a hierarchical multi swarm structure model [6] for classifica-
tion of sleep disorder events to apnea or hypopnea. Previously we proposed this paral-
lel structure for subject dependence sleep apneic detection [6], but in this study we 
investigate it for subject independent sleep apneic classification. The rest of this paper 
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is covers details of the parallel model in the second section. PSO-SVM classifier is 
introduced in the third section, followed by experimental results in the section four 
and the conclusion in section five. 

2 Parallel PSO 

Particle swarm optimisation (PSO), introduced by Kennedy and Eberhart in 1995 [7, 
8] based on the movement of swarms and inspired by the social behaviour of birds or 
fishes. Similarly to the genetic algorithm, PSO is a population-based stochastic opti-
misation technique. In the PSO each member is named particle, and each particle is a 
potential solution to the problem. In comparison with the genetic algorithms, PSO 
updating the population of particles by considering their internal velocity and posi-
tion, that are obtained by the experience of all the particles.   

2.1 Hierarchical Parallel Structure 

In this work by consideration of the big size of the search space (around 1300 data in 
training with 205 features and the SVM parameters that must be tunned), single PSO 
cannot have a good performance and leads to the local optimum with low accuracy. 
Therefore a new parallel structure is developed to perform better exploration and 
exploitation together in the search space. 

In this study a new hierarchical multi swarm structure with a new cooperative 
strategy among swarms is used [6]. In the traditional multi PSO models, all of the 
swarms are in the same level and exchanging of the information is just based on the 
neighbourhood definition [9].  But, in this structure, swarms are classified into two 
different levels as masters and one (or more) slave(s). Master swarms have access to 
the best particle of others swarms while the slaves swarms have no access to others 
information; they actually just provide information for others. Sending the best local 
particle information among the masters and from the slave(s) to the masters can be 
performing in the each iteration or by a specified frequency.  

In this hierarchical model, one of the master swarms is considered as the centre 
swarm. All of the swarms, masters or slaves, send the local best particle to the centre 
swarm. And the centre swarm computes the global best particle and sends it to the 
other master swarms. So all of the master swarms update their particles by the global 
best particle, but the slave swarms only use their own local best particles for updating 
process. Pseudo code of the proposed multi swarm PSO is as follows. 

 
Begin 

Select the number of master and slave swarms, number of the particles for each sub-
warm and also the frequency for the sending of the information. Select one of the mas-
ter swarms as the centre. 

 Initialize the position and velocity of each particle  

Do in parallel until the maximum number of iterations has reached {  
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Evaluate the fitness value of each particle  

Find out the local best particle in each sub-swarm 

If meet sending condition  

Sending the local best particle (݈݌௕௘௦௧) from each swarm to the centre 
swarm. 

Updating global best particle (݌ܩ௕௘௦௧) in the centre swarm. 

Sending the global best particle to the master swarms. 

End If 

Calculate the new velocity of each particle in each sub-swarm  

Update the position of each particle in each swarm 

 End Do} 

Return the best solution (the global best particle) of the algorithm 

End 

3 Approach and Method 

In this section the proposed algorithm for subject independent classification of the 
sleep apneic events to apnea or hypopnea is presented. This algorithm is based on 
using just three bio-signals, airflow, abdominal and thoracic movement, as the input.  
Detection of apneic events by the same set of input is considered by the authors pre-
viously [5, 6]. In this paper apneic events will be classified into the apnea or hypop-
nea. The proposed methodology is as follows:  

• Feature generation: In the first stage 10 seconds after each apneic event is selected 
and then several statistical features are generated for these windows from the 
wavelet packet coefficients. 

• Parallel PSO-SVM: in this stage, PSO algorithm is used for selecting a best train-
ing data and features subset interactively by the SVM. In this process SVM is used 
as the fitness evaluator. PSO also is used for tuning parameters of the SVM. This 
PSO-SVM is applied in parallel by the new architecture to achieve better perfor-
mance and also to avoid of the local optimal solutions.  

• Final classification: In this stage selected pattern is used for classification of the 
unseen validation data. The accuracy of this step is assumed as the final perfor-
mance of the algorithm. 

Details of these steps are as follows: 

3.1 Features Generation 

After each apneic event 10 seconds is considered as the time window, and then sever-
al statistical measures corresponding to the input signals are generated as features. To 
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find these features, 3 levels "Haar" wavelet packet is applied on the input signals for 
each time window. Then several statistical measures are computed by attention to the 
wavelet coefficients related to each window. These features represent the inputs of the 
proposed PSO-SVM algorithm in the next step. Full list of the generated features are 
as Table 1. In these formulas x is representing coefficients of wavelet packet. 

Table 1. List of statistical features, x is coefficients of wavelet packet 

logሺmeanሺxଶሻሻ kurtosisሺxଶሻ geomeanሺ|x|ሻ 

stdሺxଶሻ varሺxଶሻ madሺxሻ 

skewnessሺxଶሻ meanሺ|x|ሻ meanሺxଶሻ 

skewnessሺxሻ kurtosisሺxሻ varሺxሻ 

geomeanሺxଶሻ madሺxଶሻ 
stdሺxሻ 

3.2 Parallel PSO-SVM Algorithm 

After generating features, events must be classified to the apnea or hypopnea. For this 
reason, the described hierarchical parallel PSO-SVM algorithm[6] is used for pattern 
selection and also tuning the parameters of the SVM.  

In this study SVM is used to evaluate each particle to classify the validation set. 
Accuracy of this classification is considered as the fitness of that particle. 

In the first step, total data from all of the samples are integrated as meta data then, 
the meta data is separated to the train and validation by the 0.9 and 0.1 ratios.  Then 
two experiments are investigated. 

Experiment 1: In the first experiment, the parallel PSO-SVM is used by 5*10 CV 
paradigm to select a best feature set from the training set. And then the whole training 
data by the selected features is used to classify the validation set.  

Experiment 2: In the second experiment, training data is separated into the two sets 
as train and test. The parallel PSO- SVM is used to select a best feature set and also to 
select a best training data for classifying the test set from the train set. After finding 
the best features and training data, final output of the algorithm is as the result of the 
classification of the unseen validation set by the selected training data and features. 
Figure 1, represent these two experiments.  
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Fig. 1. a, is demonstration for the experiment 1 and b, is demonstration for the experiment 2 

Briefly, in the experiment 1 just feature selection is performed, but in the experi-
ment 2, feature selection and pattern selection, or training data selection is considered. 
So in the experiment 2, after the training phase by the PSO-SVM, we have a set of the 
best features and also selected training data from the training set. 

PSO Structure 
In this study constriction coefficient PSO is used [10]. In this approach the velocity 
update equation is as (1), ݒ௜௝ሺݐ ൅ 1ሻ ൌ  ߯ ቂݒ௜௝ሺݐሻ ൅ ߶ଵ ቀݕ௜௝ሺݐሻ െ ሻቁݐ௜௝ሺݔ ൅ ߶ଶ ቀݕො௜௝ሺݐሻ െ ሻቁቃݐ௜௝ሺݔ ,       ሺ1ሻ 

where ݕ௜௝ is the particle best and ݕො௜௝ is the global best particles. And also, ߯ ൌ 2݇|2 െ ߶ െ ඥ߶ሺ߶ െ 4ሻ|  ,                                              ሺ2ሻ 

with, ߶ ൌ ߶ଵ ൅ ߶ଶ,   ߶௜ ൌ ܿ௜ݎ௜     ݅ ൌ 1,2. 
Equation (2) is used under the constraints that ߶ ൒ 4  and ݇, ௜ݎ ∈ ሾ0,1ሿ. The parame-
ter ݇ in the equation (2) controls the exploration and exploitation. For ݇~0, fast 
convergence is expected and for ݇~1 we can expect slow convergence with the high 
degree of exploration [10].  

By attention to the proposed parallel structure, for the slave swarms, ݇ considered 
as 0.8 and ܿଵ ൌ 2, ܿଶ ൌ 4 , and for the master swarms ݇  considered as 0.2 and ܿଵ ൌ 4, ܿଶ ൌ 2.  

Particle Representation 
In the first experiment, each particle consists of two arrays, the length of the first array 
is equal to the number of features and each cell can get a number between zero and 
one. If the value of a cell is higher than 0.5 then the corresponding feature is selected 
for classification. The second array is related to the gamma and cost as parameters of 
the SVM and has two cells and each of them can get a value between 2ିହ to 2ହ.  

a :) 

b :) 

After the training phase, 

whole training data with 

selected features are used for 

detection and classification 

of the fixed validation set 

Sample 1 

Sample n 

Meta 

data 

 Training  

Validation  

After training phase, selected 

training data with selected 
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tion and classification of the 

fixed validation set 
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Training  
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In the second experiment, each particle consists of three arrays, which two arrays 
are same as the first experiment. And the length of the third array is equal to the num-
ber of the train data. Each cell of the third array can get a number between zero and 
one. If the value of a cell is higher than 0.5 then the corresponding training data is 
selected for classification. 

4 Results and Discussion 

Experimental data consist of 20 samples which events of them are annotated by an 
expert were provided by the concord hospital in Sydney.  RBF kernel is selected for 
the both of the master and slave swarms, and 4 slaves and two masters are selected 
and each swarm contain 20 particles. Frequency for changing information between 
swarms is set as 5 iterations. 

In the first experiment 5 samples are considered as the validation and 15 samples 
make the training data. And in the second experiment, again the same 5 samples are 
considered as the validation, 5 samples make the test and 10 samples make the train-
ing data. It must be considered that to overcome the impact of validation set on the 
final result, 5 independent tests are runs (5*10 CV). Table 2 tabulates the number of 
sleep apnea or Hypopnea events in each of the validation set, train and test for these 5 
runs.  

Table 2. Diversity of classes in different runs 

 Experiment 1 Experiment 2 

 Validation Training Train Test 

 Apnea Hypopnea Apnea 
Hy-

popnea 
Apnea Hypopnea Apnea Hypopnea 

#1 316 485 818 876 655 701 163 175 

#2 310 532 824 829 655 685 169 144 

#3 428 422 706 939 602 728 104 211 

#4 289 548 845 813 668 665 177 148 

#5 365 539 769 822 636 660 133 162 

 
Accuracy of the proposed experiments are as Table 3, in this table also we mention 

to the obtained accuracy if we use all of the training data for classification of the vali-
dation set without any feature or data selection as appeared in full data column. 

Table 3. Accuracies of the three different approaches 

 Full data Experiment 1 Experiment 2 

#1 75.12 76.16 78.04 

#2 76.41 79.79 83.13 

#3 75.49 79.29 82.79 

#4 76.45 76.89 83.53 

#5 77.04 82.16 83.16 
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The average accuracies for these three methods are as 76.1, 78.86, 82.13, respec-
tively. Also, for more reliable evaluation between results of these three methods, 
ANOVA test is performed to show if there is a significant difference in mean of these 
three groups. The p value of the ANOVA test is as 0.001 which shows there is a sig-
nificant difference between these three methods; while to have another way to judge 
which method is better, pair t-test is used. The p value between full data and experi-
ment 1 is as 0.03 and the p value between experiment 1 and experiment 2 is as 0.02. 
These statistical tests show that the results obtained by the experiment 2 are signifi-
cantly better than the results of experiment 1, and also result of experiment 1 are bet-
ter than the results that obtained when we used the whole training data. 

Also, we consider the f-score as another performance measure to compare these 
methods. Table 4, tabulated the f-scores for these two experiments and also using the 
whole training data. ANOVA test and paired t-test show that experiment 2 is also 
better than other methods by considering the f-score measure.  

Also it can be noticed that, in the experiment 2 generally 12% of training data are 
not selected. By attention to these facts that; by the implemented particle structure 
there is not any limit for the number of selected training data, or in another way it is 
possible for all of the training data to be selected. And by attention to the superiority 
of the experiment 2 to the experiment1 we can find that, in this study selecting the 
training data, together by the feature selection can improve the classification  
performance.   

Table 4. F-scores of the three different approaches 

 Full data Experiment 1 Experiment 2 

#1 0.76 0.78 0.79 

#2 0.78 0.80 0.82 

#3 0.74 0.80 0.81 

#4 0.76 0.78 0.82 

#5 0.78 0.83 0.84 

 
But to implement the same paradigm for the general classification problems we 

must be careful about risk factors of this paradigm. For example, in this study we 
have plenty of data as training. So, deleting few of the training data works here. Also, 
if the length of the samples of classes are very far from each other and we have unbal-
ance classes, then eliminating of some training data can be result in over classification 
towards the big class.  

5 Conclusion 

In this paper an algorithm proposed for subject independent classifying the apneic 
events. The proposed algorithm used a new parallel hierarchical PSO. This proposed 
structure is used for classifying apneic events to apnea or hypopnea. In this study two 
paradigms are experimented. In the first one just feature selection is performed but in 
the second one also elimination of some training data from the training set is  
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considered. The second experiment shows it superiority in this study. But for using it 
in the general classification problems, that have small training data or unbalances 
classes, more thoughtfulness is needed. 
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Abstract. This paper presents an ambient air quality monitoring and
prediction system. The system consists of several distributed monitoring
stations that communicate wirelessly to a backend server using machine-
to-machine communication protocol. Each station is equipped with gas-
eous and meteorological sensors as well as data logging and wireless com-
munication capabilities. The backend server collects real time data from
the stations and converts it into information delivered to users through
web portals and mobile applications. In addition to manipulating the real
time information, the system is able to predict futuristic concentration
values of gases by applying artificial neural networks trained by historical
and collected data by the system. The system has been implemented and
four solar-powered stations have been deployed over an area of 1 km2.
Data over four months has been collected and artificial neural networks
have been trained to predict the average values of the next hour and the
next eight hours. The results show very accurate prediction.

Keywords: Air quality monitoring and prediction, Artificial neural net-
work, Machine-to-Machine communication.

1 Introduction

The effect of air pollution on human health is considered a major and seri-
ous problem globally, especially in countries where oil and gas industries are
prevalent. Huge efforts are being done in order to improve air quality in both in-
door and outdoor environments. According to the United States Environmental
Protection Agency (US EPA) [1], the air quality is characterized by measuring
specific gases that affect the health the most, out of which are: ground-level
ozone (O3), carbon monoxide (CO), and hydrogen sulfide (H2S), [2]. Often, the
temporal environmental data is reported within a time frame defined by the
standard. For example, CO is reported either by 1-hour average or by 8-hour
average; whereas O3 and H2S are reported by 8-hour average [1].

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 508–517, 2012.
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Traditionally, bulky air quality monitoring stations are used for collecting
various gases concentrations. These stations include many reference analyzers
where each analyzer measures one gas. Although these analyzers produce mea-
surements with high level of accuracy, such stations require frequent calibration
and maintenance and they need access to power socket mainly for air condition-
ing. This inevitably limits their use on large scale. Nowadays, and because of
the recent advances in micro-electro-mechanical (MEMS) systems, research and
industrial bodies are focusing on developing new generation of sensing stations
with low cost, smaller size, and more mobility features [3]. Variations of such
stations are being used in different indoor and outdoor environments for both
residential and industrial applications.

In [4], a smart sensor network for air quality monitoring applications has been
discussed. The authors have shown that using multi-input, single-output artificial
neural networks (ANNs) can solve inherent problems of the used sensors, namely
the dependency on both ambient temperature and relative humidity. Models for
air pollution concentrations as a function of the emission distribution have been
investigated in [5]. In [6], an auto-calibration method for a dynamic gas sensor
network for air pollution monitoring is proposed. The simulation results show
that using this method a high accuracy can be achieved. More related work
can be found in [8], [7], [9], [12], [10], and [11]. However, to the best of the
authors’ knowledge, none of the previous works has presented a comprehensive
end-to-end system for: 1) real-time air quality monitoring using an M2M com-
munication paradigm, and 2) predicting short-term concentration values of gases
using ANNs.

In this paper, air quality monitoring and prediction (AQMP) system is pre-
sented. This system is based on utilizing multi-gas (MG) monitoring stations
that communicate with a platform by the means of M2M communication. Each
MG monitoring station includes gaseous sensing elements, data logging compo-
nent, and wireless communication board and it is powered by the solar energy.
The platform is located on a backend server where data cleaning and filtering op-
erations are carried out. In addition, this platform converts the received data to
useful information that are delivered to users through web portal and mobile ap-
plications. The platform also consists of a prediction component that is equipped
with ANNs for estimation and forecasting purposes. This paper is organized as
follows: in section 2, a description of the systems is given. The prediction module
is explained in section 3. Section 4 discusses the results and the conclusions are
drawn in section 5.

2 System Description

The system architecture of AQMP is shown in Fig. 1. The end-to-end system
consists of two main subsystems: 1) the MG monitoring stations, and 2) the
platform at the back-end server. The MG monitoring stations communicate with
the backend server via M2M communication protocol. More detailed description
of these subsystems is given in the following subsections.
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Fig. 1. Air Quality Monitoring and Prediction System Architecture

2.1 Multi-gas Monitoring Stations

An MG monitoring station consists of several gaseous and meteorological sensing
elements, the data logging and wireless communication board, and the power
supply system. the current system has three stations: MG-A, MG-B, and MG-C.
The first two stations are equipped with O3 and CO sensors, and the third station
is only equipped with H2S sensor. In future implementations, more stations
equipped with more gaseous sensing elements for NO and PM2.5 will be deployed.
The first two stations are 750 m away.

Gaseous and Meteorological Sensing Elements. Normally, each MG monitoring
station carries three gaseous sensing elements (for O3, CO, and H2S) and two
sensing elements for the ambient temperature and relative humidity. The gaseous
sensing elements are based on nanotechnology semiconductor concept where the
gas concentration is evaluated by measuring the electrical conductivity of a thin
metal-oxide layer. When a toxic gas touches this layer, it is absorbed and, conse-
quently, its electrical conductivity changes. The gas concentration is a function
of electrical conductivity variation. All these sensing elements are connected to
the analog inputs of the data logging and communication board.

Data Logging and Wireless Communication Board. this board is based on Atmega
2560 microprocessor and houses an external MicroSD memory with 2 GB ca-
pacity. The main functions of this board are data acquiring, processing, logging,
and transmitting. The board is equipped with a GPRS modem for wireless con-
nectivity. The MG monitoring stations are configured to take a sample of all
parameters every 1min and then calculate and save the average of five read-
ings. The station establishes an TCP/IP Internet connection through the GPRS
modem with the M2M platform located at the backend server.

Solar Power System. the sensing elements and the data logging and wireless
communication board are powered by a solar power system (a solar panel,
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battery, and charger). The solar system is designed in such a way to operate
each station around the clock. The level of the internal battery is sent to the
backend server along with measurement data.

2.2 M2M Platform

The M2M platform is operating on a backend server. The main modules of this
platform are: an M2M communication module, data integrity module, data pro-
cessing module, data storage, and prediction module. The M2M communication
protocol operates over GPRS or 3G network and is responsible for connecting
to all MG monitoring stations for data transfer. The stations are configured to
initiate a TCP/IP connection with the platform. The communication stays for
1min during which the station sends the data. Once received, the data is sent to
the data integrity module which is responsible for handling missing, erroneous,
and noisy data. The output of this module will be stored in the database. The
data processing module applies basic statistical operations on the data before
presenting to the user interface. A key module in this platform is the Prediction
module which will be explained in the next section.

3 Prediction Module

This module is responsible for predicting futuristic measurements for all the
gasses O3, CO, and H2S. ANNs are utilized in the prediction process and trained
by historical and collected data over four months of the AQMP system opera-
tion. Average values of the next one-hour and eight-hours’ time-windows are
predicted. The following subsections detail the type and setups of the ANNs
used in this module.

3.1 Artificial Neural Networks

Artificial neural networks are a family of techniques that have been inspired and
developed to be analogous with the neural system in the humans. With simple
processing units, called neurons, signals are collected from other neurons after
being weighted in connection links [13]. Neural networks can differ based on
the way their neurons are connected, the specific kinds of computations their
neurons perform and the way they transmit patterns of activity throughout the
network. ANNs have proven their efficiency in different applied pattern recogni-
tion problems [14].

A. Multi-layer Feed Forward Artificial Neural Networks. In this work,
two, identical in structure, multi-layer feed forward artificial neural networks
(MLFF-ANN) are used to learn the patterns in the time series readings of the
different sensed gases. One MLFF-ANN is used for each gas to predict the aver-
age of the next hour and the next eight hours, i.e., six ANNs in total. Figure 2
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Fig. 2. The MLFF-ANN Structure used for Prediction

shows the MLFF-ANN topology used for prediction with three layers: the input
layer, hidden layer and the output layer. Pre-processing of the time series signal
is also depicted in the figure. The neural network used in this work has eight
neurons in the input layer, one hidden layer with six neurons, and one neuron
at the output layer. Each of the eight inputs, which are the mean values of the
gas readings from three stations measured during a time window of one hour
(i.e., the arithmetic mean of 12 five-minutes readings), are presented to one of
the input neurons. The raw data is preprocessed to replace missing values and
delete the repeated ones. It is found that about 2% of the readings were missing
and therefore replaced with average values of the previous and next reading if
the missing data does not exceed 12 readings (i.e. one hour). Otherwise, a copy
of the same time segment is copied from a similar day from the previous week.
The predicted gas concentration value, which is the average value of the next
hour or the next 8 hours, appears at the output neuron. The input samples in the
first layer are sent to the hidden layer through weighted connection links. The
hidden layer nodes calculate their net activations as in the following equation:

netj =
8∑

i=1

xiwji + b (1)

where 8 is the number of features (x1, x2, ..., x8), and wji represents the weights
between the ith input neuron and the jth hidden neuron. b is a bias value for
the network. The output of each node in the hidden layer, which is a nonlinear
function of its net activation, is shown as the following:

yj = f(netj) (2)

where yj is the output of the hidden layer neuron j. The output layer single
neuron calculates its net activation as in the following equation:

net =
6∑

j=1

yjwj + b (3)
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where 6 is the number of hidden neurons and wj is the weights between the
output neuron and the jth hidden neuron. The output layer yields an output as
a nonlinear function of its net activation as shown in the following equation:

z = f(net) (4)

where z is the output which is equal to one of the concerned measurements.
Gradient descent learning is used here; therefore, the nonlinear sigmoid function
used is continuous as defined in equation 5.

f(netj) =
1

1 + e−netj
(5)

The output of neural network can be expressed as a function of the inputs, the
weights between input layer and the hidden layer and the weights between the
hidden layer and the output layer as per the following equation:

g(x) = z = f

⎛
⎝ 6∑

j=1

wjf

(
d∑

i=1

xiwji + b

)
+ b

⎞
⎠ (6)

B. Back-Propagation Training Method. The main objective behind using
the back-propagation training method is to use training samples of inputs and
outputs in the network to adjust the weights’ values (wji, wj) to minimize the
difference between the predicted and the actual outputs. The optimum weights
(wji, wj) are learned by minimizing the training error given in the following
equation:

J(wji, wj) =
1

2
(t− z)2 (7)

where J(wji, wj) is the mean square error and t is the target output at the output
z. Using gradient descent, the updated weights are calculated as the following:

wt+1
ji = wt

ji − η
∂J

∂wji
(8)

wt+1
j = wt

j − η
∂J

∂wj
(9)

Using the chain rule, ∂J/∂wji and ∂J/∂wj are calculated yielding the following
expressions:

∂J

∂wj
= −(t− z)f ′(net)yj (10)

∂J

∂wji
= −f ′(netj)xi(t− z)f ′(net)wj (11)
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4 Results for 1-Hour and 8-Hours’ Time Window
Prediction

In light of the limitation in the number of available samples and to increase the
statistical significance of the results, round robin strategy is used in training and
testing the neural network. On a 10–fold validation basis and cycling over all
the samples, 18 samples of the measured gas concentrations data of two months
are spared for testing while the rest of the samples are used for training the neu-
ral network. Figs. 3–6 show the measured values of the gases along with their
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predicted values for the next eight hours average values. To evaluate the perfor-
mance of the prediction module, one performance parameter namely, the root
mean squared error (RMSE), is used. For air quality monitoring applications,
(RMSE) is good enough.

Fig. 3 shows the measured and predicted values for O3. The RMSE of the O3

prediction using the 10–fold strategy is calculated to be (0.848 ± 0.111) when
predicting the next eight hours. The results of predicting the average of the next
one hour and the next eight hours for CO are shown in Figs. 5 and 4. The RMSE
value of the average for the next one hour is (0.346± 1.66) and for the average
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of the next eight hours (0.043± 0.023) respectively. Fig. 6 shows the measured
and predicted values for H2S. The RMSE of the H2S prediction using the same
strategy is calculated to be (0.016±0.012) when predicting the next eight hours.

The obtained results show that the maximum root mean squared error is
(0.848± 0.111). For the application of predicting gaseous concentrations in am-
bient air, this is within the acceptable accuracy range.

5 Conclusions

In this paper, a system for ambient air quality monitoring and prediction is pre-
sented. The system has two main components, the multigas monitoring stations
and the M2M platform. Three multigas monitoring stations have been deployed
and the data of three months have been collected, cleaned, and analyzed. ANNs
have been used to predict the average of the next eight-hours. It was shown that
the system is able to predict the average of the next one hour and the next eight
hours with high accuracy which is accepted for the application of predicting gas
concentrations in ambient air.
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Abstract. This paper addresses the problem of multi-agent, multi-task assign-
ment with multiple agent requirements on tasks for unmanned aerial vehicles by 
presenting the Consensus Based Grouping Algorithm. The algorithm is an ex-
tension of the Consensus Based Bundle Algorithm that converges to a conflict 
free, feasible solution of which previous algorithms are unable to account for. 
Furthermore the algorithm takes into account heterogeneous agents, deadlock-
ing and a method to store assignments for a dynamical environment. 

Keywords: CBAA, CBBA, UAV, Consensus, Task Allocation, Cooperation. 

1 Introduction 

With the rising use of Unmanned Aerial Vehicles (UAV) prevalent throughout the 
world, UAVs are finding valuable usage in performing military tasks that fall into the 
categories of the dull, dirty and dangerous [1]. As we progress the future of UAVs 
look increasingly towards civilian activities [2]. Common applications include sur-
veillance of power lines or pipes [3], disaster monitoring [4] and search and rescue 
operations [5]. As the applications for UAVs increase so too does their need to coope-
rate to perform bigger and more complex tasks.  

Creating a UAV to cover all situations and problems is difficult due to hardware 
and software limitations [11] thus it is easier to specialize UAVs to a precise problem. 
However doing so reduces the UAVs ability to solve a wide variety of tasks in a dy-
namic environment. With a diverse selection of UAVs that can form teams and work 
together to complete tasks we can solve the limitation of any one UAV. Using mul-
tiple UAVs will improve the efficiency at which a number of tasks can be performed 
by completing tasks in parallel.  

Particularly within the area of UAV cooperation is the Task Assignment Problem 
(TAP) which assigns a finite number of agents to complete a finite number of tasks 
as efficiently as possible. This problem can be solved with a centralized or decen-
tralized solution but current research looks at decentralized solutions, which pro-
vide a more feasible solution for real world adaption. Many researchers have solved 
the TAP using auction algorithms [6] [7] where agents make bids for tasks and  
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receive assignments based on their bids by a single auctioneer. One such solution 
that makes use of auction algorithms is the Consensus Based Auction Algorithm 
(CBAA) [8]. The CBAA lets agents make bids towards each task where their bid is 
the reward the group would receive should that agent complete the task. Whilst task 
allocation for an individual agent is relatively simple, the difficulty comes with 
consensus between all agents when using a decentralized algorithm. The CBAA 
succeeds in giving us a conflict free solution that has superior convergence and 
performance than other auction algorithms.  

The Consensus Based Bundle Algorithm (CBBA) was created to solve an exten-
sion of the TAP where agents are allowed to queue up tasks they’ll complete. Individ-
ual agents take available tasks and compute every permutation given their current 
queue of tasks. The greatest increase in reward is used as the tasks bid. Agents conti-
nually add and remove tasks as other agents find higher valued sequences with that 
task. The CBBA gives a conflict free solution with a guaranteed 50% optimality to the 
multi-agent to multi-task assignment problem [8].  

We can further extend the problem towards a realistic simulation by placing 
equipment requirements onto each task that would restrict which UAVs can complete 
specific tasks. After developing a structure for assigning multiple agents to a single 
task we can use cooperation to solve equipment limitations. Current algorithms are 
unable to account for the assignment and consensus when multiple agents are required 
for a single task. Using the framework set up by the CBBA we extend the algorithm 
to account for the new limitations on tasks. Tasks will require varying numbers of 
agents and equipment. This extension leads us to the Consensus Based Grouping Al-
gorithm (CBGA). 

2 Background 

2.1 Task Assignment Problem 

The task assignment problem is a combinatorial optimization problem that looks at 
finding the least-cost solution between two disjoint sets [9]. There is a set of agents    
A = {a1,….,an} and a set of tasks T = {t1,….,tm}.  

An agent has a cost associated with it for completing each task. Let Cij be the non-
negative cost of assigning the ith agent to the jth task. The objective is to assign each 
task one agent in such a way as to minimize the overall cost of completing all the 
tasks.  If we define a binary variable Xij where Xij = 1 to indicate agent ai is assigned 
to task tj. Otherwise Xij = 0. Then the total cost of the assignment is equal to (1).  

 ∑Xij*Cij for i = 1 to n, j = 1 to m. (1) 

With a valid assignment each agent a ϵ A must be assigned to only one task and each 
task t ϵ T must have exactly one agent assigned. For an assignment to be efficient we 
say the task allocation must be valid and the cost is minimized (2). 

 Cost = min ( ∑Xij*Cij for i =1 to n, j = 1 to m ) (2) 
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2.2 Restricted Task Assignment Problem 

As we extend the TAP we are creating restrictions that limit which agents are valid 
depending on their equipment but we loosen the single assignment restriction. 

Each agent ai can be assigned to multiple tasks as part of the CBBA, conversely 
each task tj can similarly have multiple agents assigned to it. 

There is a set of sensor requirements R = {r1,….,rp} that each task tj has and corres-
pondingly a sensor list that each agent ai is equipped with. Where rpj is the number of 
sensors p required for task j and rpi is the existence of sensor p on agent i.  

 ∑rqj * rqi for q = 1 to p. (3) 

Thus when (3) is non-negative agent i is capable of assisting on task j. 
Although multiple agents can potentially be assigned to a single task, the cost func-

tion will stay the same, however, the algorithm wont limit Xij = 1 to a single instance 
for each j, limiting it only to the maximum assignments to a specific task. 

2.3 Consensus Based Bundle Algorithm 

The primary contribution of this work is to extend the CBBA presented in [8]. The 
CBBA contains two distinct phases for controlling the allocation and consensus of 
tasks. During the first phase an agent internally builds a bundle bi, with a path pi. The 
path pi, is an ordered sequence of tasks that agent i will perform. A new task is inter-
sected into the current path at all possible locations to find the highest increase in 
reward. This increase is compared to the current winning bid list, yi, and if a greater 
reward is provided agent i allocates itself the task with the corresponding path.  

During the second phase, agents communicate their assignments and winning bid 
lists to reach consensus on the TAP. Conflicts are resolved using the winning bid list 
yi, the winning agent list zi, and a time stamp vector, si, which indicates the age of a 
teammate’s information from each agent. 

As conflicts are resolved and the information an agent has access to is updated an 
agents bundle and path will adjust itself to the other agents. The algorithm cycles 
between the two phases until eventually consensus is made and a solution is found 
where as many tasks have been assigned to agents as possible. 

The CBBA provides a conflict free solution with a guaranteed 50% optimality, 
however once we expand on the simulation and increase the requirements of tasks the 
algorithm cannot complete these problems. The focus of this paper is to extend the 
CBBA to manage the increased complexity on requirements within the simulation. 

3 Consensus Based Group Algorithm 

3.1 Local Data 

With the CBBA task and agent information are stored locally at the beginning of the 
simulation and are fixed for the duration of the simulation. Each agent stores two 
vectors a winning bids list yi and the winning agent list xi. With the CBGA we need to 
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modify the storage of these values to allow multiple agent assignments. We can 
merge both vectors into an m*n matrices where m is the number of tasks and n is the 
number of agents in the environment. Therefore Xij is equal to the winning bid of 
agent i for task j or equal to 0 if no assignment has been made. The reward for task j 
can be calculated as ∑Xij for i = 1 to n, however the total instances of non-zero values 
in a row should never exceed the maximum number of agents assignable to that task. 

In a dynamic system we cannot assume each agent will store data in the same or-
der, therefore we cannot use the matrix index as an identifier for an agent or task. 
Agents therefore store an agent vector I that contains all agent IDs and a task vector J 
containing task IDs. These two vectors are used as lookups to the assignment matrix 
X. With this new matrix agents can store data dynamically and build up a list of agent 
to task assignments as they discover new agents or tasks in the system. When a new 
row (tasks) or column (agents) is created the ID is added to the appropriate vector and 
a new row or column is created. Agents can individually build up their assignment 
matrix in different orders but still store and exchange the data reliably. Update times 
from agents can continue to be stored in a vector si and are identified using I. Addi-
tionally each agent continues to store a bundle and path vector bi and pi respectively 
for calculating individual pathing and assignments. 

3.2 Communication 

The CBBA communicated three sets of data to nearby agents, the winning bids list yi, 
the winning agent list xi and the time stamp si. As each agent can order their assign-
ment matrix differently the matrix cannot be directly communicated. A matrix 3*u 
where u is the number of assignments in X is sent to each agent. This matrix contains 
each assignment in the form [ j i x ] which is used to reconstruct the senders assign-
ment matrix X.  

On initial communication with an agent their ID i and equipment list R is sent to 
enable agents to calculate when sensor requirements are met for a task. As a new 
communication is received the agent vector is updated and a new column is added to 
the assignment table and populated with 0’s. As in the CBBA the time stamp vector si 

sent once per communication. 

3.3 Bundle Construction 

In phase 1 each agent constructs a bundle of tasks bi and the ordered path for those 
tasks pi. Bundle and path construction works as developed in the CBBA [8]. However 
task selection and costing works out differently with multi-agent tasks. The cost func-
tion for an agent k completing task j is worked in (4) where dkj is the distance agent k 
is from task j and tj is the time it takes to complete task j. The sum of these costs are 
taken away from the reward rj of completing task j. 

 Ckj = rj – (dkj +tj) (4) 

When the task is placed inside the path, dkj takes the form dlj where l is the previous 
tasks location. The value Ckj is used to work out whether a bid will be successful 
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against another agent. However when working out the min cost in pi we need to ac-
count for other agents involved in the task and their travel times, thus overall cost for 
task k is 

 Ckj = rj – ( max(dmj (∀m∈M Xkjm > 0 ), dkj ) +tj ) (5) 

where ∀m∈M Xkjm > 0 finds the latest arrival time to task j out of the assigned agents 
in Xkjm and agent k. Adding together all the costs for an agents path gives us Sk

pk the 
total score for agent k with path p. We can describe the score for slotting task j into 
position n as Si

piØn{j}. The bundle algorithm for task assignment is taken from the 
CBBA [5] with the exception of the costing function and assignment limits (3).  

3.4 Consensus 

Phase 2 of the algorithm takes communications received from all nearby agents and 
analyses their knowledge on assignments to come to a consensus on which agents are 
doing which tasks. Using ∑rpj = 1 ∀p where rpj is the number of agents with equip-
ment p required for task j we determine whether a task requires multiple agents. Tasks 
requiring a single agent will require the same consensus algorithm as found in the 
CBBA [8]. This papers work focuses on tasks that require more than one agent and 
thus require a different algorithm to form a consensus between agents knowledge. 

The multi-agent consensus algorithm is split into two phases; the first equates the 
receiver’s current information with that of the sender using lines 4 to 9 of the algo-
rithm as seen in fig. 1. Secondly the receiver takes new information from the sender 
and merges it with its own data through lines 10 to 24. The CBBA used a look up 
table for determining whether to update, leave or reset information; with the adapted 
problem this becomes problematic. When another agent has differing data to you it 
doesn’t necessarily come down to leave or update the data, the information can poten-
tially merge causing both agents to be correct. Further complications come when 
equipment requirements are taken into account. The algorithm is split into two phases 
to best handle merging the incoming data by not having to account for mistakes in our 
own information according to the sender’s knowledge. 

The first phase compares all the information the receiver i knows on assignments 
and compares how up to date that information is with the sender k. When Xijm > 0 
agent i believes an assignment is taking place between agent m and task j. Comparing 
skm > sim we can see if the k has had newer information from the assigned agent m to 
task j. If k has had more recent communications then its data will be more up to date, 
this could be either a better bid or that the agent is no longer assigned to task j.  

During the second phase we update the receiver’s information with new informa-
tion from the sender. From phase 1 we know that all of the receiver’s data, according 
to the sender, is currently up to date. Following this we check every agent m that the 
sender k believes is assigned to each task j at line 14 in fig. 1. Whenever an agent 
complies with line 15 such that agent m is not the receiver or currently assigned to the 
task by the receiver we should compare assignments and potentially update the re-
ceiver’s information. For tasks that contain a space for the agent m with equipment rp 
the assignment matrix can be directly updated with the value from the sender such 
that Xijm = Xkjm. 
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Fig. 1. Algorithm for multi-agent multi-task conflict resolution in the CBGA 

When a task is full or all the relevant equipment is available, we can replace an 
agent for the task j given a better bid. We must replace an agent that is carrying at 
least one piece of identical equipment. Lines 14 and 17 in fig. 1 find an agent with a 
piece of matching equipment that either has a lower score or an identical score. If this 
condition is met then we can replace the lower scored agent n by setting Xijn =0 and 
update the new assignment with Xijm = Xkjm.  

To avoid any chance of deadlocking where agents alternate between who is as-
signed due to equal scores, the agent with the highest ID gets priority. It’s a simple 
systematic system to guarantee a winner despite equal scores. 

4 Performance 

4.1 Test Scenario 

Each simulation will contain 20 tasks with a varying number of agents. The overall 
score of the simulation is the sum of all rewards for completed tasks minus the cost of  
 

Algorithm 1: Conflict Resolution for Agent i      
1:   send Xi and si to agent k with gik(t) = 1  
2:   receive Xk and sk from agent k with gik(t) = 1 
3:   for Xij ∀j∈J do 
4:      if Xijm >0 and m ≠ i ∀m then 
5:          if skm > sim or m=k then 
6:             Xijm = Xkjm 
7:          end 
8:      end 
9:   end 
10: for Xijm ∀j∈J ∀m∈A do 
11:    if m ≠ i and Xijm = 0 and Xkjm > 0 then 
12:        if (∑ (Xijn > 0) ∀rpn) < ∑rpj ∀p∈rpm then 
13:            Xijm = Xkjm 
14:        elseif (min Xijn ∀n) < Xkjm and rpn = rpm then 
15:            Xijn = 0 
16:            Xijm = Xkjm 
17:        elseif (min Xijn ∀n) = Xkjm and rpn = rpm then 
18:            if(am > an) then 
19:                Xijn = 0 
20:                Xijm = Xkjm 
21:            end                            
22:        end 
23:    end 
24: end  
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agents traveling to that task. Multi-agent tasks are defined as task requiring more than 
one agent and will reward an increased score over single-agent tasks. Task complexity 
will vary throughout the experiments as we modify both the amount of agents re-
quired to complete a task and the set of equipment required to complete a task. As we 
modify each we will look at the overall impact on the score and the amount of com-
munications required. A single instance of communication for an agent is counted as 
receiving the assignment information another agent. Each experiment was run 200 
times and the average data for all agents recorded. 

4.2 Results 

A task becomes a multi-agent task when it requires more than one agent to complete 
it. To test the effect of multi-agent tasks we must compare the difference to that of the 
CBBA where each task requires a single agent.   

Fig. 2. Total Score and Communication steps between individual tasks, multi-agent tasks and both 

In figure 2 we have 3 experiments plotted, in each experiment we used 20 tasks 
and increased the number of agents in each simulation. The first experiment ‘solo’ 
functioned with the CBBA where each task required a single agent. The ‘multi-agent’ 
experiment required 2 agents for every task and the ‘mixed’ experiment had a split 
between multi-agent tasks and regular tasks. Whilst initially we are inclined to think 
that complicating the simulation with higher requirements on tasks would produce an 
increase in communication, we actually find the opposite to be true. As multi-agent 
tasks are introduced we see that the average number of communications per agent 
decreases.  

1 2 3 4 5 6 7 8 9 10
0

10

20

30

40

No. Agents

 

 

1 2 3 4 5 6 7 8 9 10
0

1000

2000

3000

4000

T
ot

al
 S

co
re

 

N
o.

 C
om

m
un

ic
at

io
n 

St
ep

s 

Solo 
Multi-Agent

Mix 



 An Extension of the Consensus-Based Bundle Algorithm for Group Dependant Tasks 525 

 

Fig. 3. Agent movement through time and the X axis. Multi-Agent tasks (left) and Multi-Agent, 
Multi-Equipment tasks for Exp. 3 (right). 

Using figure 3 we can evaluate why this communication drop is observed with 
multi-agent targets. Between t = 0 and 20 each agent moves towards its initial task 
with another agent to help complete it. After completing the first task it makes sense 
for agents to stay together for the next task with the closest task yielding the best re-
ward, therefore neither agent needs to dispute this choice. Occasionally two groups 
may attempt the same task which will then require consensus but on average each 
self-made group continues through the simulation effectively as one entity. 

As we expand the tasks further we now introduce heterogeneous agents. In figure 4 
we have experiment 1 where two agent types A and B complete solo tasks half requir-
ing agent type A and half requiring agent B. Experiment 2 contains the same scenario 
as found in experiment 1 except now we’ve added another type of task that requires 
both A and B. Finally experiment 3 contains three equipped agents and three different 
tasks requiring agents A, AB and ABC. What we notice again is a significant reduc-
tion in the communication required to meet a consensus noticeably more so once we 
introduce a task requiring all three equipped agent types. These results might be de-
rived from the time constraints on the tasks which will limit the available options 
from the maximum 20, tasks down to a much easier to manage set of the earliest ob-
tainable. In Figure 3, for Multi-Agent, Multi-Equipment tasks, we can see how agent 
C has very little choice in his direction. Therefore it must depend on its teammates to 
arrive and aid at its tasks. Agent A freely moves between its tasks and when required 
aid its teammates. The reduced options for each agent greatly reduces the need for 
communicating between team mates, assuming they’re all formulating decisions the 
same way. 
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Fig. 4. Comparison of Total Score and No. Communication Steps. 

5 Conclusions 

This paper presents an extension of the CBBA that solves the multi-agent multi-task 
assignment problem with group and equipment based dependencies. A new data sto-
rage system is proposed to allow agents to deal with multi-agent multi-task assign-
ments, progressing towards dealing with a dynamic environment. Without such a 
design consensus between agents becomes difficult and storage of data inconsistent 
with the varying number of agents per tasks. 

Communication increases were expected with more complicated tasks that require 
more information to reach consensus. However as found in practice, a general de-
crease in communications is made; though the actual size of data messages have in-
creased. These results might be derived from the time constraints on tasks which limit 
the available options from the maximum 20 tasks down to a more manageable set of 
the earliest obtainable tasks. Added to this with constraints on which agents can per-
form each task further reduces the set of achievable tasks for any one agent. The ne-
cessity to bid over tasks and form consensus gradually disappears as we tighten the 
restrictions on each task. In some cases agents do nothing as they’re not required, 
although it’s far better for the group as a whole if they don’t move, therefore causing 
no cost on travel or an increase in communications. This situation potentially brings 
the overall average communication down, where the agents working towards tasks are 
communicating more than the averages would suggest. 

As we increase the number of agents in the simulation the overall score maxes out 
as agents complete all the available tasks. Eventually the only increase in score is 
caused by a greater chance of an agent starting near a task than is the case with fewer 
agents. For multi-agent problems agents group up and stick together in some cases for 
the entire task. With increasingly complicated group and equipment requirements we 
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found groups continue to work together where possible but often an agent will leave 
to complete another task and merge back again at a later task. In some respects we can 
say that when cooperation is a requirement it in fact simplifies the problem rather than 
complicates it. 
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Abstract. Mobile learning extends e-learning, from indoors to outdoors by giv-
ing learners opportunities to improve their skills when and where needed. By 
this way, the mobile device can be a powerful tool for learners to acquire in-
formation and knowledge. However, one of the biggest challenges in mobile 
learning is addressing the needs of a varied learner type across a wider variety 
of devices in different contexts. These new needs faces us to take into account 
not only users’ preferences and devices capabilities but also environmental cha-
racteristics. Our main focus in this article is to discuss issues related to e-
learning versus m-learning and the design of a mobile learning system based on 
Case-Based Reasoning approach taking into consideration context-aware of de-
vice added to users’ preferences and devices’ capabilities. 

Keywords: m-learning, mobile device, Case-Based Reasoning, content adaption. 

1 Introduction 

In the e-learning systems developed along the last two decades, developers focused on 
the user characteristics in order to adapt the proposed content to the user needs and 
preferences. All the information about learner preferences, knowledge and behavior is 
accumulated and treated in a user model which is a kind of repository about the user 
and forms the heart of a learner centric and adaptive system. User model issued to 
drive instructional decisions in order to make an adaptive e-learning system for indi-
vidual students [5]. 

When coming with the mobile learning, the wide variety of technical characteristic 
and standards of devices (notebook computers, cellular phones, Personal Communica-
tion System (PCS), Personal Digital Assistants (PDAs)…) leads us to take into ac-
count new features in the adaption process: the device “preferences”. So, delivering 
tailored contents tend to adapt to not only learner’s needs and preferences, but also to 
mobile device used. 

Moreover, mobile learning is not only addressing the needs of a varied learner type 
across a wider variety of devices but also is dealing with different contexts. These 
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face us to take into account not only users’ preferences and devices capabilities but 
also environmental characteristics. We talk about context awareness applications. 

With the mobility of applications, context awareness gets attraction by researchers. 
Although there is no unified definition of context , most of researchers agree on defi-
nitions of [13] and [7] who first introduced the term of context as any information that 
can be used to characterize the situation of entities that are relevant to interaction 
between a user and an application. The entity can be a person, place or object. If ap-
plication senses changing of any information relevant to behavior or attribute of enti-
ties, the application is called context aware application. The sensibility of changing 
entities can be categorized into three types of context: 

─ Computing context: available processors, user devices, network capacity, commu-
nication cost and communication bandwidth  

─ User context: user profile , location, collection of nearby people and social situa-
tion 

─ Physical context: lighting and noise, traffic condition, temperature, time. 

In this context, to achieve adaptive and smart systems, our hypothesis is that Case-
Based Reasoning (CBR) is a promising way.  Many works have clearly shown the 
potential of CBR. Ma et al. [10] use CBR for adapting the behavior of smart homes to 
users’ preferences. In [6], using CBR techniques is twofold: on one hand, it allows to 
minimize the number of questions to ask to the student. On the other hand, it mini-
mizes the time for finding a new solution (personalized course) by adapting previous 
ones. 

In this work, we study how CBR can be a suitable method for achieving a context 
aware adaptive system. We propose architecture for mobile learning where we inte-
grate the user model, the device characteristics and the environmental features. 

The paper is structured as follows: in the second section, we carry out a compari-
son between e-learning and m-learning. The third section presents the system archi-
tecture. In fourth section, details on modules of proposed system are given. Finally 
some conclusions and future work are remarked. 

2 Differentiating Electronic Learning from Mobile Learning 

In the literature, the most recurrent definitions of mobile learning are:  “mobile learn-
ing is the intersection of mobile computing and e-learning: accessible resources  
wherever you are, strong search capabilities, rich interaction, powerful support for 
effective learning, and performance-based assessment. E-learning independent of 
location in time or space” [12] and “Because mobile devices have the power to make 
learning even more widely available and accessible, mobile devices are considered by 
many to be a natural extension of e-learning” [4]. 

But we believe that it makes more sense when we consider that m-learning is 
complementary to e-learning as it was e-learning for traditional learning. Indeed,  
m-learning can enhance e-learning. For example, without an access to computers  
and Internet, m-learning permits learners improving their already learned courses (in 
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In this system, we manage four types of data: data about the user (Learner Profile 
(LP)), data about the device (Device Profile (DP)), data about the environment (Envi-
ronment state) and the content that will be delivered to the learner (Learning Objects 
Repository (LOP)).  

The MLAS is based on two systems: the CBR system and the adaption system. In 
the following sections, we give a brief description of each MLAS component. 

3.1 Learner Profile 

Students achieve higher learning performance if the learning content can be custo-
mized and offered according to their diverse learning needs [3]. In MLAS the learning 
content is generated according to the learner profile (LP) and his feedback taking into 
consideration the device capabilities.  

In the learner profile, we store data about the learner’s personnel information 
(name, gender, level etc.), cognitive information (score, time taken, date of  last 
access etc.) and the learner’s preferences in term of multimedia (the desired maximum 
delivery time, image format, presentation style, the ratio of audio to picture, anima-
tion, etc.) [8]. 

3.2 Device Profile  

In the market there are many different types of wireless devices and each type has 
different features and capabilities. When the learner requests content via wireless 
device, the MLAS should detect learner device and send appropriate content accord-
ing to device features and capabilities. Our system achieves device detection problem 
by using some information such as user-agent, profile headers, etc. in the header of 
HTTP request send by learner.  

 
Host:learnto.mobi  

Accept-Encoding:gzip  

Referer:http://learnto.mobi/  

Accept-Language:en-JO,en-US  

x-wap-profile: http://www.htcmms.com.tw/ 

Android /Common/ Bravo/ HTC_Desire_A8181. 

xml User-Agent: Mozilla/5.0 (Linux; U; Android 

2.2; en-jo; Desire_A8181 Build/FRF91) Apple-

WebKit/533.1 (KHTML, like Gecko) Version/4.0 

MobileSafari/533.1   

Accept: application/xml,application/xhtml+ 

xml,text/html;q=0.9,text/plain;q=0.8,image/png,*/

*;q=0.5 Accept-Charset: utf-8, iso-8859-1, utf-

16, *;q=0.7  

(a) 

Host:learnto.mobi  

User-Agent: Mozilla/5.0 (iPad; U; CPU OS 

4_2_1 like Mac OS X; tr-tr) AppleWeb-

Kit/533.17.9 (KHTML, like Gecko) Ver-

sion/5.0.2 Mobile/8C148 Safari/6533.18.5  

Accept: application /xml, application/ xhtml + 

xml,text / html; q=0.9,text/plain; 

q=0.8,image/png,*/*;q=0.5  

Referer:http://learnto.mobi/  

Accept-Language:tr-tr  

Accept-Encoding:gzip,deflate  

Connection: keep-alive  

 
 
utf-16, *;q=0.7 (b) 

Fig. 2. Samples of the HTTP headers (a) send by HTC Desire smart phone (b) send by iPod 1.0 
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The HTTP headers of two wireless devices received at the server-side (learn-
to.mobi) are shown in Figure 2. Although the headers provide basis information about 
device such as device model, manufacturer, client device's OS version, browser ver-
sion, Java capabilities, etc. MLAS may need different features than basis ones such as 
screen size, storage, streaming, sound format, and image format, etc.   

As a result, the device profile in MLAS should support all information about de-
vice capabilities and features for a variety of wireless devices. There are some 
projects which collect all device features in one file. Wireless Universal Resource File 
(WURFL) is one of these projects. It presents a set of proprietary APIs 
and XML configuration file. The detail information about WURFL is given in [11]. 

In our proposed MLAS, the component of device profile first analyzes HTTP re-
quest to detect device model then uses WURFL to access and retrieve more features 
of user device.    

3.3 Environment State 

In the Environment state we collect data about four characteristics of context informa-
tion as in [7]: identity, location, activity (status) and time. 

─ Identity provides uniqueness of entity that is relevant to the application.  
─ Location is the position information of entity in 2D space. It can be received from 

GPS receiver. Location information is  used to tell the place where the learner / 
learner’s friends  exactly is/are located or is used to list nearby places according to 
learners interest. For example, if the learner moves from outdoors to indoors, a dif-
ferent network technology may be selected. 

─ Activity (status) identifies fundamental characteristics of the entity that can be 
sensed. MLAS stores temperature and light or noise level for places and calendar 
activities for learners. For example it helps to  adjust the screen to not reflect the 
light if there is a lot of sunlight or to increase the audio volume if there is a lot of 
noise in the environment.  

─ Time context information helps determining special periods of learner and it usual-
ly works with other contexts. 

In order to MLAS understand context retrieved from sensors or other receivers it must 
be interpreted.  Ontology matching mechanism are used for concept type context 
such as location and activity and rule based matching are used for quantitative type 
context  such as time and identity [2].    

3.4 CBR System 

The content generation is based on the CBR approach [9]. The main hypothesis be-
hind CBR is simply that similar problems have similar solutions or that you can reuse 
the solution of a similar problem in order to solve your actual problem [14]. A case is 
the most basic element representing an experienced situation. It is, generally a couple  
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of (problem, solution). In our MLAS, the problem corresponds to the learner profile, 
the device characteristics and the environment state. The solution consists on the rules 
to be applied to adapt the delivered content. 

When a new learner logs in and in order to construct a new problem, the system 
gets device, environment and learner information from the learner request, the appli-
cations detecting the environment state, the device profile and the learner profile.  

When a new case is constructed, the CBR system retrieves the most similar prob-
lem among the existing problems in the case base. For that, the system calculates its 
similarity with the cases of the case base. The algorithm to compute similarity uses 
the Nearest Neighbour Algorithm [1]. 

We consider that two cases are similar if their similarity is lower than a certain 
threshold. This similarity is calculated to permit the system to minimize time of con-
structing a new solution for the current problem by using or adapting the solution of 
an old and similar case stored in the case base.  

Different forms of adaptation exist, such as null adaptation, transformational adap-
tation (including substitutional and structural adaptation), and generative adaptation 
[14]. Null adaptation simply applies the solution from the retrieved case to the target 
case. Since users are not categorized in MLAS, null adaptation is used.  

When the case is constructed (problem and solution), it is sent to the adaptation 
system in order to construct the adaptive content based on the rules in the solution.  

3.5 Adaptation System 

The adaptation system takes the responsibility of adapting the content to be delivered 
to the learner. It creates the adaptive contents based on rules. The rules are con-
structed by the CBR system in the solution depending on learner profile, device cha-
racteristics and environment state. Each rule is associated to a conversion function or 
a filtering process. For example, to provide each mobile device with the markup lan-
guage that supports (WML, CHTML, XHTML), we use the WALL library [11]. Also, 
if the device supports GIF format and the LOR contains, only JPG format, the system 
should create a new GIF image based on original JPG image dynamically (the LOR 
will be consequently updated). The different conversion rules will be described in 
future work. 

4 Conclusion 

In this paper, we propose a new architecture for mobile learning system based on 
CBR approach. CBR strenghts the m-learning system by storing  previous  cases to 
be reused when solving the actual one. Our system shortens the retrieval time of 
content by reusing similar cases in an intelligent way. Another strong aspect of this 
system is that it is deals with different data to adapt the content to the learner : 
characteristics of learner and device and the environment state. 

The system is under implementation and we would like in future work to test it on 
real problem. 



534 H. Ouertani Chorfi, A. Zülal Sevkli, and F. Bousbahi 

References 

1. Aha, D.W.: Case-based learning algorithms. In: Proceedings of the DARPA Case- Based 
Reasoning Workshop, pp. 147–158. Morgan Kaufmann, Washington, D.C. (1991) 

2. Al-Mekhlafi, K., Hu, X., Zheng, Z.: An Approach to Context-aware Mobile Chinese Lan-
guage Learning for Foreign Students. In: Proceeding of Eighth International Conference 
on Mobile Business (2009) 

3. Beekhoven, S., Jong, U.D., Hout, H.V.: Different courses, different students, same results: 
An examination of differences in study progress of students in different courses. High. 
Educ. 46(1), 37–59 (2003) 

4. Brown, T.H.: Towards a model for m-learning in Africa. International Journal of E-
Learning 4(3), 299–315 (2005) 

5. Chorfi, H., Jemni, M.: A CBR Adaptive Hypermedia for Edcuation based on XML. In: 6th 
IEEE International Conference onAdvanced Learning Technologies, ICALT, Kerkrade, 
The Netherlands, pp. 1092–1096 (2006) 

6. Chorfi, H., Jemni, M.: PERSO: Towards an Adaptive e-Learning System. Journal of Inter-
active Learning Research 15(4), 433–447 (2004) 

7. Dey, A.K., Abowd, G.D.: Towards a better understanding of context and context-
awareness. In: Proceedings of the Workshop on the What, Who, Where, When and How of 
Context-Awareness, affiliated with the CHI 2000 Conference on Human Factors in Com-
puter Systems. ACM Press, New York (2000) 

8. Hassan, M., Al-Sadi, J.: A New Mo-bile Learning Adaptation Model. International Journal 
of Interactive Mobile Technologies (iJIM) 3(4) (2009) 

9. Kolodner, J.L.: Case-based reasoning. Morgan Kaufmann, San Mateo (1993) 
10. Ma, T., Kim, Y.D., Ma, Q., Tang, M., Zhou, W.: Context-aware implementation based on 

cbr for smart home. In: IEEE Wireless and Mobile Computing, Networking and Commu-
nications, WiMob 2005, pp. 112–115. IEEE Computer Society (2005) 

11. Passani, L., Kamerman, S.: WURFL Project (2011),  
http://wurfl.sourceforge.net/backgroundinfo.-php 

12. Quinn, C.: mLearning. Mobile, Wireless, In-Your-Pocket Learning. Linezine (Fall 2000),  
http://www.linezine.com/2.1/features/cqmmwiyp.htm 

13. Schilit, B., Theimer, M.: Disseminating active map information to mobile hosts. IEEE 
Network 8(5), 22–32 (1994) 

14. Wilke, W., Bergmann, R.: Techniques and Knowledge Used for Adaptation During Case-
based Problem Solving. In: Mira, J., Moonis, A., de Pobil, A.P. (eds.) IEA/AIE 1998. 
LNCS (LNAI), vol. 1416, pp. 497–505. Springer, Heidelberg (1998) 
 

 



Extreme Learning Machines

for Intrusion Detection Systems

Gilles Paiva M. de Farias1, Adriano L.I. de Oliveira1, and George G. Cabral2

1 Federal University of Pernambuco, Recife PE 50740-560, Brazil,
{gpmf,alio}@cin.ufpe.br

2 Federal Rural University of Pernambuco, Recife PE 52171-900, Brazil,
ggc2@cin.ufpe.br

Abstract. Information is a powerful tool that can be used as a com-
petitive advantage to increase market shares, competitiveness and keep
products up-to-date. Protecting the information is a difficult task; in-
trusion detection systems is one of the tools of great importance for the
protection of computer network infrastructures. IDSs (Intrusion Detec-
tion Systems) are tools that help users and network administrators to
keep safe from intruders and attacks of various natures. Machine learn-
ing techniques are one of the most popular techniques for IDSs proposed
and investigated in the literature. This paper focuses on the use of ELM
(Extreme Learning Machine) and OS-ELM (Online Sequential ELM)
techniques applied to IDSs. Some features of these methods that moti-
vate their use for building IDSs are: (i) easy assignment of parameters;
(ii) good generalization; and (iii) fast and online training. The results
show that the methods can be easily applied to a huge amount of data
without a significant generalization loss.

Keywords: Intrusion Detection Systems, Extreme Learning Machines,
Online Learning.

1 Introduction

Many business and government organizations use computer networks for sharing
information. In this scenario, security is an important aspect. Over the years,
computer networks, as well as malicious intrusion techniques, have been im-
proved. Performing only human audit in data is no longer feasible due to the
huge amount of information. Thus, a number of algorithms have been proposed
for intrusion detection, including AI (Artificial Intelligence) techniques, which
were proposed to improve the detection accuracy. The most adopted intelligent
methods are Artificial Neural Networks (ANNs) [11], but other techniques are
also used, such as genetic algorithms [10], Agents and support vector machines
(SVMs) [12]. According to Kemmerer and Vigna [4], system auditing is useless
unless the resulting information is analyzed. The approach used to analyze the
collected data is also important and there are basically two directions: anomaly
detection and misuse detection.

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 535–543, 2012.
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The anomaly detection approach attempts to model the user or application
ordinary behavior; next, significant deviations from this behavior are regardedas
possible intrusion events. In this case, if a user or application changes their
routine of network activities, the system must alarm this changing as a possible
intrusion. An advantage of this approach is that previously unknown attacks can
be detect. As n disadvantage, this approach may provide relatively high false-
positive rates(non malicious behavior detected as an intrusion) . Furthermore,
it is a hard task to model what is a normal behavior since users can gradually
modify their activities without characterizing an abnormal behavior.

In the misuse detection approach, attacks are represented by patterns or sig-
natures, according to Mukkamala et. al. [7]. Misuse detection matches these
patterns against the data to be audited looking for evidences of known attacks
[4]. Misuse detection yields lower error rates than anomaly detection [8]. How-
ever, this approach is not able to detect unknown attack methods. The main
issue is how to build permanent signatures having all the possible variations to
avoid false-negatives and how to build signatures of non-intrusive activities to
avoid false-positives [7].

In this paper, recent machine learning methods, namely Extreme Learning
Machine (ELM) [3] and its online version (OS-ELM) [6] are investigated for
the intrusion detection task. ELM has as major advantages its fast convergence
and the generalization power, compared to more popular techniques such as
MLP neural networks [2]. The online nature of the data stream of the networks
suggests the use of the OS-ELM. In this case, training is performed online with
the data continuously arriving and being incorporated to the model in blocks,
referred to as chunks. Therefore, the main motivation behind the present work
is not just to seek for the smallest classification error, but also to try to find a
model able to fast incorporate new data keeping a good generalization power.

This paper is organized as follows. Next Section briefly presents some related
works. Section 3 details the ELM and OS-ELM methods. Section 4 presents
the experiments conducted and the analysis of the results obtained. Finally, in
Section 5 conclusions are presented.

2 Related Works

An IDS (Intrusion Detection System) is a security system that monitors a com-
puter network aiming at preventing unauthorized access and threats (which may
be internal or external to the network).

One of the pioneer works published in the subject of security systems was
conducted by James P. Anderson in 1980 [1]. Despite using techniques consid-
ered archaic nowadays, a fairly complete overview of information was raised, ad-
dressing issues such as internal and external penetrations, types of illegal users,
countermeasures, monitoring actions, and so on.

A wide range of works in the area can be found in the literature, address-
ing topics aimed at specific attacks, as shown by Li and Lee [5], where a spe-
cialized solution based on wavelets was used in identification of DDoS attacks
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(Distributed Deny of Service). Surveys like the one conducted by Tavallaee et
al. [9] present studies which also focuses on a variety of known attacks.

Using the misuse detection approach, Mukkamala et al. [7] have used various
techniques, such as SVM, RP (Resilient Propagation), SCG (Scaled Conjugated
Algorithm), OSS (One-Step Secant Algorithm) and MARS (Multivariate Adap-
tive Regression Splines) to address the problem. The authors then present a
solution that involves various combinations of these techniques resulting in a
committee of experts called ”An ensemble of ANN, SVM and MARS”. They
reported good results reaching rates that exceed 99% of correct detection. The
authors mention that adjustments must be done in their method so that it can
be feasible to be applied in real world, since the method is very complex and time
consuming. The work presented some of the highest hit rates being a valuable
reference regarding the IDSs subject [7].

The related works present a wide variety of techniques, as well as results
and ways of assemble the experiments. A remarkable problem is the lack of a
standard experimental methodology that would enable a more fair and accurate
comparison of machine learning methods.

3 Extreme Learning Machines

This Section presents the two techniques investigated in this paper for the prob-
lem of Intrusion Detection.

3.1 ELM

ELM (Extreme Learning Machine) uses the Moore-Penrose inverse and the
smallest norm least-square solution of a general linear system Ax = y [3]. ELM
is an extremely fast learning algorithm to single hidden layer feedforward net-
works (SLFNs), with Ñ hidden neurons, where Ñ ≤ N , being N the number of
training samples.

Given N arbitrary distinct samples in a problem with n attributes and m
classes, (xi, ti), where xi = [xi1, xi2, .., xin]

T ∈ Rn and ti = [ti1, ti2, .., tim]T

∈ Rm, an SLFN with Ñ hidden neurons and activation function g(x) is mathe-
matically modeled as:

fÑ(xj) =
Ñ∑
i=1

βig(wi · xj + bi) = oj , j = 1..N (1)

where wi = [wi1, wi2, .., win]
T is the weight vector connecting the ith hidden

neurons to the input neurons, βi = [βi1, βi2, .., βim]T is the weight vector con-
necting the ith hidden neuron and the output neurons, and bi is the threshold of
the ith hidden neuron. wi · xj is the inner product of wi and xj . SLFNs with Ñ
hidden neurons and g(x) activation function can approximate N samples with
zero error means that exists βi such that:
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fÑ (xj) =

Ñ∑
i=1

βig(wi · xj + bi) = tj , j = 1..N (2)

Equation 2 can be written as:

Hβ = T, where H =

⎡
⎣ g(w1 · x1 + b1) ... g(wÑ · xj + bÑ)

... ... ...
g(w1 · xN + b1) ... g(wÑ · xN + bÑ)

⎤
⎦
N×Ñ

(3)

β =

⎡
⎢⎣
βT
1
...

βT
Ñ

⎤
⎥⎦
Ñ×m

(4) T =

⎡
⎢⎣
tT1
...
tT
Ñ

⎤
⎥⎦
N×m

(5)

Equation 4 represents the weights between the hidden neurons and the output
layer while in Equation 5, T is the vector containing the outputs of the network.
In [3], the authors shown that the smallest norm least-square solution of Equation

3 is given by β̂ = H†T (H† stands for the Moore-Penrose generalized inverse [2]
of matrix H).

ELM has the following interesting properties: (i) minimum training error.
ELM uses one of the least-square solutions of a general linear system Hβ = T
to reach the smallest training error; (ii) smallest norm of weights and best gen-
eralization performance; and (iii) uses the minimum norm least-square solution
of Hβ = T .

3.2 OS-ELM (Online Sequential ELM)

In the real world, training data may arrive chunk-by-chunk or one-by-one (a
special case of chunk). In this case, the original ELM algorithm has to be mod-

ified, to become online sequential. The output weight matrix β̂ is a least-square
solution of Equation 3. Here, we considere that rank(H) = Ñ the number of
hidden nodes. In this case, H† is given by:

H† = (HTH)−1 (6)

This is also called left pseudoinverse of H . If HTH tends to be singular, it can
become nonsingular by choosing a smaller network size Ñ or increasing the data
amount N in the initialization phase of OS-ELM. Now, substituting Eq. 6 in
β̂ = H†T :

β̂ = (HTH)−1HTH (7)

Equation 7 is the least-square solution to Hβ = T . The sequential implementa-
tion of the least-square solution of 7 is the OS-ELM algorithm. Given a chunk
of the initial training set given by:
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ℵ0 = (xi, ti)
N0

i=1 (8)

Considering N0 ≥ Ñ , means that Equation 7 can be written as:

β0 = K−1
0 HT

0 T0 where K0 = HT
0 H0 (9)

New chunks are represented as:

ℵ1 = (xi, ti)
N0+N1

i=N0+1 (10)

Where N1 denotes the number of observations in this chunk. Now, considering
H0 and H1, the solution of Equation 7 is presented as folows:

β(1) = K−1
1

[
H0

H1

]T [
T0

T1

]
, where K1 =

[
H0

H1

]T [
H0

H1

]
(11)

To perform a sequential learning it is necessary to express β(1) as a function of
β(0), K1, H1 and T1 instead as a function of the dataset ℵ0. All the steps to
perform this process are presented in detail in [6]. β(1) is:

β(1) = β(0) +K−1
1 HT

1 (T1 −H1β
(0)), where K1 = K0 +HT

1 H1 (12)

Now, generalizing the solution to new arrival, we have the following:

β(k+1) = β(k) +K−1
k+1H

T
k+1(Tk+1 −Hk+1β

(k))

K−1
k+1 = (Kk +HT

k+1Hk+1)
−1

= K−1
k −K−1

k HT
k+1

×(I +Hk+1K
−1
k HT

k+1)
−1Hk+1K

−1
k

(13)

4 Experiments

The experiments were conducted using the KDD Cup 1999 data set[9]. After the
competition, the database became a reference for research in Intrusion Detec-
tion, being used by several studies in the literature. KDD Cup99 attacks have
4 categories: (i) DoS (Denial of Service); (ii) R2L (Remote to Local); (iii) U2R
(User to Root); and (iv) Probing.

To carry out the experiments, two new datasets derived from the original
were created. The first one, referred to as subset1, was created based on the
experiments reported by Mukkamala et. al. [7] aiming at comparing the results
to [7]. This dataset contains 11982 samples of five classes (normal, probe, DoS,
R2L and U2R). The second used dataset, subset2, represents 10% of KDD Cup
original dataset and is available at the homepage of the competition. The second
dataset contains 494021 samples; the best parameters found for subset1 where
also employed for the experiments in subset2. For each dataset, 66% of the data
was used for modeling and the remainder 34% was used for testing purposes.
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To pick the best parameters configuration, an empirical search was performed
and the neighborhood of the best configuration was explored. It was observed
that for the same parameters, different models were achieved due to the random
initialization of the weights. Thus, for each parameter configuration, thirty exe-
cutions were performed and the results shown in the following tables represent
the average of these executions. The OS-ELM needs one more parameter than
the standard ELM, the chunk (which stands for the size of the block of data to
be processed at each step).

Table 1 shows the results of the standard ELM. According to these results we
can conclude that the number of neurons was not critical for the generalization
performance of the ELM. The results for the training and test set show that the
method generalizes well for both sets with a small standard deviation.

Table 1. Results for the experiments of the ELM applied to subset1

Neurons Training acc Test acc Training time
20 97.16 (± 0.13) 97.10 (± 0.15) 36.75 (± 0.49)
25 97.30 (± 0.07) 97.42 (± 0.09) 35.78 (± 0.47)
30 97.59 (± 0.04) 97.37 (± 0.03) 44.13 (± 0.49)
35 97.58 (± 0.01) 97.40 (± 0.03) 40.08 (± 0.48)
40 97.61 (± 0.02) 97.79 (± 0.01) 35.89 (± 0.47)
45 97.53 (± 0.02) 97.66 (± 0.02) 35.16 (± 0.50)
50 97.60 (± 0.03) 97.76 (± 0.02) 36.26 (± 0.49)

Table 2 presents the results of the OS-ELM for the subset1. According to
Table 2, the number of hidden neurons has a higher influence in the results
than the chunk size. A small chunk size makes the modeling phase faster as we
can see in Table 3. Therefore, a configuration with a small chunk size and a
higher number of hidden neurons yields the best OS-ELM model in terms of the
combined training time and accuracy.

Table 2. Accuracy for the experiments of the OS-ELM applied to test portion of
subset1

Neurons\Chunk 250 500 1000 2000 4000
20 79.12 (± 0.12) 79.68 (± 0.12) 79.99 (± 0.11) 80.33 (± 0.12) 80.38 (± 0.11)
25 78.01 (± 0.10) 80.31 (± 0.09) 80.02 (± 0.09) 80.30 (± 0.09) 82.99 (± 0.08)
30 82.78 (± 0.08) 85.22 (± 0.07) 85.32 (± 0.07) 87.40 (± 0.06) 86.99 (± 0.06)
35 87.91 (± 0.08) 88.36 (± 0.06) 93.58 (± 0.05) 92.90 (± 0.05) 92.55 (± 0.04)
40 90.93 (± 0.08) 87.93 (± 0.07) 89.00 (± 0.07) 89.90 (± 0.07) 90.01 (± 0.06)
45 89.07 (± 0.07) 91.12 (± 0.07) 89.92 (± 0.06) 90.72 (± 0.05) 91.96 (± 0.05)
50 91.71 (± 0.06) 91.01 (± 0.05) 90.01 (± 0.06) 90.01 (± 0.06) 90.13 (± 0.07)

Table 4 compares the results obtained by the methods investigated in this pa-
per and other results reported in the literature for this same dataset (subset1).
Note that the experiments cannot be fairly compared as an identical reproduc-
tion of the same data used by other works is not possible. The results show
that the methods investigated in the present work were outperformed by some
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Table 3. Training time (seconds) for all the experiments depicted in Table 2

Neurons\Chunk 250 500 1000 2000 4000
20 6.86 (± 0.45) 8.02 (± 0.50) 11.03 (± 0.66) 63.00 (± 0.85) 185.07 (± 1.03)
25 6.85 (± 0.5) 7.03 (± 0.48) 11.02 (± 0.68) 65 (± 1.05) 168.14 (± 2.30)
30 7.6 (± 0.48) 7.05 (± 0.5) 11.03 (± 0.4) 70.01 (± 2.15) 173.02 (± 4.68)
35 6.63 (± 0.52) 7.06 (± 0.51) 12.00 (± 0.67) 63.03 (± 4.14) 207.04 (± 6.08)
40 6.79 (± 0.48) 8.06 (± 0.5) 23.09 (± 0.48) 62.00 (± 4.10) 287.00 (± 9.2)
45 7.45 (± 0.54) 7.98 (± 0.53) 16.12 (± 0.95) 66.1 (± 4.06) 286.03 (± 12.3)
50 7.43 (± 0.6) 7.9 (± 0.52) 16.22 (± 0.7) 64.15 (± 4.30) 285.03 (± 15.43)

of the other works, however, the methods compared cannot online incorporate
new data, which is a remarkable advantage of OS-ELM. Furthermore, some of
the methods of Table 4 are quite complex which make it impossible to use them
in the real world.

Table 4. Comparisons among the investigated methods and other works in literature
for the subset1

Algorithm SVM RP SCG OSS
Ensemble

MARS [7]
Ensemble of

ELM OS-ELMof ANN, MARS
ANN [7] and SVM [7]

Sucess rate 98.85 97.09 80.89 93.64 99.30 92.75 99.82 97.79 93.58

Based on the best configuration obtained on experiments carried out on
subset1, the following configurations were used to perform the experiments on
subset2: ELM (Neurons = 40) and OS-ELM (Neurons = 35; Chunk = 1000).

Table 5 depicts the results for subset2. This Table shows a small difference
in the generalization quality of the results between the methods. However, the
OS-ELM performs the training phase more than twice faster than the standard
ELM. It is important to emphasize the size of this dataset, 494021 samples (much
larger than subset1, which has only 11982 samples). Probably none of the other
methods presented in Table 4 can process a dataset of this magnitude.

Table 5. Results for both classifiers applied on subset2

Algorithm Training Test Elapsed time (seconds)
ELM 98.82 (± 0.01) 98.84 (± 0.01) 737.99 (± 3.60) -

Os-ELM 97.37 (± 0.75) 97.34 (± 0.78) 340.070 (± 5.80)

5 Conclusion

This study aimed at investigated the use of the ELM and OS-ELM networks
for Intrusion Detection Systems. The main motivations behind employing ELM
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networks for this problem are its fast convergence and online training mode (in
the case of the OS-ELM version). Furthermore, these features do not significantly
affect the quality (accuracy) of the classification. Another positive characteristic
(regarding the standard ELM) is the existence of just one critical, but easy to
assign, parameter: the number of hidden neurons. In the case of the OS-ELM
version, it was noted that the parameter chunk was also easy to assign.

The nature of the problem addressed in this work (where the data arrives con-
tinuously) suggests the use of an online classifier. The OS-ELM has shown to be
effective since a bunch of data is discarded in each iteration and new character-
istics are incorporated to the model. Regarding generalization power, the online
version of the ELM was outperformed by ELM, however, the training time was
much smaller, which is important in practice. Furthermore, its operation mode
is quite compatible with the addressed problem.

The results show that both ELM methods achieved a good classification rate,
however, this work is not mainly concerned in the best classification rates, since
a feasible solution consists in a trade-off between the classification rate and the
time spent for modeling.
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Abstract. This work demonstrates the potential of Self-Organizing Maps 
(SOM) as a multivariate clustering approach of spatio-temporal datasets in 
atmospheric physics. A comprehensive framework is proposed and the method 
is applied and assessed for its performance in the field of synoptic climatology 
within a specific region at southeastern Mediterranean. The results indicate that 
the SOM can be a powerful tool for the identification and classification of 
atmospheric conditions, allowing an analytical description of the principal 
atmospheric states. The coupling of sea level pressure (SLP) and 500hPa 
geopotential (Φ500) in a synoptic-scale domain with the wind, the specific 
humidity and the air and dew point temperature in the chosen mesoscale 
subdomain, allows the SOM algorithm to define the relevant atmospheric 
circulation patterns. The corresponding patterns are well documented and the 
method accounts for their seasonality. Furthermore, in the resulting two-
dimensional lattice the similar patterns are mapped closer to each other, 
compared to more dissimilar ones. 

Keywords: self-organizing maps, atmospheric circulation, synoptic 
climatology, pattern recognition. 

1 Introduction 

Synoptic climatology is defined as the linkage of atmospheric circulation and 
environmental response [1] as it examines the relationship of large-scale circulation 
with the regional and local scale climate. An important aspect of climatological 
research is the classification of atmospheric variables into distinct patterns and 
relating this information with a wide range of meteorological phenomena. 
Atmospheric circulation classification is principally associated with the grouping of 
SLP and geopotential height in a small number of discrete circulation types for 
analyzing the variability of atmospheric circulation in terms of their frequency 
changes on different temporal and spatial scales [2]. The classification schemes can 
be divided into subjective and automated methods, depending on the procedure that is 
used to assign atmospheric fields into the resulting classes. The subjective schemes 
employ the expert’s knowledge for identifying and allocating each day to the 
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circulation types and are typically based on the visual analysis of daily weather maps. 
On the contrary, the automated classification schemes essentially employ statistical 
methods for analyzing atmospheric data, with the objective of generating groups of 
cases with increased internal similarity and at the same time increased external 
separability. An extensive review on the classifications of atmospheric circulation 
patterns is presented in [3] and a database of weather and circulation type 
classification schemes for the European continent in [4]. The SOMs in synoptic 
climatology are proposed as an alternative method for classifying atmospheric 
conditions and according to [5] they differ from traditional clustering algorithms from 
the way the circulation patterns are identified and that the SOM presents an effective 
means of visualizing the relationships between the resulting patterns. A recent review 
on SOM applications in meteorology and oceanography is presented in [6] and in 
synoptic climatology in [7]. Atmospheric circulation constitutes more a continuum 
than a system with clearly defined and separated states [3] and for its classification, 
ideally multiple atmospheric variables from various atmospheric levels and spatial 
domains are required. The novelty of this work is the simultaneous classification of 
atmospheric fields from two domains and for multiple atmospheric levels, aiming to 
produce a comprehensive classification of atmospheric conditions, focused on the 
eastern Mediterranean. In this paper the results of the classification procedure will be 
discussed in terms of the corresponding atmospheric circulation patterns. 

2 Methodology 

The aim of this work is to propose an analytical neural network based clustering 
framework and to examine its performance in the field of synoptic climatology. The 
SOMs are mainly used for classifying the spatial distribution of a single atmospheric 
variable (SLP or geopotential height) in a synoptic-scale domain. The proposed 
framework extends the SOM methodology to multivariate fields, which can be 
extracted for different spatial domains, following a four-step approach: 

• Definition of the relevant variables and corresponding domains 
• Data-preprocessing and dimension reduction  
• SOM pattern recognition and classification 
• Visualization and interpretation of the results. 

The definition of the relevant variables and the corresponding domains involves the 
identification of the appropriate spatial and temporal scales, depending on the 
atmospheric process under study. Upon the selection of the initial spatio-temporal 
dataset, the time-series are standardized separately via the calculation of the z-scores, 
using the corresponding mean and standard deviation values. Subsequently the 
Principal Components Analysis (PCA) in S-mode is recommended as a pre-
processing tool for data reduction purposes. The PCA analysis performs an 
orthogonal linear transformation, aiming to reduce the dimension of the dataset by 
finding the linear combinations of the initial variables (principal components - PCs) 
with the largest variance. The SOM classification procedure is performed on the PC 
scores of the first PCs that explain more than a predefined percent of the initial 



546 K. Philippopoulos and D. Deligiorgi 

variance. The SOM algorithm, proposed by Kohonen [8], is a neural network used for 
clustering, feature extraction and data visualization. It is an especially powerful 
visualization tool, as it converts complex, non-linear statistical relations between 
high-dimensional data into simple geometric relations at a low-dimensional display 
[9]. The SOM neural network model consists of an input layer and a two- dimensional 
lattice of neurons (the output or competitive layer), which is fully connected to the 
input space. Initially the number of neurons is selected and their weight vectors are 
initialized randomly. Subsequently a training vector is presented to the network and 
the Euclidean distances between the training vector and the neurons’ weight vectors 
are calculated. The neuron that produces the smallest distance is called the Best 
Matching Unit (BMU) and its weight vectors along with its neighboring neurons 
weight vectors are updated towards the input vector. The input vectors are presented 
sequentially in the network and by using iterative training the neurons are adjusted in 
a way that different parts of the SOM respond similarly to certain input patterns. The 
final part of the SOM method is the visualization of the results, where each training 
vector is associated with one neuron, which represents the resulting patterns of the 
classification process. The inherent drawback of nonhierarchical clustering 
algorithms, such as the SOM, is the requirement of predefined number of nodes. 
Under this framework and for overcoming this weakness, multiple SOM 
configurations should be examined and the optimum architecture can be determined 
using quantitative or/and qualitative criteria. 

 

Fig. 1. European continent domain – Domain1 (a) and Greece subdomain (b) 

3 Application to Atmospheric Circulation 

The application of the methodology is focused at the Eastern Mediterranean and 
Greece (Fig. 1) and employs a subset from the full resolution ERA-Interim Reanalysis 
dataset, produced by the European Centre for Medium-Range Weather Forecasts 
(ECMWF) [10]. SLP and geopotential at 500hPa data are extracted for the European 
continent domain (Domain1), while the zonal and meridional wind components at 
10m and at 850hPa, the specific humidity at 700hPa and the air and dew-point 
temperature at 2m are extracted for the Greece subdomain (Domain2). The two 
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domains are presented in Fig. 1 and the selected variables are obtained on a daily 
temporal scale at 12Z, for a 31-year period (1979-2009) with 0.75°x0.75° spatial 
resolution. The values of the seven atmospheric variables at each grid point form a 
9036x1 daily vector and the classification scheme treats each of the 11323 days as a 
different object. For the purposes of this work a two-dimensional display (lattice) is 
selected and various hexagonal SOM topologies are examined with the number of 
nodes ranging from 16 to 40, with varying number of row and column neurons. The 
optimum SOM architecture is selected using qualitative subjective criteria by 
examining according to [11] in each case the corresponding results and deciding the 
optimal number of classes. 

4 Results and Discussion 

According to the PCA of the initial 11323x9036 dataset, the 99% of the variance is 
explained from the first 113 PCs and the SOM classification was performed on the 
corresponding PCs score matrix (11323x113). The optimum configuration consists of 
32 nodes, organized into an 8x4 array (Fig. 2). Some general remarks regarding the 
resulting SOM classification is the ability of the method to produce physical 
meaningful states, with distinct atmospheric circulation patterns (Fig. 3). The results 
are in agreement with other atmospheric circulation classifications, focused on the 
same geographical region [12-14], regardless of the employed classification 
methodology. An important advantage of the method is their mapping, where closely 
related patterns are mapped together and the dissimilar ones further apart. The 
optimum configuration is found to reproduce the expected atmospheric circulation 
patterns with four anticyclonic patterns, six cyclonic, thirteen mixed and eight smooth 
fields. Furthermore, the method accounts for the seasonality of the meteorological 
conditions and produces six summer patterns, organized at the left part of the array, 
seventeen winter patterns, organized at the right part of the array and nine transient 
patterns which are observed at the middle part of the array (Fig. 2). It should be noted 
that in some cases winter patterns are also observed during early spring and late 
autumn and the summer patterns during September and May, in accordance with the 
meteorological definition of seasons for the geographical under study area. 

 

Fig. 2. SOM classification topology, absolute frequency of occurrence and seasonality of 
patterns (light grey corresponds to summer, grey to transient and black to winter patterns) 
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Fig. 3. SOM atmospheric circulation patterns (SLP) 
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4.1 Winter Circulation Patterns 

During winter the study area is influenced from cyclonic (W5.1, W7.1, W8.1, W5.2, 
W6.2 and W6.3), anticyclonic (W5.3, W5.4, W7.4 and W8.4), smooth field (W6.1, 
W8.2 and W8.3) and combination of high and low pressure field patterns (W7.2, W7.3, 
W4.4 and W6.4). In detail, according to W5.1, W7.1 and W8.1 patterns, which are 
located at the lower-right part of the SOM matrix, the area is influenced from deep 
low-pressure centers located at the British Isles, the Baltic countries and the 
Scandinavia respectively. The flow in Eastern Mediterranean according to W5.1 
pattern is southwesterly, whereas for the W7.1 and W8.1 patterns a zonal distribution 
of SLP is observed. The aforementioned pressure systems, according to the W8.2, 
W6.1 and W8.3 patterns, are displaced in higher latitudes and therefore their effect in 
Eastern Mediterranean and Greece is attenuated, leading to a smooth SLP distribution. 
During the cold period of the year Mediterranean cyclogenesis is a frequent 
phenomenon and the associated W5.2, W6.2 and W6.3 patterns differ in the location of 
the corresponding low-pressure centers. The W5.2 pattern is associated with 
depressions formed in the Gulf of Genoa and the Ligurian Sea, while for the W6.2 
pattern the low-pressure center is located in central or south Italy. The above-
mentioned patterns result the advection of maritime air masses in Greece. The low-
pressure center of the W6.3 pattern is over Greece and the area under study is mainly 
located at the cold sector of a depression. The winter anticyclonic patterns are mainly 
related with either the Siberian or with the Azores anticyclone and they are located at 
the upper-right part of the SOM matrix. According to W5.3 and W8.4 patterns, the 
high-pressure center is located at the Eastern Europe and its influence extends over the 
Balkans. The patterns are connected with the Siberian anticyclone and establish a 
northerly flow over Greece. An analogous SLP distribution is observed for the W4.4 
pattern, differing in the existence of a low-pressure center at the Gulf of Sidra. The 
W5.4 is characterized from the existence of an extended high-pressure system in 
central Europe, which causes an intense pressure gradient over Greece, whereas for the 
W6.4 pattern the center of high-pressure system is located more westerly and the study 
area is affected from its combination with a low-pressure center located over Cyprus. 
Regarding the W7.4 pattern the Azores anticyclone extends over the Iberian Peninsula 
and the western Mediterranean, resulting into a meridional distribution of SLP over the 
eastern Mediterranean. According to the W7.2 pattern, the anticyclone penetrates to a 
lesser extent into the European continent and in combination with the low-pressure 
system located at the northeastern Europe it leads to an almost meridional SLP 
distribution at the eastern Mediterranean. The synoptic condition of the W7.3 pattern is 
also associated with the extension of the Azores anticyclone over central Europe and 
its interaction with a low-pressure center located at the Gulf of Sidra. 

4.2 Summer Circulation Patterns 

During summer, the atmospheric circulation over the study area mainly alternates 
between the S1.1 and S2.4 smooth pressure field patterns and the S1.2, S.1.3, S2.3 
and S1.4 patterns, which are produced by the interaction of the Middle East thermal 
low with the high-pressure fields located at the Western Europe and the 
Mediterranean. In detail, according to the S1.3 pattern the Azores anticyclone is 
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extended throughout the southern Europe and the greater part of the Mediterranean 
and in combination with the Middle East thermal low it induces the characteristic 
summertime SLP distribution over the study area. The same distribution is observed 
for the S2.3 pattern, differing in the fact that the extension of the Azores anticyclone 
is displaced northwards and in this case it extends throughout the continental Europe, 
reaching up to the Balkans. The extension of the anticyclone is somewhat attenuated 
in the S1.2 and S1.4 patterns, where at the northeastern Europe a low-pressure and a 
high-pressure centers are located respectively, which do not affect the study area. This 
characteristic well established summertime SLP distribution in southeastern 
Mediterranean and Greece induces a northerly flow called Etesians. Regarding the 
smooth S1.1 and S2.4 patterns the Middle East thermal low is attenuated and the 
pressure gradient in the study area is weak. 

4.3 Transient Seasons Circulation Patterns 

The spring and autumn patterns have common characteristics and in this work are 
referred as transitional period patterns. The SLP distributions, due to the fact that the 
atmospheric circulation during the transitional periods alternates between winter and 
summer circulation patterns, produce similar atmospheric circulation types. The 
pressure gradient for the T3.1pattern, where the cyclonic center at the Scandinavia 
doesn’t affect southeastern Mediterranean and for the T3.4 and T4.3 patterns is weak, 
which favors the development of local-scale flows. According to the T2.1, T3.2 and 
T3.3 patterns, the study area is affected from the combination of low-pressure field at 
the east of Greece with the anticyclonic centers located at the central Europe, at 
northeastern Europe and between the British Isles and the Scandinavia respectively. 
According to the T4.1 pattern, the low-pressure system in Northern Europe is 
extended towards the south, while the East Europe high-pressure system is also 
extended southwards in Turkey, leading to a weak to moderate meridional pressure 
gradient over the study area. According to the T2.1 pattern an extended high-pressure 
field covers the western Mediterranean, the south and east of Europe and interacts 
with the low-pressure field located at the easternmost part of the Mediterranean. The 
study area according to the T4.2 pattern is influenced from two low-pressure fields 
located at the east of Greece and at the north of the British Isles and two high-pressure 
fields that originate from the Azores and from the Siberian anticyclone located at 
Russia in northeastern Europe. 

5 Conclusions 

The results of this work suggest that although the SOM methodology is not primarily 
a cluster analysis algorithm it is a powerful tool for classifying atmospheric 
conditions and identifying distinct circulation patterns. The coupling of atmospheric 
fields from multiple levels and domains resulted in a classification with well-
established atmospheric circulation patterns. Following the employed subjective 
criteria, the optimum SOM topology contains 32 nodes, organized in an 8x4 lattice. 
The method clearly accounts for the seasonality of the atmospheric circulation and 
identified six summer patterns located at the left part of the lattice, nine transient 
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season patterns located at its middle part and seventeen winter patterns located at the 
right part. Further work is proposed to assess the physical mechanisms that drive local 
climatological conditions by examining their relationship with the identified patterns. 
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Abstract. Online signatures are acquired using a digital tablet which
provides all the trajectory of the signature as well as the variation in
pressure with respect to time. Therefore, online signature verification
achieves higher recognition rates than offline signature verification. Nowa-
days, forensic document examiners distinguish between forgeries, in which
an impostor tries to imitate a given signature of another person and dis-
guised signatures, in which the authentic author deliberately tries to
hide his/her identity with the purpose of denial at a later stage. The dis-
guised signatures play an important role in real forensic cases but are not
considered in recent literature. In this paper, we propose a new system
for online signature verification for both forgeries and disguised signa-
tures. This system extract features from both the questioned and the
reference signature. The combination of the features is performed using
several classifiers and achieves high performances on several signature
databases.

Keywords: Online signature verification, Online signature database,
Feature extraction, Forgeries, Disguised signatures.

1 Introduction

Signature verification is a very active research field. It consists in comparing a
questioned signature with a set of one or several reference signatures. Signa-
ture verification systems can assist forensic experts in deliberating about the
authenticity of a questioned signature. Such systems can also be used in banks
as security check.

Two kinds of modalities are considered when dealing with the verification
of signatures, the offline modality, in which scanned copies of the signatures are
available for the verification, and the online modality, in which the signatures are
acquired through digital tablets. The online modality provides more information
about the signatures (trajectory, speed, pressure...ect), therefore, this modality
provides generally better verification results than the offline modality.

Nowadays, forensic document examiners distinguish between forgeries, in
which an impostor tries to imitate a given signature of another person and
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disguised signatures, in which the authentic author deliberately tries to modify
his/her signature with the purpose of denial at a later stage.

A first survey of existing methodologies in signature verification has been done
in [13]. A second survey has been done some years later [8]. A recent survey has
also been conducted some years ago [7].

Out of these surveys, we can say that signature verification systems range into
two categories of methods: 1)Global methods, in which features are extracted
from both the questioned and the reference signatures and then compared. Ac-
cording to the difference between these features a decision is taken on the au-
thenticity of a certain signature. 2)Local methods, in which features are also
extracted but they are considered locally, in order to allow a localized compari-
son. Local methods generally achieve better results than the global methods.

Note that most of the work which has been done in the field of signature
verification deal with the detection of forgeries. A recent study by Malik et al.
suggests that local features achieve better performances in detecting disguised
signatures than global features [11]. This study however only considered the
offline modality.

Furthermore, several international competitions on signature verification have
been organized. A first one in 2004 dealing only with online signatures [14]. Since
2009, the international competition on signature verification has been organized on
a yearly basis [1,10,9]. Note that only the 2010 edition competition dealt with dis-
guised signatures [10], however this competition only considered offline signatures.

In this paper, we describe a new system for online signature verification which
is able to detect forgeries but also disguised signatures. We study the perfor-
mance of several online signature verification features and we propose several
classifiers for combining those features.

The reminder of this paper is organized as follows: section 2 gives the details
of the acquisition of online signatures. Section 3 presents details of the method
and the proposed features. Section 4 presents results of individual features as
well as their combinations. Section 5 concludes this paper and draws some future
work perspectives.

2 Data Acquisition

Online signatures contain a set of samples, each sample corresponds to the
point coordinates on the digitizing tablet along with the corresponding pres-
sure (Xt, Yt, Pt) where t correspond to time (cf. figure 1).
In this study, we used online signatures acquired using a WACOM Intuos4 dig-
itizing tablet with a sampling rate of 200 Hz, a resolution of 2000 lines/cm and
a precision of 0.25 mm. The pressure information is available in 1024 levels.

194 volunteers participated in the data collection process. They were in-
structed to provide occurrences of their natural signatures, and then to change
their signatures in order to deny their identity at a later stage. Other volunteers
were then asked to produce a simulation of the genuine signatures that they
could see. Figure 2 shows a screenshot of the software which has been developed
for the acquisition of online signatures.
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Fig. 1. Example of a signature and the corresponding X, Y and Pressure signals

Fig. 2. Acquiring genuine, forgeries and disguised signatures

3 Method Description

Similarly to any automated verification process, signature verification involves
two main steps: 1) Feature extraction: In this step, features are extracted from
the questioned signature as well as the reference signature. A feature is said to be
discriminative if its intra-writer variability is smaller than its inter-writer vari-
ability, 2) Matching: In this step, a decision or a score indicating how probable
it is that the questioned signature is genuine. This score is generally obtained
by a combination of several features. Each of these steps is detailed below.

3.1 Feature Extraction

From the three basic signals which are X, Y and Pressure, several features (or
signals) can be extracted from the online signatures [12]. The following list gives
a description of the features used in this study.
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– Distances: The euclidian distance is computed between each successive X
and Y coordinates of signature dt =

√
(xt − xt−1)2 + (yt − yt−1)2 (cf. figure

3(a)).
– Angles: The angle between the X axis and the line formed with the first

signature point and the current point αt = atan Yt−Y0

Xt−X0
(cf. figure 3(b)).

– Speeds: The difference between successive distances St = dt − dt−1.
– Angular Speeds: The difference between successive anglesASt = αt−αt−1.
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Fig. 3. Computing distances and angles

3.2 Matching

In order to compare the questioned signature with the reference signature, we
compare the differences between each pair of features. For the sake of simplicity,
this is illustrated for the distance feature in figure 4. Two differences are con-
sidered: the difference at the signal level ΔS and the difference at the histogram
level ΔH .

ΔS is computed after resizing (using a cubic interpolation) the two signals to
the same number of samples which has been empirically set to 100 in this study.

ΔS(d1, d2) = Σi=1
100 |d1(i)− d2(i)| .

ΔH is computed after computing the distribution histograms of the two signals
with the same number of bins (which has also been set empirically to 100).

Questioned  
signature 

Reference 
signature 

dR dQ ΔS(dR,dQ), ΔH(dR,dQ) 

Fig. 4. Comparing the distance feature of the questioned and the reference signature
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ΔH(d1, d2) = Σi=1
100 |Histogramd1(i)−Histogramd2(i)| .

Note that distribution histograms are widely used in the field of writer
identification [5].

Those formulas apply as well on the other features, resulting in the list of
differences shown in table 1 for each comparison.

Table 1. List of differences for each comparison

Difference Description Difference Description

ΔS(X) Signal difference of X ΔH(X) Histogram difference of X

ΔS(Y ) Signal difference of Y ΔH(Y ) Histogram difference of Y

ΔS(P ) Signal difference of pressures ΔH(P ) Histogram difference of pressures

ΔS(d) Signal difference of distances ΔH(d) Histogram difference of distances

ΔS(α) Signal difference of angles ΔH(α) Histogram difference of angles

ΔS(S) Signal difference of speeds ΔH(S) Histogram difference of speeds

ΔS(AS) Signal difference of angular speeds ΔH(AS) Histogram difference of angular speeds

All the above differences have a different discriminative power. In the next
section, we present the performance of each of them separately and propose
several ways of combining them.

4 Results and Discussion

Two online signature databases have been considered in this study:

ICDAR2009 Signature Verification Competition Dataset. This dataset
[1] contains two separate sets, one for training and one for evaluation.

The training set contains signatures of 12 authentic persons, each of them
provided 5 signatures. Moreover, 32 persons provided 5 forgeries of the genuine
signatures. In sum, each signature has 5 genuine occurences and 620 forgeries.
This set has also been used for training purposes.

The evaluation set contains signatures of 77 persons, each of them provided
12 genuine signatures. This set contains a total of 640 forgeries.

QU Online Signature Database. This dataset was acquired as described in 2.
It contains signatures of 194 persons, each of them provided at least 3 reference
signatures and 3 disguised signatures. For 50 persons, at least 3 skilled forgeries
have also been provided.

The signatures of 50 randompersons of this dataset have been used for training.
Evaluation on this dataset has been performed by considering the full testing

set in a first step, by disregarding disguised signatures in a second step and by
disregarding forgeries in a third step.

Table 2 shows the Area Under the ROC Curve (AUC) and the Equal Error
Rate (EER) of the presented features on these databases.
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Table 2. AUC and EER measures for the presented features

ICDAR2009 QU all QU forgeries QU disguised

Feature AUC EER AUC EER AUC EER AUC EER

ΔH(X) 0.8365 0.2546 0.6561 0.3959 0.8730 0.2088 0.6299 0.4097

ΔS(X) 0.8266 0.2152 0.7148 0.3192 0.8155 0.2598 0.7027 0.3305

ΔH(Y ) 0.8347 0.2551 0.5832 0.4337 0.7490 0.3295 0.5631 0.4504

ΔS(Y ) 0.6776 0.3917 0.6690 0.3909 0.6885 0.3790 0.6666 0.3924

ΔH(P ) 0.9705 0.0866 0.7315 0.3242 0.9526 0.1188 0.7048 0.3480

ΔS(P ) 0.8499 0.1969 0.7690 0.2920 0.9860 0.0471 0.7428 0.3094

ΔH(d) 0.8464 0.2345 0.5959 0.4182 0.7232 0.3316 0.5805 0.4271

ΔS(d) 0.6687 0.3957 0.5406 0.4782 0.5495 0.4737 0.5395 0.4787

ΔH(α) 0.6449 0.3851 0.5641 0.4525 0.6008 0.4343 0.5596 0.4562

ΔS(α) 0.6478 0.4069 0.5458 0.4752 0.5643 0.4650 0.5435 0.4765

ΔH(S) 0.6800 0.3519 0.6435 0.4102 0.6083 0.4409 0.6477 0.4063

ΔS(S) 0.6794 0.3627 0.5351 0.4777 0.5570 0.4642 0.5324 0.4794

ΔH(AS) 0.5527 0.4842 0.6023 0.4388 0.6818 0.3759 0.5927 0.4462

ΔS(AS) 0.5857 0.4453 0.5115 0.4936 0.5407 0.4776 0.5079 0.4956

Several classifiers have been tried in order to combine the presented features,
including Random Forest [2] with 2000, 5000 and 10000 random trees, logistic re-
gression [6], linear regression, Multivariate Adaptive Regression Splines (MARS)
[4] and neural networks with 2, 5 and 10 hidden neurons using a logistic out-
put unit [3]. Table 3 shows the performance of those classifiers on the presented
features.

Table 3. AUC and EER measures of combining features using several models

ICDAR2009 QU all QU forgeries QU disguised

Random Forest (2000 tree) 0.9685 0.0924 0.8602 0.2243 0.9847 0.0459 0.8451 0.2359

Random Forest (5000 tree) 0.9688 0.0932 0.8604 0.2233 0.9845 0.0454 0.8454 0.2359

Random Forest (10000 tree) 0.9699 0.0905 0.8604 0.2250 0.9849 0.0449 0.8453 0.2368

Logistic Regression 0.9523 0.1149 0.8375 0.2334 0.9728 0.0570 0.8211 0.2490

Linear Regression 0.9470 0.1108 0.8424 0.2323 0.9743 0.0576 0.8265 0.2461

MARS 0.9472 0.1153 0.8590 0.2261 0.9829 0.0523 0.8440 0.2368

Neural Nets (2 nodes) 0.9650 0.0784 0.8486 0.2359 0.9761 0.0505 0.8332 0.2460

Neural Nets (5 nodes) 0.9588 0.0912 0.8525 0.2301 0.9791 0.0507 0.8372 0.2425

Neural Nets (10 nodes) 0.9733 0.0782 0.8499 0.2355 0.9739 0.0544 0.8349 0.2482
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Notice that all the classifiers achieve comparable results. However, neural
networks and random forests slightly outperform the other classifiers, the latters
are specifically prefered in the case of disguised signatures. Finally, although the
performance in detecting disguised signatures is acceptable, the performance in
detecting forgeries is much more accurate which suggests that further research
is needed for detecting disguised signatures.

5 Conclusion

We presented a new system for online signature verification which deals with
both forgeries and disguised signatures. This system extracts several features of
the signatures and compares them at the histogram level and the signal level.
Several classifiers have been tested for combining these features, with neural
networks and random forests generally prefered.

It is planned to study new methods of matching these features using dynamic
time warping as well as extending this method for the case of multiple reference
signatures.
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Abstract. The design of a computer game based educational experience is a  
multidisciplinary task that requires the collaboration of experts in game design, 
education and in the field of instruction. In this paper we present an educational 
game (EG) design method which tackles this multiplicity of backgrounds 
allowing each of the experts to focus on the aspects of the game design related 
to his/her area of expertise. The method is supported by a modular conceptual 
model that provides a common framework for describing an EG and facilitates 
the reuse of design components and the description of new game variants. In 
order to illustrate the proposal we describe the process of design and 
implementation of ‘Maz-E-nglish’, an EG for mobile devices which aims to 
help children learning English grammar. 

Keywords: serious games, education, game based learning, modelling 
languages, design method, model driven design. 

1 Introduction 

During the last few years we have witnessed a growing interest in exploring the 
benefits of integrating computer games in educational processes. There is widespread 
agreement about the value of computer games to motivate learners [1, 2], but such 
motivational benefits can only be fully exploited if the game is designed to target and 
meet some instructional objectives. If not, learners may spend their time learning to 
be successful at the game without getting any instructional benefits [3]. The design of 
a successful educational game (EG) is therefore a challenging task involving a variety 
of knowledge and skills. EG designers not only have to deal with the inherent 
technical complexity of games design, but also have to interleave learning activities 
that support the attainment of the learning objectives in a subtle way. In this paper we 
focus on games that support education and do not diminish the characteristics of 
games that make them intrinsically motivating, including playability, engagement or 
enjoyment. Such different and complementary perspectives of an EG leads on to 
dealing with their design as a multidisciplinary task that requires the collaboration of 
different roles, such as game designers, educators and domain experts. Therefore, a 
model supporting EG design should provide an adequate level of abstraction to be 
easily managed and understood by each of the roles involved in this process. 
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In this paper we propose a method for guiding the design of a computer EG which 
tackles the multiplicity of backgrounds of the roles involved in the task and facilitates 
that each of them focus on the aspects and perspectives related to his/her area of 
expertise. The design method is supported by the EG model presented in [4], which 
serves as a communication tool between the different roles involved in the design 
process, and promotes reuse of design components, simplifying the adaptation of 
existing games and the production of variants.  

The rest of the paper is organized as follows. First, we introduce some relevant 
related work on the subject and briefly summarize the EG conceptual model. Next, we 
present the proposed design method by describing the processes followed to produce 
an EG for helping children practice English grammar, ‘Maz-E-nglish’. Finally, some 
conclusions and current lines of work are presented. 

2 Related Work 

Several attempts have been made at analysing and understanding the enjoyment 
derived from computer games. Among them, Csikszentmihlayi’s theory of flow [5] has 
been extensively used to analyse the components of a game that can increase the 
degree of player involvement [6, 7]. For instance, the GameFlow model [6] proposes 
eight elements for achieving enjoyment: concentration, challenge, skills, control, clear 
goals, feedback, immersion, and social interaction. Another popular approach of 
analysing games is to focus in on the factors that promote players’ motivation. Malone 
[8] proposes a framework for designing intrinsically motivating game experiences that 
puts the stress on factors like challenge, curiosity, control and fantasy. Following these 
ideas, and after an exhaustive review of the literature on the subject, Garris [1] 
concludes that game characteristics can be described in terms of six broad dimensions 
or categories: fantasy, rules/goals, sensory stimuli, challenge, mystery, and control. In 
addition the same author proposes describing the game experience through an 
interative game cycle of judgment-behaviour-feedback which includes a specific phase 
of debriefing. Indeed the importance of including some sort of debriefing activity, 
which allows the learner to connect with what is learnt in the game with the real world 
has been highlighted by several authors [9, 10, 11]. As Fabricatore states in [12], 
focusing only on the motivational aspects of the game might derive on EG which lack 
cohesion between the cognitive task and the game-play. Despite the valuable 
contribution of these pieces of work in understanding educational game experiences, 
all these design heuristics provide little support for their practical application. Indeed, 
notations and models filling the gap between theoretical models and technical designs 
are somewhat lacking. 

3 An Adaptive and Reusable EG Design Model 

Figure 1 depicts the latest version of the conceptual model to support the design of 
adaptive and reusable EGs presented in [4]. The model organizes the game features 
most often regarded in the literature as significant in producing an engaging, fun and 
educational game experience. For each feature a set of configurable elements and a 
basic vocabulary is provided. In order to facilitate the reuse of parts of an EG design, 
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the features and the game elements are arranged in two different and independent sub-
models: the game rules model and the scenario model. The idea is to be able to play a 
game in different scenarios, and to use the same scenario to play different games. 
Furthermore, in order to facilitate their reuse, the elements of the model are also 
organized in different layers and classified by the game feature they support. This 
separation also makes it possible to provide some support to multidisciplinary teams in 
as much as each member can focus on the elements related to his/her area of expertise. 
Additionally, since a common vocabulary is provided, made up of the elements of the 
model, the communication problems usually associated with the use of expert jargon 
can be reduced. 

 

Fig. 1. Model to define the game rules (left) and game scenarios (right) 

3.1 Game Rules Model 

As depicted on the left hand side of fig. 1, the elements of this model are spread over 
different levels, so that the definitions of the elements of a specific level are based on 
the definitions of the elements of the innermost levels. In order to facilitate their reuse, 
game rules are defined without making any reference to specific resources. The two 
innermost levels of the model (Mechanics and Goals) provide the elements to describe 
the game mechanics and challenges. Once the basic logic of the game has been 
established, the designer can use the elements of level 3 to expand the game definition 
to provide support to social interaction (adding elements such as groups, rules or 
synchronizing rules); to narrate the story behind the game; to include debriefing 
activities (such as group discussions or essays) that might facilitate the connection of 
the lessons learned in the virtual world with their application in real life and to specify 
elements and feedback mechanisms for increasing immersion. Finally, level 4 makes it 
possible to add rewarding and persistence mechanisms frequently used in computer 
games, such as the accumulation of points, the opportunity to explore secret areas or 
allowing access to complementary games, the possibility to customize an avatar or to 
define save points, for instance. The use of elements from levels 3 and 4 is optional, as 
not all the games need to include the features supported by those levels to the same 
extent. 
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3.2 Game Scenario Model 

The right hand side of Fig 1 depicts the model for the scenario definition. Again, the 
definitions of the elements on a specific level are based on the definitions of the 
elements of the innermost levels. The definition of a Scenario is composed of a group 
of interconnected scenes through links, with each scene representing a different 
physical environment or situation. The designer will define a scene-entity for each 
object, individual or area of the scene in which she wants to provide the possibility of 
interacting with. These scene-entities will group a set of graphical and sound 
resources to represent the different states of that object. In addition, the designers can 
use the Characterization elements, in order to define the appearance and 
characteristics of the characters associated with the scenario, and Context items to 
describe elements that might be useful in setting the context of situations that will 
take place in the scenario. Optionally the designer may enrich the scenario definition 
including the description of Services or tools to support and increase the possibilities 
of the different games that could be played in it. Finally, the last layer of the model 
allows defining, in an abstract way, the layout in which the representation elements 
and the services will be organized and presented to the player in each device, and the 
type of interactions s/he will be able to perform through the corresponding 
input/output devices. 

4 EG Design Process Based on the Model 

In this section we describe the steps to be followed in an EG design process supported 
by the proposed model. To better illustrate our approach and its advantages, we will 
make use of a specific example: the process of design of ‘Maz-E-nglish’, an EG for 
mobile devices to help young learners learning English. 

4.1 Game Design Definition Process 

Fig 2 depicts the process followed to design the EG using the proposed model. The 
design process is organized in four steps that are described below. 

Step 1: Game Components Initial Definition. The first step of the process is to 
outline an initial design of the EG that captures the main features to be implemented. 
Each of the different roles in the design team can tackle this task independently, 
focusing on the design of the components he/she is expert in. In our case, we will 
need to involve at least one game designer with experience in creating engaging and 
fun game experiences. This expert would be best placed to propose an initial 
definition of the mechanics and goals of the game. On another hand, an educator or 
pedagogical expert would also be able to provide advice on which game interactions 
would be more appropriate for teaching children this type of knowledge. He/she can 
focus on designing adequate feedback, rewarding and debriefing mechanisms. 
Finally, it will also be necessary to collaborate with an English language specialist 
who would select the most appropriate resources to be included in the scenario in 
order support the learning of this specific subject. 
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Fig. 2. The four steps of the game design process 

Step 2. Refinement and Completion. The next step is to agree on the game 
components designs and to assemble them to produce a set of game rules and a 
scenario definition. This will require reviewing and refining the initial designs until the 
solution satisfies the requirements of the different experts in the team. In this process 
the original definitions can also be enriched with other game components not initially 
considered. Following on with our example, the output of this step could be a set of 
rules named ‘Maze’ and a scenario called ‘Brick & Grammar Labyrinth’. The former 
describes a game that consists of moving an avatar around a maze in which we 
obstacles to avoid are found, prizes to collect and language grammar challenges to 
solve. The objective is to solve and collect as many challenges and coins as possible, 
and find the exit to the maze before the time limit expires. The scenario contains the 
description of two scenes. One scene depicts a maze made up of brick walls and rocks, 
and where prizes and challenges are represented by coins and shields respectively. The 
other scene depicts a multiple-choice question that includes the entities ‘statement’, 
‘answers’, and ‘solutions’. With regards to the interface design, and as the game is 
intended to be played on mobile devices, all the space of the screen is used to allocate 
the scenes representations, one of them at a time. Finally, two possible interaction 
mechanism to control the avatar were defined: direction buttons and ‘point and click’ 
through screen touch. 

Step 3. Game Composition. The next step is to carry out a matching process in which 
the entities of the two designs are associated. As in the games that children play in real 
life, playing a game in two different scenarios (for instance, outdoors and indoors) may 
require modifying and adjusting some of the rules of the game. Besides not all games 
played in a particular scenario have to make use of all the scenario features. Therefore, in 
this step designers must choose which entities, characters, interactions and services are 
going to be used and match them with the corresponding entities, operations and 
elements of the rules perspective. In our case, after merging the set of rules and the 
scenario, the designers obtain a game in which the player controls an avatar that moves 
around a brick maze. Every time the avatar interacts with an object that depicts a shield, 
the player is required to answer a question related to English grammar. 

Step 4. Game Profiles Definition. Once the game has been defined, designers can 
specify different game initialization and output profiles. The former are used to vary 
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parameters for some of the game components so the game experience is adapted to 
different learner profiles or different levels of difficulty, for instance. This way, in our 
example a game initialization profile has been defined to allow the educator to set up 
values for the time limit, number of prizes and challenges, and amount of feedback. On 
the other hand, the output profiles are used to specify the results or outputs of the game 
an educator may require to observe. For example, in our game we have defined an output 
profile focused on the game activity of the learner and another one focused on the 
educational purpose of the experience. When making use of the former the game engine 
would retrieve information such as the number of attempts, mazes solved, coins collected 
or average time taken to completed the maze, whereas when using the latter only the total 
number of challenges solved by the player will be retrieved. 

4.2 Game Implementation 

Fig 3 depicts two screenshots of an implementation of the ‘Maz-e-nglish’ EG. This 
implementation has been carried out using the game engine AndEngine [13], a 2D 
Engine OpenGL for the Android platform. In order to play the game the students 
install the EG package on their mobile devices and upload to the installation one 
configuration zip file that the educator should provide him/her with. These 
configuration files contain descriptions of topography of the various labyrinths and 
the questions to be used in the grammar challenges, expressed in XML language. This 
allows educators to update the students’ game installations with new questions as they 
progress through the course. The current version of the game does not generate output 
and log files of the game activity in accordance with the output game profiles. 

 

 

Fig. 3. Screenshots of the “Maz-E-nglish” EG for Android platforms 
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4.3 Reuse and Game Variant Production 

The game designs obtained following this approach can be easily adapted and 
modified. For instance, in order to train the language listening ability of young 
learners a new version of the ‘Maz-E-nglish’ game was produced. This version made 
use of an extended version of the ‘Brick & Grammar Labyrinth’ scenario which 
includes a new scene for representing listening questions and the description of a 
service able to play the required audio files in them. On the other hand, by modifying 
the definition of the interface and interaction layer it could be possible to apply the 
design to game implementations for desktop computers. 

Furthermore, game component designs can be used to accelerate the design of the 
new game experiences. This way, the rules ‘Maze Solving’ rules could be combined 
with a new scenario definition to create a 3D game experience, which could serve to 
train children in which evacuation routes to follow in an emergency, for instance. On 
the other hand, the scenario ‘Brick & Grammar Labyrinth’ could easily be reused in a 
game in which players have to look for and capture each other around the labyrinth. 

5 Conclusions  

In order to fulfil the benefits that game based learning can provide it is necessary to 
provide the means to reduce the high cost associated with the production of EG and to 
facilitate the design process. A good game design harmonizes both enjoyment and 
instructional objectives, and therefore a successful design team should integrate 
experts from at least game design and pedagogy. This work tries to provide support to 
the members of a multidisciplinary team of these characteristics by providing them 
with a common framework for describing EG. To help reduce the development costs, 
these designs might later be implemented using some of the different authoring tools 
and game engines that provide a set of base services to support the execution of the 
games, such as AndEngine [13],  OpenSpace [14] or RedDwarf Server [15], for 
instance. Furthermore the modular description of model facilitates the association of 
different design components with different parts of the game implementation, which 
in turn facilitates their reuse. This feature will also open the door to the design of a 
system which allows educators to define their own game based educational 
experience by exchanging and introducing slight modifications in pre-defined game 
templates. 

Current lines of work include the implementation of a new version of the game 
able to read and interpret XML files containing descriptions of game output profiles 
provided by the educators. The new game will retrieve information about the plays 
accordingly to what it is specified in these files, and send the information to a web 
repository so that the educator can access it and consult it. 
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Abstract. Mobile phones are becoming a great necessity for elderly people; the 
features they provide supported by rich functionality made them one of the 
indispensable gadgets used in their daily life. However, as mobile phones get 
more advanced and their interfaces become more complicated, new design 
recommendations and guidelines need to be developed to serve the elderly 
needs. In this paper we present a set of guidelines and design recommendations 
for touch based mobile phones targeted towards elderly people. These 
guidelines were distilled and consolidated after a comprehensive review of the 
literature. We hope that these compiled guidelines will serve as an information 
base for future designers/developers to use while designing touch based mobile 
interfaces for elderly people. 

Keywords: Elderly people, Mobile phones, Accessibility, Design 
Recommendations, Guidelines. 

1 Introduction  

The number of elder people has increased rapidly in recent years [1-3]. Increasing 
ageing societies has appeared the most among developed countries such Japan, 
Europe, and North America. The United Nations have projected that by 2050, elderly 
above the age of 60 will reach a percentage up to 21% of the world population.  This 
increase in elderly numbers represents a recurring need for establishing suitable 
market of computing technology devices for elderly people [5].   

As people get older some of their physical and mental capabilities start to decline 
[3]. In order to overcome these losses of capabilities for elderly people, recent studies 
have focused on the development and adaption of technological tools to help the 
increased number of elderly in society [1][4]. Among these technologies is the mobile 
phone.  

Mobile phones are becoming one of the more utilized technology items for older 
people. Some of the reasons why older people possess mobile phones are because 
they are used as memory aids, let them feel safe and secure, keep them related to 
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social activities and the most important reason is enabling them to perform their daily 
life activities independently [2] .   

Recent studies showed that the main concern among older people with regard of 
using mobile phones resides in their complex interfaces and overrated features [4]. 
The elderly in these studies were related to overly complex interfaces and excessive 
functionality. This problem might hinder the ability of older people to send text 
messages or call their relatives because they are afraid of making mistakes. In 
addition, previous studies have found that mobile phones have built-in features that 
cannot be modified according to elderly needs. 

However, as of today's market, we can see an increase in the number of touch-
based mobile phones such as (iPhone, and Android) [2].  Touch-screen mobile 
phones offer a suitable screen size for older people with many features that can be 
adjusted according to their needs. Among these features are bigger buttons, larger text 
message, and spoken interfaces. However, this diversity in touch-based mobile phone 
market reveals the need for sound design recommendations and guidelines for the 
design of mobile interfaces for elderly people. Therefore, the overarching objective of 
this paper is to distill and consolidate guidelines and design recommendations for 
touch-based mobile phone interfaces appropriate for elderly people. This will be the 
first step towards providing an information base for future designers/developers 
intending to design touch based interfaces for elderly people. 

The rest of the paper is organized as follows: section 2 reviews the literature 
related to mobile phone and elder people.  Section 3, provides a compiled list of 
design recommendations and guidelines from previous studies put into an ad hoc 
framework. Section 4, concludes the paper with future research directions.  

2 Literature Survey 

There have been many research studies in the use of mobile phones among elderly 
people. We will present in this section some of the related work that has started from 
2002 up to date. An early study presented in [6] concentrated on identifying the 
important wireless devices and services needed for older people. They articulated the 
user feedback into a concept scenario to generate design ideas for new products and 
services; then prioritized the ideas based on the elder’s feedback. The result of the 
study showed a positive opinion about additional values of the services. The study 
found that the important criteria for senior persons were the ease of use and true need 
of the device for facilitating independent living. In another study presented in [7] the 
author pointed out that standard interface techniques are not appropriate for elder 
users. Designers have to think of the functionality of the output message to design 
suitable system for older people. Nevertheless the study performed by the authors in 
[8] addressed touch-based PDA usage by older people and their performance with 
respect to younger people. Their findings suggest that there are no major differences 
in performance between older and younger users while physical interaction with 
PDAs. 

Additional study of the use of mobile phones by older persons was discussed in 
[9], it used a mixed method of quantitative and qualitative approaches to discover the 
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design improvements for the elderly. Older people have strong opinion about some of 
the advanced features presented in mobile phones such as: the use of one button to 
lock the cell phone, a panic button for emergency,  a screen with only four menus 
(voice call, text, alarm, and calendar), and button to place unwanted people in the 
blacklist. Along the same line of research, the author in [10] reported that mobile 
interfaces had too many menus, and the functions in mobile phones were complicated 
and difficult to understand. The author indicated from her interviews with elders, the 
three most-desired functions in mobile devices, which are: address book, diary, and an 
alarm clock.  

The authors in [11] indicated senior users did not purchase their phone; instead 
they were given to them by relatives (children) or friends. From their observations, it 
was clear that the ease of use does not influence the intention to purchase a cell 
phone; instead it prevents senior people from utilizing the functions available in the 
mobile phone. Their findings related the factors of acceptance with adaption of the 
mobile phone for elder users.  

A comparison study conducted by [12] found that the communication media used 
by both senior and younger people was the cell phone. An opposite study in [13] 
revealed that older people fear the use of a new technology and preferred mobile 
phone with aid features to support their declining abilities.  

Touch-screen devices have recently increased in the market. To make these devices 
more effective and easy to use, the introduction of multimodal feedback from more 
than one sensory modality had taken place. This kind of feedback is more suited for 
elder users. The study in [14] demonstrated the enhanced performance for older adults 
when presented by multimodal feedback with auditory signals through touch-screen 
devices. Also, to help elderly better deal with touch-screen phones, the study in [15] 
provided a guideline to icon feedback design for elderly to make the touch screen 
friendlier. 

Investigation of special touch-screen tablets' designs for elderly users was 
presented in [16, 17]. The authors addressed the important features for seniors. To 
help seniors remain socially connected and reduce their loneliness, the building 
bridges project in [16] suggested involving elderly people at every stage of the design 
process of the technology to be part of their life. Also, in [17] they investigated the 
optimal number of blocks and targets for a touch-screen tablet intended for seniors. 
The results do not recommend designing an interface that require the use of two-
hands for elderly; and to improve the performance of elder adults, the designed 
interface has to reduce the cognitive overload for the elderly.  

Moreover, the authors in [18] introduced a new tabletop device with touch-based 
gestural interface to help the elderly communicate with their social network. Some of 
their design ideas were: elderly people prefer tap gestures because it is easy to 
understand and remember; also when the touch on the screen is lost during dragging 
objects, the object should stay where it has been left. Lately, the authors in [19] 
presented an evaluation of (iPad) current model. Their results showed high acceptance 
and satisfaction rate among senior users. This finding was clear for both seniors who 
had experience with PCs and those who had not any experience. 

Recent studies have focused on identifying important interface features requested 
by elder people. The authors in [20] argued about blindly reducing the functionalities 
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that are not effective for elders’ mobile-phones. Due to the fact that existing mobile 
phones do not address the needs of elder people. The authors proposed a worth-driven 
mobile phone design process to meet the needs of aged people. In addition, the 
authors in [4] identified the important functions for elderly. They preferred a larger 
display, a touch-screen, labeled icons and larger fonts. Other features can be 
eliminated such as the ones related to entertainment. 

In a different research where the authors tried to tailor mobile phones to specific 
user needs, the work in [21] introduced the idea of portable mobile-user interface. 
This interface can be installed in any mobile-phone regardless of its model or brand. 
Their prototype addressed the usability problems in existing mobile -phones. As well 
as the user needs to learn only one user interface and be able to install it in any new 
phone. Moreover, the author in [22] presented some guidelines for the design of 
interfaces for elderly people, which was used to develop Mylife application. Mylife is 
a flexible application that can be presented in touch-screen devices.  

Finally, the authors in [23] conducted an experiment to assess standard usage of 
mobile touch-screen interfaces when used by elderly. Their results showed that 
elderly are interested in using touch-screen devices, and when provided with one 
week of training, their performance has increased.  

From the above survey, we can can conclude the acceptance of touch-screen 
devices among elder adults, and suggest a future focus on the interface and 
applications development for seniors. 

3 Consolidated Guidelines and Design Recommendations  

Guidelines and design recommendations for mobile phones' interfaces for the elderly 
is not a new research topic, Kurniawan [10] has already compiled a list of design 
recommendations targeted for feature phones (this term is used to describe low-end 
devices with physical keypad). However, to the best of our knowledge we have not 
seen similar papers targeting touch-based mobile phones.  

In this section, a list of design recommendations will be presented based on our 
extensive literature review. The recommendations are compiled from [4, 5, 9, 14, 16, 
17, 18, 20 and 22] and classified into three dimensions, namely:  (1) Look and Feel, 
(2) Functionality and (3) Interaction. 

1) Look and Feel 
This design requirement includes the following:  

• Larger size of mobile phone that consists of three-dimensional appearance button 
for touch-screens,  

• Separate keypads for numbers and letters,  
• Good spacing between buttons,  
• Larger font for text, and labeled icons.  
• In addition, the most important feature should be available directly via a labeled 

button and not via menu navigation. 
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2) Interaction 
This design requirement includes the following:  

• Easy zoom in and out and pinching. 
• Tapping with audio confirmation to help elderly with reduced vision.  
• Also, the elderly prefers tapping but not drag and drop actions, voice call and slow 

motion interface.  
• The interface should also clearly express where the user is in the dialogue, and 

which “tasks” are active.  
• Moreover, the designer should avoid the following for elderly interfaces:  

─ Avoid slide-out keyboard because it bothers the elderly,  
─ When the touch is lost during dragging, the object should stay where it has been 

left,  
─ Do not overload the same object with actions performed by tapping and by 

dragging gestures, and 
─ Finally, the screen should not turn off when being idle to avoid confusion. The 

elder might think that the mobile is not working. 

3) Functionality 
The most desired functions for elderly are the following:  

• Address book linked with caller identification number along with a picture of the 
caller and on-screen number selections (e.g., press 1 for calendar), i.e. functionality 
of the same type should be grouped together,  

• The main navigation should be placed identically on all “pages”, and critical 
functions should never disappear, and important functions should be placed at the 
top of the screen to avoid mistake touches.   

• Additional request by elderly to have specific buttons for the following actions: 
single button to return to the home state, a locking button to prevent accidental 
dialing, a panic button for emergencies, and a button to place a caller/number into 
the blacklist.  

• On the other hand designers should carefully consider naming programs and 
commands; not too many or too less features for mobile phone interfaces. 

Using the above design recommendations will help developers to design the 
appropriate user-friendly mobile phone interfaces for elderly people and help them 
use and enjoy this type of technology.  

4 Conclusion and Future Work  

In this paper, we have conducted a thorough literature survey of the usage of touch-
screen devices among elderly people. Based on our extensive study we were able to 
distill and consolidate a set of design recommendations and guidelines classified into 
three dimensions, namely: (1) Look and Feel, (2) Functionality and (3) Interaction. 
This framework of design recommendations can serve as an information base for 
designer to use when designing touch-based interfaces for elderly people. Our next 
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step will be to test whether these recommendations are applicable for Arab elderly 
people with no or minimum modifications. 
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Abstract. Multi-tag bioimaging systems such as the toponome imaging
system (TIS) require sophisticated analytical methods to extract molec-
ular signatures of various types of cells. In this paper, we present a novel
paradigm for mining cell phenotypes based on their high-dimensional co-
expression profiles contained within the images generated by the robot-
ically controlled TIS microscope installed at Warwick. The proposed
paradigm employs a refined cell segmentation algorithm followed by a
locality preserving nonlinear embedding algorithm which is shown to
produce significantly better cell classification and phenotype distribu-
tion results as compared to its linear counterpart.

Keywords: Multivariate fluorescence microscopy, Nonlinear embedding,
Cancer biology.

1 Introduction

Bioimage computing is rapidly emerging as a new branch of computational bi-
ology which deals with the processing and analysis of bioimages as well as the
mining and exploration of useful information present in the vast amounts of
image data generated regularly in biology labs around the world. Image based
systems biology promises to provide functional localization in space and time
[1]. Recent advances in single-molecule detection using fluorescence microscopy
imaging technologies allow image analysis to provide access to invisible yet re-
producible information extracted from bioimages [2]. Highly multiplexed fluores-
cence imaging techniques such as MELC or toponome imaging system (TIS) [3]
generate massive amounts of multi-channel image data, where each individual
channel can provide information about the abundance level of a specific pro-
tein molecule localized within an individual cell using the corresponding tag.
Such high-dimensional representation of multiple co-localized protein expres-
sion levels demands for sophisticated analytical methods to extract molecular
signatures of diseases such as cancer to not only enable us understand the bio-
logical processes behind cancer development but also aid us in early diagnosis
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and appropriate treatment of cancer. In this paper, we address the problem of
mining cell phenotypes based on their high-dimensional protein co-expression
profiles contained within the TIS images generated by a robotically controlled
microscope installed at Warwick. We make three important contributions: First,
we perform our analysis at the cell level marking a departure from the exist-
ing approaches employing pixel-level analysis [3–5]. Second, we show that the
raw protein co-expression vectors have a nonlinear high-dimensional structure
which can be effectively visualized using a symmetric neighborhood embedding
approach. Third, we demonstrate the effectiveness of the nonlinear embedding
coordinates for (a) classifying the tissue type at cellular level as compared to
principal component analysis (PCA), its linear embedding counterpart, and (b)
mining the cell phenotypes in an exploratory clustering setup using affinity prop-
agation [6].

2 The Mining Framework

The framework presented in this work consists of three stages: pre-processing in-
volves alignment and cell segmentation, non-linear low-dimensional embedding,
and unsupervised clustering.

2.1 Pre-processing

Raza et al. [7] show that the multi-tag images obtained from TIS possess slight
mis-alignment, which can potentially introduce noise when finding functional
protein complexes in cancerous and normal tissue samples. In line with this ar-
gument, the RAMTaB (Robust Alignment of Multi-Tag Bioimages) [7] algorithm
is used for aligning multi-tag fluorescent microscopy images.

Cell segmentation is required in order to restrict the analysis to cellular areas
only. For nuclei segmentation, we used the multi-step framework proposed by
Al-Kofahi et al. [8] on DAPI channel which highlights all the nuclei in the im-
age. Initially, an image is binarized using graph-cut based alogorithm to extract
foreground. Next, seed points are detected on the foreground of the binarized
image by using multiscale Laplacian of Gaussian (LoG) filter, to perform an ini-
tial segmentation. Finally, this initial segmentation is refined by using a second
graph-cut based algorithm. Nuclei segmentation results obtained using [8] are
further post-processed to cater for very small nuclei, often produced as a result
of segmentation errors, by either merging with the nearby nuclei or eliminating
them altogether (see Figure 1). This further ensures that analysis is restricted
to significantly distinguishable cell nuclei only. We refer to this complete process
as cell segmentation in the following text.

2.2 Raw Expression Vector (REV)

We compute mean intensity value for each cell across K antibodies (K = 12)
and build a Li ∈ RK vector for each cell i, which we call the Raw Expression
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(a) (b)

Fig. 1. Results of cell segmentation overlaid on top of the two original DAPI images.
(a) Cancer; (b) Normal.

Vector (REV). Let N be the total number of cells found in all the stacks, then
the data structure can be represented by an N ×K matrix. We normalize the
mean intensity value in each column to the range [0, 1] before performing any
further analysis.

2.3 Locality Preserving Non-linear Embedding

Most real-world datasets, regardless of their original dimensionality, contain
some structure which should be representable in its intrinsic dimensions. We
map all Li ∈ RK REVs to M i ∈ RL, where L < K. t-Distributed Stochas-
tic Neighbor Embedding (t-SNE) [9] is a method which provides such mapping
through an optimization aiming to retain the original global and local structure.
To achieve this, it define a similarity measure between any two points i and j
in the original RK space (pj|i) and another in the lower dimensional RL space
(qj|i) as,

pj|i ∝ exp
(
−‖Li −Lj‖22/2σ2

i

)
, qj|i ∝

(
1 + ‖M i −M j‖22

)−1
, (1)

where σ2
i is the variance of the Gaussian centered on Li, and ‖·‖2 is the Euclidean

norm. The user can control this variance, in turn specifying the number of neigh-
bors affecting pj|i. In order to keep the inherent structure of the data, t-SNE
constrains the similarity measures for any two points to be roughly equivalent
between the high and low dimensional space i.e. pj|i ≈ qj|i. The Kullback-Leibler
divergence is a natural fit to impose this contraint. Hence, the cost function to
optimize is

∑
i

∑
j KL(pj|i‖qj|i). To make the cost symmetric, all similarity mea-

sures are replaced by,

pj|i −−−−−−→
replace by

pi,j =
(
pj|i + pi|j

)
/2N . (2)



578 A.M. Khan et al.

2.4 Clustering

Using either the original ({Li}) or the lower dimensional data ({M i}) we would
like to observe the different phenotypes in both cancerous and normal tissue
samples. Since each dimension in REV encodes the difference in expression levels
after adding a particular anti-body, it can be used to cluster pixels based on
responses to K anti-bodies. To observe the discrimination between cancerous
and normal tissue responses, we experimented with two unsupervised clustering
methods briefly described below:

Affinity Propagation Clustering (APC). APC [6] is an approach where
each data samples elects another data point within the dataset to act as its
representative or exemplar. The points electing a common exemplar form a single
cluster. We initialize the method in a way where each data point has equal
likelihood of becoming an exemplar and the final number of clusters is small. The
algorithm takes affinity measures between any two points in the dataset as input,
which is used in each iteration to find which data points are good exemplars for
what samples. To achieve this goal, two kinds of messages are shared between
every pair of data points i and j. The responsibility r(i, k) reflects the suitability
point k to represent point i as its exemplar. The reverse message, availability
a(i, k) defines how much point k thinks it is suited to act as the exemplar of
point i. Each iteration updates r(i, k) and a(i, k) in a data-driven fashion.

The affinity measure we use between points i and j is

K(i, j) = exp
(
−‖M i −M j‖22/2σ2

)
, (3)

where σ = max(‖M i − M j‖2)/3. We denote the number of clusters resulting

from this approach by Ĉ. It is worth noting that the APC algorithm determines
Ĉ in an unsupervised manner.

Agglomerative Hierarchical Clustering (AHC). This is a bottom-up clus-
tering method [10], which starts with each of the N REVs as being a single
cluster, and merges two clusters in each iteration. This process can be better
represented as a dendrogram tree structure, where cutting across the tree at
level k would give N − k clusters1. We aim to get the same number of clusters
returned by APC, hence we cut the tree at level k̂ = N − Ĉ.

The criterion we employ to select the two clusters to merge aims to minimize
the increase in the variance of clusters [11]. Mathematically, at each iteration
level k∗ we have clusters Sj =

{
M (j,1), . . . ,M (j,nj)

}
where nj = |Sj | and j ∈

{1, . . .N − k∗}. To make clusters for level k∗ + 1, we seek clusters û and v̂ such
that

û, v̂ = argmin
u,v∈{1,...N−k∗}

nunv

(
‖S̄u − S̄v‖2

)2
/ (nu + nv) , (4)

where S̄j is the mean vector for set Sj . This step will result in a new cluster
formed by merging Sû and Sv̂, hence reducing the number of clusters by 1.

1 The algorithm starts at level k = 0, where there are N clusters. Cutting the tree at
level k means truncating the tree after level k.
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(a) (b)

Fig. 2. Illustration of low dimensional embedding of Raw Expression Vectors belonging
to Cancer and Normal Cells using two different dimensionality reduction techniques:
(a) PCA; (b) t-SNE

3 Experimental Results and Discussion

The data used in this study consists of 3 colon tissue samples. 2 out of the 3
selected tissue samples are taken from healthy colon tissues while 1 taken from
cancerous colon tissue. The tissue samples are verified to be normal or cancerous
by independent expert pathologists. A library of 26 antibody tags is used on all
3 colon tissues to generate 3 stacks of multi-tag microscopic bioimages (each
stack having 26 tags) using TIS [3]. The library of antibody tags used in this
study comprise mainly of nuclei, stem-cell and tumor markers as reported in [12].
Out of these 26 antibodies, some antibodies are ignored because their function
is not reflective of the cell activity, while others are discarded because the of the
poor quality of its image. Subsequently, only 12 antibody tags are used in the
subsequent analysis: CD36,CD44, CD57, CD133, CD166, CK19, CK20, Cyclin-
A, Cyclin-D1, CEA, Muc2, EpCAM. Each image is of size 1056×1026 with pixel
resolution of 206× 206 nm/pixel.

All 3 fluorescent microscopy image stacks in the dataset are processed in a
similar manner, with image alignment and cell segmentation as described in
section 2.1, and finally REV generation as described in section 2.2. For image
registration, the default parameters as detailed in [7] are used. For cell segmenta-
tion, we tuned for parameters of algorithm in [8] to suit our imaging conditions.

Experiment 1: Linear (PCA) vs. Non-linear (t-SNE) Dimensionality
Reduction for Cell Classification. For dimensionality reduction, we used
two frameworks: one linear (PCA) and other non-linear (t-SNE). Here we show
that PCA fails to preserve pairwise relationship between REVs in high dimen-
sional space, whereas t-SNE not only preserves the pairwise relationships but
also provides a much superior visual representation of the protein expression
vectors. REVs are reduced to 3 dimensions using PCA and t-SNE and k-means
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Fig. 3. Visual Overlay of 20 phenotypes found using APC(first row) and AHC(second
row) on top of DAPI images for a Caner(first column) and Normal(second column)
tissue sample. Marginal distributions of cell phenotypes are shown on the top-left corner
of each image. Note the difference in distribution of phenotypes in cancer and normal
sample.

clustering (with k = 2) is applied on these low-dimensional representations to
yield the results. Figure 2 shows the visual comparison of clustering results. The
results obtained above are evaluated on three quantitative accuracy measures:
Sensitivity (Sen), Specificity (Spec), and Positive Predictive Value (PPV). Let
TP denotes the number of true positive(cancer cells correctly classified as can-
cerous ), FP the number of false positive (normal cells incorrectly classified as
cancerous),TN the number of true negatives (cancer cells incorrectly classified as
normal), and FN the number of false negatives (normal cells correctly classified
as normal), then Sen is defined as TP/(TP+FN ), Spec as TN /(TN+FP) and
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Fig. 4. Scatter plot of t-SNE embedding of REVs, where cancer (circles) and normal
cells (triangles) are colored using 20 different phenotypes identified using APC(left)
and AHC(right). The legend displays the number of cells present in the cluster and
percentage of cancerous cells respectively, identified in the corresponding phenotype.
Note that phenotypes are marked on the basis of majority; i.e. a given phenotype is
marked as cancer (circle) if majority of its cells belong to cancer and viceversa.

Table 1. Quantitative Com-
parison of Classification Re-
sults using: 12−dimensional
REV; 3−dimensional PCA;
3−dimensional t-SNE. Values
marked in bold show best
results. On all 3 scales, t-
SNE embedding gives superior
performance.

Sen Spec PPV
REV 0.9725 0.8187 0.6654
PCA 0.9725 0.8187 0.6654
t-SNE 0.9780 0.9959 0.9889

Table 2. Quantitative comparison
of inter- and intra-class symmet-
ric KL-divergence of cell phenotype
distributions for 12−dimensional
REV, 3−dimensional PCA, and
3−dimensional t-SNE using APC and
AHC

Cluster Inter-class Intra-class

REV
AP 29.8565 2.3992
HC 33.7972 2.9332

PCA
AP 22.9484 0.2841
HC 26.0002 0.697

t-SNE
AP 41.896 0.6915
HC 41.7355 0.8345

PPV as TP/(TP+FP). Table 1 shows quantitative comparison of classification
(using k-means, with k = 2) when (1) 12−dimensional REVs; (2) 3−dimensional
PCA; and (3) 3−dimensional t-SNE data are used for classification. Note that
the PPV for t-SNE is approximately 32% higher than those of the original data
and PCA.

Experiment 2: Cell Phenotype Analysis Using Unsupervised Clus-
tering: Given the promising cell classification results obtained above, we are
further interested in finding different phenotypes present in normal and cancer
samples. Unsupervised clustering can be used for such type of analysis. Here, we
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present a comparative analysis of different phenotypes identified by using two
popular clustering frameworks described in section 2.4: APC and AHC. Number
of clusters (Ĉ) is identified using APC and the same number is used in AHC.

Figure 3 shows the overlay of different cell phenotypes identified using APC
and AHC over DAPI Images, whereas Figure 4 shows the scatter plot of differ-
ent phenotypes. In order to quantitatively assess the performance of all cell
phenotype mining methods used here, we employ the average of symmetric
KL-divergence of cell phenotype distributions between cancer/normal and nor-
mal/normal samples. Results shown in Table 2 again demonstrates the effective-
ness of t-SNE as compared to PCA.

4 Conclusions

We presented a paradigm for cell-level mining of molecular signatures in multi-
tag bioimages using a nonlinear embedding approach. This approach is a marked
departure from the traditional pixel-level approaches. We showed that the sym-
metric neighborhood embedding outperforms the original high-dimensional raw
protein expression vectors in terms of its ability to discriminate between normal
and cancer tissue samples on the basis of their phenotypic distributions. Our
future work will employ this paradigm in a large-scale validation for extracting
biologically plausible molecular signatures of various cell phenotypes found in
cancer specimens.
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Abstract. In this work we introduce a novel over-sampling method to face the 
problem of imbalanced classes’ classification. This method, based on the 
Sanger neural network, is capable of dealing with high-dimensional datasets. 
Moreover, it extends the capability of over-sampling methods and allows gen-
erating samples from both minority and majority classes. We have validated it 
in real medical applications where the involved datasets present an un-even rep-
resentation among the classes and it has been obtained high sensitivities identi-
fying minority classes. Therefore, by means of this method it is possible to ac-
complish the design of systems for the medical diagnosis with a high reliability.  

Keywords: imbalanced distributions, over-sampling, classification, Sanger 
network, neural networks. 

1 Introduction 

Imbalanced datasets involve a great issue for classifiers since there is not an even 
class representation. Most of standard learning algorithms are not able to deal with 
imbalanced distributions because they assume an equal representation among the 
different classes, causing a decline of the classifier performance. This inconvenience 
is pervasive in a multitude of different domains in which the collection of positive 
samples (relatives to the minority or interest class) is less than the negative samples 
collection (majority or popular class).  

In the medical field, imbalanced datasets suppose a critical problem because of the 
cost of misclassifying a minority class (e.g. an infrequent disease) as a majority class 
(e.g. non-suffering that strange illness), are especially high. In that case, a subject who 
really suffers the disease could not be properly treated medically. 

To face this problem there are mainly two different approaches. The first one,  
focused on the learning algorithm, attempts to modify the learning strategies of the 
classifiers with the aim of make up for the lack of minority samples. For this, two 
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techniques related to this approach are known, cost-sensitive learning [1,2] and rec-
ognition-based learning [3,4].  

On the other hand, the second approach seeks to solve the gap between classes 
from the point of view of the data. Two main strategies are based on the restructuring 
[5,6] or modification of the dataset [7,8].  

Regarding to the dataset modification strategy, there are two options: cutting down 
the majority class set (under-sampling) or increasing the minority class set (over-
sampling). Previous related works revealed the advantages of using sampling tech-
niques for improving the performance of classifiers [9,10] and even combinations of 
over-sampling the minority class and simultaneously under-sampling the majority 
class [4].     

In this paper we present an extended over-sampling method based on Sanger neural 
network (SNEOM) for improving the classification of imbalanced datasets with two 
classes. This method allows obtaining correlated synthetic samples with the input data 
from an n-dimensional space. Performing a dimensionality reduction using a projec-
tive method based on the Sanger network, the input multivariate data is transformed 
into a less-dimensional space where it is possible to add perturbations over the data, 
such as a Gaussian noise, in order to generate similar samples to the original ones 
within the acceptance regions for each variable. This method is termed extended be-
cause it could be configured for only minority class generation (pure over-sampling 
approach) and for both minority and majority class generation. 

2 SNEOM: A Sanger Network Based Extended Over-Sampling 
Method 

Imbalanced distributions entail one of the most challenging matters in machine  
learning due to the drawbacks that class under-representation involve for most of 
classifiers which suppose an even distribution among the different classes belong to 
the training data set. When a classifier is trained using a dataset that contains a pre-
dominant samples’ representation of one class with respect to the other classes, it will 
be over-specialized in majority class recognition, provoking a misclassification of the 
minority class samples.   

In this section we introduce an over-sampling method for both minority and major-
ity classes’ generation within imbalanced datasets. Hence it is called extended. Our 
proposal is intended not only to create minority class samples to produce a balanced 
class distribution, but to increase the proportion of both class in order to produce a 
more extensive, diverse and balanced training data set.  

SNEOM is a projective neural method for multivariate and relational synthetic data 
generation. The main feature of this method is that re-sampling is performed on the 
transformed space of the input data. Thus, SNEOM could be applied on multivariate 
data, providing the high dimensional data visualization in two or three dimensions. 
Another important characteristic of our proposal is its capacity for providing balanced 
classes even with data missing. This attribute is endowed with the neural architecture 
that implements SNEOM, the Sanger network, specifically the Sanger Network Ex-
tension for Missing Data Treatment [11]. This feature will not be evaluated in this 
paper. 
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Fig. 1. Schema of the SNEOM method 

SNEOM schema is shown in Fig. 1. The first step carried out is data pre-
processing. Before performing the projection of the input data it is necessary to stan-
dardize the data. This is an essential task because the projective method used is sensi-
tive to the relative scaling of the original variables. Standardization is performed 
transforming the data to a Gaussian distribution centered at zero and unitary standard 
deviation. 

After pre-processing, a feature extraction process will be performed using a neural 
projective method. It is generated a transformation of the input space into a new fea-
ture space, concretely the Principal Component Analysis (PCA) space, with a lower 
dimensionality, preserving the maximum possible amount of information. The pro-
posed method implements this transformation process using a neural approach whose 
processes converge into PCA, the Sanger network, also called Generalized Hebbian 
Algorithm (GHA) [11].  

Sanger network is totally interconnected with the inputs. We have adapted it to be 
able to face the processing of missing data. To accomplish it we have followed a 
scheme similar to the found in [12], causing these missing values not to contribute the 
output nor modify the weights of the networks:  ݕ௜ ൌ ∑ ௝௡௝ఢ௉೟ݔ௜௝ݓ  . (1)

Where ௧ܲ  is the set of input units, j, whose values ݔ௝are available at time t. 
The learning rule that progressively fits this matrix of weights is given by the fol-

lowing expression: ∆ݓ௜௝ ൌ  ൜ ߟሺݐሻݕ௜൫ݔ௝ െ ∑ ௞௝௜௞ୀଵݓ௞ݕ ൯ ݂݅ ݆ ߳ ௧ܲ0 ݁ݏ݅ݓݎ݄݁ݐ݋  . (2)

In the expression given by Equation 2, the learning ratio ߟሺݐሻ is a linearly decreasing 
function in time t. This formula causes the Sanger weights to converge to the main 
training data set components. 

Once we have performed PCA by means of the Sanger network, we obtain the 
scores (input dataset projected onto the feature space) and the weights (correlation 
coefficients between the scores and the input dataset). 
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The selected PCA number depends on the input variance percentage obtained after 
the Sanger training. It is important to emphasize that the goodness of the subsequent 
reconstruction of data to the initial space is strongly related to this parameter, so it is 
recommendable selecting a quantity of PCA that provides around 90% of the input 
data variance. 

Then we apply our over-sampling procedure on the feature space. Firstly, we set 
the factors of the minority and majority classes through two parameters entered by the 
user, which indicate the amount of synthetic samples that the algorithm will generate 
for each class. If the majority factor is nonzero, it will be considered as extended 
over-sampling approach. Next, the procedure calculates the acceptance area for each 
projected sample. It determines the boundaries within new samples could be generat-
ed, using the variances of the data distribution. These boundaries are calculated as the 
standard deviations for each class variable. Once calculated the acceptance area for 
every class, it is centered at the coordinates of each projected sample. Afterwards, the 
method takes iteratively each sample and adds it a Gaussian noise with a unitary bell 
width to perturb the original sample and initializes a new nearby sample. If the new 
sample falls within the acceptance area, a new synthetic sample is generated and more 
new synthetic samples will be generated until the factor for that class is reached. If 
any synthetic sample falls outside the acceptance area, it will not be accepted and the 
bell width of the Gaussian noise will be decremented 0.1 units with the aim of gene-
rating new samples closest to the original one and being more likely to fall inside the 
acceptance area. 

Data projected onto the PCA space preserve the statistics features of the data dis-
tribution for each class. Perturbing samples on this transformed space allows us mod-
ifying fewer dimensions instead of the whole set of variables in the input space. In 
this way, the number of dimensions perturbed is reduced and it also facilitates the 
visualization of the entire process. 

After the generation stage, we have the reconstruction phase, which consist of 
transforming the feature space into the input space again. The original input vector (x) 
can be reconstructed (Rx) with a minimum loss of information from the m-outputs 
vector (y) and the Sanger weights (W) (decompression procedure). The equation that 
carries out the decompression is the following one: ܴݔ௝ ൌ ∑ ௜௠௝ୀଵݕ௜௝ݓ  . (3)

Once data is projected onto the input space, the inverse process to the standardization 
is done and it is performed a quantization on the data. This last step is crucial in order 
to adjust the generated data to the range of the input data. 

3 Applications of SNEOM in Non-balanced Medical  
Classification Problems 

3.1 Datasets 

In order to validate SNEOM we have carried out different experiments about  
imbalanced datasets in the medical field. We have analyzed the results for bimodal 
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classifications, using neural and not neural paradigms, concretely - Naïve Bayes 
(NB), C4.5 classification tree and Multilayer Perceptron (MLP) - embedded into the 
data mining software WEKA [13]. The studied classifications have been discriminat-
ing between Mild Cognitive Impairment (MCI) and non-MCI subjects, classification 
of benign and malignant breast tumors, and pathology detection in the vertebral col-
umn, distinguishing between normal and pathological explorations. The two latest 
medical datasets have been taken from the UCI repository [14] whereas the first one 
dataset have been extracted from real medical consultations using EDEVITALZH 
clinical environment [15]. These datasets differ on their sizes and imbalance rates, 
resulting in assorted scenarios where testing our method. With the aim of carry out a 
homogeneous study of the method, with high reliability in the reconstruction stage 
and easy visualization we have selected a subset of attributes of the sets taking as 
starting dataset for the analysis the data related to real MCI consultations from 
EDEVITALZH environment. Thus, we have used the following datasets: 

1. The Mild Cognitive Impairment dataset contains 116 consultations relatives to a 
cohort of subjects recruited from the dependence care unit for the elderly of San-
tander (Cantabria, Spain). Within this database there are 92 consultations relative 
to non-MCI subjects the 24 remaining correspond to consultations where the pa-
tient was revealed a MCI. The variables included in this database are: the Mini-
Mental State Examination score, the Barthel index score and the educational level.  

2. Breast Cancer Wisconsin dataset [14]. This dataset is composed by 683 samples, 
444 of them corresponding to benign tumours and the other 239 belongs to malig-
nant tumours. Each instance is represented by four variables regarding to breast cy-
tology information: clump thickness, uniformity of cell size, uniformity of cell 
shape and marginal adhesion.  

3. Vertebral Columns dataset [14]. The total amount of samples contained in this 
dataset is 310, divided into 210 samples representing abnormal exploration and 100 
samples according to a normal exploration. Each patient is represented in the data-
set by four biomechanical attributes derived from the shape and orientation of the 
pelvis and lumbar spine: pelvic incidence, pelvic tilt, lumbar lordosis angle and 
sacral slope.  

3.2 Results and Discussion 

Results have been obtained training three different classifying paradigms with three 
different data distributions, an imbalanced (original) dataset and two SNEOM-
balanced datasets using both the standard (OS) and extended (EOS) over-sampling 
approaches. For the first distribution, classifiers were trained using only original 
samples from the imbalanced dataset and regarding to the two latter distributions, 
classifiers were trained using generated samples from our SNEOM method. All  
the datasets were split into training, test and validation sets, taking a 75% of the 
samples for an even distribution between the two first sets and the 25% remain for 
the validation set. 
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We have been taken into account a variety of measures that allows us to obtain sta-
ble and reliable evaluations in order to validate and demonstrate the effectiveness of 
our proposed method SNEOM. The imbalanced input dataset used for training is de-
noted in tables as Original. The datasets composed by synthetic samples using the 
SNEOM method are indicated as SNEOMOS for pure over-sampling and SNEOMEOS 
for referring to extended over-sampling approach. Best results are in bold with an 
asterisk. 

For the MCI dataset, the obtained results are shown in table 1. In this case, training 
a Naïve Bayes and a C4.5 classifier using the imbalanced dataset, all the samples 
were predicted as belonging to the majority class, so that all the minority instances 
were incorrectly classified (sensitivity = 0%). Training a MLP with the same dataset, 
only the half of minority samples was hit (sensitivity 50%) and the whole majority 
samples were fairly classified (100%). Because of the imbalanced validation dataset is 
composed by roughly 4 times majority samples (23 non-MCI subjects) than minority 
samples (6 MCI subjects), the Area Under the Curve (AUC) value is the highest in the 
table (0.993). Regarding to the classifiers trained with the OS dataset, the sensitivities 
are significantly higher than training the classifiers with the unbalanced dataset but 
the specificities have been decreased because the classifier is performing a fairer clas-
sification that in the previous scenario (previously both positive and negative samples 
were identified as majority class). Training with the OS dataset, the accuracy is al-
ways greater than the accuracy values obtained with the imbalanced training data 
except for the C4.5 classifier that is equal (79.31%). When the EOS dataset is used, it 
is achieved a 100% sensitivity rate for all the classifiers. Specificity rates are less than 
the ones obtained with the imbalanced dataset, due to the strongly influence of classi-
fying all the validation samples as the majority class, but in almost all the cases, it is 
over the OS rates (except for MLP classifier). Although the AUC value for a MLP 
classifier trained with the imbalanced dataset is the highest, this value is not reliable 
for indicating a good classifying performance because only the 50% of the minority 
samples were correctly classified. The best combination of all for this problem was 
the NB classifier trained with EOS, obtaining the best accuracy and sensitivity rates 
(93.1% and 100%, respectively) and a high specificity rate (91.3%). 

Table 1. Mild Cognitive Impairment dataset performance results 

 Accuracy Sensitivity Specificity AUC 

Original+MLP 89.67% 50.00% 100% 0.993 
SNEOMOS+MLP 90.00% 83.33% 91.30% 0.964 
SNEOMEOS+MLP 82.76% 100.00% 78.26% 0.986 
Original+NB 79.31% 0% 100% 0.500 
SNEOMOS+NB 82.76% 66.67% 86.96% 0.808 
SNEOMEOS+NB* 93.10% 100% 91.30% 0.928 
Original+C4.5 79.31% 0% 100% 0.500 
SNEOMOS+C4.5 79.31% 100% 73.91% 0.870 
SNEOMEOS+C4.5 82.76% 100% 78.26% 0.906 
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In relation to the Breast Cancer dataset, whose results are represented in Table 2, 
the sensitivity and AUC values are always better for OS and EOS datasets than for the 
imbalanced one, so that, using SNEOM there is more likely to correctly identify the 
minority instances. The accuracy is greater for OS and EOS balanced datasets with 
respect to the imbalanced dataset in the most of all cases except for the C4.5 classifier 
that is slightly smaller. The specificity values are very close between the balanced and 
the imbalanced distributions using a MLP or NB classifiers, getting the greatest value 
(96.64%) for a NB classifier trained with the OS dataset. This configuration also pro-
vides the greatest value for accuracy, so it is one of the best combinations together 
with the MLP classifier trained with the EOS dataset. The latter achieves the highest 
sensitivity (96.61%), which is the best rate for recognizing minority class samples.  

Table 2. Breast Cancer dataset performance results 

 Accuracy Sensitivity Specificity AUC 

Original+MLP 94.12% 89.80% 96.40% 0.991 
SNEOMOS+MLP 95.29% 94.92% 95.50% 0.993 
SNEOMEOS+MLP* 95.29% 96.61% 94.50% 0.993 
Original+NB 95.29% 93.22% 96.40% 0.992 
SNEOMOS+NB* 95.88% 95.00% 96.40% 0.993 
SNEOMEOS+NB 95.29% 95.00% 95.50% 0.994 
Original+C4.5 94.12% 93.22% 94.59% 0.928 
SNEOMOS+C4.5 93.53% 96.61% 91.89% 0.961 
SNEOMEOS+C4.5 93.53% 95.00% 92.79% 0.939 

  
 

Results for Vertebral Column dataset are depicted in Table 3. It is observable that 
it is very difficult for classifiers to correctly discriminate among classes due to the 
lower obtained percentage for all the measures. Here, accuracy is very similar for all 
the cases, except for the C4.5 classifier with the imbalanced dataset that is higher than 
the rest of configurations because all the samples were classified as majority class, 
and consequently all the minority classes were incorrectly identified (sensitivity = 
0%). Therefore, for this problem, accuracy is not a reliable measure to compare be-
tween different configurations. Sensitivity values are always significantly higher for 
OS and EOS, and also the AUC values are better when using SNEOM. Specificities 
are slightly higher for imbalanced datasets, because of the classifiers tend to forecast 
in most of the cases that the validation samples belong to the majority class. MLP and 
NB provided good results again. Using a MLP classifier trained with the OS dataset 
we obtained the best sensitivity and AUC rates (85% and 0.743, respectively), indicat-
ing that this classifier trained with the OS training set is capable of identify more mi-
nority samples than the others. NB classifier with the EOS training dataset performed 
the best accuracy, obtaining the best trade-off between the classification of majority 
and minority classes (sensitivity = 72%, specificity = 61.54%).   
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Table 3. Vertebral Column dataset performance results 

 Accuracy Sensitivity Specificity AUC 

Original+MLP 64.94% 40.00% 67.31% 0.700 
SNEOMOS+MLP* 63.64% 85.00% 55.77% 0.743 
SNEOMEOS+MLP 63.64% 72.00% 59.62% 0.700 
Original+NB 63.64% 64.00% 63.46% 0.708 
SNEOMOS+NB 62.34% 68.00% 59.62% 0.718 
SNEOMEOS+NB* 64.94% 72.00% 61.54% 0.739 
Original+C4.5 67.53% 0% 100% 0.500 
SNEOMOS+C4.5 63.64% 72.00% 59.62% 0.671 
SNEOMEOS+C4.5 62.34% 85.00% 53.85% 0.672 

  
 
Results obtained for three biomedical datasets with different unbalanced levels and 

dataset sizes have validated the SNEOM method and justified its goodness for using it 
in classification tasks with imbalanced classes. In all the experiments, the best results 
were achieved by means training the classifiers with the SNEOM-balanced datasets 
and using both pure over-sampling and our novel proposed extended over-sampling 
approaches. 

4 Conclusions 

In this work we have presented a novel over-sampling method with the possibility to 
extend the synthetic samples generation to the majority class in addition to the minori-
ty class. This is a neural projective method that is able to deal with high dimensional 
data and missing values in any variable. In order to validate our method and state the 
goodness of using it in imbalanced classification, we have applied it to three biomedi-
cal imbalanced datasets to train three different classifiers with the original imbalanced 
dataset and comparing the results with two balanced datasets composed by synthetic 
samples obtained after applying SNEOM, using both pure over-sampling and ex-
tended over-sampling approaches. Several metrics have been calculated in order to 
evaluate the performances obtained among different classifiers trained with each of 
data distributions. The best performances were obtained when using SNEOM for 
balancing the classes’ representation into the datasets. We have validated our method 
and its goodness to apply it on imbalanced scenarios. In addition, we have demon-
strated the effectiveness of our extended approach getting better performances in 
some cases than the standard over-sampling technique. Therefore, by means of this 
method it is possible to accomplish the design of systems for the medical diagnosis 
with a high reliability. 
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Abstract. Hand recognition has received wide acceptance in many applications 
for automatic personal identification or verification in low to medium security 
systems. In this paper, we present a new approach for hand recognition based 
on abductive machine learning and hand geometric features. This approach is 
evaluated and compared to other learning algorithms including decision trees, 
support vector machines, and rule-based classifiers. Unlike other algorithms, 
the abductive learning approach builds simple polynomial neural network 
models by automatically selecting the most relevant features for each case. It 
also has acceptable accuracy with low false acceptance and false rejection rates. 
For the adopted dataset, the abductive learning approach has more than 98% 
overall accuracy, 1.67% average false rejection rate, and 0.088% average false 
acceptance rate.  

Keywords: Pattern Recognition, Hand Recognition, Biometric Authentication, 
Geometric Features, Polynomial Neural Networks, Abductive Learning.  

1 Introduction 

Recently hand recognition has drawn considerable attention and several approaches 
have been proposed in the literature [1], [2]. It has gained wide acceptance in several 
low to moderate security systems for personal authentication and identification [3]. 
Hand geometry recognition uses features extracted from hand images such as hand and 
finger lengths, widths, thicknesses, and curvatures; and relative locations of joint 
points [2], [3]. Before a person is granted access to certain services or facilities, the 
system needs to verify or determine the person’s identity. Nowadays, there is a 
technological shift toward biometric authentication systems as being more reliable 
alternative or complementary to traditional approaches based on passwords, smart 
cards, tokens, etc. In contrast to other biometric systems (such as face, iris and 
fingerprint), hand recognition has many advantages [4]. It is relatively simple and 
affordable since it uses inexpensive and less complex devices and processing 
techniques. Moreover, hand geometric features can be easily extracted from low or 
medium resolution hand images, and hand geometry is non-intrusive, more convenient 
and publicly accepted. It also requires low amount of data to identify an individual, has 
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low failure to enroll (FTE) rate, and can be fused easily with other hand-based 
biometrics (e.g. palmprint and fingerprint) using same or fewer scanners [5]. 

The aim of this paper is to develop a new system for hand recognition based on 
abductive machine learning and investigate its performance as compared other 
baseline learning algorithms. We consider decision trees, support vector machines and 
rule-based classifiers for comparison.   

The rest of the paper is organized as follows. Section 2 describes the components 
of the proposed approach. Section 3 presents the experimental work and discusses the 
results. Finally, Section 4 concludes the paper and highlights future work. 

2 Hand Recognition System Overview 

Like other biometric-based security systems, a hand geometry system works in two 
phases: enrollment phase and matching or recognition phase. During the first phase, 
potential users of the system are enrolled by taking one or more hand images for each 
user. For the purpose of hand geometry, surface (front), dorsal (back) and/or lateral 
(side) images can be captured for the hand. The hand images are pre-processed and 
distinguishing features are extracted to create user templates (template = feature set + 
user’s identity) which are stored in a database. During the second phase, a single 
image is entered and processed to determine the identity of the user (identification 
mode). In verification mode, a claimed identity is entered along with the image and 
the system role is to accept or deny the claimed identity [2], [3]. The outline of the 
main steps in a hand-geometry based authentication system is illustrated in Fig. 1. 

 

Fig. 1. An overview of the proposed hand recognition system 
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To extract hand geometry features, acquired hand images need to pass through the 
following steps. First the hand image is pre-processed to adjust orientation and light 
of the hand and reduce noise before feature extraction. The hand silhouette is then 
determined using different thresholding, filtering, segmentation and edge detection 
techniques. However, these techniques are relatively less complex than those used 
with other biometrics such as face, fingerprint and iris. The silhouette is used to 
determine or locate specific points in the hand image called major points such as 
finger tips, fingers in-between valleys, hand end point located at the wrist, etc. These 
points are mainly selected based on the design aspects of the authentication system. 
Once these major points are determined, the geometric features can be extracted by 
measuring the distances between the valley points and fingertips. Moreover, finger 
widths can be measured at different positions. Hand geometry features may include 
fingers lengths and widths, palm length and width, and hand length. Other geometric 
features can be used such as hand contour coordinates, angles, moments, etc. [4]. The 
next step is to compare the extracted feature vector against templates stored in the 
database and compute matching scores depending on identification or verification 
mode. For identification, the system performs one-versus-all comparison of the 
feature vector for the given image with all entries in the database using a similarity or 
distance measure to determine the closest match and report its associated identity. If 
the goal is verification, the system compares only with the pre-stored templates whose 
ID’s are the same as the claimed ID. Then, based on the imposter and genuine score 
distributions for the pre-stored templates, the system compares the matching score 
against a threshold value to decide match (accept) or non-match (reject). 

3 Abductive Learning Based Hand Recognition  

The problem of hand recognition can be casted as a multi-class classification problem. 
Given an observed feature vector x =(x1, x2, …, xm), it is required to predict a label y 
∈ {1, 2, …, N} where N is the number of classes (subjects). The proposed approach 
uses N recognizers whose outputs yi, where 0 ≤ yi ≤ 1 and i = 1, …, N, are then 
merged using the maximum rule. A schematic diagram of the proposed hand 
recognition system is shown in Fig. 2.  

The construction of each of the N recognizers is based on the abductory inductive 
mechanism (AIM) [6], which is a self-organizing supervised machine-learning 
algorithm for automatically synthesizing abductive network models from a database. 
The automation of model synthesis not only lessens the burden on the analyst but also 
safeguards the model generated from being influenced by human biases and 
misjudgments. The process is 'evolutionary' in nature, using initially simple myopic 
regression relationships to derive more accurate representations in the successive 
iterations. To prevent exponential growth and limit model complexity, the algorithm 
selects only relationships having good predicting powers within each phase. Iteration 
is stopped when the new generation regression equations start to have poorer 
prediction performance than those of the previous generation, at which point the 
model starts to become overspecialized and therefore unlikely to perform well with 
new data.  
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Fig. 2. Schematic diagram of the proposed hand recognition system 

The algorithm has three main elements (representation, selection, and stopping) 
and applies abduction heuristics for making decisions concerning some or all of these 
three aspects. The relationship between any inputs and output can be approximated by 
a Kolmogorov-Gabor polynomial of the form [7]: 

 0
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where, x = (x1, x2, . . . , xm) is the input vector and wi, wij, and wijk ∀i, j, k are the 
corresponding weights. Fig. 3 shows a typical example of an abductive model 
showing various types of processing elements. These elements include:   

• White elements: each consists of a constant value plus the linear weighted sum of 
all outputs of the previous layer. Assume a white element has the n inputs: f1, f2, 
…, fn, then the output will be given by, 

 0 1

n

i ii
y w w f

=
= +  (2) 

where wi is the corresponding weight for the ith input. 
• Single, double, and triple elements: each implements a third-degree polynomial 

expression with all possible cross-terms for one, two, and three inputs respectively, 
e.g. a double element with two inputs x1 and x2 will have the output computed 
from,  

 2 2 3 3
1 2 0 1 1 2 2 3 1 4 2 5 1 2 6 1 7 2( , )f x x w w x w x w x w x w x x w x w x= + + + + + + +   (3) 

In addition to the main layers of the network, an input layer of normalizers convert 
the input variables into an internal representation as z scores with zero mean and unity 
variance, and an output unitizer unit restores the results to the original problem space. 
Elements in the first layer operate on various combinations of the independent input 
variables (x's) and the element in the final layer produces the predicted output for the 
dependent variable y. 
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Fig. 3. A typical example of an abductive model showing various types of processing elements 

One limitation of this approach is that a large number of samples in the training 
dataset would be required to calculate all the coefficients. Ivakhnenko has described 
the classical GMDH approach where it was shown that the Kolmogorov-Gabor 
polynomial can be constructed iteratively as a combined polynomial of second order 
polynomials. To illustrate the steps of the classical GMDH approach, consider an 
estimation data base of ne observations (rows) and m+1 columns for m independent 
variables (x1, x2, ..., xm) and one dependent variable y. In the first iteration, we assume 
that our predictors are the actual input variables. The initial rough prediction 
equations are derived by taking each pair of input variables (xi, xj; ∀i, j ∈ {1, 2, ..., 
m}) together with the output y and computing the quadratic regression polynomial [8]:  

 2 2( , )i j i j i j i jy f x x A Bx Cx Dx Ex Fx x= = + + + + +  (4) 

Each of the resulting m(m-1)/2 polynomials are evaluated using data for the pair of 
input variables used to generate it, thus producing new estimation variables (z1, z2, ..., 
zm(m-1)/2) which would be expected to describe y in better manner than the original 
variables. The resulting z variables are screened according to some selection criterion 
and only those having good predicting power are kept. The original GMDH algorithm 
employs an additional and independent selection set of ns observations for this 
purpose and uses the regularity selection criterion based on the root mean squared 
error rk over the data set, where, 

 2 2 2

1 1

( ) ; 1,2,..., ( 1) / 2
s sn n

k kr y z y    k m m
= =

= − = −   
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Only those polynomials (and associated z variables) that have rk below a prescribed 

limit are kept and the minimum value, rmin, obtained for rk is also saved. The selected 
z variables represent a new dataset for repeating the estimation and selection steps in 
the next iteration to derive a set of higher-level variables. At each iteration, rmin is 
compared with its previous value and the process is continued as long as rmin 
decreases or until a given complexity is reached. An increasing rmin is an indication of 
the model becoming overly complex, thus over-fitting the estimation data and 
performing poorly in predicting the new selection data.  Keeping an eye on the model 
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complexity is an important aspect of GMDH-based algorithms, so as to achieve the 
final objective of constructing the model, i.e. using it with new data previously unseen 
during training. The best model for this purpose is the one which provides the shortest 
description for the data available [9]. Computationally, the resulting GMDH model 
can be seen as a layered network of partial quadratic descriptor polynomials, with 
each layer representing the results of an iteration. 

The predicted squared error (PSE) criterion [9] is used for selection and stopping, 
to avoid model overfitting. This criterion minimizes the expected squared error that 
would be obtained when the network is used for predicting new data. AIM expresses 
the PSE error as follows: 

 2(2 ) pPSE FSE CPM K N σ= +  (6) 

where FSE is the fitting squared error on the training data, CPM is a complexity 
penalty multiplier selected by the user, K is the number of model coefficients, N is the 
number of samples in the training set, and σp

2 is a prior estimate for the variance of 
the error obtained with the unknown model. This estimate does not depend on the 
model being evaluated and is usually taken as half the variance of the dependent 
variable y. As the model becomes more complex relative to the size of the training set, 
the second term increases linearly while the first term decreases. PSE goes through a 
minimum at the optimum model size that strikes a balance between accuracy and 
simplicity (exactness and generality). The user may optionally control this trade-off 
using the CPM parameter. Larger values than the default value of 1 lead to the 
generation of simpler models that are less accurate but may generalize well with 
previously unseen data, while smaller values produce more complex networks that 
may overfit the training data and degrade actual prediction performance. 

4 Evaluation  

In this section we describe the adopted dataset and discuss the experimental work and 
results to evaluate the performance of the proposed method using various metrics.  

4.1 Dataset Description  

The adopted hand dataset has 200 images collected from 20 subjects (persons) using a 
digital camera and peg-free mode. Each person has 10 images of his/her left hand. 
This dataset is the same as that for the first 20 subjects in the dataset available at [10]. 
This dataset is used in [11], [12] as well. Seventeen distinguishing hand-geometric 
features, as shown in Fig. 4, are computed and each vector is labeled with the 
person’s identification (PID) number. There are four features representing the lengths 
of four fingers (little, fourth, middle and index); referred to by FL1, FL2, FL3, and FL4, 
respectively. Also there are eight features representing widths of the same four fingers 
(in the same order) measured at two different locations for each finger. These features 
are denoted, in order, as FW1a, FW1b, …, FW4a, and Fw4b. In addition, there are two 
features representing the length and width of the palm; denoted as PL and PW, 
respectively. Finally, the last two features are the hand contour length and hand area 
and are denoted as HCL and HA, respectively.  
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              (a)                               (b)                             (c)  

Fig. 4. Hand geometric features [10]: (a) finger length (FL) and width (FW), palm length (PL) 
and width (PW), hand length (HL) (b) hand area (HA) (c) hand contour length (HCL) 

4.2 Experiments and Performance Analysis 

Using the above mentioned dataset, we conducted a number of experiments to 
evaluate and compare the effectiveness of the presented abductive learning approach. 
The dataset was first randomized and then split into a training set containing 140 
cases and an evaluation set containing 60 cases, i.e. a training-to-evaluation ratio of 
70:30. The split was performed such that this ratio was maintained for each of the 20 
subjects.  

The first experiment involved the training and evaluation of the proposed system. 
There are 20 one-versus-all binary classification models, one for each of the 20 
subjects. Each model was built using the training dataset and tested on the 
evaluation dataset. Then, the output of the 20 models was merged using the 
maximum rule, i.e. the overall predicted class will be the same as that of the model 
giving the maximum output among the 20 models; see Fig. 2. In all experiments, 
each of the 20 models was individually optimized by selecting the CPM parameter 
that gives the minimum absolute error for that model class on the evaluation set. To 
limit the computational time, only 5 values of CPM were tested for each model: 
CPM = 0.2, 0.5, 1.0, 2.0, and 5.0. Performance results are given for the optimum set 
of 20 models obtained in this way. Optimum models generated for the 20 subjects 
varied in complexity, both in terms of the number of input features selected and the 
number of model layers. Fig. 5 shows the simplest and most complex optimum 
models, which happened to correspond to subject 1 (uses only 2 relevant features) 
and subject 11 (uses only 5 relevant features), respectively. The predictor variables 
Var_1, Var_2, ..., and Var_17 refer to the 17 features in the same order as they exist 
in the dataset. Table 1 shows the corresponding feature for each of these predictor 
variables. The automatic selection of model inputs through abductive learning 
achieved a dimensionality reduction ranging from 70.6% to 88.2% for individual 
models. 
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Fig. 5. Model structures for: (a) the simplest model (subject 1), (b) the most complex model 
(subject 11) 

All 17 features were selected by the 20 models, collectively - which indicates that 
all the features are relevant to this classification problem. However, their significance 
to different models varies. Insight into the relative importance of the various input 
features can be gained from the frequency each feature is utilized by the 20 models. 
Table 1 lists the number of times each of the 17 features is used by the 20 models 
collectively. Based on these results, the input features can be tentatively ranked – with 
features Var_4, Var_3, Var_12, Var_14, Var_17, and Var_2 at the top of the list while 
features Var_15, Var_13, and Var_6 at the bottom. 

Table 1. Frequency of use of the various input features by the 20 optimal classification models 

Feature  Num. of times used by 
the 20 models 

Feature Num. of times used by 
the 20 models ID Name ID Name 

Var_1 FL1 3 Var_10 FW3b 4 
Var_2 FL2 6 Var_11 FW4a 3 
Var_3 FL3 7 Var_12 FW4b 7 
Var_4 FL4 8 Var_13 PW 2 
Var_5 FW1a 4 Var_14 PL 7 
Var_6 FW1b 2 Var_15 HL 1 
Var_7 FW2a 5 Var_16 HCL 5 
Var_8 FW2b 3 Var_17 HA 7 
Var_9 FW3a 3    

 
Evaluation of the 20 optimum models on the evaluation dataset of 60 cases gave 

only a single misclassification (subject 15 misclassified as subject 2). Table 2 shows 
the percentage classification error rate on the evaluation set as well as the percentage 
false rejection rate (FRR) and false acceptance rate (FAR) for the models. These 
performance metrics were calculated as follows: 
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where,  

N   : Number of cases in the evaluation set, N = 60.  
APi: Number of cases in the evaluation set belonging to subject i (i.e. actual +ve) 
ANi: Number of cases in the evaluation set belonging to all subjects other than 

subject i, i.e. N – APi (i.e. actual -ve) 
TPi: Number of cases among the APi subset that were classified as subject i (i.e. 

true +ve) 
FNi: Number of cases among the APi subset that were classified as any subject other 

than subject i (i.e. false -ve) 
TNi: Number of cases among the ANi subset that were classified as any subject 

other than subject i (i.e. true +ve) 
FPi: Number of cases among the ANi subset that were classified as subject i (i.e. 

false -ve) 

To compare the performance with other algorithms, we used the same training and 
evaluation datasets with three other classifiers [13]. The first algorithm is J48 which is 
an implementation of a decision tree based classifier. The second algorithm is JRip 
which is an example of a rule based classifier. The last algorithm is SMO which 
builds an optimized support vector machine (SVM) using a polynomial kernel. The 
results are shown in Table 2. By investigating these results, it is clear that the 
abductive learning approach, compared to the other three algorithms, has higher 
accuracy and lower error rate, average FRR and average FAR. In addition, abductive 
learning automatically selects only most relevant features to build much simpler 
models.  

Table 2. Classification performance and comparison  

Approach  Accuracy (%) Error Rate (%) 
Average 
FRR (%) 

Average 
FAR (%) 

Abductive  98.3333 1.6667 1.6667 0.0877 

Decision Tree 93.3333 6.6667 6.6667 0.3509 

Rule Based 81.6667 18.3333 18.3333 0.9649 

SVM 96.6667 3.3333 3.3333 0.1754 

5 Conclusion 

This paper presented a hand recognition system using abductive learning and hand 
geometric features. The effectiveness of this approach is evaluated and compared to 
other machine learning algorithms including decision trees, support vector machines, 
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and rule-based classifiers. Based on the conducted experimental work on the adopted 
dataset, the abductive learning approach can yield more than 98% overall accuracy, 
1.67% average false rejection rate, and 0.088% average false acceptance rate. In 
addition, it can build simpler polynomial network models by automatically selecting 
the most relevant features for each subject. For future work, we intend to test the 
system for other datasets and to enhance the results further by performing collective 
optimization on all the 20 models simultaneously.  
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Abstract. Digital games have a great potential to improve education of people 
with cognitive disabilities. However, this target audience has attracted little at-
tention from industry and academia, compared to other segments of the popula-
tion. As a consequence, there is little knowledge available about how to design 
games that are usable and enjoyable by people with cognitive disabilities. In 
this paper we discuss how the eAdventure game platform can support their spe-
cial needs. This tool has been used to develop two games to improve profes-
sional education of people with cognitive disabilities. Lessons learnt from these 
experiences are presented to serve as a first step to support further research in 
this field.  

Keywords: accessibility, digital games, eAdventure, education, e-Learning, 
Game-Based Learning, social inclusion. 

1 Introduction 

The educational potential of digital games is rapidly being accepted within the aca-
demic community, as more experimental research that proves the effectiveness of this 
paradigm has became available recently. This body of research validate, at least par-
tially, the hypothesis of academics who discussed unique characteristics of games that 
make them interesting for education [1]. 

Some of these features could be especially advantageous for students with cogni-
tive disabilities. For example, digital games provide a virtual world that can be used 
as a safe test environment that students can freely explore, at their own pace, trying 
out hypothesis and receiving immediate feedback. Students get immersed in this vir-
tual world, where they can rehearse and improve their abilities and knowledge but 
without taking any risk. In addition, digital games are able to capture students' atten-
tion more effectively than other contents, keeping them in the zone of optimal flow 
for knowledge creation. This characteristic may be especially beneficial for students 
with intellectual disabilities, as they usually suffer from attention deficit, which is a 
significant drawback for learning. 
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Despite this potential, there are few games directed to people with cognitive dis-
abilities [2, 3]. This deficiency is motivated by multiple causes, but one of the most 
important is that designing serious games for people with cognitive disabilities is an 
extraordinary challenge. Making games is always a complex activity requiring wide 
doses of creativity and highly specialized technical skills. Cognitive disabilities are 
complex and heterogeneous, difficult to categorize and model, requiring an individua-
lized approach in many cases. Therefore, when the game design must also cope with 
these special needs the difficulty of the task increases, involving an additional devel-
opment cost. 

Specialized authoring tools can facilitate game development for this target popula-
tion. High level tools like Unity or Game Maker facilitate the creation of games by 
providing code abstraction, automation of frequent tasks, built-in modules and game 
parts that are ready to use. However, it is necessary that these tools accommodate the 
special needs of people with disabilities to be really effective. But for this to be feasi-
ble, it is necessary to understand what are the requirements of this understudied popu-
lation for interacting with games. 

In this paper we discuss how the eAdventure game authoring tool can be used to 
create games for people with cognitive disabilities. We present two case studies of 
developing games to educate adults with cognitive disabilities:"My first day at work" 
and "The big party". The goal in both games is to improve their education as means to 
increase their opportunities for employment. Finally we discuss lessons learnt for 
designing games for this target population.  

2 Digital Games for People with Cognitive Disabilities 

Despite the ever-growing expansion of digital games, the collective of people with 
cognitive disabilities has not attracted too much attention yet. As recent literature 
reviews on accessibility in games reveal, there are few games available that cater for 
the needs of people with cognitive disabilities [2, 3]. Still, some interesting examples 
can be found, like Ilbo [4], where players navigate through a 3D maze by using their 
weight while sitting on a chair. Other games are oriented to facilitate collaboration 
among peers and improve social and communication skills [5], although in some cas-
es the presence of game elements is limited to a 3D virtual world [6]. 

Most of the limited research reported on games for cognitive disabilities is concen-
trated on rehabilitation and therapy, usually combined with virtual reality techniques. 
For example, in [7] virtual reality games developed for the Nintendo™ Wii® are used 
to improve motor and cognitive skills of children with a diagnosis of Down Syn-
drome. Despite of research done, this field is also considered to be in its infancy, lack-
ing of proper understanding of what causes the effectiveness of computer and virtual 
reality games for rehabilitation [8]. 

Some studies have addressed the potential of digital games to improve education of 
people with cognitive disabilities. For instance, in [9] computer games are used to 
teach safety knowledge to children with cognitive disabilities. This study also demon-
strates that knowledge constructed in the virtual world can be transferred to persistent 
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skills in the real world. In [10], a puzzle game for training children with autism is 
described. A relevant study for the topic of this paper is the GOET project, whereby 
several games were developed to educate students with cognitive disabilities to im-
prove their chances for employment [11].  

Generally speaking, research on serious games for people with cognitive disabili-
ties is still in its infancy, compared to other types of disabilities. It is necessary to 
conduct a deeper analysis of how game design can be tuned to cater for the special 
needs of this audience.  

3 Point and Click Adventure games. eAdventure 

Choosing a right type of game is important to minimize the number of accessibility 
barriers that must be dealt with. Point-and-click adventure games is a genre where 
many of the most frequent accessibility issues are not present. Besides, this genre has 
been signaled by academics for having significant educational potential. It is a genre 
where reflection predominates over action. In fact, time pressure is rarely used to get 
players engaged. Other elements are used instead, as an appealing story or puzzles 
that players must solve by applying reasoning and problem solving skills. As a conse-
quence, these games are usually low-paced, which is a desirable characteristic for 
people with cognitive disabilities [13]. Besides, point-and-click interaction is usually 
simple, requiring a minimum amount of input as controls are mouse clicks that could 
also be replaced by one-switch devices [3]. 

eAdventure is a game authoring tool especially devised for educational applica-
tions [12]. It is oriented to teachers as end users, providing a simple interface and 
educational features such as a tracking and assessment system. eAdventure supports 
the development of games accessible for people with cognitive disabilities in several 
ways. First, eAdventure is focused on point-and-click adventure games. Second, eAd-
venture includes an adaptation engine that adds personalization and flexibility to the 
game experience. This system can be used to adapt content and puzzles, reducing 
complexity and the number of objects as needed [14]. Besides, experimental devel-
opment to improve the accessibility of the platform has been conducted. 

4 My First Day at Work 

The educational game "My first day at work" aims to facilitate the incorporation of a 
worker with a cognitive disability to a new company. The game assumes the player 
has already got his/her first job, and it covers competences and skills needed for daily 
work and achieve a successful integration into the team: 

• Usage of standard equipment and materials used in the office: computer, printer, 
fax and a copy printer. 

• Fundamentals of the e-mail system used in the company: how to access incoming 
messages, how to compose and send new messages, download files and use at-
tachments. 
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The topic of the game is to attend a social dinner organized by the company the 
player works for. The game covers a wide range of issues, from personal hygiene and 
choosing appropriate clothes for the occasion to addressing other colleagues.  

When the game starts, the player chooses his/her gender on the game. This choice 
will be used by the game to adapt configuration of the resources, clothes, and hygiene 
habits displayed. The game covers the next specific competences: 

• Personal hygiene: processes related to hygiene including showering, brushing 
teeth, applying cologne and deodorant, combing one's hair, etc. Tasks related to 
personal care must be executed in a specific right order (for example, cologne 
should not be applied before taking a shower). 

• Preparation before leaving home: adequate dressing for the event. 
• Take public transport to reach the event and dealing with unexpected issues (e.g. 

request help from underground's staff). 
• Use of common resources and items in public places and transport vehicles (ticket 

vendor machines, control points, automatic elevator, etc.). 
• Correct use of language in formal occasions. 
• Basic rules of behaviour in public places, including interaction with peers, like give 

greetings, say good bye, bringing up conversation topics that may be of interest for 
other people or resolution of conflicts (e.g. stepping a colleague by accident). As-
pects related to self control and moderate eating and drinking are also considered. 

The game is linear, with a specific number of tasks to be completed in a specific or-
der. Thus, completing the game implies succeeding in all game tasks. For that pur-
pose, the player is provided with convenient feedback when he/she fails to complete a 
task. The player is allowed as many retries as needed.  

The game has been developed in collaboration with the Prodis foundation, whose 
mission is to prepare adult students with cognitive disabilities for professional devel-
opment. The game has been evaluated in two Living Labs with teachers of special 
education and also with students with Down Syndrome. The purpose of this evalua-
tion was to identify potential improvements or modifications for enhancing its usabili-
ty and guarantee usefulness for this particular educational context. 

 

Fig. 2. Pictures of evaluation sessions during development of "The Big Party" (living lab with 
educators on the left, usability evaluation with students on the right) 
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6 Lessons Learnt from the Case Studies 

Having a flexible and highly configurable game experience was very important in 
these cases. This is also a requisite identified by previous work in this field [11]. The 
one-size-fits-all principle does not usually fit games, where players have different 
motivations and even play styles. In special education this requisite is even more im-
portant, as each user is unique and requires personalized attention. In this sense digital 
games are more suitable than other kind of contents as digital games are flexible and 
easy to configure.  

A good example is the high contrast mode developed for the game "My First Day 
at Work". Although this mode was developed in collaboration with people that nor-
mally use high contrast settings to interact with technology, not all people that parti-
cipated in the evaluation felt comfortable with the interface. Through the feedback 
participants provided, researchers noticed that each user had a particular way to inte-
ract with the computer. In the case of "The Big Party", diverse aspects were added a 
posteriori to facilitate understanding and use by people with intellectual disabilities, 
like allowing multiple retries to complete a task, indication of possible solutions after 
a failure or mistake, etc. In this manner students could play the games and learn at 
their own pace. 

Another problem found was that many people with intellectual disabilities have 
difficulties to identify themselves in the games [11]. Finding a solution to this prob-
lem is essential or many students would not be able to play as they would not under-
stand what is going on in the game. In this sense, the ideal solution would be to use 
students' own image to set up a virtual avatar, but from a technical perspective this is 
quite complex to implement. In the case of "My First Day at Work", the workaround 
was to provide the player with a finite set of avatars with varied abilities and characte-
ristics to choose from. Hence players could choose the avatar that was more close to 
their own characteristics and abilities. In "The big party" game students experienced 
the game in first person, limiting their choices to a simple selection of gender. The 
preliminary evaluation proved that any improvement in this aspect would be benefi-
cial for the overall usability of the game. 

Broadly speaking, design guidelines followed in the development of both games 
can be repurposed and applied to effectively develop other games for students with 
intellectual disability. For example, language style should be simple, clear and direct. 
It is also highly desirable to provide information using multiple modalities (e.g. com-
plementing visual feedback with descriptive sounds, using subtitles but also speech 
recorded by actors. This feature will also make the games more accessible for stu-
dents with other disabilities. It is important to gauge game's pace to ensure that play-
ers have enough time to read all dialogues, analyze all information provided by the 
game and take decisions according to options available. The eAdventure platform that 
was used to develop the games provided ready-to-use solutions that facilitated dealing 
with this issue (e.g. management of timing, progress in dialogs and interactions). 

Reaching the highest level of realism possible is also a recommended practice. 
This facilitates the acquisition of new knowledge and abilities by students with ab-
stract reasoning deficiencies. For this reason both "My First Day at Work" and "The 
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Big Party" have been developed combining photos and videos from real environments 
with cartoon-like designs. This also helps to limit the number of graphic assets re-
quired, which reduces the production cost.  

Both games were developed following a user-centered methodology, using living 
labs to identify potential barriers. This methodology allowed for a rapid detection of 
poor design strategies and supported an agile requirements capture process, which 
facilitated development and reduced the overall cost. This aspect was crucial for suc-
cess as how this target population interacts with games is rather unknown and there-
fore it cannot be anticipated. 

These case studies were useful to identify potential improvements in the eAdven-
ture authoring tool. For example, people with Down Syndrome are slower at  
executing goal-directed tasks/activities compared to typically developing peers. 
Games usually set out a number of primary goals to entice the player that have to be 
completed in the long term (e.g. defeat the master boss of a level or unlock all possi-
ble levels) and are not prone to change frequently. These are complemented with 
secondary goals, whose completion is required to progress in the game and achieve 
the primary goals (e.g. unlock a certain weapon to beat the master boss). Secondary 
goals are set out frequently, and are used to keep the player challenged and engaged at 
all times. This structure of primary and secondary goals was also present in both case 
studies, and resulted to be too complex for some users with Down Syndrome as they 
were unable to remember short-term goals and had problems to distinguish between 
primary and secondary goals. This problem could be addressed by developing confi-
gurable tasks lists in eAdventure that could be accessed by the player at all times. 

7 Conclusions and Future Work 

The field of digital games has reached a considerable status of maturity and stability, 
both in its recreational and serious forms. However, there are areas that have not been 
thoroughly explored yet. This is the case of games for people with cognitive disabili-
ties. The design of games for this audience is a challenge as classic solutions may not 
be applicable, given the diversity of this understudied target group that brings together 
multiple disability profiles with heterogeneous needs. Besides, the potential of games 
to improve the lives of people with cognitive disabilities remains almost unexplored. 
Research on digital games should address both issues systematically in the next years. 

In this paper we have discussed how the eAdventure game authoring tool can sup-
port the needs of students with cognitive disabilities. We have presented the main 
lessons learnt from designing and developing two games for this purpose with eAd-
venture, in the aim that they may be useful for other serious games developers. How-
ever, this is just a first step. The guidelines discussed in this paper are still general and 
superficial, based on two examples. It is necessary to carry out a deep analysis of the 
successful strategies found in these games and others in the literature to produce more 
concrete guidelines that could be applied in the development of new games but also to 
improve eAdventure and other game authoring platforms. 



610 J. Torrente et al. 

Acknowledgments. The next sponsors have partially supported this work: the Span-
ish Ministry of Science and Innovation (grant no. TIN2010-21735-C02-02); the Euro-
pean Commission, through the Lifelong Learning Programme (projects "SEGAN 
Network of Excellence in Serious Games" - 519332-LLP-1-2011-1-PT-KA3-
KA3NW and "CHERMUG" - 519023-LLP-1-2011-1-UK-KA3-KA3MP) and the 7th 
Framework Programme (project "GALA - Network of Excellence in Serious Games" 
- FP7-ICT-2009-5-258169); the Complutense University of Madrid (research group 
number GR35/10-A-921340) and the Regional Government of Madrid (eMadrid 
Network - S2009/TIC-1650). 

References 

1. Gee, J.P.: What video games have to teach us about learning and literacy. Palgrave Mac-
millan, New York (2003) 

2. Westin, T., Bierre, K., Gramenos, D., Hinn, M.: Advances in Game Accessibility from 
2005 to 2010. In: Stephanidis, C. (ed.) HCII 2011 and UAHCI 2011, Part II. LNCS, 
vol. 6766, pp. 400–409. Springer, Heidelberg (2011) 

3. Yuan, B., Folmer, E., Harris, F.C.: Game accessibility: a survey. Universal Access in the 
Information Society 10, 81–100 (2011) 

4. Kwekkeboom, B., van Well, I.: Ilbo,  
http://www.game-accessibility.com/index.php?pagefile=ilbo 

5. Ohring, P.: Web-based multi-player games to encourage flexibility and social interaction 
in high-functioning children with autism spectrum disorder. In: Proceedings of the 7th In-
ternational Conference on Interaction Design and Children, pp. 171–172. ACM, New York 
(2008) 

6. Gaggioli, A., Gorini, A., Riva, G.: Prospects for the Use of Multiplayer Online Games in 
Psychological Rehabilitation. In: Virtual Rehabilitation, pp. 131–137 (2007) 

7. Wuang, Y.-P., Chiang, C.-S., Su, C.-Y., Wang, C.-C.: Effectiveness of virtual reality using 
Wii gaming technology in children with Down syndrome. Research in Developmental 
Disabilities 32, 312–321 (2011) 

8. Levac, D., Rivard, L., Missiuna, C.: Defining the active ingredients of interactive comput-
er play interventions for children with neuromotor impairments: a scoping review. Re-
search in Developmental Disabilities 33, 214–223 (2012) 

9. Coles, C.D., Strickland, D.C., Padgett, L., Bellmoff, L.: Games that “work”: using com-
puter games to teach alcohol-affected children about fire and street safety. Research in De-
velopmental Disabilities 28, 518–530 (2007) 

10. Sehaba, K., Estraillier, P., Lambert, D.: Interactive Educational Games for Autistic Child-
ren with Agent-Based System. In: Kishino, F., Kitamura, Y., Kato, H., Nagata, N. (eds.) 
ICEC 2005. LNCS, vol. 3711, pp. 422–432. Springer, Heidelberg (2005) 

11. Lanyi, C.S., Brown, D.J.: Design of Serious Games for Students with Intellectual Disabili-
ty. In: Joshi, A., Dearden, A. (eds.) Proceedings of the 2010 International Conference on 
Interaction Design & International Development, IHCI 2010, pp. 44–54. British Computer 
Society Swinton, UK (2010) 

12. Torrente, J., Del Blanco, Á., Marchiori, E.J., Moreno-Ger, P., Fernández-Manjón, B.: <e-
Adventure>: Introducing Educational Games in the Learning Process. In: IEEE Education 
En-gineering (EDUCON) 2010 Conference, pp. 1121–1126. IEEE, Madrid (2010) 

13. IGDA: Accessibility in Games: Motivations and Approaches (2004) 
14. Torrente, J., Del Blanco, Á., Moreno-Ger, P., Martínez-Ortiz, I., Fernández-Manjón, B.: 

Implementing Accessibility in Educational Videogames with <e-Adventure> (2009) 



 

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 611–618, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Neural Network Based Approach  
for Automotive Brake Light Parameter Estimation  

Antonio Vanderlei Ortega and Ivan Nunes da Silva  

University of São Paulo, Department of Electrical Engineering, CP 359 
CEP 13566.590, São Carlos, SP, Brazil 
{avortega,insilva}@sc.usp.br 

Abstract. The advantages offered by the electronic component LED (Light 
Emitting Diode) have caused a quick and wide application of this device in 
replacement of incandescent lights. However, in its combined application, the 
relationship between the design variables and the desired effect or result is very 
complex and it becomes difficult to model by conventional techniques. This 
work consists of the development of a technique, through artificial neural 
networks, to make possible to obtain the luminous intensity values of brake 
lights using SMD (Surface Mounted Device) LEDs from design data. Such 
technique can be used to design any automotive device that uses groups of 
SMD LEDs. Results of industrial applications, using SMD LED, are presented 
to validate the proposed technique. 

Keywords: Brake light, SMD LED, neural networks, intelligent systems. 

1 Introduction 

The LED device is an electronic semiconductor component that emits light. At 
present time, it has been used in replacement of incandescent lights because of its 
advantages, such as longer useful life (around 100,000 hours), larger mechanic 
resistance to vibrations, lesser heating, lower electric current consumption and high 
fidelity of emitted light color [1]. 

However, in designs where incandescent lights are replaced by LEDs, some of their 
important characteristics must be considered, such as direct current, reverse current, 
vision angle and luminous intensity [2]. 

In automobile industry, incandescent lights have been replaced by LEDs in the 
brake lights, which are a third light of brakes [3]. In these brake lights are used sets of 
SMD LEDs usually organized in a straight line. The approval of brake light 
prototypes is made through measurements of luminous intensity in different 
angles, and the minimum value of luminous intensity for each angle is defined 
according to the application [4]. 

The main difficulty found in the development of brake lights is in finding the 
existent relationship between the following parameters: luminous intensity ( IV ) of 
the SMD LED, distance between SMD LEDs ( d ) and number of SMD LEDs ( n ), 
with the desired effect or result, i.e., there is a complexity in making a model by 
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conventional techniques of modeling, which are capable to identify properly the 
relationship between such variables. The prototype designs of brake lights have been 
made through trials and errors, causing increasing costs of implementation due to time 
spent in this stage. Moreover, the prototype approved from this system cannot 
represent the best relationship cost/benefit, since few variations are obtained from 
configurations of approved prototypes. The artificial neural networks are applied in 
cases like this one, where the traditional mathematic modeling becomes complex due 
to nonlinear characteristic of the system.  

2  Overview of Automotive Applications Using LEDs  

Modern automotive vehicles use incandescent lamps for parking, turning, and brake 
lights. However, incandescent bulbs consume a disproportionately large amount of 
energy for the amount of colored light they project from the vehicle's lighting fixture. 

In [4] is demonstrated that the conversion of a turn signal from an incandescent 
light to LED is possible with the latest advancements in LED designs. In [1] is 
proposed a system based on LEDs for vehicle traffic control applications. From 
geometric considerations, the system requires a cluster of 200 red, amber, and green 
or 200 multicolor LEDs for a single three-light system. In [3] is presented a vehicle 
that uses LEDs in its headlights.    

In [8] is described a light-emitting diode brake-light messaging (LEDBM) system 
that can be used to avoid rear collisions. In [11] is proposed a robust vehicle detection 
method that uses vision to extract bright regions brake lights. In [12] is presented a 
vision system dedicated to the detection of vehicles in reduced visibility conditions. 

Several more technical studies are also proposed in the literature involving LED 
applications in automotive industry. In [13] is presented a smart driver for LEDs, 
particularly for automotive lighting applications, which avoid ringing and overshoot 
phenomena. In [14] is accomplished a comparison among the most efficient red, 
amber/yellow and white power LEDs, offering results mainly in terms of luminous 
efficiency in nominal test conditions. Some thermal considerations related to the LED 
automotive headlights and components can be also found in [15, 16]. 

This paper presents an industrial application using artificial neural networks to 
estimate values of brake light luminous intensity from design data. Although this 
study is aimed at the application of LED in brake lights, the methods developed and 
described here can also be used in other applications, such as headlights, turn lights, 
traffic lights, or any other application where SMD LEDs can be used in groups. 

3  SMD LEDs Applied in Brake Lights 

LED is an electronic device composed by a chip of semiconductor junction that when 
traversed by an electric current provides a recombination of electrons and holes. 
However, this recombination demands that the energy produced by free electrons can 
be transferred to another state. In semiconductor junctions, this energy is released in 
form of heat and by emission of photons, i.e., light emission [5]. In silicon and 
germanium the largest energy emission occurs in form of heat, with insignificant light 
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emission. However, in other materials, such as GaAsP or GaP, the number of light 
photons emitted is sufficient to build a source of quite visible light [6]. This process 
of light emission, which is intrinsic characteristic of the LEDs, is called 
electroluminescence [7].  

In brake lights the SMD LEDs are applied in set and generally organized in a 
straight line on a printed circuit board (PCB). In this PCB, besides the SMD LEDs, 
there are electronic components, basically resistors, which are responsible for the 
limitation of electric current that circulates through the SMD LEDs. 

The main parameters used in brake lights designs are given by:  SMD LED 
luminous intensity ( IV ), distance between SMD LEDs ( d ) and number of SMD 
LEDs ( n ). In Fig. 1 is illustrated a basic representation of a brake light. 

 
 

 

 

 

 

 

 

 

 

 
 

Fig. 1. Representation of a brake light 

The main function of the brake light is to increase the safety of the vehicle (acting 
as a prevention system) and to reduce the risk of back collisions. Recent studies show 
the development of brake lights equipped with modulated signal transmitters 
containing information about the vehicle in which it is installed. Other vehicles that 
have the respective reception system of those modulated signals receive them, and 
their information’s have been used to prevent back collisions [8]. In Fig. 2 is 
illustrated a brake light installed. 

 

 

 

 

 

Fig. 2. Representation of a brake light installed 
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At the moment there is no model or technique for designing brake lights and the 
prototypes are elaborated according to the common sense of designers, i.e., through 
trial and error methods. This occurs because the relationship between the variables 
involved with the light emission process of brake lights is completely nonlinear.  

After elaboration of the brake light prototype, it is necessary an approval of the 
sample. The process for the prototype validation is made by measuring the luminous 
intensity of the brake light in 18 positions or different angles (Fig. 3). After this 
process, the values obtained in each angle are compared with those values established 
by governmental rules. The minimum value of luminous intensity (IVBL) in each angle 
varies according to the application. In Fig. 3 is shown a representation of a generic 
distribution diagram of brake light luminous intensity (IVBL) in relation to angle. The 
mean horizontal position is indicated by 0oH and the mean vertical position is 
indicated by 0oV. Thus, the position defined by the pair of angles (0oV, 5ºL) is 
represented by the shaded position shown in Fig. 3. 
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IVBL IVBL 
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Fig. 3. Generic diagram of luminous intensity (IVBL) in relation to angle 

4  Materials and Methods 

For this study, 45 samples of brake lights were constructed with the following 
parameter variations: 

• Distance between SMD LEDs ( d ): 4.5 mm, 5.5 mm and 6.5 mm. 
• Number of SMD LEDs ( n ): 16, 22 and 28. 
• Luminous intensity of SMD LED ( Iv ): 600 mcd, 800 mcd, 1200 mcd, 1500 mcd 

and 1800 mcd. 

It is important to remember that the minimum and maximum values of each parameter 
in the designed samples must be chosen in such a way as to represent the domain for 
parameter variation in future designs, because these designs will be made using the 
proposed neural network. 

A photometer was used to measure the luminous intensity of the samples, and it 
was coupled to a device permitting vertical and horizontal angle variation. In this 
way, it was possible to obtain the luminous intensity value from 18 different angles. 
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Initially, the first sample was positioned relative to a screen representing the 
luminous intensity diagram illustrated in Fig. 3. The photometer was placed at the 
first angle, and the measurement of the luminous intensity was registered. This 
procedure was repeated until the luminous intensity value referring to last angle of the 
sample was registered. Figure 4 illustrates this procedure for the pair of angles (0ºH, 
5oU) shown in Fig. 3.  

 

 

 

 

 

 

 

Fig. 4. Luminous intensity diagram in relation to the brake light prototype 

The sample was then removed from the device, and a new sample was attached in 
order to measure the luminous intensity; all procedures are repeated until the value of 
the last angle of the last sample was registered.  

From the design data and measurement results of luminous intensity of brake light 
samples from different angles, a multilayer perceptron network was trained as 
previously described. During this stage, a variation of the main network parameters 
was achieved. The number of layers, number of neurons per layer, activation function 
for each layer, and type of training were changed in order to obtain a neural network 
topology that could generate an acceptable mean squared error and ensure an efficient 
generalization. The best neural architecture for the simulations was selected by means 
of a cross-validation technique [10].   

The topology chosen consisted of two hidden layers with 5 neurons in the first 
layer and 10 neurons in the second layer. The training algorithm was Levenberg-
Marquardt [9]. The main advantage of this algorithm arises from its ability to 
accelerate the neural network convergence process, and it is considered to be the 
fastest method for training moderate-sized perceptron networks. In comparative 
terms, the Levenberg-Marquardt algorithm is about 100 times faster than the 
backpropagation method. For our application, the network inputs were defined by the 
3 main parameters involved in brake light design, i.e. 

• Distance between SMD LEDs   d  (mm). 
• Number of SMD LEDs   n . 
• Luminous intensity of SMD LED  IV  (mcd).\ 
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The network output is composed by a unique signal which provides what is the 
intensity level produced by the brake light in a particular angle, i.e. 

• Luminous intensity of brake light   IVBL  (cd). 

After training, using the 18 different angles, one training for each angle, it was 
possible to estimate the total luminous intensity produced by the brake light in 
different angles. To validate the proposed approach are used data coming from 
samples not used in the network training. A comparison between the estimated values 
by the network and those provided by experimental tests is accomplished to analyze 
the efficiency of the proposed approach. 

5  Results and Discussion 

The computational implementations of the neural networks used in this application 
were carried out using the software Matlab/Simulink. After the training process, the 
neural modeling was used to obtain luminous intensity values of brake lights, as 
previously described. Figure 5 illustrates a comparison between luminous intensity 
values (IVBL) obtained by experimental tests (ET) and those estimated by the artificial 
neural network (ANN). In this configuration (Situation I), the used sample presents 
distance ( d ) between SMD LEDs equal to 5.5 mm, the number of SMD LEDs (n) 
is equal to 28 and the luminous intensity of each SMD LED ( Iv ) has a value equal to 
800 mcd. 
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Fig. 5. Comparative illustration (Situation I) 

From Fig. 5 it is observed that the generalization produced by the network to 
estimate values of luminous intensity in several angles is very satisfactory. In this 
case, the mean relative errors calculated were around 2.8% and with variance of 
1.19%. Figure 6 illustrates another comparison between luminous intensity values 
(IVBL) obtained by experimental tests (ET) and those estimated by the artificial neural 
network (ANN). For this configuration (Situation II), the used sample presented the 
same distance ( d ) and the same SMD LEDs number of the previous situation; but, 
the luminous intensity of each SMD LED ( Iv ) has a value equal to 1200 mcd. 
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Fig. 6. Comparative illustration (Situation II) 

In this case (Situation II), the mean relative errors calculated were around 3.0% and 
with variance of 1.61%. Figure 7 illustrates another comparison between luminous 
intensity values ( IVBL ) obtained by experimental tests (ET) and those estimated by the 
artificial neural network (ANN). In this configuration (Situation III), the used sample 
presents distance ( d ) between SMD LEDs equal to 6.5 mm, the number of SMD 
LEDs (n) is equal to 22 and the luminous intensity of each SMD LED ( Iv ) has a 
value equal to 1200 mcd. 
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Fig. 7. Comparative illustration (Situation III) 

In this case (Situation III), the mean relative errors calculated were around 2.9% 
and with variance of 1.47%. 

Through these results it is possible to infer that the network presented efficient 
results for estimation of luminous intensity values of brake lights. It should be taken 
into account that the proposed neural network has considered the main parameters 
involved with the design of brake lights. In the selection process of the best neural 
architecture used in simulations was adopted the cross-validation technique [10].  

6 Conclusions 

This work presents a technique based on use of artificial neural networks for 
determination of luminous intensity values for brake lights, in which are considered the 
main design characteristics. Therefore, the developed tool constitutes a new technique 
that can efficiently be applied in this type of problem. The developed methodology can 
also be generalized and used in other applications that use groups of SMD LEDs, such 
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as in headlights, turning lights, rear lights, traffic lights, electronic panels of messages, 
etc. The developed tool has significantly contributed for reduction of costs in relation 
to implementation stage of brake lights, i.e, it minimizes spent time in prototype 
designs. The tool has also allowed simulating many options for configurations of brake 
lights without need of building them, which also assists in the selection process of 
sample that offers an appropriate relationship between cost and benefit. 
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Abstract. A biologically realistic non linear integrate and fire model is pro-
posed in this paper. Its complete solution is derived and used for the construc-
tion of aggregation function in Multi layer perceptron model for classification 
of UCI Machine learning datasets. It is found that a single neuron in the con-
ventional neural network   is sufficient for the classification datasets. It has 
been observed that the proposed neuron model is far superior in terms of classi-
fication accuracy when compared with single integrate and fire neuron model. It 
is observed that biological phenomenon makes artificial neural network effi-
cient for the classification. 

Keywords: Biological neuron models, Back Propagation, Single integrate and 
fire neuron model. 

1 Introduction 

The mammalian brain consists of billions of neurons which are interconnected and 
exchange information through neural networks. Several mathematical models have 
been proposed for the efficient simulation of a biological neuron as well as mathemat-
ical explanation for the generation of action potential. Louis et al [2] designed Inte-
grate-and-fire neuron model using an electric circuit consists of a parallel capacitor 
and resistor. A leak term was added to the membrane potential in the Integrate and 
Fire neuron model by stein [11]. Hodgkin et al [6] proposed a set of nonlinear ordi-
nary differential equations that approximates the electrical characteristics of excitable 
cells such as neurons and explains the ionic mechanisms of action potentials. The four 
dimensional Hodgkin-Huxley model is reduced into a two dimensional model called 
Fitz-Nagumo model by Nagumo et al [4].It describes regenerative self excitation of a 
neuron. Later Morris et al [9] taken the best aspects of Hodgkin-Huxley and Fitz-
Hugh-Nagumo models and developed a Morris-Lucar model. It is a voltage-gated 
calcium channel model with a delayed-rectifier potassium channel. A three dimen-
sional model named Hindmarsh-Rose model was proposed by Hindmarsh et al [5] 
which allows dynamic behavior for the membrane potential. A generalized non linear 
integrate and fire neuron model was developed by Abbott et al [1]. Leaky integrate 
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and fire neuron model, quadratic model [7] and Exponential integrate and fire neuron 
model [3] were derived as special instances of generalized non linear integrate and 
fire neuron model. Exponential integrate and fire neuron model is equivalent to leaky 
integrate fire neuron model for a spike with very sharp intention. 

A biologically plausible artificial neuron model has been proposed whose aggrega-
tion function is obtained from the complete solution of a proposed non linear inte-
grate-Fire model. The timing of the spikes contains neuronal information rather than 
the geometrical shape of the action potential. Hence the aggregation function is ren-
dered from the relationship between injected current and Interspike interval of the 
proposed non linear Integrate-and-Fire neuron model. Back-propagation [10] has been 
used as learning algorithm without using any hidden layer. A single neuron has been 
used for the network architecture. The effectiveness of the proposed neuron model has 
been shown by comparing with the performance of single Integrate-fire neuron model 
[12] on UCI machine learning datasets. It has been observed that the proposed model 
reduces the computational time and increases the classification accuracy. It is ob-
served that the inclusion of biological phenomenon in an artificial neural network can 
make it robust for classification. 

Rest of the paper is organized as follows. Section 2 contains an overview of exist-
ing neuron models. Section 3 presents the derivation of proposed neuron model and 
spikes obtained from it. Section4 deals with the derivation of complete solution of 
proposed model and weight updating equations for proposed neuron model. In Sec-
tion 5 results obtained from proposed neuron model and single integrate and fire neu-
ron model on various benchmark datasets are discussed. Conclusions are given in 
section 6.  

2 Biological Neuron Models 

Various mathematical models for biological neurons have been developed till now in 
the literature to represent biological activities of a neuron. This section explains some 
of the important spiking models as follows. 

2.1 Integrate and Fire Neuron Model 

The electronic circuit of an integrate-and-fire model contains a capacitor C in parallel 
with a resistor R driven by input current Iሺtሻ.The input current Iሺtሻ divided into two 

components IR  and IC .Using ohm’s law, IR  can be computed as 
୳ሺ୲ሻR  where  uሺtሻ 

denotes voltage across the resistor.  .Since capacity C ൌ ୯୳ where q is the charge and 

u denotes the voltage, IC is computed as IC ൌ C ୢ୳ୢ୲ . Hence the input current  Iሺtሻ is 

given by  Iሺtሻ ൌ ୳ሺ୲ሻR ൅ C ୢ୳ୢ୲                           (1) 

Multiply equation (1) by R and substitute the time constant  τ୫ ൌ RC  of the leaky 
integrator to obtain the standard form of (1). 
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τ୫ ୢ୳ୢ୲ ൌ െuሺtሻ ൅ RIሺtሻ                               (2) 

Whenever the membrane potential uሺtሻ increases with respect to time, It crosses a 
threshold uθ at that point a spike is produced and the voltage resets to the resting 
potential u୰ୣୱ୲.This reset condition and equation (2) defines the basic integrate and 
fire neuron model. Generalization of non linear integrates and fire model is discussed 
in the next section. 

2.2 Non Linear Integrate and Fire Neuron Model 

In general a non linear integrate and fire neuron model [1] equation (2) is replaced by  τ୫ ୢ୳ୢ୲ ൌ Fሺuሻ ൅ GሺuሻIୣ୶୲                             (3) 

The dynamics of membrane potential u are stopped if  u reaches the threshold u஘  
then reinitialized at u ൌ u୰ୣୱ୲. A comparison with equation (2) makes   Gሺuሻ as a vol-

tage-dependent input resistance while – Fሺ୳ሻ୳ି୳౨౛౩౪ as voltage-dependent decay constant. 

In this paper, a new non linear integrate and fire neuron model is developed. Its so-
lution has been used for pattern classification. 

3 Proposed Non Linear IFN Model 

The proposed non linear integrate and fire neuron model is represented by  τ ୢ୳ୢ୲ ൌ a ୡ୭ୱୣୡሺTୟ୬షభ୳ሻඥଵା୳మ ൅ RIሺt)                            (4) 

Where u denotes the membrane potential, I denotes the external current, τ denotes 

membrane time constant, R denotes the input resistance 
ୡ୭ୱୣୡሺTୟ୬షభ୳ሻඥଵା୳మ   denotes a non-

linear function of membrane potential. The dynamics of membrane potential u are 
interrupted if  u reaches the threshold v then reinitialized at u ൌ u୰ୣୱ୲. 

Equation (4) is solved by using variable and separable method as given by ୢ୳ୟౙ౥౩౛ౙሺT౗౤షభ౫ሻඥభశ౫మ ାRIሺ୲ሻ ൌ ୢ୲த                             (5) 

The solution is given by  ୳RI െ ୟRIమ log ሺa ൅ RIሺtሻuሻ ൌ ୲த ൅ Cons                      (6) 

Equation (6) represents the Interspike interval and the frequency f is given by f ൌ ଵதቀ ౫RIି ౗RIమ ୪୭୥ሺୟାRI୳ሻିC୭୬ୱ୲ቁ                            (7) 

Spikes can be observed in response to the proposed non linear integrates fire neuron 
model. Simulated spikes are shown in Fig-1. It is drawn using τ ൌ 10, Threshold = 4 
and  I଴ ൌ 1. 
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4 Proposed Neuron Model 

Biological neurons exchange neuronal information [8] based on the timing of the 
spikes generated by the action potential. Motivated from the non-linear map between 
injected current and Interspike interval of proposed integrate-and-fire neuron model 
as shown in equation (6), following aggregation function is assumed instead of the 
weighted sum of a traditional neuron net ൌ ∏ ൫p୧൫x୧ െ logሺq୧x୧ሻ൯ ൅ r୧൯୬୧ୀଵ                     (8) 

Where x୧ denotes i୲୦ input variable, n denotes number of input neurons and q୧, p୧ 
and c୧ denotes weight parameters. 

In comparison with equation (6), ଵRI is denoted as p୧ , ୟRI is denoted as q୧ and the 

constant term is denoted by r୧. 
Proposed neuron model contains an input layer and a single neuron in the output 

layer without a hidden layer. Weighted product of input neurons is used as aggrega-
tion to the single output neuron as shown in equation (8). To minimize the error  
function, Gradient descent rule is applied for the patterns in the training dataset. If t denotes the target and y denotes the actual output of the neuron then the error func-
tion is given by equation (9). E ൌ ଵଶ ሺy െ tሻଶ                                      (9) 

In gradient descent, weight parameters are modified in proportion to the negative of 
the error derivative with respect to each parameterp୧, q୧ and r୧ as shown in equation 
(10), (11) and (12) ∆p୧ ൌ െϵ பEப୮౟                                     (10)  ∆q୧ ൌ െϵ பEப୯౟                                                                     (11) ∆r୧ ൌ െϵ பEப୰౟                                     (12) 

Partial derivatives of the Error function with respect to each parameter q୧ , p୧ and c୧ 
is given by the following equations (13), (14) and (15) பEப୯౟ ൌ െሺt െ yሻyሺ1 െ yሻሺnetሻ. ൬ ଵ൫୮౟൫୶౟ି୪୭୥ሺ୯౟୶౟ሻ൯ା୰౟൯൰ ൫x୧ െ logሺq୧x୧ሻ൯       (13) 

பEப୮౟ ൌ ሺt െ yሻyሺ1 െ yሻሺnetሻ. ൬ ଵ൫୮౟൫୶౟ି୪୭୥ሺ୯౟୶౟ሻ൯ା୰౟൯൰ ቀ୮౟୯౟ቁ           (14) 

பEப୰౟  ൌ െሺt െ yሻyሺ1 െ yሻሺnetሻ ൬ ଵ൫୮౟൫୶౟ି୪୭୥ሺ୯౟୶౟ሻ൯ା୰౟൯൰              (15) 

Parameters are updated using the following equations (16), (17) and (18) 
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p୧ሺk ൅ 1ሻ ൌ p୧ሺkሻ ൅ ∆p୧                             (16) q୧ሺk ൅ 1ሻ ൌ q୧ሺkሻ ൅ ∆q୧                             (17) r୧ሺk ൅ 1ሻ ൌ r୧ሺkሻ ൅ ∆c୧                              (18) 

5 Results 

This section explains the performance evaluation of the proposed neuron model and 
compared with the single integrate neuron model on various standard datasets. Per-
formance evaluation was carried out on Benchmark datasets taken from UCI machine 
learning repository. Datasets used are listed in Table 1. Ten cross validation is per-
formed on all the datasets. The number of iterations required to achieve mean square 
error of the order of 0.0001 using single integrate fire neuron model and proposed 
neuron model is given in Table 1. ݌௜   ௜are random values drawn from uniformݎ ,௜ݍ ,
distribution on the open interval ሺ0, 1ሻ. 

It is observed that the number of iterations needed to obtain MSE of order 0.0001 
is lesser for the proposed neuron model when compared with Single Integrate- Fire 
neuron model for all the datasets. It can be inferred that the proposed neuron model 
outperforms single integrate and fire neuron model even In case of high dimensional 
datasets like Mushroom and Page block. It is found that a single neuron in output 
layer for the proposed neuron model is sufficient for the applications that need a 
number of neurons in different hidden layers of a traditional neural network. The 
superiority of the performance of the proposed Neuron model is also depicted graphi-
cally in Figure 2.   

Table 1. No. of epochs required for achieving M.S.E of order 0.0001 

S.No Datasets No.of    
features 

No.of     
Records 

IFN Proposed  
Model 

1 Balanced  Scale 4 625  14 10 
2 Iris 4 150 96 70 
3 Wine 13 178 22 14 
4 Breast cancer 9 286 72 64 
5 credit 15 690 59 40 
6 lymphocytes 18 148 69 30 
7 mushroom 22 8124 46 28 
8 Page block 10 5473 26 15 
9 Hayes-Roth 5 160 95 10 
10 Dermatology 33 366 90 76 
11 Diabetes 20 691 70 10 
12 Monk 7 432 80 72 
13 Voting 16 435 70 52 
14 Ecoli 8 336 60 14  
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Fig. 1. Spikes generated using proposed non linear IFN model  

 

Fig. 2. Number of epochs required to achieve M.S.E of order 0.0001 

6 Conclusions 

This paper proposes a new neuron model whose aggregation function is designed 
from the complete solution of a proposed neuron model. The concept of neuronal 
information exchanged from one neuron to other depending on the timing of the 
spikes generated has been used to design the proposed neuron model. Training of UCI 
Machine learning datasets shows that a single neuron in the output layer is capable of 
performing classification task faster in terms of number of epochs as compared with 
single integrate and fire neuron model. 
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Abstract. This paper proposes to use a Liquid State Machine (LSM) to
classify inertial sensor data collected from horse riders into activities of
interest. LSM was shown to be an effective classifier for spatio-temporal
data and efficient hardware implementations on custom chips have been
presented in literature that would enable relative easy integration into
wearable technologies. We explore here the general method of applying
LSM technology to domain constrained activity recognition using a syn-
thetic data set. The aim of this study is to provide a proof of concept
illustrating the applicability of LSM for the chosen problem domain.

Keywords: Liquid State Machine, Spatio-temporal data processing,
Data mining, Equestrian sport

1 Introduction

Spatio-temporal data from inertial sensors (accelerometers, gyroscopes, magne-
tometers) worn on the human body have recently been used as the input to
gesture recognition systems [5], orientation tracking systems [14] and activity
recognition systems [1]. Unconstrained activity recognition presents a number
of challenges including a general lack of overall context in many situations that
makes it difficult to distinguish two similar movements (e.g. turning a door knob
to open a door and turning a key to start a vehicle). Domain constrained activity
recognition, however, has been shown to be more achievable and reliable [6,13].
Constraining the domain to a particular sport (such as equestrian sport) is also
potentially useful, particularly if the rules or traditions of that sport add further
activity and style constraints. We propose to construct a domain constrained,
activity classification system to classify the inertial data collected from horse
riders to recognise activities of interest within equestrian sport. If successful this
classification system will become part of a larger riding coaching system.

In this study, we investigate the suitability of a Liquid State Machine
(LSM) [7] as the core of this classification system. LSM technology has been
shown to be effective at continuous speech recognition [12] and is implementable
on custom chips that enable relative easy integration into wearable technologies.
Sensor data streams for speech have some aspects in common with inertial data
streams (spatio-temporal, continuous data stream, real time requirements, digi-
tally encoded analogue data). In addition the ability to possibly implement the
LSM on chip for wearable applications has further potential benefits.

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 626–633, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. Proposed framework to classify inertial sensor data into activities of interest

The aim of this study is to provide a simple proof of concept illustrating the
applicability of LSM for the chosen problem domain. In the next sections, we
first explain the proposed framework and then provide some experimental results
on the continuous classification of a synthetic spatio-temporal data set.

2 Framework

An LSM consists of two main components, a “liquid” (also called reservoir) in
the form of a recurrent Spiking Neural Network (SNN) [4] and a trainable read-
out function. The liquid is stimulated by spatio-temporal input signals causing
neural activity in the SNN that is further propagated through the network due
to its recurrent topology. Therefore, a snapshot of the neural activity in the
reservoir contains information about the current and past inputs to the system.
The function of the liquid is to accumulate the temporal and spatial information
of all input signals into a single high-dimensional intermediate state in order to
enhance the separability between network inputs. The readout function is then
trained to transform this intermediate state into a desired system output.

The framework proposed in this paper is illustrated in Figure 1. In the first
step, the collected raw sensory time series data is pre-processed. Typical data
cleaning procedures are normalization, feature selection and outlier detection,
but also Fourier or wavelet transformations may be considered here. The cleaned
signal is then encoded into an input compatible with the reservoir. Numerous
encoding algorithms have been proposed in literature and we will consider two
of them in our experiments presented in the next section. Feeding the encoded
input into the reservoir results in a temporal change of neural activity in the
SNN which is read out periodically. A machine learning algorithm learns the
mapping from the extracted readouts to a desired class label.

Several design and configuration choices have to be made for each compo-
nent of the framework. The ellipses in Figure 1 show some possible options for
these decisions. In the remaining part of this section, we explain each framework
component in greater detail and indicate some of our design decisions for the
experiments presented in section 3.

2.1 Data

For the experimental analysis presented in this paper, we decided to generate a
synthetic multi-sensor time series data set so that we have control over aspects
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such as the number of sensor signals, problem difficulty and signal-to-noise ratio.
Furthermore, this data set provides us with an ideal solution, since the exact
differentiation between signal and noise is known a priori, and it allows the
analysis of the proposed method for a large variety of testing scenarios.

Fig. 2. Synthetic multi-sensor data investigated in this study

The constructed N synthetic time series are generated as a superposition of
C sine waves. Signal sn(t) is described as

sn(t) =
C∑

i=1

a(i)
n sin(ω(i)

n t + φ(i)
n ) (1)

where C ∈ N is the number of superimposed functions and the parameters
a
(i)
n ∈ R, ω

(i)
n ∈ R, φ

(i)
n ∈ R represent the amplitudes, frequencies and phases

of the individual sine functions, respectively. For our study, we chose C = 5
superimposed sine waves that were parametrized with a set of random ampli-
tudes, frequencies and phases. The N = 5 time series sn(t) were “pasted” into a
uniformly distributed noise sequence at various locations and a small Gaussian
noise (σ = 0.01) was added to the resulting signal. Finally, we normalized the
signal to be between [0, 1]. Figure 2 depicts part of the generated time series.

2.2 Encoding

The time series data obtained from the sensors are presented to the reservoir
in form of an ordered sequence of real-valued data vectors. In order to com-
pute an input compatible with the SNN, each real value of a data vector is
transformed into a spike train using a spike encoding. We explore two different
encoding schemes in this paper, namely Ben’s Spike Algorithm (BSA) [11] and
a population encoding technique.

BSA assumes the analog signal to be a convolution of a spike train. The
algorithm attempts to estimate the corresponding spike train responsible for this
convolution by reversing the convolution process. The method has a threshold
parameter which we set to 0.955 and we use the discrete linear filter presented
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in [3]. More detailed explanations of this encoding along with pseudo code can
be found in [11].

In contrast to BSA, the population encoding uses more than one input neu-
ron to encode a single time series. The idea is to distribute a single input to
multiple neurons, each of them being sensitive to a different range of values. Our
implementation is based on arrays of receptive fields with overlapping sensitivity
profiles as described in [2,9]. We refer to the mentioned references for further
details and examples of this encoding algorithm.

As a result of the encoding, input neurons emit spikes at predefined times
according to the presented data vectors.

2.3 Reservoir

For the reservoir, we employ the Leaky Integrate-and-Fire neuron which is ar-
guably one of the best known models for simulating SNN. This neural model
is based on the idea of an electrical circuit containing a capacitor with capaci-
tance C and a resistor with a resistance R, where both C and R are assumed
to be constant. The dynamics of a neuron i are then described by the following
differential equations:

τm
dVi

dt
= −Vi(t) + R Isyn

i (t) (2)

τs
dIsyn

i

dt
= −Isyn

i (t) (3)

The constant τm = RC is called the membrane time constant of the neuron.
Whenever the membrane potential Vi crosses a threshold ϑi from below, the
neuron fires a spike and its potential is reset to a reset potential Vr. We use an
exponential synaptic current Isyn

i for a neuron i modelled by Eq. 3 with τs being
a synaptic time constant.

Similar to [10], we define a dynamic firing threshold as a separate differential
equation:

τϑ
dϑi

dt
= θ − ϑi(t) (4)

where θ is the minimum firing threshold of the neuron and τϑ is the time constant
for the dynamic threshold. Whenever the neuron i emits a spike, its threshold
ϑi is increased by a constant Δθi, i.e. ϑi ← ϑi + Δθi. A dynamic synapse model
based on the short-term plasticity (STP) proposed by Markram et al. [8] is used
to exchange information between connected neurons.

We construct a reservoir having a small-world inter-connectivity pattern as
described in [7]. A recurrent SNN is generated by aligning 500 neurons in a
three-dimensional grid of size 10× 10× 5. In this grid, two neurons A and B are
connected with a connection probability

P (A, B) = C × e
−d(A,B)

λ2 (5)

where d(A, B) denotes the Euclidean distance between two neurons and λ corre-
sponds to the density of connections which was set to λ = 3 in our simulations.
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Parameter C depends on the type of the neurons. We discriminate into excita-
tory (ex) and inhibitory (inh) neural types resulting in the following parameters
for C: Cex−ex = 0.3, Cex−inh = 0.2, Cinh−ex = 0.4 and Cinh−inh = 0.1. The
network contained 70% excitatory and 30% inhibitory neurons.

2.4 Readout and Learning

In this study, we use the typical analog readout function in which every spike is
convolved by a kernel function that transforms the spike train of each neuron in
the reservoir into a continuous analog signal. We use an exponential kernel with
a time constant of τ = 50ms. The convolved spike trains are then sampled using
a time step of 10ms resulting in 500 time series – one for each neuron in the
reservoir. In these series, the data points at time t represent the readout for the
presented input sample. A very similar readout was used in many other studies,
e.g. in [12] for a speech recognition problem.

Readouts were labeled according to their readout time t. If the readout oc-
curred at the time when a sensor signal of interest (e.g. mounting/dismounting
the horse) was fed into the reservoir, then the corresponding readout is labeled
as a class-1 or class-2 sample. Consequently, a readout belongs to class 0, if it
was obtained during the presentation of a noise part of the input signal.

The final step of the LSM framework consists of a mapping from a readout
sample to a class label. The general approach is to employ a machine learning
algorithm to learn the correct mapping from the readout data. In fact, since the
readout samples are expected to be linearly separable with regard to their class
label [7], a comparably simple learning method can be applied for this task.
From the labeled readouts, we obtained a linear regression model mapping a
reservoir readout sample to the corresponding class label, i.e. either 0 (noise)
or 2 (pattern A) or −2 (pattern B).

3 Results

Here we present our preliminary findings on the classification of the synthetic
time series data introduced in section 2.1. Figure 3 shows the outputs obtained
from each of the individual processing steps of the LSM framework. A set of five
synthetic time series was generated over a time window of 4200ms which included
ten occurrences of two alternating temporal patterns, cf. Figure 3A. The encoded
spike trains derived from the given time series are depicted in Figure 3B (BSA
encoding) and 3C (population encoding), respectively. The figures show a raster
plot of the neural activity of the input neurons over time. A point in these plots
indicates a spike fired by a particular neuron at a given time.

The obtained spike trains were then fed into a reservoir resulting in char-
acteristic response patterns for each encoding type, cf. Figure 3D and 3F. The
small number of input neurons employed by the BSA encoding results in a rather
sparse reservoir response. Clearly, a repeating pattern of neural activity is ob-
served, however, the relevance for the detection of the patterns of interest is less
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Fig. 3. Experimental results obtained from the continuous classification of the synthetic
data set. See text for detailed explanations on the figure.
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obvious. The response of the population-encoded signal is denser and the impact
of the non-noise signal on the reservoir is detectable even from the raster plot.

The reservoir is continuously read out every 10ms of the network simulation
using the technique described in section 2.4. Figures 3E and 3G show the read-
outs over time for BSA and population-encoded reservoir inputs, respectively.
The color in these plots indicates the value of the readout obtained from a certain
neuron; the brighter the color, the larger the readout value. The bright horizontal
lines in this plot indicate the reservoir neurons that are directly stimulated from
the encoded spike trains of the input neurons. The population-encoded stimulus
causes a very characteristic readout pattern in which the non-noise signals are
clearly detectable.

The learning and classification step of the LSM framework is presented in the
last plot of Figure 3. We used a linear regression model that was trained with
the first 2500ms of readout data and then tested on the remaining 1700ms of the
simulation. A class-1 (class-2) sample was considered as correctly classified, if the
model output was larger (smaller) than a threshold of 1.25 (−1.25). As already
suspected from the reservoir responses of Figure 3D, the readouts obtained using
BSA encoding of the input signal appear difficult to map to the correct class
label, cf. the dotted (red) curve in Figure 3G. While the training data was learned
well enough, the testing accuracy dropped to a random classification (around
24.7%). We assume an unsuitable configuration of the reservoir as the reason for
this low performance. On the other hand, the model responses for the readouts
obtained using population encoding showed much more promising results, cf.
the solid (blue) curve in Figure 3G. The model reported perfect classification
on the training data and a satisfying classification accuracy on the testing data
(93.5%). Errors usually occurred immediately after the onset of a signal when
the reservoir had not yet accumulated sufficient information about the pattern.
Considering the short training period, this result is very encouraging.

4 Conclusions and Future Directions

In this paper, we have proposed an LSM based, continuous classification method
to detect spatio-temporal patterns in inertial sensor data obtained from ac-
celerometers, gyroscopes and magnetometers. We have presented some initial
results of this method using a simple synthetic data set. Despite the complexity
of LSM and the large number of parameter choices necessary to configure the
spike encoding, reservoir, readout and learning algorithms, the obtained results
are promising. A core part of the method is the simulation of a spiking neural
networks for which efficient implementations in hardware can be realized [12].
The low energy profile and the real-time processing capabilities of customized
hardware are highly desired features of the continuous classification of inertial
sensor readouts.

A future study will investigate the suitability of the proposed framework for
classifying the collected real-world data from horse riders. We are specifically
interested in a robust configuration of the reservoir and an efficient implementa-
tion on a mobile platform. Contemporary bluetooth enabled mobiles may have
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sufficient computational resources to allow the simulation of the reservoir and
the continuous classification of streamed inertial sensor data in real time.
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Abstract. This paper presents new time-frequency features for seizure
detection in newborn EEG signals. These features are obtained by trans-
lating some relevant time features or frequency features to the joint time-
frequency domain. A calibration procedure is then used for verification.
The relevant translated features are ranked and selected according to
maximal-relevance and minimal-redundancy criteria. The selected fea-
tures improve the performance of newborn EEG seizure detection and
classification systems by up to 4% for 100 real newborn EEG segments.

Keywords: Time-frequency analysis, instantaneous frequency, features
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1 Introduction

Newborn neurological abnormalities such as seizures can lead to permanent brain
damage or even fatalities if not detected and treated early. Analyzing the Elec-
troencephalogram (EEG) is a proven approach for detecting newborn seizures,
but their manual detection is time consuming and subjective. It is therefore de-
sired to develop automated techniques by processing newborn EEG signals and
extracting features which can then be used for classification [1, 7–9]. As newborn
EEG signals are non-stationary signals with time-varying frequency content, a
time-frequency signal analysis is used to characterize the different seizure pat-
terns present in these signals [1].

The proposed method for EEG seizure includes three steps: (1) Signal anal-
ysis, (2) features extraction to characterize the different abnormalities and (3)
classification of these features. Previous techniques for detecting EEG seizure
include using EEG features in time [2–5], frequency [3, 4], time-scale [6] or T-
F domains [7–9], as well as nonlinear characteristics of EEG signals [1]. The
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time-domain features extracted from EEG signals include: zero-crossing rates,
average amplitude, derivatives of the signal’s amplitude and entropy-based fea-
tures. Frequency-domain features extracted from the spectrum of EEG signals
include: spectrum normalized power, sub-band powers, intensity weighted mean
frequency, and intensity weighted bandwidth. The T-F features are extracted
from the T-F representation of the EEG signal and include the instantaneous
frequency (IF) and other non-stationary features, such as those recent and new
T-F features based on signal and image processing techniques proposed in [7–9].

This study aims to extend this previous work and define new T-F features by
translating some relevant time features or frequency features to the joint T-F
domain in order to improve the performance of newborn EEG seizure detection
and classification systems. Then, the relevant translated features along with the
signal & image-related features proposed recently in [7–9] are used to define a
new vector of T-F features for characterizing and classifying different newborn
EEG seizures and other abnormalities.

2 Newborn EEG Seizure Detection and Classification

2.1 Time-Frequency Distributions

In order to develop seizure detection methods in the T-F domain, it is necessary
to select a suitable T-F Distribution (TFD) to represent the EEG signals. The
most common are quadratic TFDs (QTFDs) [1] such as the Wigner-Ville distri-
bution (WVD), smoothed WVD (SWVD), Gaussian kernel distribution (GKD),
modified-B distribution (MBD), and spectrogram (SPEC).

The discrete version of a QTFD for a given analytic signal z[n] associated
with the real discrete time signal x[n], n = 0, 1, . . . , N − 1 is given by [1] (p. 240)

ρ[n, k] = 2 DFT
n→k

{
G[n,m] ∗

n
(z[n+m]z∗[n−m])

}
(1)

where G is the time-lag kernel of the TFD and ∗
n
stands for convolution in time.

ρ[n, k] is represented by an N × M matrix ρ where M is the number of FFT
points used (N � M) in calculating the TFD. Note that n = t.fs and k = 2M

fs
f

where t and f are, respectively, the continuous time and frequency variables,
and fs is the sampling frequency of the signal [1]. The time-lag kernel G[n,m]
of the selected QTFDs used in this study can be found in [1](pp. 71-76).

2.2 T-F Approach for Newborn EEG Seizure Detection

As newborn EEG signals are non-stationary, they are best represented by a TFD,
which is intended to describe how the energy of the signal is distributed over
the two-dimensional T-F space [1]. The TFD shows the start and stop times of
signal components and their frequency range, as well as the component variation
in frequency with time (described by the IF) [11, 12]. The IF can be estimated
using a peak detector in the T-F domain that selects the frequency with the
maximum value in the T-F representation as a function of time.
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Fig. 1. An example of newborn EEG signal with seizure (2nd row) and non-seizure
(1st row) in the time (1st column), frequency (2nd column) and joint T-F domains (3rd

column). The T-F representation was generated using the MBD with the smoothing
parameter β = 0.01 and the lag window length of 127.

Figure 1 shows an example of seizure and non-seizure newborn EEG signals in
the time, frequency and joint T-F domains, in order to illustrate the difference
between them and show how the TFD plot can provide more information about
the IF, non-stationary nature and multi-component characteristics of the signals
than the time or the frequency representations [1, 7–9].

This T-F approach for automatic classification of newborn EEG seizure in-
cludes pre-processing of EEG signals, finding their optimal TFDs, extracting
features from the TFDs, and finally allocating the T-F features to the relevant
class. In order to classify EEG signals, features are extracted from the TFDs of
the EEG segments. The extracted features need have the ability to discriminate
between different classes. Based on the EEG classification system described in
[7–9], the vector containing the selected T-F features is defined and then used
to train a multi-class SVM classifier.

3 Feature Extraction and T-F Translation

Relevant time features or frequency features are selected [2–5, 10] and then trans-
lated in the T-F domain. Tables 1 and 2 show the time features and frequency
features that have been translated to the T-F domain.

Note that the mappings of frequency features in Table 2 involve summation
along the time axis of T-F representations so as to calibrate them by transform-
ing them with a frequency domain representation (assuming that marginals are
satisfied). The same applies to Table 1, swapping time and frequency. This is
a first step to show the relationships between frequency only features and T-F
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Table 1. Time features and their T-F translation. (Given a real discrete time EEG
signal x, then z and ρ are respectively the analytical signal (obtained using the Hilbert
transform) and the TFD of z. Also, T and Tt stand respectively for the features in the
time domain and the translated features in the T-F domain).

Time features (T) T-F translation (Tt)

Mean and variance of the EEG segment [2, 3]

T1 = μ = 1
N

∑N
n=1 |z[n]| T t1 = μ(t,f) =

1
NM

∑M
k=1

∑N
n=1 ρ[n, k]

T2 = σ2 = 1
N

∑N
n=1 (μ− |z[n]|)2 T t2 = σ2

(t,f) =
1

MN

∑M
k=1

∑N
n=1

(
μ(t,f) − ρ[n, k]

)2

First and second derivatives of the raw amplitude (skewness, kurtosis) [2, 3]

T3 = 1
Nσ3

∑N
n=1 (|z[n]| − μ)3 T t3 = 1

(NM−1)σ3
(t,f)

∑M
k=1

∑N
n=1

(
ρ[n, k]− μ(t,f)

)3

T4 = 1
Nσ4

∑N
n=1 (|z[n]| − μ)4 T t4 = 1

(NM−1)σ4
(t,f)

∑M
k=1

∑N
n=1

(
ρ[n, k]− μ(t,f)

)4

Median absolute deviation of the amplitude [3]

T5 = 1
N

∑N
n=1 (|z[n]− μ|) T t5 = 1

NM

∑M
k=1

∑N
n=1 |ρ[n, k]− μ(t,f)|

Coefficient of variation of the EEG segment [2]

T6 = σ
μ

T t6 =
σ(t,f)

μ(t,f)

RMS amplitude [4]

T7 =

√∑
N
n=1 z[n]2

N
T t7 =

√∑N
n=1

∑M
k=1

ρ[n,k]

NM

Amplitude based feature: inter-quartile range [5]

T8 = z[ 3(N+1)
4

]− z[N+1
4

] T t8 = 1
M

∑M
k=1

(
ρ[ 3(N+1)

4
, k]− ρ[N+1

4
, k]

)

Shannon entropy [3, 4]

T9 = −∑N
n=1 z[n] log2 (z[n]) T t9 = −∑N

n=1

∑M
k=1 ρ[n, k] log2(ρ[n, k])

features for verification purposes so that the extension from frequency domain
to T-F domain is validated.

4 T-F Translated Features Selection

4.1 T-F Features Definition

The relevant translated features listed in Tables 1 and 2 can be ranked and
selected according to the minimum redundancy and maximum relevance criteria
defined below in (2) and (4), using the mutual information defined in [13].

Maximum Relevance means to find features satisfying (2), which approxi-
mates the maximum dependency with the mean value of all mutual infor-
mation values between individual feature Fi and class h:

maxV (S, h), V =
1

|S|
∑
Fi∈S

I(Fi;h) (2)
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Table 2. Frequency features and their T-F translation. (For a real discrete time EEG
signal x, then Z and ρ are respectively the Fourier transform of the analytic signal z
and the TFD of z. Also, F and Ft stand for the features in the frequency domain and
the translated features in the T-F domain, respectively).

Frequency features (F) T-F translation (Ft)

Spectral flux: difference between normalized
spectra magnitudes [3]

F1 =
∑M

k=1

(
Z(l)[k]− Z(l−1)[k]

)2

Ft1 =
∑L

n=1

∑P
k=1(ρ[n, k]− ρ[n+ L, k])2

Z(l) and Z(l−1) are normalized magnitude L is a predetermined lag and P is the total of

of the Fourier transform at l and l − 1 frames sub-bands

Spectral centroid: average signal frequency Instantaneous Frequency (IF)
weighted by magnitude [3] IF is considered here as the T-F extension

of spectral centroid

F2 =
∑M

k=1 k|Z[k]|
∑M

k=1
|Z[k]| Ft2 =

∑M
k=1 kρ[n,k]

∑M
k=1

ρ[n,k]

Spectral Roll-Off i.e. spectral concentration
below threshold [3]

F3 = λ
∑M

k=1 |Z[k]| Ft3 = λ
∑N

n=1

∑M
k=1 ρ[n, k]

λ is chosen to be 0.85 (
 frequency under

which 85% of the signal power resides)

Spectral flatness indicates whether Energy localization
the distribution is smooth or spiky [3] (i.e. energy of spikes)

F4 =
(∏M

k=1 Z[k]
) 1

M
(∑M

k=1 Z[k]
)−1

Ft4 =
(
∏N

n=1

∏M
k=1 ρ[n,k])

1
NM

∑M
k=1

∑N
n=1 ρ[n,k]

Maximum power of the frequency Sub-bands energies
bands [2, 4]

F5 =
∑δ

k=1 |Z[k]|2 Ft5 =
∑N

n=1

∑Mδ
k=1 ρ[n, k]

F6 =
∑M

k=δ+1 |Z[k]|2 Ft6 =
∑N

n=1

∑M
k=Mδ+1 ρ[n, k]

where Mδ = �M/fs�

Spectral entropy measure the regularity of Rényi entropy
the power spectrum of the EEG signal [4]

F7 = 1
log(M)

∑M
k=1 P (Z[k]) logP (Z[k]) Ft7 = 1

1−α
log2

(∑N
n=1

∑M
k=1 ρ

α[n, k]
)

where h represents the target classes (e.g. seizure or non-seizure classes) and
I(S;h) is the mutual information between the features set S = {F1, F2, . . . ,
Fm} and the target h defined as follows

I(S;h) =

∫ ∫
p(S;h) log

p(S;h)

p(S)p(h)
dSdh (3)

Minimum Redundancy means to select relevant features with less redun-
dancy

minW (S), W =
1

|S|2
∑

Fi,Fj∈S

I(Fi;Fj) (4)
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where S is the set of features and I(Fi;Fj) is the mutual information between
features Fi and Fj defined as follows

I(Fi;Fj) =

∫ ∫
p(Fi;Fj) log

p(Fi;Fj)

p(Fi)p(Fj)
dFidFj (5)

where p(Fi;Fj) is the joint probability density function (PDF) of Fi and Fj , and
p(Fi) and p(Fj) are the marginal PDFs of Fi and Fj , respectively [13].

This study uses the feature selection method called mRMR (minimum-
Redundancy-Maximum-Relevance), proposed recently in [13]. This allows to se-
lect the maximum relevant features with a minimum redundancy using a mutual
information measure. The combination of these criteria can be made using an
additive combination (max(V −W )) which was used in this study, or a multi-
plicative combination (max(V/W )).

4.2 T-F Features Translation Verification by Calibration

To verify that the translated features are meaningful, we selected a middle way
between the T-F domain and the time or frequency domains to calibrate the
new T-F features with the time or frequency domain only features. This is done
by calculating the power of the analytic signal associated with the EEG signal
in time or frequency. The TFD time marginal (TM) and frequency marginal
(FM) are estimated by taking the average of ρ[n, k] over the frequency or time
samples. ∑

k

ρ[n, k] = |z[n]|2 ,
∑
n

ρ[n, k] = |Z[k]|2 (6)

Using these two power estimates, we compare the results of classification using
the features defined earlier either in time domain, frequency domain or joint T-F
domain in terms of the total accuracy obtained.

5 Performance Evaluation, Results and Discussion

This study uses a database described in [8] which includes 14-channel EEG
recordings of nine neonates using mono-polar montages. The recordings were
marked by a neurologist for seizures [8]. From the data set, we extracted two sets
of seizure and non-seizure EEG epochs referred to as sets S and N respectively.
Each set contains 50 segments. Each segment was band-pass filtered in the range
0.5-10Hz and down-sampled from 256 to 20Hz as neonatal EEG seizures have
spectral activities mostly below 12Hz. The length of each selected segment is
12.8 s with 256 samples [7–9].

The translated features {Tt,Ft} were extracted from the TFD of each EEG
segment of length T seconds. Only five TFDs are chosen in this simulation,
for practical considerations in terms of relevance: MBD, SPEC, SWVD, GKD
and WVD. The parameters of the MBD and GKD were respectively chosen as
β = 0.05 and σ = 0.9 with lag window length of 127. The selected window w[n]
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Table 3. Total classification accuracy results for real newborn EEG data using the T-F
translated features with multi-class SVM classifier, for each QTFD. (The T-F translated
features set {Tt,Ft} given in Tables 1 and 2 are used. The results between parentheses
are the classification results using both original time only and original frequency only
features {T,F}).

Classifier outputs Statistical parameters (%)

TFD Class Total N S Sensitivity Specificity Total accuracy

WVD
N 50 49(47) 1(3) 98(94) 92(90)

95(92)
S 50 4(5) 46(45) 92(90) 98(94)

SWVD
N 50 48(47) 2(3) 96(94) 88(90)

92(92)
S 50 6(5) 44(45) 88(90) 96(94)

CWD
N 50 48(47) 2(3) 96(94) 92(90)

94(92)
S 50 4(5) 46(45) 92(90) 96(94)

MBD
N 50 49(47) 1(3) 98(94) 94(90)

96(92)
S 50 3(5) 47(45) 94(90) 98(94)

SPEC
N 50 48(47) 2(3) 96(94) 92(90)

94(92)
S 50 4(5) 46(45) 92(90) 96(94)

Table 4. Ranking of the T-F translated features based on the combination of the
minimum-redundancy and maximum-relevance criteria. (The proposed T-F features
{Tt,Ft} are ranked by order of maximum-relevance and minimum-redundancy crite-
rion, for each TFDs. The score values are the entropy score according to the minimum
redundancy-maximum-relevance criteria).

WVD SWVD CWD MBD SPEC

Feature Score Feature Score Feature Score Feature Score Feature Score

Tt6 0.506 Tt3 0.588 Tt6 0.506 Tt6 0.692 Tt3 0.666
Ft2 0.158 Ft2 0.115 Ft2 0.158 Ft2 0.012 Ft2 0.105
Tt4 0.052 Tt4 0.030 Tt4 0.052 Tt3 0.154 Tt6 0.148
Ft7 -0.003 Ft7 0.009 Ft7 -0.003 Ft7 -0.033 Ft7 -0.007
Ft4 -0.009 Tt6 -0.001 Tt3 -0.024 Tt2 -0.032 Tt4 0.057
Tt3 -0.041 Tt2 -0.041 Tt9 -0.041 Ft4 -0.028 Ft4 -0.005
Ft6 -0.050 Ft4 -0.034 Ft4 -0.059 Tt4 -0.049 Ft1 -0.023
Tt2 -0.092 Tt9 -0.066 Ft1 -0.079 Tt9 -0.067 Tt9 -0.063
Ft3 -0.103 Ft3 -0.095 Ft3 -0.087 Ft3 -0.094 Tt8 -0.087
Ft1 -0.143 Ft1 -0.118 Tt2 -0.129 Ft1 -0.118 Tt2 -0.105
Ft5 -0.158 Ft6 -0.133 Ft5 -0.141 Tt5 -0.128 Ft3 -0.113
Tt9 -0.171 Tt8 -0.154 Ft6 -0.157 Ft6 -0.146 Ft6 -0.135
Tt5 -0.185 Ft5 -0.184 Tt7 -0.178 Tt8 -0.165 Ft5 -0.162
Tt8 -0.206 Tt5 -0.199 Tt8 -0.200 Tt1 -0.192 Tt5 -0.183
Tt7 -0.227 Tt1 -0.218 Tt5 -0.220 Tt7 -0.216 Tt7 -0.207
Tt1 -0.234 Tt7 -0.241 Tt1 -0.230 Ft5 -0.228 Tt1 -0.218

for the SWVD and SPEC distributions is a Hanning window of length �N/4�
samples. The simulations were carried out in Matlab. For performance evalua-
tion, a multi-class SVM classifier was trained using the T-F features extracted
from the newborn EEG signals in the database. The newborn EEG database was
split in two parts; 60% of the data were used for training and 40% for testing
the classifier.
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Table 5. Total accuracy classification obtained using MBD with relevant selected
features based on minimum-redundancy-maximum-relevant selection and the signal-
& image-related features proposed in [8]. (The combination of the selected features
with the T-F features based on signal and image processing techniques improves total
accuracy classification. Classification results were obtained using MBD).

TFD T-F features Total accuracy

MBD
{Tt6, T t2} 96%
{signal & image-related features} 96%
{signal & image-related features}+{Tt6, T t2} 97%

Fig. 2. Accuracy of selected features in classification. (The total classification accuracy
results obtained on the real newborn EEG data using the selected T-F features set ac-
cording to the minimum-redundancy-maximum-relevant selection. The feature numbers
corresponds to the top-ranked features given in Table 4).

Table 3 shows the classification total accuracy results using the translated
features extracted from different TFDs of newborn EEG segments. The results
between parentheses are the classification results using the original time only
and frequency only features {T,F}. These results are obtained using the multi-
class SVM classifier. Each row shows, for a particular TFD, the total number of
EEG segments correctly classified as well as those misclassified as other classes,
and also the statistical parameters: sensitivity, specificity and total classification
accuracy. Table 3 shows that the use of the translated features improve signi-
ficatively the classification results compared to the use of both original time and
frequency features {T,F} by up to 4% for 100 segments. This is confirmed by
the total classification accuracy calculated for each TFD. The best total classifi-
cation accuracy is obtained using the MBD; and is 96% for 100 segments. This
can be improved by increasing the number of EEG segments in the training-step.
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The results shown in Table 3 confirm that including T-F features improves the
classification performance.

To assess the redundancy and the relevance of the proposed T-F features in
the EEG seizure classification system, the proposed T-F features were ranked
according to the criteria defined in Section 4. Table 4 shows the ranking of
the translated features based on minimum-redundancy and maximum-relevance
criteria. In particular, we observe that the feature T t6 corresponding to the
translation of coefficient of variations time feature is the most relevant feature
of the MBD as confirmed by the entropy score (first row).

We have calculated the total accuracy classification using the n top-ranked
features where n = 1, . . . , 16, for each TFD. Figure 2 shows the results obtained
according to the minimum-redundancy-maximum-relevance criteria. We observe
that the best total accuracy classification is 96%; and is obtained with the MBD
and SPEC using only 2 features. These features are the 2 top-ranked features
for MBD or SPEC listed in Table 4.

Finally, to assess the performance of the selected features for EEG seizure
detection and classification, we use two T-F feature classes extracted using both
signal and image processing techniques [8]. Table 5 shows the results using the
selected relevant T-F features with the T-F features based on signal and image
processing techniques used in [8], using the MBD. These results indicate that
the selected relevant features improve the classification performance described
in [8] by up to 1% for 100 real newborn EEG segments.

6 Conclusion

This paper shows that translating the relevant time only features or frequency
only features into the joint T-F domain allows to define new T-F features with
better performance in EEG classification. The selection of a minimum set of
relevant translated T-F features according to a combined minimal-redundancy
and maximal-relevance criterion can improve significantly the performance of
the newborn seizure classification system, including reducing computation cost.
The improvement obtained with the T-F features may be explained by the use
of the non-stationarity characteristics of the signals such as the IF (feature Ft2).
Finally, the proposed T-F features can be applied to detect other newborn EEG
abnormalities. The extraction of these features can then be improved using spe-
cially defined TFDs such as [14].

Acknowledgments. The authors thanks Dr. T. Ben-Jabeur and Dr. N. Khan
for valuable feedback, and Ms. Y. Bahnasy and Ms. N. Saad for contributions
to the calibration work. This publication was made possible by a grant from the
Qatar National Research Fund under its National Priorities Research Program
award number NPRP 09-465-2-174.



Detecting Newborn EEG Seizures Using Time-Frequency Features 643

References

1. Boashash, B.: Time-Frequency Signal Analysis and Processing: A Comprehensive
Reference. Elsevier, Oxford (2003)

2. Aarabi, A., Wallois, F., Grebe, R.: Automated neonatal seizure detection: A mul-
tistage classification system through feature selection based on relevance and re-
dundancy analysis. Journal of Clinical Neurophysiology 147(2), 328–340 (2006)
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Abstract. Turf grass needs water to survive and stay green, but too much water 
can really damage it. Turf grass irrigation processes can lead to excess water 
consumption.  The irrigation process is based on several factors, which are eva-
potranspiration rate, grass evapotranspiration rate and tensiometer reading.  
This study proposes an irrigation process system using Neuro-Fuzzy method 
that was experimented on real meteorology data.  Both the backpropagation and 
resilient backpropagation were explored and compared.  The system with the 
resilient backpropagation method has achieved higher accuracy rate compared 
to the backpropagation method with an average of 10% of reduction in water 
usage.   

Keywords: Neuro-Fuzzy, Resilient Backpropagation, Turf Grass, Water Irriga-
tion System. 

1 Introduction 

Turf grass has been widely used in golf courses all around the world and sometimes 
as house lawn, usually refers to lawn grass.  Maintaining turf grass health and beauty 
of its greens have been one of the top considerations for every lawn owner.  One of 
the important elements for turf grass health and beauty is the sufficiency of water 
however, water supply is gradually scarce.  Therefore, it is important to use the re-
sources wisely and this can be solved by irrigating periodically based on several de-
terminant factors. The process of watering the turf grass is call irrigation process.  
According to Normas [1], irrigation is simply the act of watering the lawn, plants, 
flower or garden.  There are many ways to determine when the irrigation process is 
needed, for example to irrigate at the first sign of moisture stress.  When turf grass is 
under moisture stress, it becomes dull and bluish-green, the leaf blades fold or roll 
and footprints remain after you walk over the area.  If dry conditions persist, the grass 
wilts [1] and usually irrigation will be exercised on that portion of the lawn that first 
exhibits these signs. Timely irrigation is required for effective and efficient water 
consumption.  Automated irrigation systems are a convenient and cost-effective solu-
tion. This is because, once a watering schedule is set, the landscape is watered based 
on the weather accordingly.  It is a consistent watering schedule resulted into healthier 
plant and greener. However, the weather in many parts of the country changes and 
constant change of schedule is needed.   
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The highly managed turf grass such as in golf courses requires managers to main-
tain green, lush turf grass regardless of weather or other environmental conditions, 
which sometimes results in frequent over watering or inefficient use of irrigation wa-
ter. Often, the decision to irrigate is based on incomplete information.   Several fac-
tors such as evapotranspiration rates and water level in the root zone determine the 
health of turf grass. Evapotranspiration (ET) is a combination of transpiration and 
evaporation process that transport the water into the atmosphere from surfaces [2].  
Since water scarcity is increasingly a problem, there is a need for an effort to irrigate 
effectively, because effective irrigation is to water precisely and consistently [3].  
This requires an irrigation system that can make accurate decisions based on uncertain 
or approximate inputs. The key contributions of our work are the proposal of a Neuro-
Fuzzy system on irrigation problem applied on real meteorology data. This work is an 
extension of previous work [7][8] in which Fuzzy method was applied with Sugeno 
and Mamdani approaches. The approach is further evaluated on fuzzy system and 
several neural networks (NNs) algorithms. The remainder of this paper is organised as 
follows. Section 2 discusses the related works and section 3 presents the methodol-
ogy. Next, section 4 presents the results and discussion.  In section 5, we conclude the 
paper.  

2 Related Works 

The total amount of irrigation water depends on several factors such as grass species,  
soil type, ET process, grass ET process, weather condition such as rainy or dry sea-
son, fertilizer process and soil moisture.  Generally, all turf grass planted in Malaysia 
is from the warm-season turf grasses, which are Bermudagrass, Cowgrass, Zoysia-
grass and Paspalumgrass [1].  There are three main water levels in the soil: saturation, 
field capacity and wilting point.  The saturation level is referred to as the soil moisture 
and completely filled with water.  Field capacity occurs when the excess water from 
the saturated condition of the soil has been drained due to the gravitation pull.  The 
permanent wilting point is the level where the grass is unable to extract water for its 
need and the plant might wilt and die. Between the level of field capacity and the per-
manent wilting point is the available soil moisture. The available soil moisture can be 
divided into two categories: the available water with no stress and the available water 
with stress [4]. The available water with no stress area is where the maximum soil 
water deficit is been applied. This maximum soil water deficit is the amount of water 
stored in the plant’s root zone that is readily available to the plant.  It is the amount of 
water, which allowed to deficit before the plant reaches its wilting point.  The available 
water with stress area is where the wilting point starts.  This is happened when the soil 
moisture content is lower than the maximum soil water deficit [5]. If the moisture level 
is lower than the maximum soil water deficit, the plant will start to wilt. If the moisture 
level reaches the permanent wilting point, the plant will die.   

The study by Kazuhiro et al. [6] developed a Fuzzy Expert System for the melon 
cultivation in greenhouse.  In their study, the fuzzy control system was developed for 
the on-off control irrigation system.  The fuzzy control system is programmed to take 
the soil moisture content from the various climate sensors.  The aims were to save 
water resources and preserve the melon quality [6].  The other example is the use of 
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Decision Support System to optimize the use of irrigation water fertilizer in farming 
[8].  The intelligent methods that applied in the optimization process are the combina-
tion of backpropagation multilayer perceptron, radial basis function neural networks 
(NNs), ANFSI NN and fuzzy logic.  Meanwhile, the study by [7] was restricted to the 
Bermuda Turf grass characteristic, the loam soil characteristic, 92.9m2 lawn sizes, 
pop-up spray head sprinkler, ET, the climatology factor and the soil moisture reading 
from tensiometer.  The results showed that the fuzzy expert irrigation system per-
formed better based on the lower annual average water usage for the whole year rec-
orded.  These literatures suggest the use of Neuro-Fuzzy that could benefit our study. 

2.1 Evapotranspiration 

Water can lose through the process of transpiration and evaporation.  Transpiration is 
referred to the transfer of water into the atmosphere.   While evaporation is a process 
of the return of water back to the atmosphere through direct evaporative loss from the 
soil surface, standing water, and water on surfaces such as leaves or roofs [2].  Daily 
ET rate can be calculated by using the Hargreaves-Samani equation [10].  This equa-
tion used minimum climatologically data, which are the maximum and minimum 
value of temperature data, evaporation data and solar radiance data [11].  Grass eva-
poration or crop evaporation refers to the loss of water to the atmosphere from the 
grass surface.  Different grasses with different characteristic will result in different ET 
level.  The grass evaporation process also takes into consideration of climatologically 
aspect such as wind, temperature humidity, soil characteristic and water availability.  
Grass ET can be calculated using simple equation. The grass coefficient rate is re-
quired prior to obtaining the grass ET.  In general, the grass coefficient for the warm 
turf grass season is 0.6 [12]. Table 1 shows the percentage of moisture deficiency in 
the soil to determine the availability of water for the three different soil textures. Zero 
percentage of moisture deficiency shows that the soil is in the field capacity structure 
and the water is filling the soil.  Meanwhile 75% to 100% of moisture deficiency 
shows that, the soil is in the completely dry structure and no water at all in the soil. 

Table 1.  Soil Moisture Interpretation Chart [20] 

Soil moisture defi-
ciency 

Moderately coarse 
texture 

Medium texture Fine and very fine 
texture 

0% (field capacity) Upon squeezing, no free water appears on soil but wet outline of ball 
is left on hand. 

0-25% Forms weak ball, 
breaks easily when 
bounced in hand.* 

Forms ball, very 
pliable, slicks readi-
ly.* 

Easily ribbons out 
between thumb and 
forefinger.* 

25-50% Will form ball, but 
falls apart when 
bounced in hand.* 

Forms ball, slicks 
under pressure.* 

Forms ball, will rib-
bon out between 
thumb and forefin-
ger.* 

50-75% Appears dry, will not 
form ball with pres-
sure.* 

Crumbly, holds to-
gether from pres-
sure.* 

Somewhat pliable, 
will ball under pres-
sure.* 

75-100% Dry, loose, flows 
through fingers. 

Powdery, crumbles 
easily. 

Hard, difficult to 
break into powder. 

*Squeeze a handful of soil firmly to make ball test. 
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2.2 Neuro-Fuzzy System 

Neuro-Fuzzy system is a control system that uses fuzzy logic and NNs. The system is 
widely used by other industries and may be well suited for controlling irrigation in 
turf grass. Such systems can make accurate decisions based on uncertain or approx-
imate inputs [3][13].  Neuro-Fuzzy can provide approximation to real world problem 
and the approaches are known to be robust alternatives to conventional deterministic 
and programmed models.  In Fuzzy method, human experts are needed to provide the 
knowledge while in NNs the knowledge is learned through data via the training 
process.  In short, a fuzzy system does not have any learning ability while, NNs does 
not have the ability to represent the knowledge.  Usually, the common Mamdani-style 
fuzzy rule is used and it is in the form If-Then Else Rules [9][16].  Therefore, in this 
study, we employed Mamdani method which is performed in four steps: fuzzification 
of the input variable, rule evaluation, aggregation, and defuzzification to obtain the 
crisp value. One of the NNs methods is resilient backprogation. It differs from stan-
dard backpropagation because the resilient backpropagation performs supervised 
batch learning.  Resilient backpropagation method can eliminate the harmful influ-
ence of the size of the partial derivative on the weight step [14].  It uses the update-
value method, where a weight-specific apply to determine the size of the weight 
change [15]. By combining fuzzy and resilient backpropagation systems, each of their 
advantages can be achieved in one powerful system.  

3 Methodology  

The climatological data are collected for two consecutive years: 2007-2008 from the 
Department of Meteorology Malaysia.  Three main factors are contributed to the irri-
gation process: ET, grass ET and tensiometer reading.  In calculating these input fac-
tors, data such as solar radiation, temperature, rainfall and evaporation were collected. 
The algorithm was implemented using JAVA.  The logical design is divided into two 
phases, which are the Fuzzy logic phase, and NNs phase. Table 2 shows the characte-
ristic of four different turf grasses collected from the expert in one of the golf clubs in 
Malaysia [17].  All information in this table is used in calculating the irrigation 
process in the system. 

Table 2. Turf grass Association  

Turf grass Root 
Depth 

(ft) 

Coefficient 
Rate (Kc) 

Available water 
in sandy soil (5.2 
in/ft) 

50% of MAD 
(water that can be dep-
leted) 

Bermuda 4 0.6 20.8 inches 10.4 inches 
Zoysia 2 0.6 10.4 inches 5.2 inches 
Paspulum 3 0.6 15.6 inches 7.8 inches 
Cow 1.5 0.6 7.8 inches 3.9 inches 
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There are three formulas involved in calculating the irrigation process.  The first 
formula used to obtain the data of ET rate, which is calculated based on the tempera-
ture rate and solar radiance rate using the Hargreaves-Samani equation [18].  The ET 
rate equation is written as Equation (1): 

ETo =0.0023 (Tc+17.8) Ra (Td) ½  (1) 

• Tc is the monthly mean temperature (degrees centigrade) 
• Ra is the extraterrestrial solar radiation expressed in mm/month 
• Td is the difference between the mean minimum and mean maximum 

temperatures (oC). 

The second formula used is to get the grass evaporation data where the calculation 
concerned of ET rate and grass coefficient rate. The grass coefficient rate used in the 
system is 0.6 which is the coefficient rate used for all warm turf grasses [18].  The 
grass ET equation is written as: 

ETc = Kc * ETo                                                (2) 

 Kc is the grass coefficient factor  
 ETo is the ET rate 

Finally the third formula is used in order to get data for tensiometer reading in centi-
bars. The reproduction of tensiometer data was based on the total amount of soil 
moisture loss from the saturated level until the wilting point in the soil. The total 
amount of water in 1 ft depth of soil for loam soil is 5.2 in/ft [4].  Assuming the root 
of the turf grass reaches the maximum growth, 4 ft deep.  Thus, we can assume that 
the amount of water in the soil is 20.8in/ft (5.2in/ft * 4).  From the initial amount of 
water, we deduce the ET rate. Then, the deduced amount is calculated again by the 
ET rate of the next day.  The process is repeated until the end of one-year data. Be-
sides that, the amount of external moisture is also considered.  This external moisture 
was provided by rainfall.  The expert and the tutorial for managing the home garden 
from RainBird’s website [19] aided the creation of the data.  Next, the tensiometer 
reproduction data were created from the moisture reproduction data by calculating the 
percentage of water loss.  The reproduction moisture was taken from the generated 
reproduction moisture. The tensiometer reproduction formula is as follows: 

 100 – ((reproduction moisture/initial reproduction moisture)*100)      (3) 

Dataset of year 2007 is used to train the system. In training stage, the precise weight 
in NNs for the system was obtained.  We applied the weight in the testing stage and 
used dataset of 2008. The system was trained on a regular basis to make sure the sys-
tem is stable to provide unvarying result each time the dataset is trained. 

4 Result and Findings 

The findings are discussed based on several parameters and the result comparison 
between the Neuro-Fuzzy with Backpropagation method and Neuro-Fuzzy with 
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Resilient Backpropagation method.  Parameters involved in determining the amount 
of water used in irrigation process are varied in the length of the turf root, tensiome-
ter reading or soil moisture, available water storage, ET rate to grass coefficient rate 
or grass ET rate. Some experts mentioned that all parameters are required to deter-
mine the exact time to irrigate the turf grass and others might use only the ET and 
grass coefficient rate. It is always depending on the expert’s opinion, knowledge 
and experiences. In most cases the irrigation process is determined using ‘wait for 
it’ method that is Footprinting. The method is to see how fast the turf grass will 
back to its original state after it has been stepped on. The faster means that plant 
cells have not been losing their water content yet.  By using this method, the para-
meter used to determine the amount of water is completely ignored. On the other 
hands, they also used timetabling manner in performing the irrigation process by 
using the sprinkler.   

Both Fuzzy and Neuro-Fuzzy methods in this system gave the amount of water 
used to perform the irrigation process on specific day.  The water amount gave by the 
Fuzzy is the amount of water that have depleted.  While the amount of water gave by 
the Neuro-Fuzzy is the amount of water that have depleted that considers the turf 
grass ability to stay alive without 100 percent of its available water.  The result gave 
by Fuzzy for both NNs used in the system are not the same value. This is due to the 
system architecture where the amount of water provided by both NN methods was 
calculated back in Fuzzy separately between the two Neuro-Fuzzy systems.  The re-
sults showed that Fuzzy methods require more amount of water usage compared to 
Neuro-Fuzzy System.  We also developed independent Fuzzy system for each NN 
method, so that we could compare result produced by NN methods to fuzzy method.  
For Resilient backpropagation, the Neuro-Fuzzy requires only 756169.3l compared to 
810332.2l with Fuzzy method.  A lot of water could be saved during one-year dura-
tion in a wide area of lawn garden and it is better from backpropagation method.  For 
both NN methods, the Neuro-Fuzzy could save the water less than 10% (in the range 
6.7%-7.3%).  The result of the calculation is shown in Table 3. The turf grass used in 
this study is Bermudagrass which is located at Glenmarie Golf Courses. An analysis 
was also performed on the NNs accuracy for both methods as shown in Table 4.  On 
average, the accuracy rate for backpropagation is 93.8% while for resilient backpro-
pagation is 95.5%. This shows the superiority of the latter method. 

Table 3. Comparison of Required Water for Irrigation Between Neuro-Fuzzy with BP and 
Neuro-Fuzzy with RBP for Glenmarie Golf Courses 

NNs Methods Turf grasses Fuzzy (l) Neuro-Fuzzy (l) Water Saved (l) 

Backpropagation (BP) Bermudagrass 796193.6 737880.6 58313.0 (7.3%) 
Resilient BP Bermudagrass 810332.2 756169.3 54162.9 (6.7%) 
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Table 4. Comparison Between Backpropagation and Resilient Backpropagation 

NNs Method MSE Epoch Accuracy Rate (%) 
Backpropagation 0.001 127 89 

0.0001 249 92 
0.00001 789 96 
0.000001 3270 98 

Average   93.8 
Resilient Backpropagation 0.001 99 92 

0.0001 192 94 
0.00001 562 97 
0.000001 2599 99 

Average   95.5 

5 Conclusion 

Neuro-Fuzzy method is one of the possible solutions that can be used in the irrigation 
process besides Fuzzy method. Both the resilient backpropagation and backpropaga-
tion NN methods are suitable for the irrigation process.  However, our results showed 
that resilient backpropagation is better than the backpropagation in term of reducing 
the occurrence of stress in turf grass while backpropagation is slightly better in term 
of reducing the utilization of water in one year.  Based on the result of the system, it is 
concluded that the system achieved higher accuracy rate for the resilient backpropaga-
tion compared to the standard backpropagation.  The study also showed that the use of 
Neuro-Fuzzy system required 10% less water amount compared to Fuzzy.  
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Abstract. Autonomous navigation plays important role in mobile robots. In this
paper, a navigation controller based on spiking neural networks (SNNs) for mo-
bile robots is presented. The proposed target-reaching navigation controller, in
which the reactive architecture is used, is composed of three sub-controllers:
the obstacle-avoidance controller and the wall-following controller using spik-
ing neural networks (SNNs), and the goal-reaching controller. The experimental
results show that the navigation controller can control the mobile robot to reach
the target successfully while avoiding the obstacle and following the wall to get
rid of the deadlock caused by local minimum. The proposed navigation controller
does not require accurate mathematical models of the environment, and is suitable
to unknown and unstructured environment.

Keywords: Mobile robot, spiking neural networks, navigation controller, target
reaching, obstacle-avoidance, wall-following.

1 Introduction

Navigation of mobile robots refers to planning a path leading to a specified goal, follow-
ing the planned path, and avoiding obstacles based on sensor readings and deduction in
unknown, uncertain and unstructured environment. The autonomous navigation plays
important role in mobile robots for fulfillment of given tasks.

Traditionally, the navigation control of mobile robots requires accurate mathematical
models of environment, and is effective only in structured environment. Besides, the
traditional navigation controller can only fulfill some simple and repetitive tasks, and
the robots are usually controlled to follow planned paths. It is very difficult to build the
mathematical models of unknown and unstructured environment. Since neural networks
are useful tools for modeling and control of nonlinear systems, some neural network
based controllers for mobile robots have been developed successfully [1]-[5].
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Till now artificial neural networks (ANNs) have developed from the first generation
to the third generation. The first generation of neural networks consists of McCulloch-
Pitts threshold neurons, and the second generation neurons use continuous activation
functions to compute their output signals. Spiking neural networks (SNNs) are consid-
ered as the third generation [8].

Spiking neural networks have many advantages over the other two generations of
neural networks: SNNs represent more plausible models of real biological neurons than
those classical ones. SNNs, which convey information by individual spike times, have
stronger computational power than other types of neural networks (NNs)[9]. Besides
the computation capability, SNNs also show their capabilities in pattern recognition and
classification [10]-[16]. Compared with the classical neural networks (NNs), spikes are
conveyed in SNNs. Thus, SNNs have better robustness to noise, and this also leads to
the possibility of fast and efficient implementations. Moreover, spikes can be modeled
relatively easily by digital circuits.

Because SNNs use temporal and spatial information, they can be used for “real”
dynamic environments. Since mobile robots often work in the unstructured and dynamic
environments, SNNs are more suitable for robots’ controller design than the traditional
ANNs.

SNNs have been employed in the robotic area successfully, such as path planning
[21], environment perception [15], [16], and behavior controller [6], [7], [17]-[22].

In this paper, a behavior based target-reaching controller using spiking neural net-
works is designed. The navigation controller is based on the previous designed obstacle-
avoidance controller [6] and the wall-following controller [7].

The paper is organized as follows: Section 2 gives the kinematic model and the sen-
sory system of the mobile robot CASIA-I. Section 3 discusses the proposed navigation
controller based on spiking neural networks. Section 4 presents the simulation results.
The paper concludes in Section 5.

2 Kinematic Model and Sensory System of the Mobile Robot

2.1 The Kinematic Model

In this study, the mobile robot as shown in Fig. 1 is a system satisfying the nonholo-
nomic constraints. In 2-dimensional Cartesian space, the pose of the mobile robot is
represented by

q = (x, y, α)T (1)

where (x, y)T is the position of the robot in the reference coordinate system XOY , and
the heading direction α is taken counterclockwise from the positive direction of X-axis.
XrOrYr is the coordinate for the robot system. (xt, yt) is the coordination of the target
for the mobile robot. φ is taken counterclockwise from the positive direction of Xr-axis
to xxt. More details can be found in [6].

2.2 The Mobile Robot’s Sonar Sensory System

Ultrasonic sensor has been widely used in mobile robots due to cheapness and reliabil-
ity. The mobile robot CASIA-I in our experiment has a peripheral ring of sixteen evenly
distributed Polaroid ultrasonic sensors which are denoted by S1 to S16 [6].
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Fig. 1. Pose of the mobile robot

3 Navigation Controller Based on Spiking Neural Networks

There are many different kinds of behavior-based controllers. According to the various
given tasks, the entire task module can be divided into goal task module and the sub-goal
task module. By various classification standards, the behaviors of the mobile robots can
not only be classified into the planned behaviors and the reactive behaviors, but also be
classified into combined behaviors and basic behaviors. In this paper, the combined be-
havior or the target-reaching behavior has been divided into several sub-goal behaviors,
which include obstacle-avoidance behavior, the wall-following behavior, and the goal-
reaching behavior. In this paper, target-reaching navigation controller based on SNNs
is designed and the block diagram of the controller is shown in Fig. 2. The proposed
navigation controller is composed of three modules: obstacle-avoidance module, wall-
following module and goal-reaching module. The different control modules can transit
from one to another under appropriate transition conditions.

The reactive architecture, which was first proposed by Arkin [23], is used in the
proposed mobile robot navigation controller. In such behavior-based architecture, en-
vironmental model is not necessary any more. The mobile robots’ activities can be
divided into series of basic behaviors. In the reactive architecture, the relationship be-
tween the sensors and the executors is built directly, which is the mapping between the

Wall Follow

Obstacle 
Avoidance

Goal Reach

Environment

Excecutor

Sensors

Weight 1

Weight 2

Weight 3

Fig. 2. Block diagram for the mobile robots’ navigation controller
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patterns of the sensory information and that of the mobile robots’ activities. By the reac-
tive architecture, the robots’ capability to respond to environment is enhanced greatly.
In the proposed navigation controller, the weight of the wall-following module is the
largest, and that of the goal-reaching module is the smallest. The weight of the obstacle-
avoidance module is less than that of the wall-following module and larger than that of
the goal-reaching module.

3.1 Control Strategy for the Goal-Reaching Module

The goal-reaching controller module includes such sub-modules: position/ orientation
adjustment module and the moving forward directly to the goal module. The different
modules can transit from one module to another under appropriate transition conditions.
Angle φ in Fig. 1 which denotes the orientation of the robot is calculated by

φ =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

arctan( yt−y
xt−x ) xt − x > 0

π + arctan( yt−y
xt−x) xt − x < 0, yt − y > 0

−π + arctan( yt−y
xt−x) xt − x < 0, yt − y < 0

π/2 xt − x = 0, yt − y > 0

−π/2 xt − x = 0, yt − y < 0.

(2)

When φ is larger than a given threshold, the position/ orientation adjustment module
will work. In the position/ orientation adjustment module, the robots’ position/ orien-
tation should be adjusted as follows: control the robot’s left and right wheels to turn at
the same speed but in the opposite directions. By such way, the robot will rotate by φ.
When φ is less than a given threshold, position/ orientation adjustment module is turned
to the moving forward directly to the goal module; that is, the robot will move forward
directly to the goal.

3.2 Module Transition Conditions for the Navigation Controller

Suppose that the reading of the ith sonar sensor is Sr(i) (The sonar sensor model can be
referred in [6]). When Sr(i) > dfar ( dfar is the threshold ), it is supposed that there is
no obstacle in the direction of sensor Sr(i). The obstacles in different directions affect
the robot differently, thus the threshold values are different for the sensors in different
directions. The threshold value for the front obstacle of the sensor is dthrobstacle

, and the
threshold value for the obstacles at two sides is dfar. The distance between the center
of the robot and the target is denoted by dobj .

Wall-Following Module. Wall-following behavior is a commonly used control strat-
egy in mobile robot control. Wall-following behavior can help the robot get rid of the
deadlocking caused by the local minimum. Besides, the robot can navigate smoothly in
the structured corridor scene by the wall-following strategy.

The transition condition for starting the wall-following module is A: When the robot
moves forwards and the front sensors Sr(i) (i = 4, 5, 6) satisfy the following inequality

Sr(i) < dthrobstacle
, (3)

the wall-following module will be activated.
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The transition condition for exiting the wall-following module is B:

(φ ∈ [−π

2
,
π

2
]) ∩i=4,5,6 (Sr(i) > dfar). (4)

Obstacle Avoidance Module. The transition condition for starting the obstacle avoid-
ance module is C:

∩(Sr(i) < dfar)(i = 1, 2, 3, 7, 8, 9, 10, 16)∩ A (5)

Goal Reaching Module. The transition condition for starting the goal-reaching module
is D: (

(sr(i) > dfar, i = 1− 10, 16) ∩ A ∩ C
)
∪ ((sr(i), i = 1− 9) > dobj) (6)

The performance of the controller depends on the sub-module of the navigation con-
troller and also the transition conditions.

3.3 Principle of Obstacle-Avoidance Module

In the obstacle-avoidance controller based on SNN, the readings of the sonar sen-
sors from S1 to S9 are employed. The block diagram of the SNN obstacle-avoidance
controller is shown in Fig.3. The sensors are divided into three groups: Group 1, includ-
ing sensors from S1 to S3; Group 2, from S4 to S6; Group 3, from S7 to S9.

S(m) = min(Sr(i)) (7)

where m = 1, 2, 3 and i is the number of the sensors in the divided groups. In each
group, the smallest reading S(m) will be the testing result. Then S(m) is encoded by
spiking frequency coding. The information of the sonar sensors are used as the input
to the corresponding sensory neuron. The approximate neuron is used to judge whether
the opposite obstacle is so close that the robot need to turn around or not. The turn-
ing neurons decide which direction the mobile robot would turn to when the opposite

Sonar  
sensor  

readings 

Sensory  
neurons 

Spiking  
encoding 

Turning 
neurons

Approximate 
neuron

Hidden 
neurons

Motor 
Neurons 

(IAF 
model)

Mobile 
robot s  
driving  
wheels

Fig. 3. Block diagram of obstacle-avoidance controller based on SNNs
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obstacle is very close. Spiking coincidence detecting coding is used for the hidden neu-
rons. Spiking integrated-and-fire (IAF) model and spiking frequency coding are used
for the motor neurons in the SNNs controller. Hebbian learning is used for the obstacle-
avoidance SNN controller. The frequency of the output spikes of the motor neurons
controls the rotating speed of the mobile robot’s driving wheels.

The simulation results and more details of the obstacle-avoidance controller can be
referred in [6].

3.4 Principle of Wall-Following Module

The principle of the wall-follow controller is similar to that of the obstacle-avoidance
controller. In the wall-following controller, too far and too close detection neurons are
used to judge whether the robot is too far away or too close to the wall. If it is true,
the corresponding spiking neurons will fire. Hebbian learning is also used for the SNNs
wall-following controller. The wall-following controllers can control the robot with the
varying initial pose to follow the wall clockwise and counter-clockwise. And with the
wall-following controller, the robot can get rid of the deadlock problem caused by lo-
cal minimum. The structure of the clockwise wall-following controller, the simulation
results and the other details of the wall-following controller can be referred in [7].

4 Simulation for Target-Reaching Navigation

The robot could explore the unknown environment to get the obstacle’s location by sen-
sors in real time, and then use this information to do local path planning. The simulation
is carried out supposing that the robot can be localized accurately, and the simulation
results are shown in Fig. 4.

−5000 −4000 −3000 −2000 −1000 0 1000 2000 3000 4000 5000
−5000

−4000

−3000

−2000

−1000

0

1000

2000

3000

4000

5000

mm

m
m
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Fig. 4. Navigation results for the robot with varying initial poses q

In Fig. 4 (a), “*” represents the starting position. The mobile robot went through the
following processes by use of the navigation transition conditions:
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Goal-reaching module → obstacle avoidance module → goal-reaching module →
wall-following module → goal-reaching module, and at last the robot arrived at the
target point denoted by “�”.

Similarly, in Fig. 4 (b), the robot went through the following process: Goal-reaching
module→ wall-following module→ obstacle avoidance module→ goal-reaching mod-
ule → obstacle avoidance module → obstacle avoidance module → goal reaching mod-
ule, and then the robot arrived at the target point. In the simulation, if it is believed that
the robot has arrived at the target point, and the robot stops walking. From the simu-
lation results it can be seen that the navigation controller can successfully control the
robot with varying initial positions to the target.

5 Conclusion

The proposed navigation controller based on SNNs can control the robot with varying
initial positions to the target successfully. The proposed transition conditions of the sub-
modules in the navigation controller are feasible. The controller has simpler structure
and can be implemented easily.
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Abstract. This paper relates a case study involving Current Transform-
ers (CTs) from the electrical system of the Companhia Hidro Elétrica
do São Francisco (CHESF) in order to estimate the optimum number
of spare. Two models have been considered in this work. The first and
widely used in sparing analyses consists of an application of the Pois-
son distribution to calculate the reliability of a system. The second is
based on Monte Carlo simulation, in which any probability distribution
and stochastic times can be used. The comparison between models has
shown that the Monte Carlo model is more efficient due to its stochastic
nature.

Keywords: Current transformers, Monte Carlo simulation, reliability
assessment.

1 Introduction

Generally considered as very simple equipments which cannot be the origin of an
electrical transmission incident, Current Transformers (CTs) are often neglected.
However, the CTs are vital equipments for the reliability of the system power.
Its role is to provide accurate inputs to protection, control and metering systems
including revenue metering. The main tasks of the CTs are: to transform currents
from a usually high value to a value easy to handle for relays and instruments,
and to insulate the metering circuit from the primary high voltage system.

Failures of these CTs are a concern to utility management because the long
outage duration might cause loss for the companies, besides turn the most vul-
nerable system, or still cause interruptions of power supply in case of catastrophic
failure. Therefore, the number of spare CTs should be adequate to replace failed
equipments, which are removed from service, because the time for renewal of
a failed unit by repair or by procuring a new unit could last up to 12 months
depending on the nature of damage. The failure duration can be considerably
reduced if there are spare CTs as the replacement with a spare takes only a day
or two. However, the adequate calculation of the number of spare equipment
is a hard task since an exceeding number of spare equipment may jeopardize

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 660–667, 2012.
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the budget of the companies, while inventory limitation may put in risk the
reliability of the system [1]-[2].

Since the reliability study for CTs is still an open research topic, the major
aim of this paper is to discuss the application of probabilistic models to assess
the reliability of a substation group that shares the same spare inventory. The
first model has been used in many works [4]-[5] and calculates the reliability of
a system, in a period of time during which the inventory cannot be replenished.
The second one consists of a Monte Carlo simulation model based on an ap-
proach introduced in [1]-[2]. The proposed simulation model is a modification of
the model introduced in [1]-[2] to consider the repair time of each failed CT in
a given period when computing the system failure time in this period. Monte
Carlo models are much more flexible since exponential and non-exponential times
can be used. Several examples with a real set of CTs of an important genera-
tion/transmission company of the northeast region of Brazil are considered to
demonstrate the useful of the approach.

This paper is organized as follow. Section 2 shows the current transform data
set considered in this study. Sections 3 and 4 describes the Poisson and Monte
Carlo simulation models, respectively. Section 5 describes the application to
estimate the reliability and presents a comparative study between the models.
Section 6 concludes the paper.

2 Substation Current Transformer Data

The data set of the Companhia Hidro Elétrica do São Francisco (CHESF), re-
sponsible for the generation and transmission of energy in high and extra high
voltage in the northeast region in Brazil, was used to estimate the number of
spare CTs. The system under consideration covers a geographical area with six
Regional Centers of maintenance. The sample involves a set of 1537 CTs with
voltages of 69, 230 and 500-kV installed in 26 East Regional Center substations,
the major Regional Center of the CHESF. Fig. 1 illustrates the geographical
area in which the substations are found in the East Regional Center. Here, CTs
with voltage of 138-kV are not considered because the quantity is very small and
historical occurrences for this equipment have not been found.

The system data are summarized in Table 1, where N represents the number
of CTs in operation and n the number of spares in the inventory. The data
concerning to historical occurrences of frequency failures were extracted from
maintenance service orders occurred from January 2005 to August 2010.

Table 1. System Data

Voltage (kV) N n

69 832 63

230 566 31

500 139 2
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Fig. 1. East Regional Center area

3 Poisson Distribution Based Model

The probability of occurrence of exact x failures of a unit during time interval t
is given by the Poisson probability distribution [6]

Px(t) =
(λt)x

x!
exp(−λt), t > 0 (1)

where λ is the failure rate of the component, i.e.

λ =
NumberOfFailuresPerUnitT ime

NumberOfComponentsExposedToFailures
(2)

Given a value of N , the mean number of failures per year is equal to Nλ. To
determine the probable number of failed units out of a given set of N units the
following formula is used [3], [5]:

Px(t) =
(Nλt)x

x!
exp(−Nλt) (3)

Reliability is the probability that a system will perform a required function
without failure under stated conditions for a stated period of time. In standby
systems, where the spare component starts operating immediately after the fail-
ure of the main component, the reliability is given by [1]-[2]

R(t) = P0(t) + P1(t) (4)

where P0(t) and P1(t) represent, respectively, the probability of occurring 0 and
1 failure in t. Combining (3) and (4)

R(t) = exp(−λt)(1 + λt). (5)

Generalizing for N main components and n spares
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R(t) = exp(−λt)

n∑
k=0

(Nλt)k

k!
(6)

4 Monte Carlo Simulation Based Model

The Monte Carlo method is a simulation model that uses random number gen-
eration for any probability distribution to assign values to variable to be inves-
tigated. The Monte Carlo simulation used in [2] it was applied in the group of
equipments of this paper to evaluate reliability of a system composed with N
field CTs and an inventory with n spares. The performance indices are calcu-
lated based on the analysis of a great number of operation years, simulated by
a chronological sampling process. During this process, probability distributions
associated with the operating and repair/replacement times of each CT of the
system are simulated.

In the Monte Carlo simulation, the following assumptions are considered:

1. The operation and repair/replacement times are stochastic and they may
follow any probability distribution and

2. The failure times of the equipments are independents and the system fail-
ure time in a given period is computed takes into account the number of
equipments that are in failure in this period.

Considering the exponential distribution, the operation and repair/replacement
times for each CT are sampled, respectively, by [1]–[2]

top = − 1

λ
× ln(U01) (7)

tr = − 1

μ
× ln(U01) (8)

where λ is the failure rate of a CT, μ is the replenishment rate and U01 is a
pseudo-random number with uniform distribution between 0 and 1.

As in the model based on the Poisson distribution, it is possible to determine
the system reliability during the interval between replenishment. According to
[1], this index can be calculated by

RMC =
NumberOfPeriodsWithoutFailures

TotalNumberOfObservationPeriods
(9)

This index represents the probability of the initial inventory to be able to meet
all equipment failures occurred in the period.
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4.1 Other Indices

The following indices used in [1] and [2] can be calculated by the Monte Carlo
simulation:

– Failure probability: The failure probability represents the chance of finding
the system in states with less than the number of CTs in operation, being
calculated by

Pfailure =
TotalFailureDuration

SimulationT ime
(10)

– Mean failure frequency: The mean failure frequency represents the expected
number of failures in the system per time unit, i.e.,

Ffailure =
NumberOfSystemFailure

SimulationT ime
(11)

– Mean failure duration: It corresponds to the mean time during which the
system will remain without operating/revenue metering and/or without pro-
tection indication, partial or totally, each time a failure occurs. In this case,

Dfailure =
TotalFailureDuration

NumberOfSystemFailure
(12)

4.2 Algorithm

The Monte Carlo simulation model developed in this paper is based on an algo-
rithm which checks the state of each CT of the system at each time. Three states
are considered: run (in operation), stop (in the process of repair or replacement),
and spare (available in the inventory). The algorithm proceeds as follows.

Algorithm 1. Modeling algorithm

1: Consider: values for N , n, λ and μ;
2: Compute: the operation and repair/replacement times of all CTs in operation

according to (7) and (8);
3: Find: the CT with minimum value of top out of state run and go to state stop.

The simulation time takes top;
4: For: each occurred failure, the CTs under repair are organized in order from lowest

to highest according to the expression (top + tr);
5: For: each equipment under repair, verify if the state stop was concluded. If there

is a deficit in the field, the equipment goes into the state run and compute top and
tr, otherwise goes into the state spare;

6: If : there is a deficit in the field and the number spare in the inventory ia equal to
zero, compute the failure time of system, otherwise a CT of the inventory goes into
the state run computing top and tr;

7: Repeat: step 3 until to finish the total simulation time;
8: Compute: the reliability indices.
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5 Application and Results

There are two failure modes for a CT: 1) field-repairable failure and 2) non-field-
repairable. The installation and field repairable times of a CT is one to two days,
which is shorter than the replacement or procurement time of one year of buying
or rebuilding an equipment in the case of a catastrophic failure and non-available
spare. In relation to CTs, failures that are not field-repairable in field can not be
catastrophic. However, in some cases it is better not to repair the equipment in
the field due to low transportation costs. Therefore, non-field-repairable failures
have been considered to calculate the failure rate in the reliability analysis.

The Poisson and Monte Carlo model is utilized (the latter with the simulation
of approximately 100.000 years) for calculating the system reliability for the
group of voltage 69-kV CTs (see Table 1). Consider the minimum reliability of
0.9950, a number typically used in the electric utility industry [5], the reliability
and corresponding number of spare requirements for the group of voltage 69-kV
CTs are presented in Table 2. It can be seen in this table that the number of
spares should be 20 for the Poisson model and 23 for the Monte Carlo model. The
difference between the two results is due to the fact that in the Poisson model
is assumes that the inventory be completely replenished at the beginning of the
period, and that in the Monte Carlo model the repair or the procurement time
of a new CT is treated as a stochastic rather than as a deterministic variable.

Table 2. System Reliability for the Group of Voltage 69-KV Current Transformer-
Poisson and Monte Carlo Model

N Reliability
Poisson Monte Carlo

7 0.1626216 0.1626216

8 0.2583486 0.0409400

· · · · · · · · ·
20 0.9965032 0.9772100

21 0.9983555 0.9879700

22 0.9992576 0.9941000

23 0.9996778 0.9970300

24 0.9998654 0.9988100

It is observed a difference for small n. This difference is due to the fact that
the Poisson model admits that there are N CTs continually in operation, once
the Poisson model uses a constant total failure rate Nλ. As the number of spares
increases, it is possible to note an approximation among the model results. The
results for remaining voltages using the reliability criterion of 0.9950 for both
models (i.e., Poisson and Monte Carlo) are summarized in Table 3.

Table 4 shows the system unavailability (hours/year) and the mean failure
frequency (failures/year), for n varying from 20 to 24 for the group of voltage 69-
kV CTs (Monte Carlo model), while in Table 5 the estimate number of CTs and
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Table 3. Estimated Number of Current Transformer Spares for Different Voltage-
Poisson and Monte Carlo Model

Voltage (kV) Estimate Number of Spare (n)
Poisson Monte Carlo

69 20 23

230 6 8

500 3 4

Table 4. Unavailability, Mean Failure Frequency and MTBF for the Group of Voltage
69-kV Current Transformer-Monte Carlo Model

n Unavailability (h/y) Frequency (f/y)

20 56.6124 0.07551

21 28.3782 0.04181

22 10.9101 0.01622

23 4.3371 0.00834

24 1.7496 0.00352

Table 5. Estimated Inventory

Index 69-kV 230-kV 500-kV

N 23 8 4

R(t) (Poisson) 0.9996778 0.9998177 0.9994622

RMC 0.9969200 0.9988700 0.9973100

Pfailure 0.000495 0.0001997 0.0006039

Ffailure 0.008339 0.0016499 0.0028499

Dfailure 0.059365 0.1210083 0.2119101

the result of the index are shown. To achieve the optimal point, the inventory of
69, 230, and 500-kV CT groups should have, respectively, 23, 8, and 4 units of
equipment, against the current 63, 31, and 2.

The results obtained by applying the Poisson and Monte Carlos models has
shown that the estimates obtained by the Poisson distribution are optimistic con-
cerning the availability performance of the set of CTs, since this model assumes
that the inventory be completely replenished at the beginning of the period.
Thus, the number of spares estimated by the Poisson model is less than that
estimated by the Monte Carlo one.

The estimate number of spare CTs for a system is a function of input pa-
rameters such as failure rates, repair times, inventory information, and the reli-
ability level demanded from the system. The higher the equipment failure rate
and the repair time, the higher the system unavailability and the number of
spare requirements for maintaining an adequate level of system reliability would
be. Therefore, is important that utility non-neglect the failures records in such
equipment.
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6 Conclusion

This paper discusses an application to estimate the optimal number of spare CTs
in transmission system using two probabilistic models. The first model, used in
many works, consists of an application of the Poisson distribution, and the second
is based on the Monte Carlo simulation that considers the repair/replacement
time as a stochastic variable. A numerical example using 69, 230, and 500-kV
CT systems illustrated the application of the proposed models. Both models
estimated the number of spare CTs and, as expected, the Monte Carlo simulation
provided the best result.
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Abstract. Emergency is an important factor resulting in supply disruption risk. 
From the angle of risk management, we build supply disruption management 
model of supply chain, and discuss whether decision-making mechanism of the 
case-based reasoning, in this paper, can bring the better effect by using compu-
tational experiment for supply disruption. The main results show that risk as-
sessment, risk identify, risk control and risk evaluation mechanism based on the 
case-based reasoning can effectively deal with supply disruption risk, bringing 
more profit and service level for enterprises. 

Keywords: Case-based Reasoning, Supply Disruption, Disruption Manage-
ment, Computational Experiment. 

1 Introduction 

Over the past few years many types of unpredictable disasters such as terrorist acts, 
accidents, natural calamities etc. have occurred, which indicates that our world is 
increasingly more uncertain and vulnerable. Moreover, global sourcing, lean produc-
tion, increased reliance on outsourcing, produced number of suppliers, and focusing 
on reducing inventory etc., have formed now new trends and practices. This new kind 
of interdependent relationship of supply chains, makes the enterprise operation effi-
ciency, but also brings a more risk factors, and shows clearly that supply chains seem 
to be more fragile today than in the past. Although these trends and practices have 
reduced the normal costs in supply chains, they have also made supply chains more 
susceptible to disruptions and have created longer and more complex supply chains in 
which the domino effects of disruptions have been exacerbated. For example, a fire in 
the Phillips Semiconductor plant in Albuquerque, New Mexico in March 2000 caused 
its major customer, Ericsson, to lose $400 million in potential revenues. The one-
month-long brutal winter weather caused by heavy snowfalls that occurred in large 
tracts of China in January 2008 caused transport chaos and disrupted supplies of ener-
gy and food. 

Supply disruption management has received increasing attention from both indus-
try and academia. Firms are starting to realize that supply disruption severely affects 
their ability to successfully manage their supply chains. The academia has devoted 
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much research effort to studying this issue. Many papers have been published with 
advising on how to manage their supply chains in the presence of supply disruption. 
For example, Hui Yu and Caihong Sun et al. (2007) study the impacts of supply dis-
ruption on the supply chain system by using simulation approach in which two differ-
ent distribution function of random variable are used to express the supply disruption. 
Comparison between these two simulation results and possible coordination mechan-
ism under the supply disruption are proposed. Zhang Heng and Hua Xinglai et 
al.(2008) analyse the main sources and results of equipment supply chain risk and 
provide a model of supplier selection, which can make the risk of supply disruption 
minimization. Jian Li and Shouyang Wang et al. (2009) investigate the sourcing strat-
egy of a retailer and the pricing strategies of two suppliers in a supply chain under an 
environment of supply disruption and devise a coordination mechanism to maximize 
the profits of both suppliers. Xiangguo Chen and Jianhua Ji et al. (2009) establish a 
shared saving model, the optimal proportion of shared saving for maximizing suppli-
er, manufacturer and the whole supply chain profit has been calculated and the results 
show that the optimal proportion of shared saving is different on maximizing profit of 
supplier, manufacturer and the whole supply chain, and the proportion is decided by 
the relative importance of contribution to the cost reduction of partners and their bar-
gain ability. Jing Hou and Zeng Amy Z et al. (2010) study a buy-back contract  
between a buyer and a backup supplier when the buyer's main supplier experiences 
disruptions. 

These research results have riched disruption management content of supply 
chains. On quantitative side, the researches mostly based on some contract mechan-
ism to coordinate and optimize supply chains, make them have some flexibility and 
achieve integral ability to resist risks, but mostly based on some theory research with 
simplifying, which may make research results have great distance with realities, im-
pacting the operability of scheme(Leiming Li and Bingquan Liu, 2010). Supply chain 
emergency is typical of uncertain type of risk with much occasionality. It is especially 
important that how to assess and identify risk, then to make correctly emergency, after 
emergency how to evaluate emergency effect in real-time and adjust emergency strat-
egy. By using the computer simulation with multi-discipline method, can effectively 
represent the typical scene with more rapid computation, and count up a large number 
of operation performance indicators, to provide the necessary tools for risk manage-
ment and emergency response plan, but few literature studies these questions by using 
computational experiment of Multi-agent evolution modeling. So, this paper focuses 
on the supply chain caused by emergencies in the supply disruption, trying to use 
computational experiment method, combining research paradigm of risk management, 
with research of risk assessment, risk identification, risk control and risk evaluation. 

2 Disruption Management Model Based on Case-Based 
Reasoning 

This paper is based on the case-based reasoning, using computational experiment 
method to monitor supply system of supply chain in real-time, putting forward supply 
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disruption management framework, model and algorithm so as to provide new train of 
thought and method for enterprise to resist an emergency risk. 

2.1 Supply Disruption Management Framework 

The core idea of case-based reasoning method is through the visit of the past similar 
case’s optimal solution, then to get the optimal coping strategies. It fully uses the 
implicit knowledge and information of the past similar cases, that is, through the key 
indicators of the monitoring, looking for similar cases, assessing and estimating the 
possible risk at the first time, then getting the optimal emergency strategy, and 
through the later evaluation updating the case, so as to make emergency strategy con-
tinuously optimize. Thus it can provide a more superior solution to deal with continu-
ing possible similar incidents risk. 

 

Fig. 1. Supply Disruption Management Framework on Case-based Reasoning 



 Study on Supply Disruption Management of Supply Chain 671 

 

Overall research framework as shown in Fig. 1., considering a period of n tick time 
step, the supply chain’s member can monitor current order quantity, supply quantity 
of upstream and wholesale price of upstream each period. Then it uses these moni-
tored results to find the similar case from the case database by the similar case re-
trieval algorithm and according to the statistical results of case history, assesses this 
accident risk to identify whether it is conventional risk or sudden risk. Once more 
according to the historical case emergency treatment evaluation result, it adjusts the 
emergency strategy, including receiving risk, adjusting order quantity, adjusting price, 
selecting supplier; Finally according to the evaluation of this emergency treatment 
effect with unit average profit growth rate and order fulfill rate, it updates the case 
database.  

2.2 Research Question and Hypothesis 

Because of the complexity of the supply chain system itself, so we can't go to depict 
the supply chain system all the influence factors, can only focus on the most impor-
tant factors to test whether the risk assessment, identification, control and evaluation 
mechanism based on case-based reasoning, in this paper, is better for supply chain 
enterprises to a supply disruption risk. We made some basic hypothesis model as 
follows: 

(1) The experiment model assumes the second stage supply chain is composed of 
four suppliers and two manufacturers with relationship of competition. Any manufac-
turer can adopt the case-based reasoning or not, and supply disruption in any supplier 
occurs by a certain probability. In this scene we see the supply disruption transfers 
and effects and the agent’s adaptive ability. 

(2) We take durable products as study object, assuming that the normal market de-
mand is subject to uniform distribution. Each period the surpluses turn into the next 
period inventory products and the supply chain only provides one type products. 
Similar agents compete on the price and the service level of the products. 

(3) We set the scene as follows: m1 and m2 are as two manufacturers, m1 uses the 
case-based reasoning decision, m2 not. They all have four suppliers s1, s2, s3 and s4. 
Structure model describes as shown in Fig. 2, we respectively take Y as case-based 
reasoning decision, N as no. 

 

Fig. 2. Structure Model 
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2.3 Model Represent 

Supply Disruption Model. Considering a supplier by the effect of the emergency, the 
supply capacity coefficient should be experience from the four stages with early hap-
pened, to down, then to up, last to recovery, we summarize the several stages, with 
type (1) model to describe. 

 )()()( ktBektACtp −−•−•−=  (1) 

)(tp  is supply capacity coefficient of t （ kt ≥ ） tick after the emergency; 

0>C , for adjustment coefficient; 0>A , for disruption fluctuation coefficient; 

0>B , for urgent degree coefficient of disruption period; 0>k , for happened 

point of disruption period. In this experiment, we assume 2.0,5.0,1 === BAC . 

Case Retrieval Mode. Assume },,,{ 21 mPPPP = as source cases set, 

),,2,1( miPi =  is the i  source case. Assume },,,{ 21 nZZZZ = as case 

attributes set, ),,2,1( njZ j =  is the j  attribute. Constitute type (2) matrix as 

follow. 

 



















=

mnmm

n

n

XXX

XXX

XXX

X







21

22221

11211

 (2) 

ijX  represents the j  attribute values of the i  case. 

Index value dimension of different factors is different. In order to eliminate the in-
fluence of dimension, we dispose the original data to standardization. Standardization 
formula type (3) as follow. 
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ijM  is the standard score of ijX , 
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, )( jXσ  is the standard dev-

iation of the factor jZ , computing formula type (4) as follow. 
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Take jw  as the weight of the factor jZ . In order to eliminate the influence of sub-

jective, we use the machine learning to weight distribution, computing formula type 
(5) as follow. 

 
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Take },,,{ 21 nTTTT =  as the target case, which has properties such as type (6) 

matrix as follow. 
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After computing, get standard score matrix such as type (7) as follow. 
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Through the standard score matrix computing with Euclidean distance, get the simi-
larity, computing formula type (8) as follow. 

 ))((),( 2
)1(

1
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j
ijji MMwPTD +

=
 −=  (8) 

Trough type (8) computing, get the similarity matrix D of the target cases with the 

source case iP . 

3 Experiment Result and Analysis 

3.1 Initial Parameter Setting 

We mainly adopt Fig. 1 framework and Fig. 2 model, use the computational method 
to realize the construction of the participating members, set up corresponding  
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environmental parameters, flow and rules, through the control of the corresponding 
input parameters, get the results we're interested in, and reveals whether the case-
based reasoning decision-making mechanism can bring good effect for manufacturer. 
The initial main parameters setting is shown as in Table 1. 

Table 1. Initial Parameter Setting 

manufacturer supplier 
Whole price 20 Whole price 10 

Inventory cost 0.2 
Max capacity of each 

period 
10000 

Fixed order cost 100 Lead time 1 
Transportation cost 1 Wait time 2 
Product inventory 1000 Material inventory 1000 

Safety inventory coef-
ficient 

1.65 
Safety inventory coef-

ficient 
1.65 

Inventory strategy (S,s) Form of distribution 
Order pro-

portion 
Service level 5 Inventory strategy (S,s) 

Lead time 1 Service level 5 
Wait time 2 Disruption prob. 0.2 

Number of supplier 
choice 

2 Disruption period 50 

3.2 Experiment Result and Analysis 

As Table 1 shown, manufacturer m1 is set to the decision-making of case-based  
reasoning, while manufacturer m2 is set to the decision-making based on historical 
comprehensive utility (price, service level, lead time and order fulfill rate), other deci-
sion mode and parameter is same, As Fig. 3, Fig. 4 and Fig. 5 shown, m1 and m2 is 
facing with the fluctuations of lack quantity, its own profit level and delivery quantity 
at tick 36. In the beginning, owing to the lack of historical records, m1 case study is 
not obvious, with the passage of time, as can be seen from the figures: early time, m1 
and m2 operating curve fluctuations are similar, along with supply disruption, as Fig. 
3 shown, the shortage of m1 is much smaller than m2, and as Fig. 5 shown, delivery 
quantity of m1 also keeps higher level in the period of disruption, and delivery of m2 
often occurs broken goods phenomenon. From the fluctuations of profit level as 
shown in Fig. 4, we see that m1 has maintained a higher level of profit than m2 in 
supply disruption period. 

From the contrast experiment analysis of the same level and ability of the manufac-
turers, the case-based reasoning in this paper can effectively deal with supply disrup-
tion, and help enterprises get more profit and service level. 
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Fig. 3. Experiment result of lack quantity 

 

Fig. 4. Experiment result of profit level 

 

Fig. 5. Experiment result of delivery quantity 

4 Conclusion 

We build the supply chain risk management model with case-based reasoning, the 
manufacturers of the supply chain may decide whether to use the case-based reason-
ing to deal with supply disruption. We contrast that the two identical manufacturers in 
the same market environment with the different ways of decision-making will bring 
what influence. The main results show that the case-based reasoning mechanism, in 
this paper, can better bring to supply disruption influence. But we see emergency not 
only influence supply, and at the same time also can affect demand, next we will  



676 Z. Daohai 

 

further research with two influence of demand disruption and supply disruption, ex-
ploring more practical method and means of supply chain risk management. 
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Abstract. Canonical duality theory for solving the well-known bench-
mark test problem of stochastic Rosenbrock function is explored by two
canonical transformations. Global optimality criterion is analytically ob-
tained, which shows that the stochastic disturbance of these parameters
could be eliminated by a proper canonical dual transformation. Numeri-
cal simulations illustrate the canonical duality theory is potentially pow-
erful for solving this benchmark test problem and many other challenging
problems in global optimization and complex network systems.
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1 Preliminary

Almost all of benchmark test problems in previous literature are deterministic
by parameters. However, it is usually more difficult for algorithms to deal with
stochastic functions. In Yang’s work [2], a stochastic parameter is introduced in
Rosenbrock’s function such that this well-known benchmark test problem can
be proposed as

(P) : min

{
P (X) =

n−1∑
i=1

[
(xi − 1)2 + 100εi(xi+1 − x2

i )
2
]
| X ∈ X

}
, (1)

whereX = {xi} ∈ X = Rn is a real unknown vector, and the random parameters
{εi} are drawn from a uniform distribution in [0, 1]. For stochastic functions,
most deterministic algorithms such as hill climbing and Nelder-Mead downhill
simplex method would simply fail.

2 Canonical Dual Approach

Following the standard procedures in the canonical dual transformation (see
Gao, 2009), we first introduce the so-called geometrical operator ξ = Λ(X) :
X → Ea ⊂ Rn−1

ξ = {ξk} = ε
1
2

k (x
2
k − xk+1), (2)
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and a canonical function V (ξ) = 100
∑n−1

k=1 ξ
2
k such that the duality relation

ς = {ςk} =

{
∂V (ξk)

∂ξk

}
= {200ξk} (3)

is invertible. Thus, we have

ξk =
1

200
ςk ∀k = 1, . . . , n− 1, (4)

and the conjugate function of V (ξk) can be obtained uniquely by the Legendre
transformation

V ∗(ς) =
n−1∑
k=1

ξkςk − V (ξ)

=

n−1∑
k=1

{ξkςk − 100ξ2k} =

n−1∑
k=1

1

400
ς2k . (5)

Then, the total complementary function can be defined as

Ξ(X, ς) =

n−1∑
k=1

(xk − 1)2 + Λ(X)T ς − V ∗(ς)

=

n−1∑
k=1

[
(xk − 1)2 + ε

1
2

k (x
2
k − xk+1)ςk − 1

400
ς2k

]
. (6)

For a fixed ς in the canonical dual feasible space Sa ⊂ IRn−1 defined by

Sa =
{
ς ∈ S | ε

1
2

k ςk + 1 �= 0, ∀k = 1, ..., n− 2, ςn−1 = 0
}
,

the criticality condition∇XΞ(X, ς) = 0 leads to the following analytical solution

X = {xk} =

⎧⎨
⎩ ε

1
2

k−1ςk−1 + 2

2(ε
1
2

k ςk + 1)

⎫⎬
⎭ . (7)

Substituting this result into the total complementary function Ξ(X, ς), the
canonical dual problem can be finally formulated as

(Pd) : P d(ς) = max

⎧⎨
⎩n− 1−

n−1∑
k=1

⎡
⎣ (ε 1

2

k−1ςk−1 + 2)2

4(ε
1
2

k ςk + 1)
+

1

400
ς2k

⎤
⎦ ∣∣ ς ∈ S+

a

⎫⎬
⎭ ,

(8)

where
S+
a = {ς ∈ Sa | ε

1
2

k ςk + 1 > 0, ∀k = 1, ..., n− 2}. (9)
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By introducing G(ς),F (ς) and S+
a such that

G(ς) =

⎡
⎢⎢⎢⎢⎢⎣

ε
1
2
1 ς1 + 1

2(ε
1
2
2 ς2 + 1)

...

2(ε
1
2
n−2ςn−2 + 1)

2

⎤
⎥⎥⎥⎥⎥⎦ (10)

F (ς) =

⎡
⎢⎢⎢⎢⎢⎣

1

ε
1
2
1 ς1 + 2
...

ε
1
2
n−3ςn−3 + 2

ε
1
2
n−2ςn−2 + 2

⎤
⎥⎥⎥⎥⎥⎦ . (11)

We have the following theorem (see Gao, 2009)

Theorem 1. If ς̄ is a critical point of (Pd), then the vector

X̄ = G−1(ς̄)F (ς̄) (12)

is a critical point of (P) and

P (X̄) = P d(ς̄). (13)

If ς̄ ∈ S+
a , then ς̄ is the global maximizer of the canonical dual problem (Pd) on

Sa+ . The vector X̄ is a global minimal to the primal problem, and

P (X̄) = min
X∈X

P (X) = max
ς∈S+

a

P d(ς) = P d(ς̄). (14)

The proof of this Theorem can be intuitively derived from the paper by Gao
(2003).

3 An Alternative Transformation

In this section, we choose an alternative canonical dual transformation for
stochastic function, which shows analytically that the stochastic perturbation
of this problem would never change the global minimal elements.

Let ξ = {ξk} = {x2
k − xk+1} ∈ Rn−1. The canonical function V (ξ) has the

form of

V (ξ) = 100

n−1∑
k=1

εkξ
2
k. (15)

Thus, the associated canonical dual variable ς = {ςk} = ∇V (ξ) = {200εkξk} and

V ∗(ς) =
n−1∑
k=1

1

400εk
ς2k . (16)
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Correspondingly, the total complementary function can be written as

Ξ(X, ς) =

n−1∑
k=1

[
(xk − 1)2 + (x2

k − xk+1)ςk −
1

400εk
ς2k

]
. (17)

By which, the second type of the canonical dual problem can be formulated as

(Pd) : P d(ς) = max

{
{n− 1− 1

2
F (ς)TG−1(ς)F (ς)− 1

400ε
ςT ς | ς ∈ S+

a

}
(18)

where

G(ς) =

⎡
⎢⎢⎢⎢⎣
ς1 + 1

2(ς2 + 1)
...

2(ςn−2 + 1)
2

⎤
⎥⎥⎥⎥⎦ (19)

F (ς) =

⎡
⎢⎢⎢⎢⎣

1
ς1 + 2
...

ςn−3 + 2
ςn−2 + 2

⎤
⎥⎥⎥⎥⎦ (20)

S+
a = {ς ∈ R

n−1 | ςk > −1, ∀k = 1, ..., n− 2, ςn−1 = 0}. (21)

Theorem 1 still holds for this second canonical dual problem. However, by nu-
merical experiments we can see that the stochastic perturbation does not have
any impact on the global optimal solution.

4 Illustration

In this section we list some numerical examples with different dimensions, which
are more general than normal Rosenbrock function.

Example 1. Consider

(P) : min

{
P (X) =

3∑
i=1

[
(xi − 1)2 + 100εi(xi+1 − x2

i )
2
]
| X ∈ X

}
. (22)

This problem has the global minimum of all ones and a local minimum near
(x1,x2,x3,x4)=(-1, 1 , 1, 1). Correspondingly, the canonical dual problem is

max

⎧⎨
⎩ P d(ς) = 3−

3∑
k=1

⎡
⎣ (ε 1

2

k−1ςk−1 + 2)2

4(ε
1
2

k ςk + 1)
+

1

400
ς2k

⎤
⎦ ∣∣ ς ∈ S+

a

⎫⎬
⎭ (23)

where S+
a is defined by (9).
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And an alternative canonical dual problem is

max

{
P d(ς) = 3−

3∑
k=1

[
(ςk−1 + 2)2

4(ςk + 1)
+

1

400εk
ς2k

] ∣∣ ς ∈ S+
a

}
(24)

where S+
a is defined by (21). Obviously, it is easy to find results by Matlab

optimization tools FMINCON. Note that ς3 = 0, the contour of dual prob-
lem can be obtained directly(see Fig. 1). Thus, the global maximum of dual
problem is (ς1,ς2,ς3)=(0, 0, 0) and the global minimum of primal problem is
(x1,x2,x3,x4)=(1, 1 , 1, 1).
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Fig. 1. (a) Dual problem n=3 determined by (23) ; (b) Dual problem n=3 determined
by (24)

Example 2. Consider N= 1000, 3000, 5000, 10000, 20000. The global minimum
is inside a long, narrow, banana shaped flat valley. In this case, it is difficult
to solve exactly the primal problem (P) by gradient methods. Fortunately, the
canonical dual problem is concave maximization over a cone, which can be solved
easily, fast and exactly by gradient method.

For (23) and (24), the initial points are chosen randomly from -5 to 5 with
the constraints (9) and (21), respectively. With these numerical computation
settings, L-BFGS method can quickly solve all these test problems and accurately
converge to the global maximizer ς = (0, 0, ..., 0) with the optimal value P d(ς) =
0(10−8).

All of numerical experiments have been carried out on personal notebook
computer with Intel(R)Core i5-2430M @2.40GHz Windows 7 Home Prem.

5 Conclusion

This paper illustrates that the well-known benchmark test problem of Rosen-
brock function with stochastic parameters can be easily solved by the canonical
duality theory. Numerical examples show that even though the nonconvex pri-
mal problem has been disturbed by stochastic parameters, the canonical duality
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theory can avoid defective influence to achieve global optimal solution stably.
The canonical duality theory can be used for solving some more challenging
problems in global optimization and complex network systems.

Acknowledgements. This research is supported by US Air Force Office of
Scientific Research under the grant AFOSR FA9550-10-1-0487 and by Australia
Government grant through the Collaborative Research Network(CRN) to the
university of Ballarat.

References

1. Rosenbrock, H.H.: An automatic method for finding the greatest or least value of
a function. The Computer Journal 3, 175–184 (1960)

2. Yang, X.S., Deb, S.: Engineering optimization by cuckoo search. Int. J. Math.
Modelling Num. Optimisation 1, 330–343 (2010)

3. Gao, D.Y.: Duality, triality and complementary extremum principles in nonconvex
parametric variational problems with applications. IMA J. Appl. Math. 61, 199–235
(1998)

4. Gao, D.Y.: Pure complementary energy principle and triality theory in finite elas-
ticity. Mech. Res. Commun. 26(1), 31–37 (1999)

5. Gao, D.Y.: General analytic solutions and complementary variational principles
for large deformation nonsmooth mechanics. Meccanica 34, 169–198 (1999)

6. Gao, D.Y.: Duality Principles in Nonconvex Systems: Theory, Methods and Appli-
cations. Kluwer Academic, Dordrecht (2000)

7. Gao, D.Y.: Canonical dual transformation method and generalized triality theory
in nonsmooth global optimization. J. Glob. Optim. 17, 127–160 (2000)

8. Gao, D.Y.: Perfect duality theory and complete solutions to a class of global opti-
mization problems. Optim. 52, 467–493 (2003)

9. Gao, D.Y.: Perfect duality theory and complete solutions to a class of global opti-
mization problems. Optimization 52, 467–493 (2003)

10. Gao, D.Y.: Nonconvex semi-linear problems and canonical dual solutions. In: Gao,
D.Y., Ogden, R.W. (eds.) Advances in Mechanics and Mathematics, vol. II, pp.
261–312. Kluwer Academic, Dordrecht (2003)

11. Gao, D.Y.: Canonical duality theory and solutions to constrained nonconvex
quadratic programming. J. Glob. Optim. 29, 377–399 (2004)

12. Gao, D.Y.: Solutions and optimality to box constrained nonconvex minimization
problems. J. Ind. Manag. Optim. 3(2), 293–304 (2007)

13. Gao, D.Y.: Canonical duality theory: theory, method, and applications in global
optimization. Comput. Chem. 33, 1964–1972 (2009)

14. Gao, D.Y., Wu, C.Z.: On the triality theory in global optimization. J. Global
Optimization (2010)

15. Gao, D.Y., Zhang, J.P.: Canonical Duality Theory for Solving Minimization Prob-
lem of Rosenbrock Function. arxiv.org/abs/1108.1241v1



 

T. Huang et al. (Eds.): ICONIP 2012, Part IV, LNCS 7666, pp. 683–690, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Study on Landslide Deformation Prediction  
Based on Recurrent Neural Network  

under the Function of Rainfall 

Huangqiong Chen1, Zhigang Zeng1, and Huiming Tang2 

1 Department of Control Science and Engineering, Huazhong University of Science  
and Technology, Wuhan 430074, China 

1 Key Laboratory of Image Processing and Intelligent Control of Education Ministry  
of China, Wuhan 430074, China 

chqkhs@163.com 
2 Faculty of Engineering, China University of Geosciences, Wuhan, Hubei 430074, China 

Abstract. Landslide deformation prediction has significant practical value that 
can provide guidance for preventing the disaster and guarantee the safety of 
people’s life and property. In this paper, a method based on recurrent neural 
network (RNN) for landslide prediction is presented. The results show that the 
prediction accuracy of RNN model is much higher than the feedforward neural 
network model for Baishuihehe landslide. Therefore, the RNN model is an ef-
fective and feasible method to further improve accuracy for landslide displace-
ment prediction. 

Keywords: landslide, deformation prediction, RNN, Jordan network, rainfall. 

1 Introduction 

In recent years, China has suffered an extensive loss of life, great economic damage 
and negative environmental impacts as a result of geo-hazards such as earthquake, 
floods, and landslides. Landslide can be defined as a geological phenomenon under 
the influence of gravity, which can occur in offshore, coastal and onshore environ-
ments. Landslide includes a wide range of ground movements, such as rockfalls, deep 
failure of slopes and shallow debris flows.  

China is one of the areas where suffer the most serious landslide hazard in Asia as 
well as the world. Especially, in West China the large-scale landslides are notable for 
their scale complex formation mechanism and serious destruction which are typical 
and representative in the world [1]. The last decades have witnessed an increase in the 
magnitude and frequency of these catastrophes. This is probably due to the rapid eco-
nomic development and high population growth of China, which results in overex-
ploitation of the environment including increased deforestation and occupation of 
flood plains and hillside areas. In September 1991, for example, Touzhai landslide 
occurred in Zhaotong city, Yunnan Province, resulting in a death toll of 216 people 
and direct economic losses up to 12 million Chinese yuan [1]. Another case was 
Zhouqu country mudslide, which occurred in August 2010 in Gansu, China. It killed 
more than 1765 people and also caused tremendous damage and losse [2]. 
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Landslides have represented 4.89% of the natural disasters that occurred world-
wide during the years 1990 to 2005[3]. This trend will continue in future under  
increased unplanned urbanization and development, continued deforestation and in-
creased regional precipitation in landslide prone areas. Therefore, the prediction of 
landslide is essential for carrying out quicker and safer mitigation programs, as well 
as future planning of the area. However, the prediction of landslide is a difficult task 
to tackle and requires a thorough study of past activities using a complete range of 
investigative methods to determine the change condition. Most of the slop movements 
or potential failures may be predicted if proper investigations of parameters are  
performed [4]. 

Since 1960s, many approaches have been used to model landslides and make pre-
diction based on the deformation or displacement. They can be roughly classified into 
three types [5]: i) Deterministic models, such as Saito model [6], inverse-velocity 
model [7], Voight model [8], deformation power model [9], slide-clock friction mod-
els [10-11] and so on. ii) Statistics models, such as grey system model [12] and re-
gression model [13]. iii) Nonlinear models, such as nonlinear dynamic model [14], 
neural network models [4, 15-16] and support vector machine models [17-18]. The 
availability of a wide range of methods makes it difficult to choose the optimal me-
thod. So emphasis should be given to the validation of the model results and on the 
estimation of the model’s validation. 

Artificial neural networks (ANNs) are generic nonlinear function approximators, 
which are presented as a black-box in general. They are extensively used for pattern 
recognition and classification [19] which have also a wide applicability in system 
identification of landslides. The artificial neural network approach has many advan-
tages compared to other statistical methods, it is an effective way for forecasting in 
complex nonlinear dynamic systems. From a structural point of view, ANNs can be 
classified into two main types: feedforward neural networks (FNNs) and recurrent 
neural networks (RNNs). In recent years, the ANNs have been widely used in model-
ing the evolution or deformation of landslides. However, the previous works mainly 
focus on the FNNs, the RNNs have not been applied in the area of landslide predic-
tion so far. Based on the previous research works [20-22], we know that RNNs are 
more appropriate for presenting nonlinear dynamic systems than FNNs. Since the 
landslides are essentially nonlinear dynamical systems, using RNNs for modeling can 
anticipate their behaviors more accurately. 

For the above purpose, this paper presents a framework to establish a landslide 
prediction model based on RNNs. The method was implemented for the prediction in 
the Sichuan province in China. 

2 Methodology 

2.1 Network Structure 

The Jordan’s architecture is chosen for the time series prediction, the network consists 
of a context layer, an input layer, a hidden layer and an output layer. It has been 
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shown theoretically that the original Jordan net is not capable of representing arbitrary 
dynamic systems [23]. So we adopt the modified Jordan net which introduces self-
feedback connections for the context units. This neural network also has four layers, 
with the main feedback connections taken from the output layer to the context layer. 
The modified Jordan net has better dynamic capabilities than the original Jordan net-
work, and its structure is shown in Fig. 1. 
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Fig. 1. Structure of modified Jordan network 
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where 10 ≤≤ α . .,...,2,1 Rr =  .,...,2,1 Rr =  R  is the number of nodes in context 
layer. .,...,2,1 Ni =  N  is the number of input nodes. .,...,2,1 Mj =  M  is the num-

ber of hidden nodes. .,...,2,1 Ck =  C  is the number of nodes in output layer. t
rO  

and 1−t
rO  are the outputs of the context node r at time t  and 1−t , respectively. 
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t
kO  and 1−t

kO  are the outputs of the output node k at time t  and 1−t , respectively. 
t
jO  is the output of the hidden node j  at time t . ijw  is the weight of the connec-

tion that connects the external input node i  to the hidden node j . rjw  is the weight 

of the connection that connects the context node r  to the hidden node j . jkw  is the 

weight of the connection that connects node j  in the hidden layer to node k  in the 

output layer. )(⋅f  and )(⋅g  are the activation functions of hidden layer and output 

layer, respectively. 
In Jordan network, as shown in Fig.1, the number of internal input (context layer) 

neurons is equal to the number of neurons in the output layer. The number of external 
input neurons is equal to the number of feature components of the input data. The 
second layer is the hidden layer. The nodes in the hidden layer are fully connected to 
the nodes in the input layer and the output layer. 

2.2 Algorithm 

We use Levenberg-Marquardt algorithm to train the network. Like the Quasi-Newton 
algorithm, it was designed to approach second-order training speed without compu-
ting the Hessian matrix. When the performance function has the form of a sum of 
squares, the Hessian matrix can be approximated as 

 JJH T=  (6) 

and the gradient is 

 eJg T=  (7) 

where J  is the Jacobian matrix which contains the first derivatives of the network 

errors with respect to the weights and biases, e  is a vector of network errors. 
The Levenberg-Marquardt algorithm use the Hessian matrix as in equation (6) to 

do correction in the following Newton-like update 

 eJIJJkxkx TT 1][)()1( −+−=+ μ  (8) 

When the coefficient μ  is zero, it is just Newton’s method. When μ  is large, this 

becomes gradient descent algorithm with a small step size. 

3 Case Study 

3.1 Area Description 

In order to test the validity of the above prediction modeling, now this paper uses 
Hubei Baishuihe landslide as an example. Baishuihe landslide is located on the south 
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bank of Yantze River, which belongs to the Three Gorges reservoir and it is 56 km 
away from the Three Gorges Dam. The bedrock geology of the study area mainly 
consists of sandstone and mudstone, which is an easy slip stratum. The slope is of the 
category of bedding slopes. Slippage and deformation of the bedding slope are easily 
to occur under external forces such as tectonic joint cutting, incised unloading and 
edge collapse loading of the Yangtze River, and rainfall and so on. The warning area 
of Baishuihe landslide is large in scale and is the category of forward slopes. In Au-
gust 2004, as the landslide had significant deformation, 85 people of 21 households in 
this area moved out. Currently, there are massive farmlands and citrus orchards in the 
slope. Once the slope failure of the warning area occurs, the safety of the inhabitant in 
reservoir area and shipping will be under serious threat, and the riverside highway 
will be destroyed. Considering the morphological and geological conditions of the 
Baishuihe landslide, it is evident that slope stability processes are the most relevant 
problem for public safety and land use. 

3.2 Analysis and Results 

Deformation observed data are shown in Fig. 2. There are 47 groups of measurement 
data from May 1, 2005 to June 1, 2007, each time step represents a month. 

 

Fig. 2. The accumulation displacement data collected at Bashuihe Landslide during May 1, 
2005 to June 1, 2007. Each time step represents a month. 

This example uses the model proposed in section 2. Here, the input is rainfall, and 
the output is accumulation displacement of Baishuihe landslide. According to the 
investigation [24], most landslides occurred with lag effect with respect to the rainfall. 
Hence, to predict the accumulation displacement at time step 1+t , we use the rain-
fall in time steps t  and 1+t . The anterior data of 37 time steps is used to build up 
model and the latter 10 time steps for prediction. In this model, we let α  equal 1. 
We continuously increase both the number of neurons in the hidden layer until the 
network performed well in terms of the mean square error (MSE) and the error  
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autocorrelation function. After several trials, the best number of hidden neurons is 
determined to be 10.  

We use BP neural network and Jordan network to model, and the error performance 
curves are shown in Fig. 3 and Fig. 4 respectively. According to the figures, we can 
see that the Jordan net has quicker speed than the BP network. 

 
 

 

Fig. 3. Error performance curve trained by 
BP network 

 

Fig. 4. Error performance curve trained by 
Jordan network 

In order to improve the accuracy of prediction, we process the accumulation dis-
placement data with taking logarithm first, and then normalize. The calculation result 
of Baishuihe landslide that achieved by using Jordan neural network modeling is 
shown in Table 1. 

Table 1. 

Time 
(year.month.day) 

time 
step 

Actual measurement 
value (mm) 

Predicted 
value 
(mm) 

Absolute 
error (mm) 

Relative 
error (%) 

2006.9.1 38 603.9 623.1644 19.2644 3.19 
2006.10.1 39 615.4 635.2774 19.8774 3.23 
2006.11.1 40 618 635.4894 17.4894 2.83 
2006.12.1 41 623.1 645.0331 21.9331 3.52 
2007.1.1 42 628.7 653.1564 24.4564 3.89 
2007.2.1 43 630.8 655.9058 25.1058 3.98 
2007.3.1 44 637 657.2566 20.2566 3.18 
2007.4.1 45 643.1 664.7725 21.6725 3.37 
2007.5.1 46 724.8 733.5701 8.7701 1.21 
2007.6.1 47 892.3 891.7646 -0.5354 -0.06 

As shown in Table 1, the predicting values and actual measurement values are very 
close for every calculation, and the relative error falls into 4 percent, the predicting 
precision is high enough which can satisfy the request of deformation prediction of 
landslide in medium-term and long-term. 
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4 Conclusion 

The displacement prediction of landslides is a complex and nonlinear question. The 
RNN modeling which is very good in learning and processing information can work 
out the complex nonlinear relation by using the present data to learn models. This 
paper has investigated the use RNN for identification of landslide dynamic systems. 
The neural network employed was Jordan net. Identification results obtained show 
that the RNN approach is effective at predicting landslide displacement. Therefore, 
this method has a good perspective in application and further development. 
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Abstract. Automatic vehicle classification is an important task in Intelligent 
Transport System (ITS) because it allows the traffic parameter, called vehicles 
count by category, to be obtained. In terrestrial public roads, variants sources of 
information for vehicles counter by category have been used such as video, 
magnetic induction coil, sound sensors, temperature sensors and microwave. 
The use of video has increased support for traffic management due to the ad-
vantages of installation cost and a wide range of information it contains. This 
paper presents comparison of vehicle image classification based on edge fea-
tures. Contour points number, height, width and fractal dimension are used like 
features. Nearest neighbor, adaptive nearest neighbor and adaptive distance are 
used in classification. The experimental platform is built on Matlab R2009a.  

Keywords: vehicle image classification, traffic video, edge, fractal, adaptive-NN, 
adaptive distance.  

1 Introduction  

Problems related to traffic, such as congestion, mobility and low fatalities in accidents 
happen in urban centers around the world and interfere negatively in their inhabitants 
and services. It is not easy to increase the road traffic infrastructure. An alternative to 
problems associated with traffic has been to use existing road traffic infrastructure in 
a controlled manner [1].  

An Intelligent Transportation System (ITS) is defined as an application that 
incorporates electronic, computer and communication technologies into vehicles and 
roadways for monitoring traffic conditions, reducing congestion, enhancing mobility, 
and so on. Automatic vehicle classification is an important task in ITS because it 
allows the traffic parameter called vehicles count by category to be obtained, which is 
used to control and manage the roadways traffic [2]. 

Methods based on different sensors to get information about vehicles count by 
category, including video, magnetic induction coil, sound sensors, temperature 
sensors and microwave have been proposed. Magnetic induction coil installation and 
maintenance cause damage to the road. The device has a short life; it obtains little 
traffic information and is also sensitive to weather and traffic speed [1-2].  
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Methods for obtaining automatic traffic parameters from video images have 
become known for being easier to be maintained and then they became popular 
techniques in ITS. Further advantages are related to the wide range of information 
they contain [2].  Different methods have been presented for vehicles classification 
based on road video images [1-7]. Some methods use size vehicle feature while others 
introduce new descriptors, such as texture, linearity, PCA (Principal Components 
Analysis) and LDA (Linear Discriminant Analysis). In the classification phase, 
methods make use of known techniques, such as Nearest Neighbor (NN), neural 
networks, Support Vector Machine (SVM) and Hidden Markov Models (HMM). 
However, the great dynamics of real scenes consists in overcoming challenges. 
Lighting and climatic variations, shadows away from the camera, noise, image 
quality, dynamic positioning of vehicles on roads and heavy reliance on detection 
techniques are considered aspects that hinder the automatic methods for collecting 
traffic parameters based on image processing. 

The method and comparison proposed in this paper, considering vehicle image 
classification, are based on edge features and NN. The method classified a test image 
into four classes (motorcycle, car, bus and truck). These classes are defined based on 
reports of the Brazilian Ministry of Transport [8]. Comparison has the objective of  
to evaluate the potential of classification based on edge features with NN.  

This paper is organized as follows: related works are presented in Section 2; details 
of the proposed methods are in Section 3; Section 4 reports experimental results, and 
a conclusion is presented in Section 5. 

2 Related Works 

Some methods proposed for classification of vehicle images make use of vehicle 
dimension as a feature [3-4],[6-7]. Other methods make use of transformation for 
dimensional reduction [1-2],[5]. Proposed methods do not have uniformity about the 
number of classes. Some of them are only classified into two categories, but defined 
in different ways, such as car and not a car [4], taxi and bus [5]. Among the methods 
that use a greater number of classes, there is also no consensus with, for example, the 
use of three [3],[6], five [7] and eight classes [1]. 

2.1 Methods Based on Dimension of the Vehicle Image Edge 

One of the first proposed methods estimates width, length and height of the vehicle 
[6]. However, firstly it fulfills removal of shadow, background subtraction, vehicle 
modeling (phase that makes a 3D cuboid wire frame projected on a 2D plane) and 
vehicle mask (phase that builds a block to estimate dimensions). Considering three 
classes (taxi, minibus and double-decker), the error results in dimension estimation 
achieved 10,85%. No results of classification are presented.   

By using an analysis of Time-Spatial Image (TSI), seven features (width, area, 
compactness, length-width ratio, major axis, minor rectangularity and solidity) are 
obtained from segmented image for vehicle classification [7]. Five classes are 
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considered and error rate ranges from 6,9%  up to 14,29%, depending on controlled 
time conditions (normal, summer and clouds).  

3 Proposed Method and Comparison 

The steps of the proposed method for vehicle image classification are similar to a 
traditional classification process, including pre-processing, training and classification.  
The features are based on image edge dimensions and three distances are used in the 
NN classification. The proposed comparison associates these features and distances.  

3.1 Pre-processing 

In Figure 1 pre-processing block diagram is presented. It is composed of five 
sequential steps, each one generating a new image which is the input of the next stage. 

 

 

Fig. 1. Pre-processing block diagram  

Background Subtraction: In order to remove non-relevant objects of the scene, this 
phase accomplishes a subtraction arithmetic operation, pixel by pixel (matrix 
elements), between an image and its background image.  

Noise Reduction: It was made by applying the spatial wiener filter [9-10].  The used 
neighborhood size (mask) was 5 x 5.  

Edge Detection: Sobel approximation edge detection [9] is used to build the image 
edge. The output is a binary image with the same dimension of the original image. 

Horizontal Bands Elimination: This phase removes horizontal lines after 
identification of a horizontal line block without information. The objective is to 
identify the starting and stopping lines that seem to be the most relevant scene limits 
of the image edge, and to remove the horizontal lines which are outside this interval 
(lines that seem to be not part of the analyzed vehicle). This process is carried out in 
the four following steps:  

(i) Summary table: Let us assume that matrix M (dimension r x c) is the image edge. 
Starting from the first M line (line 1) up to the last line (line r), the number of lines, 
with and without information, is counted and stored in sequence. New lines in 
summary table must always be added whenever a change regarding the line type 
occurs from without information to with information or inversely.  
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In Figure 2 two summary tables are presented, respectively based on a motorcycle 
(a) and a truck image (b). For each example, the original image, the image resultant 
from the edge detection step and the summary table are, respectively, presented. In 
summary table, the Type columns specify if it is a line block with information 
(type=1) or not (type=0). The Number column sets the consecutive lines number of 
the line type that is being specified in the summary. The sum of the Number column 
is equal to r. Col1 and Col2 columns, defined only for line type equal to 1, represent 
the first and last columns considering all lines summarized in a specific summary line.  

 

Fig. 2. Summary table: (a) motorcycle, (b) truck 

(ii) Start line identification: Considering that the vehicles are detected nearby the final 
white line of the road, it was defined that the start line must also be nearby it. The 
start line is defined like the last line with type 1 in summary table. Considering the 
two summary tables in Figure 2, the start lines are, respectively, the seventh and fifth.  

(iii) Stop line search process: The search process of the stop line is based on the 
existence and finding of line blocks, without information, of large, medium and small 
dimension. Let us assume that nlin is the number of image lines (r), k  is the start 
line, the predecessor line is j (j=k-1) and that summ  is the summary table.  Part of 
the stop line search process is defined according to the following algorithms:  

%--- horizontal stop line search process 
bd_large  = fix(nlin * 0.4); 
bd_median = fix(nlin * 0.2); 
bd_small  = fix(nlin * 0.1); 
tol= 0.5;   %Tolerance 
band1 = k;  band2 = k; 
while (k >= 3)& (j >= 1)                              
 %----- Large dimension block    
  if summ(j,2) >=  bd_large 
     break 
  end 
 %----- Median dimension block    
  if (summ(j,2) >= bd_median) & (summ(j,2) < bd_large) 
     if ~(h_similar_median(summ, band1, band2, tol)) 
        break 
    end 
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 end 
 %----- Small dimension block 
 if (summ(j,2) >= bd_small) & (summ(j,2) < bd_median) 
     pos_band1 = h_calc_band1(summ, band1); 
    if pos_band1 < nlin*0.8 
      if ~( h_similar_small(summ, band1, band2, tol) );       
          break 
        end 
    end 
 end            
  band1 = k-2;    k=k-2;   j=j-2; 
end %while 

The h_similar_median and h_similar_small functions are based on width and position 
similarities.  Each function returns 1 (one) if the upper block width (defined between 
the number 1 lines and the band1 number) and the bottom block width (between the 
number band2 lines and the start line number) present some similarity.  

Considering the summary tables presented in Figure 2, the stop lines are, 
respectively, the seventh and third lines. The stop line search process, for this 
motorcycle and bus, finishes in the algorithms blocks called median and small, 
respectively. 

(iv) Lines deletion: All lines out of start and stop lines have their matrix elements set 
to zero.  

In Figure 3 four pre-processing steps results are showed. An image sequence of a 
motorcycle (a) and of a truck (b) is shown. The first two images of each class are, 
respectively, the original image and the background respectively (both acquired from 
the video). The four remaining images are, respectively, background subtraction, 
noise reduction, edge detection and horizontal bands elimination results.  

 

Fig. 3. Pre-processing steps results: (a) bus, (b) truck  

3.2 Features and Classification  

From each final pre-processing image, following features extractions are performed: 

Edge Points Number: The matrix elements with value equal to one are counted.  
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Height and Width: Width is calculated as the difference between the larger and 
smaller edge column. Height is calculated as the difference between the larger and 
smaller edge line. According to these calculations, lines and columns are considered 
where there is information (matrix element with value 1). 

Fractal Dimension: The fractal dimension is computed according to [11].   

The NN classification is used with Euclidean distance, adaptive-NN [12] and adaptive 
distance [13]. Changes about k parameter (neighboring numbers) referring to NN 
were neither accomplished nor evaluated. The tests are made with k=1. 

3.3 Test Methodology  

The used data set image was manually obtained from a real video of an urban road, 
with three lanes. The dimension selected to vehicle images was 61 x 43, because it 
allows long vehicles (bus and truck) to be seen. For each of the four classes, 25 
examples were acquired, totalizing 100 vehicles images. The vehicles images were 
obtained from any lanes of the road and it occurred that in a vehicle image part of 
another vehicle was shown. In Figure 4, two random images of each of the four 
classes were presented in sequence (motorcycle, car, bus and truck). There is neither 
centralization, nor illumination normalization.  

By leaving one image out, it was meant to divide the dataset into training and test. 
Being all data set X = {x1, x2, ..., xn}, n =100, when the test image is xi (1 ≤ i ≤ n), the 
training set is X' = X - {xi} ( xi is removed from the training set) 

 
Fig. 4. Vehicles image examples 

4 Results 

In Table 1, classification accuracy combining features and distances is presented 
(Euclidean, adaptive-NN and adaptive distance are in Euc, A.NN and A.Dist columns, 
respectively). Each result is associated to 100 test based on leaving one out. Adaptive 
distance was not used in the classification with only one attribute because such 
distance can only be applied to more than one attribute.  

In Figure 5, distribution graphs referring to width and fractal dimension are, 
respectively, presented. Both graphs include the features of all data images. It is 
possible to notice that these features, in isolated form (only width or fractal), do not 
define clearly a decision limit, because there are value overlaps of different classes.  



 Vehicle Image Classification Based on Edge: Features and Distances Comparison 697 

 

Table 1. Classification Accuracy 

 NN Without 
Bands Elimination 

NN With 
Bands Elimination 

Features Euc A. NN A. Dist Euc A. NN A. Dist 
Points Number 46 52 - 31 34 - 

Heigth 18 19 - 39 41 - 
Width 28 28 - 34 36 - 

Fractal 43 51 - 40 50 - 
P.Number + Heigth 45 45 46 40 39 49 
P.Number + Width 48 48 47 41 37 42 

P.Number + Fractal 51 49 50 34 44 55 
Heigth + Width 35 41 35 40 42 41 

Heigth + Fractal 36 43 51 46 45 53 
Width  + Fractal 50 42 49 40 36 53 

 

 

Fig. 5. Width and fractal distributions graph 

5 Conclusion 

The proposed comparison based on edge features is feasible. By applying different 
features and distances, the accuracy was low and it rarely changed. Low accuracy can 
be associated to attributes with low meaningfulness, because in image edge some 
characteristics, of the original image, are lost.  Furthermore, these attributes, in 
regard to image classification with unwanted objects in the scene (another vehicle, for 
instance), are unfit. It is also unfeasible the use of linear classifiers over these 
features, because they do not define a good separation border of classes. 

The best accuracy was obtained with horizontal bands elimination step and 
adaptive distance. Bands elimination seems to be appropriated to pre-processing 
because the edge dimensions become more useful. The results obtained by means of 
the use of adaptive distance, even better than the ones obtained with the use of 
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adaptive-NN, suggest that this distance (adaptive distance) is promising when the 
separation border of classes is confusing. 

Future works aim at applying an algorithm of hierarchical and non-linear 
classification as well as adding a routine of vertical bands elimination.   
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Şahinli, Çağla I-551
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Szymański, Julian I-160, IV-180

Tabuchi, Hitoshi IV-148
Takahashi, Takeshi V-566, V-599
Takeda, Akiko I-109
Takenouchi, Takashi II-375
Takeuchi, Jun’ichi V-400
Talaat, Amira Samy III-141
Talebpour, Zeinab I-439
Tan, Ee Xion I-339
Tan, Kye Lok I-339
Tan, Min IV-652
Tan, Tele IV-347
Tang, Huiming IV-240, IV-683
Tang, Maolin III-92, III-315
Tang, Xianglong III-58
Tao, Dacheng I-492, II-401, III-269,

V-318, V-337
Tao, Ye V-428
Tariq, Anam II-33
Tavakol, Maryam III-244
Teh, Chee Siong II-274
Teng, Fei V-159
Terashima, Takanori II-108
Thakor, Nitish V. I-68
Than, Naing Min IV-156
Thasleema, T.M. II-250
Tholley, Ibrahim V-557
Thomas, J. Joshua IV-297
Tian, Qichong III-398

Tian, Shu V-91
Tian, Yu-Chu III-92, III-315
Tong, Kunqi II-210
Toole, John M. O’ II-683
Toriyama, Michinori I-501
Torrente, Javier IV-603
Tran, Dat II-192, II-357, III-183,

III-191, IV-272, V-394
Travalin, Davide I-584
Treerattanapitak, Kiatichai III-34
Treur, Jan I-322, I-473, II-141
Truong, Khoa II-192
Tsubone, Tadashi III-199, III-545
Tsukazaki, Tomohiro V-247
Tu, Yan IV-27
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