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Preface

Scientific network of Integrated Systems, Design and Technology (ISDT) is an
initiative that has been established to respond industrial needs for integration of
“Knowledge Technology” (KT) with multi- and inter-disciplinary applications. In
particular the objective of ISDT is to incorporate multilateral engineering disciplines
i.e. Composite-, Automotive-, Industrial- , Control- and Micro-Electronics Engi-
neering, and derive knowledge for design and development of innovative products
and services. In this context, the discourse of KT is established to address effec-
tive use of Knowledge Management, Semantic Technologies, Information Systems
and Software Engineering towards evolution of adaptive and intelligent systems for
industrial applications.

Naturally, the point of view on any kind of integration confronts several obstacles
on managing of Human Resource (HR), technical resources and Information Tech-
nology (IT) infrastructures. There is a need to a think-tank and cooperative research
on the conceptual, systematical, and technological aspects of integration as well as
feasibility study on potential mediums of application. In this era, ISDT is estab-
lished since 2007 based on indication of a gap between KT scientists and industrial
practitioners.

Furthermore, integration should be critically seen, especially for in-house devel-
opment of robust and adaptive solutions and further adaptation. Thus, reusability
and adaptivity are the major challenges. In this context, the primary aspect is to
investigate possibilities which enable us to integrate multi-domain intellectual capi-
tals as organizational, technological or human capitals in distinctive research fields.
Interdisciplinary research encompasses identifying the potential of each field and
also the needs for improvement. Such effort facilitates the entire process for devel-
opment and transfer of innovation among inter- or intra-organizational stakehold-
ers. In ISDT, we are cooperating on detection and finding adaptive solutions for
bridging industrial challenges based on integration of computerized and intelligent
methods. In today’s SMEs the common required technology should be established
particularly for reusing of existing values at HR and exploiting of available tools
and methods raising production and industrial values. To succeed in this competi-
tion and achieve sustainable marketing strategies, selected KT components should
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be taken into use, namely knowledge modeling, representation, discovery, and
delivery, as well as semantic and decision-making algorithms and data analytics.
The common attribute in this matter is “Knowledge” for reasoning (i.e. reasoning
under uncertainty), and decision-making. Reasoning under uncertainty requires han-
dling uncertain knowledge and discovering hidden relations between knowledge at-
tributes to increase the usability of decision-making. In sum, KT concentrates on
conceptual solutions that enable the usage and further development of knowledge
based techniques and methods to support human behavior like decision-making,
learning, planning or controlling. In our understanding, the entire goal of integra-
tion is to sustain efficient management of HR and increase on return of investment
in SMEs.

In the latest ISDT meeting, we have successfully discussed the mentioned issues
and agreed for constituting and concretizing the discourse of KT integration with
special involvement of leading researchers and industrial experts whose contribu-
tions are presented in the book chapters. This book consists of three main chapters,
namely:

• Chapter 1: Applied Knowledge Management in Practice
• Chapter 2: Semantic Technologies for Industrial Management and Process

Controlling
• Chapter 3: Knowledge Driven Approaches for Product Engineering

In addition, each article presents a unique in-progress research with respect to
the target goal of integration. All articles have been double blind reviewed with a
domain-specific expert, and published as a book chapter.

I honestly hope that this edition of ISDT publication leads to improve our
common understanding of KT integration and promotes further researches and
cooperation in future.

Siegen, September 2012 Madjid Fathi
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Chapter 1 

Applied Knowledge Management  
in Practice 



Nonlinear Integrators of the Organizational 
Intellectual Capital 

Constantin Bratianu 

Academy of Economic Studies, Bucharest 
Piata Romana 6, Sector 1 
010374 Bucharest, Romania 
cbratianu@yahoo.com 

Abstract. The purpose of this paper is to present a new perspective in interpreting 
the structure of the organizational intellectual capital by introducing the concept of 
integrators. The organizational intellectual capital is a conceptual system 
reflecting the fields of knowledge, emotions and values developed within a 
generic organization. The canonical theory of the organizational intellectual 
capital considers that its fundamental components are: human capital, structural 
capital and relationship capital. However, this theory is working with a static 
model unable to reflect the dynamic processes within a generic organization. The 
intellectual capital is conceived as a potential resulting from the linear aggregation 
of the input contributions of all employees. Human capital, structural capital and 
relationship capital are considered as fundamental components, but they are not 
independent entities. They overlap both conceptually and operationally. This 
paper presents a dynamic model of the organizational intellectual capital that is 
based on the new concept of integrators, and the new structure composed of: 
knowledge, intelligence, and values. Thus, the potential intellectual capital is 
transformed into operational intellectual capital due to the work of organizational 
integrators, especially of those that are nonlinear: leadership, management and 
organizational culture.  

Keywords: Knowledge, Intellectual capital, Nonlinear integrators, Leadership, 
Management, Organizational culture. 

1   Introduction 

In the framework of Economics, a generic organization contains both tangible and 
intangible assets. Tangible assets are physical objects like buildings, 
infrastructures, technologies and equipments, and monetary assets. Intangible 
assets are knowledge, intelligences, talents, brands, reputation, intellectual 
properties, organizational values, traditions, and symbols. In a generic way, 
intangible assets may be called knowledge assets, that are the building blocks of 
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the organizational intellectual capital [1-3]. For the knowledge intensive 
organizations, the intangible assets become more and more important. This is 
shown by the high value of the ratio between the market value and the book value 
of the company [4, 5]. For companies like Microsoft, Apple or IBM, there is a 
significant difference between total market capitalization and net fixed assets. 
According to Schiuma [6, p.291], “The value that can be seen and measured 
through the tangible components represents only a small part of the overall value 
of a firm that is hidden under the surface of an organization’s intangible and 
knowledgeable assets. Knowledge assets, particularly for knowledge-intensive 
firms, define most of the value of an organization”. Knowledge assets can be 
considered as value drivers that support the organizational value creation 
mechanisms. Creation, acquisition, deployment, sharing, dissemination and 
transfer processes of knowledge assets means actually to manage the 
organizational intellectual capital [7-10]. 

Due to various definitions and theories developed so far, the concept of 
intellectual capital is a fuzzy concept. Although it is a powerful concept, it is 
difficult to figure out how to measure it, due to its intangible nature. However, 
there are some definitions that cover the most part of the semantic domain. For 
instance, Klein and Prusak consider that intellectual capital is: “Intellectual 
material that has been formalized, captured, and leveraged to produce a higher-
valued asset” [8, p.67]. Edvinsson and Sullivan consider that intellectual capital is: 
“Knowledge that can be converted into value” [11]. We appreciate that Roos et al. 
formulated a definition that is flexible enough to incorporate the contribution of 
the human resources: “Intellectual capital can be defined as all nonmonetary and 
nonphysical resources that are fully or partly controlled by the organization and 
that contribute to the organization’s value creation” [4, p.19]. It is important to 
remark the fact that the organizational control may be fully or partially done. In 
the linear industrial management the control over the human resources is done 
directly as a coercive force. It can be a full control, especially if human resources 
are used mostly for physical activities. In the nonlinear creative management, that 
is characteristic for most knowledge intensive organizations, the control is done 
through motivation. Knowledge creation and business innovation cannot be a 
result of any coercive force. That is why we must change their approach when 
switching from tangible assets to intangible assets and intellectual capital 
management. The purpose of this paper is to present a new view of the structure of 
the intellectual capital, a structure that is dynamic and based on the concept of 
integrators. After defining the organizational intellectual capital, in the next 
sections of this paper we shall present the canonical approach on the structure of 
the intellectual capital, and then we shall introduce the concept of integrators and 
we shall discuss their role in transforming the potential of the organizational 
intellectual capital into its operational form. The contribution of this paper consists 
in this dynamic and integrative approach of the organizational intellectual capital, 
and in making the difference between the power of linear and nonlinear integrators 
in a given organizational context. 

 



Nonlinear Integrators of the Organizational Intellectual Capital 5
 

2   The Static Models of the Organizational Intellectual Capital 

The most known models of the intellectual capital are: Sveiby’s Intangible Asset 
Monitor (IAM), Skandia’s Intellectual Capital Navigator, and the Canonical 
Intellectual Capital Model. We shall present the main features of each of these 
models, and their importance. They are static because there is no time variable, 
and intellectual capital is considered as a potential of the organization, resulting 
from the linear aggregation of all its components. 

2.1   Sveiby’s Intangible Asset Monitor (IAM) 

The IAM model has been developed by Karl-Eric Sveiby, one of the most 
prominent personalities in the field of intellectual capital and knowledge 
management [12]. Sveiby classifies the intangible assets into three categories: 
external structure, internal structure and individual competence. The external 
structure refers to the customers, to the suppliers and to other stakeholders that are 
considered relevant to a specific company. This model takes into consideration the 
suppliers and other relevant stakeholders. Depending on the type of the 
organization, the external structure will be different from one to another. 

Internal structure refers to all the systems, databases, patents, models, 
processes and routines that support the organization’s operations and employees. 
The informal internal networks and the organizational culture are also components 
of the internal structure. All of these components are created by the employees and 
represent the company’s ownership. That means that management has full control 
over these assets, and any decision made for developing the internal structure is 
almost risk free. Although internal structure may appear less interesting, it actually 
plays a very important role in transforming the human intellectual capital potential 
into a high level operational intellectual capital. 

External structure consists of relationships with customers and suppliers, brand 
names, trademarks and reputation, or image of the company. Some of these cannot 
be controlled completely by the organization since they depend both on the 
internal business environment and the external business environment. The value of 
these assets is primarily influenced by how well the company solves the 
customers’ problems, and thus there is always a degree of uncertainty in the 
decision making process. Since companies are not closed systems, their interaction 
with the external business environment is necessary and valuable. Improving the 
external structure of the intellectual capital top management may improve the 
company’s performance and may achieve a strategic advantage. 

Individual competence refers to individual experience, knowledge, competence, 
skills and ideas [1, 9]. It is about human resources and their capacity to find 
solutions for their working problems. People are the only true agents in business 
since they create knowledge and they process this knowledge with their 
intelligences, based on their cultural values. Actually, it is almost impossible to 
conceive a company without people.  
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2.2   Skandia’s Intellectual Capital Navigator 

This model is a result of the continuous efforts in the field of intellectual capital 
made by Leif Edvinsson and his team at Skandia, a Swedish Financial Services 
Company. The intellectual capital is composed of human capital and structural 
capital. The structural capital at its turn is made by customer capital and 
organizational capital. The organizational capital is composed of innovation 
capital and process capital [3, 7]. Skandia’s Intellectual Capital Navigator has five 
areas of focus: customer, human, process, renewal and development or financial, 
providing a holistic view of the organization. The presumption behind this model 
is that the intellectual capital of a company is the difference between its market 
value and its book value. As Edvinsson remarks, the Navigator provides a 3D 
compass for charting a course towards tomorrow as well as a map of yesterday. It 
is a versatile leadership tool for any company. Also, it can be used as a diagnosis 
tool. “What the Navigator helps us understand is that intellectual capital is not 
only a way of assessing intangible assets. A course of action rather than a store of 
knowledge. A flow” [3, p.84]. This model tries to get out of the static structure of 
all the pioneering models, but it does not have dynamic forces to achieve a 
dynamic structure. 

2.3   Canonical Intellectual Capital Model 

The basic assumption of this model is that organizational intellectual capital is 
composed of human capital, structural capital and relationship capital [2, 5, 7, 8]. 
An illustration of the structure of this model is given in fig.1. 

 

 

Fig. 1 Operational structure of the organizational IC 
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The human capital contains all the knowledge, intelligences and values 
employees may have together. It is a kind of summation of all individual 
contributions coming from employees. The most important contribution is 
knowledge. Both explicit knowledge and tacit knowledge are considered [13-15], 
and intelligences are considered in the perspective of the multiple intelligence 
model developed by Gardner [16]. Values are considered here in the cultural 
framework of a given society, and they are associated with the organizational 
behavior and corporate social responsibility [17-19]. Structural capital contains 
internal functional organization, all internal regulations, formal and informal 
communication channels, intellectual properties and organizational culture. It 
constitutes the intangible infrastructure of the organization and the functional 
support of the operational management. Relationship capital represents the result 
of all relations the organization has with suppliers, customers and other important 
stakeholders. 

The canonical model or the standard paradigm of the intellectual capital is 
based on several assumptions that are summarized by Viedma [5] as follows: (1) 
the accounting view; (2) the strategy implementation view; (3) breakdown of 
intellectual capital; (4) cause-and-effect relationship; (5) relatively static approach 
to value-creation processes; (6) limitation of concept of intellectual capital; (7) 
attempts to treat intangible assets as if they were tangible. The accounting view is 
concerned with the practical possibility of measuring the value of the company 
intangible assets. However, that means to extend a linear and materialistic 
approach to a nonlinear and non-materialistic entity. The result could be a gross 
approximation with large errors of interpreting the resulting values. The strategy 
implementation view is related to the strategic management at the implementation 
level. However, the static nature of the canonical model cannot yield the best 
approaches for a successful implementation. It could be a mistake to consider the 
same approach for intangible like for tangibles. The breaking down of intellectual 
capital is actually a common denominator of all models based on a linear thinking. 
In linear thinking, a problem can be decomposed into smaller problems, and each 
smaller problem has to be solved for a solution. By aggregating these smaller 
problems’ solutions one may get the solution of the initial problem. This approach 
works well only in a linear environment and for linear problems. However, 
intellectual capital is strongly nonlinear and breaking it down into human capital, 
structural capital and relationship capital is arbitrary and based on a wrong 
assumption that these entities are independent. Cause-and-effect relationship logic 
applied to this canonical structure cannot yield adequate results since the division 
between human capital, structural capital and relationship capital is arbitrary. This 
model reflects a relatively static approach to value-creation processes. According 
to Viedma [5, p.247], “The artificial categorization of intellectual capital lacked 
consideration of how firms actually deploy their resources through their 
organizational core activities. Because of this, the above-mentioned models fall 
short in explaining how firms effectively compete and how they recreate the 
sustainable competitive advantage that gives rise to value creation”. There is an 
obvious limitation of using the concept of intellectual capital. The stress is put on 
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the intellectual attribute, which cannot cover the whole spectrum of the intangible 
aspects. Usually, intellectual means knowledge and rational decision making. 
When we discuss about intangible assets we mean also values, symbols, talent, 
motivation, employee commitment and organizational culture. That means that it 
is necessary to extend the semantic interpretation of the concept such that we can 
include all of these intangible assets. This above limitation can be seen also from 
the tendency of using the same models and methodologies to manage intangibles 
and produce external reports. This tendency is supported by the general approach 
of transferring models used for tangibles to the intangibles, although they have a 
different nature. It is a problem coming from education and our way of thinking in 
a Newtonian vision that is characterized by determinism, linearity and materiality.  

2.4   Toward the Dynamic Dimension of the Intellectual Capital 

In a thoughtful analysis of the intellectual capital models, Kianto [20] finds that 
most of these models are based on the static view of the intellectual capital like a 
stock. “When intellectual capital is viewed as a stock, it is assumed that it is 
something that can be relatively easily identified, located, moved and traded, 
much like some sort of a package, albeit an intangible one. When intellectual 
capital is framed in this manner, it is typically understood to be a possession or 
owned properly of the organization, manifested for example as patents, 
trademarks, business applications and brands” [20, p.344]. This perspective is 
linked also with the knowledge metaphor of “stuff”, as demonstrated by 
Andriessen [21, 22]. In a static perspective, time does not exist. Intellectual capital 
is considered as a potential for company and as an operational stock of resources, 
which is far from the operational management. The static intellectual capital 
approach is suitable for producing snapshots in time of the current intangible 
assets of the company.  

The dynamic perspective of the intellectual capital is based on the idea that 
knowledge can be considered as flow, or stock and flows. According to Nissen, 
“To the extent that organizational knowledge does not exist in the form needed for 
application or at the place and time required to enable work performance, then it 
must flow from how it exists and where it is located to how and where it is 
needed. This is the concept of knowledge flows [23]. Also, intangible assets may 
have interactions and can be transformed through production process such that 
they are in a continuous dynamics. As Kianto explains [20], dynamism can be 
injected into the static resource architectures by examining interrations and 
interdependencies between various resources. However, this interpretation is 
incomplete since flow implies a field of pressure which is not evident in this 
situation. Moreover, the dynamics of intellectual capital comes not only from the 
resources transformation, but also from the capacity of the organization to 
transform intellectual capital itself from the state of a potential into the state of an 
operational capital. According to Joshi and Ubha [24, p.576], “Managing a 
knowledge organization necessitates a focus on the critical issues of organizational 
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adaption, survival, and competence in the face of ever-increasing, discontinuous 
environmental change. The profitability of a knowledge firm depends on its ability 
to leverage the learnability of its professionals and to enhance the reusability of 
their knowledge and expertise”. This goal can be attained only when intellectual 
capital is understood as a dynamic system underpinned by a leadership process.  

3   The Theory of Nonlinear Integrators 

The concept of integrator for a generic organizational system and its intellectual 
capital has been first defined and then developed in a series of published papers by 
Bratianu [25-27]. In the next sections we present the definition, interpretation and 
use of this new concept in the intellectual capital theory. 

3.1   Definition 

By definition, an integrator is a powerful field of forces capable of combining two 
or more elements into a new entity, based on interdependence and synergy. These 
elements may have a physical or virtual nature, and they must possess the 
capacity of interacting in a controlled way. 

The interdependence property is necessary for combining all elements into a 
system. The synergy property makes it possible to generate an extra energy or 
power from the working system. In a knowledge system, synergy may be used 
with some extended semantics to reflect the nonlinear increase in understanding as 
a result of knowledge processing. Also, it may be introduced the concept of 
synowledge to reflect the same final result. It makes the difference between a 
linear system and a nonlinear one. In the case of the linear system the output is 
obtained through a summation process of the individual outputs. For instance, a 
mechanical system made of rigid frames works in a linear regime, while an 
electrical system works in a strongly nonlinear regime. In the first example there is 
only interdependence and no synergy. In the second example there is both 
interdependence and synergy. In organizational behavior, we can talk about linear 
work in groups and nonlinear work in teams. In the first case, sharing the same 
goal but not the same responsibility leads to interdependence and a linear 
behavior. In the second case, sharing the same goal and the same responsibility 
leads to interdependence and synergy, which means a nonlinear behavior. 
However, synergy is not a guaranteed effect. It must be obtained by an intelligent 
team management. 

An integrator is a powerful field of forces. In order to understand the meaning 
of such a field of forces we may think of the gravity field. We live in this field and 
apparently we cannot feel it. However, the moment we jump we feel the powerful 
force of attraction toward the earth surface. If we extend the semantic of the 
physical field to a non-physical field we may identify many fields of forces within 
an organization. These are organizational fields of forces. The main fields of 
forces in a given company are: processes, work legislation, cognitive knowledge, 
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emotional knowledge and organizational values. There are integrators that act 
within a specific field of forces, and integrators that act across several fields of 
forces. There are linear integrators and nonlinear integrators. The linear 
integrators are specific to mechanical and sequential processes characterized by a 
summative aggregation. The nonlinear integrators are specific to complex 
informational, social, cultural, organizational and psychological processes. These 
differences come from the difference between linearity and nonlinearity concepts 
[28-30]. 

Integrators manifest themselves in different ways within organizations having 
different consequences. On one side, different integrators may have different 
actions within the same company, and on the other side the same integrator can 
manifest in different ways in different companies. To be able to evaluate these 
different manifestations we introduce the concept of operational intensity. By 
definition, operational intensity represents the capacity of an integrator to act in a 
given organizational context. This means that the operational power of an 
integrator depends both on the quality of the integrator as well as on the 
organizational context in which it acts. Integrators act on the potential intellectual 
capital of any organization and transform it into the operational intellectual 
capital. Thus, an organization with powerful integrators will have a higher level of 
operational intellectual capital than any other organization with less powerful 
integrators. For instance, a university with excellent professors, researchers and 
students may have modest outputs if the university management is weak or 
noncompetitive. In time, excellent professors will leave for other universities, and 
excellent students will go to attend better universities. In this example the 
university management is not a powerful organizational integrator.  

3.2   Technology and Processes 

In any organization we can make a distinction between the production process and 
the managerial process which are in fact interconnected. The production process 
consists of a certain technology and the work processes associated with it. 
Together they constitute an integrator, in the sense of generating a force field 
capable of concentrating and structuring the necessary work force for the 
production process. When the production process is equipment structured, being a 
spatial distributed process, the operational intensity of the integrator is relatively 
small. When the production process is continuous and the workers are aggregated 
on technological lines, the operational intensity of the integrator sensibly grows. 
Because the workers participate on mechanical sequences, well determined and 
quantified, according to predetermined programs and not with their entire 
knowledge capacity, the integrator is linear. However, the integrator acts only 
upon knowledge because the solutions are predetermined and learned by the 
workers. They do not solve problems and do not make decisions that imply their 
value systems. When the technological process is not conceived as a string of 
linear sequences but rather as a complex of relationships and interactive sequences 
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that intertwined and interrelated, having as support a good IT system, the 
technological process becomes nonlinear. Its integration capacity of individual 
knowledge and intelligence grows, thus generating interdependency and synergy. 
In the case of creative technological processes, like different artistic productions 
the integrator acts both on knowledge and intelligence, as well as cultural values. 
In these situations, the integration process is much more powerful and the synergy 
effect is much more obvious. 

3.3   Management 

Management is the process through which an organization achieves its objectives 
efficiently and effectively. This means that management is by nature an 
integrator, more powerful than technology and associated processes. Unlike 
technology that is a very specific and somewhat stiff integrator, management is a 
generic and flexible integrator. At the same time, the integration capacity of 
management consists in the manager abilities to create intelligent solutions to the 
problems they face, avoiding routine and standardization. Management is both 
science and art, combining power of principles with the value of the experience. 
Achieving performance in management requires going beyond the mechanical 
model of thinking that comes from the industrial era. In this new context, 
management works on individual knowledge by turning it into organizational 
knowledge and on individual intelligence by transforming it into organizational 
intelligence. Technology as an integrator is able to act mainly on explicit 
knowledge, which is coded. The management integrator acts both on explicit and 
tacit knowledge [2, 13, 15]. The essence of management is the decision making 
process. That means that management as an integrator acts upon one’s individual 
value system, generating organizational values, as a part of the organizational 
culture [17-19]. Management is strongly linked to the production process. If there 
is an industrial type of a linear production process, then management will act as a 
linear integrator. On the other hand, specific companies of the new economies, 
where technology is a highly nonlinear integrator, management should adapt to the 
new context and should become a creative process. The final result in this last case 
involves a strong synergy and it is an intellectual capital with a high operational 
level. 

3.4   Leadership 

There is a whole debate in the literature on the semantic distinction between 
management and leadership, managers and leaders [31, 32]. In essence, 
management ensures the objectives undertaken by an organization in terms of 
efficiency, effectiveness, and control. In other words, management is an 
operational process that ensures the organization’s status quo. Managers are those 
who have been invested with institutional authority to perform the functions of 
planning, organizing, leading and control. Although management is not a 
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standardized process, it requires compliance with the requirements stated above. 
Unlike management, leadership is the process by which the organization is 
proposing a series of changes, either for the need to adapt to today’s dynamic 
external business environment, to achieve a competitive advantage, either as a 
result of the business vision. In this perspective, leadership must define the vision 
for change, set direction for change and motivate people to achieve the objectives 
of change. “Leadership is thus the process by which a person can influence  
a group of others in order to achieve a common goal” [32, p.3]. Leadership is thus 
a process based on the reasoning and emotional power to influence people to make 
a change, to achieve a particular purpose. Change is not an end in itself, but only 
the process that can implement a specific strategy and achieve a particular 
purpose. Leaders may have managerial functions or not, and they hold the art and 
power to influence those around them. Leaders have vision and a series of 
personal attributes that in a given managerial context can trigger and implement a 
process of organizational change. Leaders have the ability to resonate with 
emotional states of the people around them and with their requirements. 
Leadership is much more powerful than the new type of management, acting on 
individual intelligence and on the individual values of the employees. While 
management supports the process of integrating individual knowledge and 
intelligence, leadership puts particular emphasis on the integration of individual 
intelligence and values. That makes leadership a very powerful integrator, with a 
greater impact on generating intellectual capital. Companies led by leaders 
succeed in generating intellectual capital much better than companies led by 
managers [33, 34]. 

3.5   Organizational Culture 

Peters and Waterman have been among the first authors who emphasized the 
importance of the organizational culture, in achieving excellence. As concluded in 
their study about the best managed companies, “excellent companies are marked 
by very strong cultures, so strong that you adapt or leave. There are no half 
measures for most people in these companies” [35, p.77]. A strong culture is a 
fundamental value system, traditions, symbols, rituals and informal rules that 
indicate how people should behave in most of the time. Organizational culture is a 
very powerful nonlinear integrator since it acts mainly on individual intelligence 
and the fundamental values of each individual, thus creating a spirit of excellence. 
However, organizational culture can cause side effects if fundamental values are 
based on fear and punishment, and there is a disagreement between the company 
interests and the values of the individuals. 

4   The New Dynamic and Integrative Structure of the 
Intellectual Capital 

There are two main interventions into the structure of the canonical intellectual 
capital. The first one consists in considering the standard components of the 
intellectual capital as intermediate entities and not as the final and basic  
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Fig. 2 The new structure of the dynamic integrative intellectual capital 

entities because they are not independent entities. Each of them is composed of 
knowledge, intelligence and values, that represent independent entities.  
The second intervention is to introduce the integrators as a dynamic component of 
the whole structure, such that we can understand the transformation of potential 
intellectual capital into the operational one. The final result of these changes is 
illustrated in fig.2. 
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5   Conclusions 

The purpose of this paper is to introduce in the framework of intellectual capital the 
concept of integrators. By definition, an integrator is a powerful field of forces 
capable of combining two or more elements into a new entity, based on 
interdependence and synergy. The role of integrators is to transform the potential of 
the organizational intellectual capital into an operational intellectual capital. The 
more powerful the integrator is, the higher the level of the operational intellectual 
capital that can be achieved. By introducing this new concept we also get a dynamic 
structure of the intellectual capital, that is much more adequate to the strategic 
framework than the canonical static structure. Human capital, structural capital and 
relationship capital are not independent entities and thus, the canonical structure 
should be changed to avoid measuring twice same components. In this perspective, 
we considered that knowledge, intelligence and values could be considered the new 
basic entities of the intellectual capital. In conclusion, employees enter into any 
organization with their individual knowledge, intelligence, and values, and the 
nonlinear integrators transforms these individual inputs of the intellectual capital 
potential into the organizational knowledge, organizational intelligence and 
organizational values. 
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Abstract. Business process management (BPM) is a key managerial approach to 
improve competitiveness and organizational performance. The paper addresses the 
knowledge management aspects of BPM. Starting from several outcomes of 
process modeling, job role and position related competences, IT requirement 
specification, organizational learning and knowledge transfer, the common ground 
of knowledge management, semantic technologies and business process modeling 
will be discussed. The questions to be answered: how can process models be 
utilized and integrated with Knowledge Management Systems (knowledge 
representation, semantic technologies)? How can the knowledge transfer activities 
be supported, that are central issues in BPM initiatives? How can Knowledge 
Management Systems (KMS) underpin the long term sustainability and 
institutionalization of BPM based innovations? Is there a role of process-oriented 
KMS in BPM-related system development projects? The paper will give an 
overview of the “big picture” and also outlines a few applications as proof of 
concept. The final conclusion leads to a high level model and approach that can be 
used to harmonize BPM initiatives with KM concerns. 

Keywords: Business Process Management, process modeling, knowledge 
representation, semantic technologies. 

1   Introduction 

Organizations today try to survive in turbulent economic environments. The 
typical modern enterprise grows in complexity and scope that makes process 
orientation and process thinking more and more important. Global business trends 
of increasing competition, globalization, deregulation and operational challenges 
like shorter product life-cycles, personalized customer needs enforce firms to find 
new ways of operation, competition and co-operation [1]. Business Process 
Reengineering (BPR) was one of the first options to answer these challenges. 
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Reengineering as a radical change program and Business Process Management 
(BPM) as a set of continuous efforts towards process excellence are knowledge-
intensive activities. Knowledge related issues can be barriers of both 
implementation and long-term sustainability of process management. On the other 
hand, knowledge management methods and systems can be major facilitators of 
BPM initiatives. 

BPM provides several benefits: a strategy-driven, transparent, traceable, 
flexible and responsive organization can be designed, based on the improved 
alignment between business and IT. BPM initiatives have traditionally three focal 
points: cost, quality and time – the magic triangle of BPR.  

The semantic technologies have been developed very fast in the last decade, 
partly due to the overall success and coverage of the Internet, partly because of the 
demand for added value IT services. The e-commerce, the e-government also 
brought the users’ community closer with the technology and while technology is 
always smart, the usability already depends on the right positioning of the 
business process, the allocation of tasks, responsibilities, etc. This way, the 
advanced technology and advanced business process modeling go hand-in-hand. 

In this paper, the authors try to point out where and what the connections are 
between process modeling and semantic technologies. Later, several examples 
will be given. The examples are cases from different projects, with one or two 
particular aspects in the focus. By putting the particular cases together we get a 
wider picture. 

2   Reengineering and Knowledge Management 

In the next sessions, the basic concepts of BPM and its knowledge related aspects 
will be discussed and problems that have knowledge management (KM) origins 
are addressed. Innovative approaches that integrate KM and BPM are discussed in 
the last subsection. 

2.1   Characteristics of Reengineering and the Knowledge  
Related Issues 

Since the seminal work of Michael Hammer [2], Business Process Reengineering 
or Redesign (BPR) has become one of the most popular and successful business 
movements. Organizations were strongly criticized for inefficient and ineffective 
business structure and outdated processes. Firms usually left the existing processes 
intact and utilized computers simply to speed them up, without addressing their 
fundamental performance deficiencies. It became widely accepted, that job 
designs, workflows, control mechanisms and organizational structures have come 
from a different competitive era and that unarticulated operating rules must be 
redesigned. BPR can be defined as the critical analysis and radical redesign of 
existing business processes to achieve breakthrough improvements in performance 
measures. [3] In the last two decades, the know-how of BPR was developed in 
huge steps. It was recognized in the early years that redesign must penetrate the 
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company’s core organizational elements: roles and responsibilities, measurements 
and incentives, organizational structure, information technology, shared values 
and skills [4]. Reengineering is a major change program, it is rather a strategic 
change project and it requires strong leadership from the top management. The 
change management process is a critical part of this kind of efforts. The pace of 
the deployment of the new, innovative solutions is very much depending on the 
level of the applied process management. Process management means in this 
context the exhaustive description of the processes and the definition of the 
underlying and interrelating connections. Recently, the Business Process 
Management as a complex management toolset integrates BPR concepts, quality 
management approaches, change and project management methods and, as a 
critical component, IT related tools and methods. There are several BPM 
methodologies [5] available in the market, a generalized life-cycle has several 
phases or sub-systems: 

 
• Business process strategy 
• Process documentation 
• Process analysis and design 
• Implementation and change management 
• Process operation 
• Process controlling/monitoring 

 
IT and BPM have a recursive relationship. IT capabilities should support business 
processes, and business processes should be in terms of the capabilities IT can 
provide. The technology centered development strategy moves toward the 
knowledge intensive solutions. BPM is tightly linked with Service Oriented 
Architecture (SOA); their synergistic relationship enables extensive integration of 
the new applications with traditional ones. 

According to the traditional approach, BPM technologies can be classified into 
two main groups: business process description/modeling and automation, 
including workflow, groupware, Business Activity Monitoring (BAM) 
applications. In addition to these categories, there are a wide range of technologies 
focusing on the knowledge aspect and supporting the two main tasks (modeling 
and automation): process mining, business rule mining, enterprise content 
management, semantic technologies. 

BPM defines activities, the input-output information, also the organizational 
context, decision points, competencies and infrastructural preconditions, which are 
needed for the execution of the given activity. 

The harmonization of competencies, responsibilities and also the information 
flow and organization, is a necessary but not sufficient precondition of the process 
formulating. The optimization of the process-structure can be performed along the 
above mentioned conditions and if it is successful, then the specification of the 
most up-to-date and innovative info-communication technologies can be set up, 
through which the savings will be realized on the expenditure side and other non-
pecuniary objectives will be achieved  
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Efficient management of information and knowledge should move toward the 
efficient management of changes in the information and knowledge. However, 
existing approaches are inadequate for highly dynamic and volatile processes 
whose steps cannot be planned in advance and during which new, unanticipated 
“knowledge needs” frequently arise. The fast development in the field of 
economics, technology and informatics requires the ability of fast adaptation of 
individuals and organization, being either public administration institutions, 
corporations or even citizens themselves. 

There are several knowledge management challenges in a BPM initiative: 
 

• Knowledge discovery and codification is a key enabler of the initial phases – 
process documentation/modeling, analysis and (re-) design. In the 
implementation and operation phase dissemination of knowledge required by 
the new/redesigned process is a central issue too. New employees should be 
trained too, which is a key issue of sustainability. 

• Knowledge transfer: process models and documentation have a central role in 
this aspect, integrating the business with technology domain (process to 
automation), cross-functional collaboration requires also efficient transfer. 
Traditional models, especially in the first aspect, have several limitations. 

• Knowledge sharing: facilitates the cooperation and teamwork, especially in the 
design phase, and it provides a solid base for the operation and monitoring 
phases. 

• Knowledge utilization: in the operation phase, knowledge that underpins 
process execution should be explicitly available and internalized by the 
participants.  

• Knowledge renewal: as BPM is a cyclic approach, it must be able to integrate 
new knowledge and adapt the whole BPM system and the organizational 
process know-how accordingly. 

 
Due to the complexity and the dynamic nature of modern multinational 
organizations, a focused management of process knowledge is necessary, that is 
sophisticated, professional and facilitates knowledge engineering. Semantic 
technologies as facilitators of transforming process models to executable 
applications are recently discussed in the literature [6]. In this article we will 
extend this to the operational phase of the BPM life-cycle. Borrowed from the 
ITIL methodologies, a kind of Knowledge Configuration Management might be 
applied: management of process and job related knowledge elements, enabling 
customized training programs and the efficient maintenance of knowledge. This 
approach can be implemented using semantic technologies. 

2.2   The Business Process Modeling  

Although BPM has a very large literature, still there are different views, concepts 
and misconceptions in this area. Normally, BPM has four basic pillars: modeling 
activities, which will form a set of steps in the process, defining the task(s) to be 
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executed, responsibilities, reporting, the parallelism or strict order of execution, 
exception rules, resource allocation and connectivity. In association with the task 
(activity) / process description, all the competences can be / should be given on 
task level. By competences we will understand knowledge, skill and attitude that 
is necessary to sufficient execution. From the triad, only the knowledge element 
can be modeled sufficiently, the hands-on skills and psychological/sociological 
attitudes are difficult; the latter can not even be interpreted on task level. 

The second pillar is the information flow, input/output information is linked to 
the activity, hence the information processing and the transfer can also be rightly 
modeled. 

The third pillar is the organizational view. If the processes are mapped against 
the organization, the first level link is the role. The job roles are associated with 
process steps and activities. One or more job roles are assigned to a position, the 
positions fill up the organizational unit and the full organization. 

Finally, the fourth pillar is the output and outcome of the BPM. The most 
general utilization of BPM is regulation. The regulatory actions may lead to a 
more advanced use of BPM: the optimization of processes, first of all, the radical 
simplification of the process connectivity, the simplification of decision, reporting 
routes and cutting through the useless iterations. Since the information flow and 
information processing is modeled in a very detailed level, the information 
systems requirement specification is naturally given. There are two more 
outcomes of the BPM which are hardly investigated: how to use BPM for intra- 
and inter-organizational knowledge transfer and how to make use of matching the 
activity related and job role related competences. These two definitely lead to 
knowledge management – looking for semantic solutions. As an interesting 
outcome, the semantic technology based approaches also fertilized the information 
systems requirement specification. 

3   Knowledge Engineering and BPM 

3.1   Semantic Business Process Management 

BPR and BPM are traditionally tools that transform business requirements to 
system specifications. BPM as a continuous effort toward process excellence has 
the lead role in the integration of Business and IT architecture by systematically 
aligning organization structure, process and technology. This alignment is biased 
by the knowledge related issues. 

In a typical project, the conceptual model facilitates the exploration, 
documentation and validation of requirements. This modeling approach, due to its 
implicit semantics, has limitations in the automation of further processing (e.g. 
generation of applications). BPM has the potential to transform the traditional 
solution development lifecycle.  

The ultimate purpose of BPM is the description, automation, monitoring and 
improvement as a part of a cycle of continuous innovation.  
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A recent promising tendency in application development is business process 
design based software development. The main challenge in BPM is the continuous 
and seamless translation between the business requirements view and the IT 
systems and resources. Semantic Business Process Management (SBPM) is a new 
approach that can increase the level of automation in the translation between these 
two domains. According to the core paradigm of SPBM, the two levels can be 
represented using ontology languages and automated translation. [7]. As Kramler 
and Murzek assert [8], ontologies provide the semantics and they describe both the 
modeling language constructs and the model instances, facilitating also the 
automatic creation of workflow processes. 

Due to the organic development of business processes and IT solutions, there is 
a significant margin between them. If technically executable processes and 
workflows were derived from business process structures and a standardized 
repository of business and IT logic was used, the gap between the business and the 
IT would be closed by automatic generation of workflow systems – based on BPM 
defined ontologies. 

The extended use of BPEL (Business Process Execution Language) as 
modeling language, the BPMN (Business Process Modeling Notation) as 
modeling notion brought closer the business line and the IT staff. The enterprise 
architecture and, even more, the enterprise architect emphasize the importance of 
understanding both sides, the application of the seamless modeling methodology. 
The “missing link” is the ontology: this knowledge representation form helps the 
architect to map business processes against the information processing technology. 
The models, represented in the modeling tool, are exported and annotated into 
ontology and the ontology already gives ample munitions to behave as input to the 
workflow modeling. This is how the loop is closed. 

There are big expectations and of course the methods are not sensitive enough 
to cope with every kind of business processes, also standardization, 
interoperability, or ASP solutions may mean constraints.  

3.2   Knowledge Transfer in BPM 

Knowledge management and BPM do not necessarily meet. It is a matter of 
definition of knowledge management, however, it is widely accepted that 
knowledge management has a human resource management view, an artificial 
intelligence view and an organizational, systems development view. From 
organizational point of view, the most important issue is the proper management 
of the intellectual capital, saving the intellectual asset of an organization. As we 
emphasized in the previous section, the process modeling can not be complete 
without the exact definition of the activities related competencies – the knowledge 
management option is there. The articulation of the organizational knowledge, the 
representation of the related knowledge makes the knowledge transfer relatively 
easy. The maintenance of the articulated and represented knowledge is still a 
delicate issue; it can be managed only with very careful manual work. 
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3.3   Competence Matching 

Competences listed on the activity side and those being on the job role side can be 
and should be matched. Matching is a must, because the differences show how 
adequate the job role definitions are (right people on the right places doing the 
right thing…). The discrepancies are direct indications of in-house or other, 
formal, informal and non-formal training needs. The job role requirements can 
hardly be understood or interpreted without the process context and this context is 
provided by BPM. (From an HRM point of view, the difference is that 
recruitment/selection is done to fill an open position. As we saw earlier, the 
position might contain more than one job role. Therefore, the competence 
requirement rather characterizes the position and the person who will be in the 
position than the role. Therefore, it is very important to distinguish between role 
and position.) 

It is also important to emphasize that competence as a phenomenon is rather 
used in the sense of a meta concept. The instance of the competence is the piece of 
concrete knowledge – a procedure, a rule, etc. The abstraction enables the users to 
compare two structures, two ontologies – and it is already a matter of properly 
chosen algorithm [9].  

4   Proof of Evidence 

In this section, several examples will be outlined shortly as a proof of evidence. 
We provide an integrated concept, following a model-building approach by 
combining the results and experiences of our previous projects (see Figure 1.). 
Detailed documentation of evidences and results of these R&D projects are 
available. Using the outcomes of the individual projects, a new conceptual model 
has emerged. During the last decade, several applications were developed by our 
team – participating in several national and EU projects. The projects are different 
and they depend very much on the ideas and the underlying objectives of the 
funding agencies, but on the long term it was possible to follow a strategic 
direction aimed to build up the “big picture” piece by piece. This “lego” type 
research strategy resulted in the cases to be introduced shortly. The summary 
follows the history of the last decade. 

Having dealt with systems development earlier, our group started to deal with 
intelligent systems, applied artificial intelligence and expert systems from the mid 
80s. Later, knowledge management provided a good intellectual-theoretical 
umbrella to connect intelligent systems with business oriented approach. The 
expert system development resulted in the use of a rule based system as the 
everyday practice, and due to the success and convincing power of 
CommonKADS, the ontology became the primary knowledge representation tool. 
[10, 11] 
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Fig. 1 Conceptual model 

One of the application areas was an e-learning platform – STUDIO. The main 
idea was to represent the basic concept hierarchy of a given domain in ontology 
and structure around the learning content and to create an engine that first tests 
where the user’s knowledge gaps are and then accordingly customizes the learning 
material. The main benefits of this approach were twofold: it directly helps the 
learner to learn according to his/her learning style, pace, in an informal or non-
formal learning style. Indirectly, the system is domain specific; in the corporate 
environment the construction of the system is equal to knowledge articulation, 
knowledge elicitation and knowledge transfer. The approach, the platform, 
became widely used in training and education, the statistics based evaluation gives 
a very detailed and fine picture about the learners’ activity, their learning habits 
and the relevance of the learning material. Up to now, there were no corporate 
knowledge management applications. The truth is that the maintenance of the 
ontology is still a problem and can be done only manually and very carefully  
[12, 13]. 

Under the Structural and Cohesion Fund framework a large, nationwide 
project was launched in 2004-2007 in Hungary. [14] The objective of the project 
was to create the reference process model of the HEI with the contribution of 13 
universities (representing 42% of the total number of the students). The reference 
model serves two purposes: the first one is the starting point for the individual 
institutions to develop their own localized and customized solution, the second 
one is a common platform of understanding between the institutions and the 
ministry to control the feasibility and effect of the planned measures. The model 
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contains over 400 processes grouped into 14 main categories. It covers every 
aspect of university management from strategic planning to the detailed 
bookkeeping action, from student administration to facility management. Apart 
from the professional experiences, the best and a little bit surprising experience of 
the project was the involvement of over 200 academics into process modeling. 
They understood the logic of an administrative environment, which was quite 
different from their strict academic interests. The common platform provided a 
solid base to the further developments. Later, high level executive information 
systems, decision support systems were introduced using data warehouse 
technology and several levels and solutions of business intelligence. The concept 
of using the reference process model fits to the most advanced enterprise 
architecture principles (e.g. TOGAF 9) and in 5 cases served directly as 
information systems requirement specification. Debrecen University used it for 
SAP implementation. 

A part of the reference process model addresses the student mobility questions 
– mainly aroused from the transition to the Bologna system. Another project, also 
under the Structural and Cohesion Fund framework in the cooperation of 12 
universities, tried to find a solution. The problem the consortium tried to solve was 
how to homogenize the input competencies on master level if the students may 
come with any kind of bachelor degree. As a test laboratory, the business 
informatics master was chosen. Assumed the biggest mobility, the incoming 
students should have had very different knowledge levels, while the minimum 
requirement on the input side was known. The solution developed to handle the 
case was the discovery of individual knowledge gaps and giving an individually 
customized learning material to the learner. The iterative use of the system 
resulted in a sufficient and homogenous knowledge level. [15]  

Lessons learned from the project were twofold: first, the use of the competence 
based learning outcome is a very good basis for designing academic processes and 
second, in a conservative environment like academia, it still sounds frivolous and 
more refused than accepted. Vas, Kő, Kismihók [16, 17, 18] continued research on 
this line. The main focus had been given to the competence matching. First the 
SAKE project gave a unique opportunity to model output and outcome 
competencies in ontology and to embed it into an agile knowledge intensive 
groupware and decision support system. The most delicate part of the research 
project was the competence matching – on one hand the educational sector’s 
output (supply) and on the other hand the required competencies (demand) by the 
labor market. The test scenario we tried to follow was offering and looking for 
systems analysts. There were some interesting results. A well selected, designed 
and customized intelligent groupware system can manage very well if there is an 
output from the competence matching. In combination with other techniques the 
time horizon gaps can be bridged over: the gap is between the demand, which is in 
the present, and the output, which is in 3 or 5 years. The SAKE system could 
provide a good environment to integrate other forecasting methods with economic 
growth assumptions, forecast of investment climate, etc. Concerning the 
competence matching, the most difficult part was (and still is): how to translate the 
job seekers’ communications (ads) into job role competences. 
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The connection between the business process modeling and software 
development became an important and hot topic in the mid 90s. The integrated 
information systems already became accepted as minimum requirements in the 
business community, the 3A layer architecture, but most of all, the introduction of 
the SOA architecture opened a new horizon. Instead of showing to each other, the 
business side and IT jointly looked for the opportunity of the “wall-to-wall” 
design, starting the design procedure from high level, what the business line can 
understand (and they also understand business logic), almost to the automatic code 
generation. BPEL, BPMN became very popular. Ternai [19] conducted several 
experiments with ARIS, later with ADONIS to connect process model with ERP 
systems. The trial through Websphere was supported by IBM, but also Microsoft 
and SAP products were tested from the aspect of connectivity. The results of these 
tests proved the strength of the connectivity; it verified and validated the priority 
of the BPM modeling. 

The success of the first attempts of the wall-to-wall modeling lead us to make a 
step forward to the Semantic Business Process Modeling. Mapping the processes 
seems to be logical; the main challenge in BPM is the continuous translation 
between the business requirements view and the IT systems and resources. 
Semantic Business Process Management (SBPM) is to represent the two levels 
using ontology languages and to employ automated translation. [7] Business 
processes have to perform well within the dynamic organizational environments. 
Conceptual modeling captures the semantics of an application through the use of a 
formal notation, but the descriptions are intended to be used by humans and not 
machines. The semantics contained in these models are especially implicit and 
cannot be processed. With the semantic schema the creation and the use of the 
conceptual models can be improved, furthermore, the implicit semantics having 
been contained in the models can be – partly – articulated and used for further 
processing. Ternai and Török [19] developed, in the eBest project [21], a solution 
that starts from the high level process model and the workflow is automatically 
generated through an ontology interpretation. The real benefit of the solution is 
not the first application but the fact that it can be “cashed” after the first 
modification. It is important to notice that workflow management and business 
process management are very often mixed up, especially by IT people. In the 
mentioned approach, the end result is a work flow system, but since it is generated 
from a business process model, there is no contradiction at all. [22] 

The comparison of output and outcome competences having been earned in the 
education with the job role competences stayed longer in the focus of the research 
interests. In the OntoHR project [23], the problem was analyzed and tried to be 
solved from a Human Resource Management point of view. First, from the main 
three activities of a typical HR consulting firm: recruitment, selection and 
executive search; the third was taken out from the scope. After thorough analysis, 
pre-selection has been proved to be the proper scope. At this point, the comparison 
between competence based job role requirements and the individual competencies 
have become a crucial point. The job seekers’ competencies are defined by the 
knowledge gap discovery, the solution that has been introduced earlier, but is now 
marketed under the brand name of STUDIO. The comparison between the demand 
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and supply is paired with the investigation of the mental ability of the job seekers. 
It gives more clues to conclude with the pre-selection.  

5   Conclusions 

There are many interesting opportunities for further development; the most 
integrative direction is to connect job role modeling and pre-selection with the 
process modeling. As it was stated earlier, in process modeling the activities are 
associated with the description of flow of information and the organizational view: 
what activity is done by which role, position or organizational unit. It is assumed 
that the link between the activities (process steps) and the job role is the 
competence. In our understanding, the competence is a composition of knowledge, 
skills and attitude. In the semantic approach, the only thing we can handle 
operationally is the piece of knowledge which is necessary to complete the given 
process step. Hence, the competences (part of them) are connected to the job role 
competences. This way, the HR pre-selection, selection work is embedded into an 
organizational and, what is even more important, process context. We have to 
differentiate between job role competence and competences associated with the 
position, which gives an interesting organizational behavioral insight as well.  
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Abstract. Within the field of Human Resource Management (HRM), the role of 
individual knowledge has received limited research attention despite offering the 
promise of superior job performance and improved managerial decision-making. 
In part, this lack of research may be attributed to the difficulty and laboriousness 
inherent to the adequate and accurate modeling of job relevant knowledge, 
particularly since such knowledge by definition varies from job to job. Despite 
this caveat, there is much to be gained from a knowledge based approach to 
(managing) human resources. The current paper presents two ontology based 
concepts for modeling job relevant knowledge, namely Meta-Practitioner and 
Med-Assess. The former focuses on availing to a practitioner audience the 
evidence that has accumulated in the academic literature, whereas the latter 
focuses on the facilitation of personnel selection and training in the medical field 
through a detailed assessment of individual job knowledge and general mental 
ability. Ultimately both concepts are aimed at knowledge provision to job 
applicants and incumbents alike. Having discussed the concepts, the paper 
summarizes the gains that may be expected from their implementation by 
presenting an integrated framework. The framework focuses on integrating aspects 
of Knowledge Management (KM) in the context of Evidence Based Learning 
(EBL) for business organizations. The paper concludes by addressing the 
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challenges that lie ahead, highlighting some of the limitations of this approach and 
offering suggestions for further research. 

Keywords: Knowledge Management, Evidence Based Management, Evidence 
Based Learning, Meta-Analysis, Ontology, Personnel selection. 

1   Introduction  

1.1   Knowledge Management 

Today the inadequate use of documented knowledge has resulted in a know-do gap 
in enterprises, particularly for improving the quality of business processes and 
managing human resources. The reason for this inadequate use of knowledge is 
not only the result of a lack of knowledge resources, but also the lack of 
comprehensive frameworks in which accumulated data/information may be stored 
and updated so as to facilitate their continued (re)usability within organizations [1, 
2]. Therefore actionable information (knowledge) is not available at the right time 
and place for decision makers. Particularly undocumented knowledge (e.g. tacit 
knowledge or experiences [3] of domain experts) constitutes an implicit resource 
which is not easily modeled and extracted [1, 2]. Therefore many enterprises are 
continually missing opportunities to capitalize on intellectual capital (knowledge) 
for decision-making. In this era, the major question is how Knowledge 
Management (KM) could improve the proper provision and (re)usability of 
organizational knowledge (classified either as explicit, tacit or latent).  

KM encompasses those processes, technologies and resources used by 
enterprises to inspire, acquire, gather, manage, share and distribute knowledge and 
information [1]. Maier defines KM as “the management function responsible for 
the regular selection, implementation and evaluation of goal-oriented knowledge 
strategies that aim at improving an organization in order to improve 
organizational performance” [2]. Moreover, KM is aimed at integrating various 
knowledge intensive business processes, systems and disciplines (e.g. Human 
Resource Management (HRM), performance management, competence 
management, and innovation management), which yields knowledge for decision-
making. The objective of KM is to empower managers (decision makers) to 
develop customer-oriented approaches and to convert knowledge into added value 
and profits in the long-term to “turn information into actionable knowledge, foster 
innovation, enable learning from mistakes and best practices, and promote 
effective knowledge sharing” [4]. Knowledge in this context is information that 
has been processed, combined, presented and argued in a meaningful and useful 
way so as to form a concrete basis for decision-making [1, 2].  

Knowledge enables people to make decisions, take action and solve problems, 
to allow the implementation of strategies and achievement of objectives [5]. In the 
last two decades, companies are increasingly being transformed into intelligent 
enterprises, in which knowledge is being produced, absorbed and commercialized 
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[6]. Enterprises, which process higher quality and more current knowledge than 
their competitors, are able to develop customer-oriented approaches to convert 
knowledge into added value and profit [6].  

Four perspectives for KM research are envisaged in the extant literature. These 
result from combining the perspectives on knowledge (epistemology) and social 
reality (ontology) [1]. These four types are: (1) Cybernetic perspectives, (2) 
Scientific Management, (3) Soft Systems, and (4) Organizational Development 
[1]. These perspectives differ on: i) the basic definition of KM about process and 
purpose, ii) the basic requirements for KM such as data and views, iii) the 
definition of knowledge actors as a group or an individual, and iv) the definition 
of the knowledge that changes under the influence of learning [1]. In an integrated 
framework, KM encompasses a hybrid approach to using all four perspectives. In 
this context KM fosters the utilization of organizational knowledge and HRM. 
KM is associated with information and communication technology (ICT) usage 
(e.g. websites, software solutions, or social networks), where it is more than a tool 
or a database [1, 2]. Remarkable aspects of KM are knowledge discovery, -sharing 
and -transfer with great potential for innovation, time and cost savings, and other 
benefits in terms of new forms of Knowledge Management Systems (KMS) [1, 2]. 
Thus access to a variety of information sources is enabled, by paying attention to 
the personalization of data views and data confidentiality issues with respect to 
user privacy and organizational ethics. The variety of KM tools are distinguishable 
in three types: collaborative, content management, and business intelligence tools 
[7]. As stated by Moffett and McAdam “Collaborative tools include groupware 
technology, meeting support systems, knowledge directories, and 
intranets/extranets” [7]. And “content management tools include the Internet, 
agents and filters, electronic publishing systems, document management systems, 
and office automation systems” [7]. Finally, “business intelligence tools include 
data warehousing, Decision Support Systems (DSS), Knowledge Based Systems 
(KBS) and workflow systems” [7]. Having presented a general overview of the 
field of KM, the next section focuses on the role of knowledge in HRM. 

1.2   The Role of Knowledge in HRM 

Within the HRM domain, the importance and centrality of organizationally 
relevant knowledge is increasingly being recognized. The Evidence Based 
Management (EBM) movement for instance, is premised on the idea that 
managerial decision-making is improved when it is based on the best available 
(scientific) evidence. In part such evidence, or decision relevant knowledge, may 
be derived from systematic reviews of the extant academic literature, which 
contains a vast body of knowledge that is seldom consulted by managers. Indeed, 
of 1140 respondents (including but not limited to national, regional, and local 
governments, research funding organizations, international organizations, and 
scientific and professional associations) who participated in a survey [8] 
conducted under the auspices of the EU 7th framework program, a staggering 84% 
disagreed or disagreed strongly with the statement that there is NO access problem 
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to scientific publications in Europe. By facilitating the practitioner conduct of 
systematic reviews of the academic literature, and therewith access to the 
scientific knowledge that may form the basis of managerial decision-making, it is 
proposed here that the concomitant Evidence Based Learning (EBL) can result in 
a competitive advantage for organizations. 

A different HRM domain in which the role of (job specific) knowledge is also 
increasingly being recognized is the field of personnel selection. Most personnel 
psychologists nowadays seem to agree, that empirically at least, general mental 
ability (or intelligence) is the single best predictor of job performance, regardless 
of job type [8, 10, 11, 12]. That is, of all predictors of job performance available 
today, general mental ability appears to correlate most strongly with job 
performance. Strangely, however, we know very little about why general mental 
ability is related to job performance, although leading authors in this field 
consistently claim that people who score higher on general mental ability acquire 
more job knowledge more quickly and are therefore able to demonstrate superior 
job performance (see for example [13]). Job knowledge therewith appears to be a 
more proximal predictor of job performance than general mental ability. 

In sum, although job knowledge appears to play a central role in both EBL and 
personnel selection alike, researchers and practitioners in the field of HRM seem 
to have encountered great difficulties in capturing knowledge and using it to 
facilitate superior managerial decision-making. It would seem that KM could 
provide at least some of the answers that these parties are looking for by 
facilitating the acquisition and sharing of job knowledge and by setting out to 
transform tacit knowledge into explicit knowledge. Based on our research, we are 
not aware of many initiatives that have sought to exploit the potential synergies 
between HRM and KM. Indeed, Carter and Scarbrough in [14] concluded that 
“there is a pressing need for a second generation of KM...” [that puts] “people-
issues at the centre stage of discussion, theorizing and practice”.  

The aim of the current paper is to present two preliminary concepts in which 
we take a multidisciplinary approach to the mapping and assessment of, and 
learning from, organizationally relevant knowledge. These cases are built on the 
state of the art in the fields of KM, HRM and ICT. It is our contention that some 
of the challenges that were raised in the above may only be met through cross-
disciplinary collaboration. This paper will proceed by first presenting the Meta-
Practitioner concept, aiming at facilitating EBL. Next the Med-Assess concept is 
introduced. Med-Assess is aimed at assessing knowledge, abilities, and 
competences of both applicants and employees in the medical field. Subsequently, 
an integrated framework will be presented in which we will further elaborate on 
the unique gains, which may be realized through this multidisciplinary approach to 
knowledge, and we will discuss the challenges that lie ahead in the full 
implementation of these concepts. This paper will conclude with a summary, 
discussion of the limitations, and suggestions for future research. 

 
 



Integrating Knowledge Management in the Context of Evidence Based Learning 33
 

2   The Meta-Practitioner Concept 

The Meta-Practitioner endeavor aims to investigate whether EBL and EBM can be 
promoted through a dedicated ICT interface that allows HRM practitioners (i.e. 
HR managers) to generate meta-analytically derived summaries of the academic 
literature pertaining to an HRM-OB (Human Resource Management 
Organizational Behavior) related problem.  

Currently, few HR managers consult the academic literature, and when they do, 
they are likely to be overwhelmed by the sheer volume of the extant research 
body. Indeed, staggering numbers (i.e. more than 50%) of HR practitioners 
disagree with, or lack knowledge of, key findings in the research literature, such as 
the finding that intelligence predicts job performance better than 
conscientiousness [15, 16] . Since research findings of individual empirical 
investigations are oftentimes idiosyncratic to the specific context in which the 
study was conducted, and might indeed even contradict the findings of other 
investigations, a promising way in which practitioners may be able to benefit from 
research findings in academia is through systematic reviews of the literature. Of 
the different kinds of systematic reviews of the academic literature that could be 
conducted, namely quantitative, qualitative and theoretical [17], the concept of 
Meta-Practitioner focuses on facilitating the practitioner conduct of quantitative 
systematic reviews, also referred to as meta-analyses.  

 

Fig. 1 Workflow of Meta-Practitioner 

As depicted in Fig. 1, meta-analysis is a technique of summarizing and 
aggregating the findings of large numbers of previous investigations into the 
strength of the relationship between two or more variables (for instance the 
correlation between general mental ability and job performance). It is through 
meta-analysis that we can make sense of voluminous and often contradictory 
research findings. The manual conduct of meta-analysis is a labor intensive affair, 
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in which tens if not hundreds of both published and unpublished primary studies 
investigating a particular phenomenon must be painstakingly identified, located, 
and retrieved. Subsequently the correlation matrices and other study 
characteristics reported in these primary studies must be coded, after which 
statistical processing and reporting can commence. Within meta-analysis, the 
oftentimes contradictory findings from individual academic studies, are 
meticulously collected, coded, and essentially averaged to yield insight into the 
“true” relationships between the variables of interest to the meta-analyst. 
Furthermore, meta-analysis can grant insight into the extent to which such “true” 
relationships generalize from one context to the next. For instance, it was through 
the conduct of meta-analysis that general mental ability (or intelligence) was 
identified as one of the strongest predictors of job performance [10], regardless of 
the type of job, organization, or culture in which it is performed. For these reasons 
meta-analyses give us insight into the state of the art within a particular 
management domain, and it is this cutting edge knowledge that has the potential to 
provide practitioners with the evidence they need to support their decision-
making. 

Although we do not deny that practitioners may benefit from qualitative and 
theoretical systematic reviews, the decision to focus on quantitative systematic 
reviews is premised on the idea that such reviews are more amenable to the 
automated processing that is envisaged in the current concept than qualitative or 
theoretical reviews. Up until now, the conduct of meta-analysis has mainly been 
limited to academics who have been trained in the underlying statistical 
techniques, and who publish their meta-analyses in academic journals that mainly 
target an academic audience. Unfortunately, this means that the managerial 
implications and interventions that could be drawn from these published meta-
analytic investigations are oftentimes inaccessible to the non-academic target 
practitioner audience. One of the reasons for this is that practitioners do not 
typically subscribe to the oftentimes costly academic journals and as such do not 
have access to the meta-analyses that have been published therein. A second 
reason is that it takes considerable training to be able to understand the specific 
jargon in which meta-analytic investigations are reported. This being the case, it is 
not surprising that managers oftentimes see themselves forced to rely on their 
intuition as opposed to actively learning from the evidence that has accumulated in 
the extant academic literature. A final issue with published meta-analyses is that 
they become outdated as of the time they are published. Although meta-analyses 
typically report estimates of the number of primary studies needed to overthrow 
the conclusions that are drawn, it would obviously be much more desirable to 
include new studies in the meta-analytic estimates as they become available. This 
is especially the case when one considers the fact that journal editors may be 
reluctant to publish a new meta-analysis on a topic on which a meta-analysis has 
already been published. In sum, managers have little or no access to a vast body of 
knowledge that could be expected to facilitate learning and result in improved 
decision-making. This state of affairs may be redressed by utilizing cutting edge 
information communication technologies to bridge the divide between oftentimes 
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highly technical academic articles and real-life managerial problems that derive 
from a highly contextualized organizational environment. The aim of the Meta-
Practitioner concept is to i) facilitate the practitioner conduct of meta-analytic 
investigations and ii) to compile and present meta-analytic findings in a 
practitioner-friendly and accessible interface that will promote the conduct of 
EBM and EBL. The first aim will be accomplished by means of dedicated web-
crawlers that will scour the internet for potentially relevant primary studies. 
Sources that will be specifically targeted are university thesis databases and peer-
reviewed (open access) journals. Based on an automated analysis of bibliographic 
details, variables investigated, study context, sample characteristics, and 
correlation matrices (or other measures of effect sizes between variables), studies 
will be coded, classified, and stored in a database, ready for meta-analytic 
processing. The interface will present the identified studies into a particular 
relationship or relationships to the practitioner meta-analyst, who may then 
proceed to identify those studies most relevant to his or her management problem 
by fine-tuning several query parameters, such as publication status, context, and 
measures included. Since this process is a technical affair, in which individual 
studies need to be evaluated (particularly concerning their relevance, quality, and 
various statistical parameters), the interface will be pre-configured with defaults 
on key parameters. The meta-analytic processing itself is fully automated. Since 
the current endeavor is limited in scope, we envisage this project as a proof of 
principle and limit ourselves to an investigation of those primary studies that have 
been published in the HRM-OB discipline. 

In order to ensure that the outcomes of Meta-Practitioner will be relevant to and 
usable by HR practitioners and students alike, the first step in the realization of 
this concept will be a needs analysis. The aim of this analysis is to i) identify 
particular examples of managerial decisions that could benefit from the 
academically accrued evidence and ii) to examine how such evidence is best 
presented to a practitioner audience. Subsequently the development of a literature 
search algorithm that will be equipped to locate, identify, screen, and download 
empirical journal articles, theses, and open access reports, that have focused on 
investigating a particular HRM-OB related phenomenon, will follow. The so 
identified articles will be stored in a database for further processing. A detailed 
search will also be performed for the coding schedules that have been assembled 
and used in previously published meta-analyses in the extant HRM-OB literature. 
On the basis of these coding schedules a master coding list will be assembled that 
will form the input of the keyword and data extraction algorithm that will code the 
downloaded primary studies on those characteristics needed for meta-analytic 
processing. In addition to keyword detection methods, for increasing the 
effectiveness of search queries to potential users, a second method – the so called 
Association Measures [18, 19, 20] – will also be applied, as this will add semantic 
information about words and their interrelationships. The resultant database will 
form the input of a third algorithm that will meta-analytically process and 
automatically statistically summarize the information obtained from the primary 
studies. Relationships revealed through meta-analytic processing are then 
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represented in an ontology based system, with which users will interact via a web-
based user interface that is capable of navigating through the ontology concepts 
and that is able to present the related meta-analytic output, background 
information, and (bibliographic details of) the primary studies involved. 

Web-services will be provided to both practitioners and academics/students, 
who (on the basis of a query of concepts) may retrieve evidence relevant to their 
specific managerial problem or research question, in the form of customized 
learning content. The interface will be equipped to facilitate queries of the 
academic research base with regard to specific variables and their 
interrelationships. The interface will allow users to indicate whether they are 
“novice” or “expert”. The “novice” interface will be equipped with defaults on 
key technical parameters, whereas the “expert” interface will allow user to specify 
these parameters. Depending on whether the user is novice or expert, the meta-
analytic output will either be presented in non-technical or technical language. In 
order to assess the impact of Meta-Practitioner on the learning of practitioners and 
students alike, two pilot studies will be organized. Since one of the key objectives 
of the current investigation is to bridge the science-practitioner divide by 
facilitating practitioner learning, one pilot study will assess practitioner 
experiences. Here the focus will be on whether practitioners i) found and applied 
to their decision-making the evidence pertaining to their management dilemma, ii) 
found the evidence useful in resolving the issue at hand, iii) have 
recommended/would recommend the system to others, and iv) felt they learned 
something valuable through their interactions with the system. A second student 
pilot study will investigate whether students i) mastered relevant content as 
required by the particular HRM-OB course in which they are participating, ii) 
have acquired technical know-how with regards to conducting meta-analysis, and 
iii) would consider using or actually use the system in writing their master theses. 
With these aims and objectives the accessibility of and learning from the academic 
literature among both practitioner and student audiences should be increased. In 
doing so, Meta-Practitioner will promote and further disseminate the conduct of 
EBM and EBL.  

In sum, the new and innovative aspects of Meta-Practitioner are that i) it 
facilitates the conduct of meta-analysis by practitioners and academics alike and 
ii) that it aims to bridge the science-practitioner divide by giving practitioners the 
opportunity to inform their managerial decisions with evidence that may be 
obtained through an interface that summarizes research findings in a user friendly 
and accessible format.  

3   The Med-Assess Concept 

Having introduced the concept of Meta-Practitioner, this section focuses on a 
second concept called Med-Assess. The abbreviation is a short term for Adaptive 
Medical Profession Assessor. Med-Assess focuses on the measurement of the job 
knowledge and general mental ability of job applicants and employees in the 
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medical field. The focus here is on the selection of employees on the basis of an 
assessment of their work related knowledge (e.g. treatment of patients suffering 
neurological diseases), and the provision of recommendations for additional 
training courses, qualification measures, or required learning material. Current 
employee selection practices concentrate on broad educational qualifications and 
personality tests. These, however, are either too unrefined or unsuited for 
employee development and the adequate provision of feedback to the candidate. 
Therefore this approach utilizes job knowledge as a predictor of future job 
performance. Job knowledge, as opposed to personality, has the major advantage 
of being malleable, thus allowing for a person centered approach to personnel 
selection. With the help of novel semantic technology, applicants’ real previous 
experiences (both professional and educational) are evaluated against specific job 
requirements (general mental ability and job knowledge based technical 
competencies) for a particular position. 

Moreover, the Med-Assess concept supports Vocational Education and 
Training (VET) on the job and furthers competencies in a certain context  
(i.e. human health services and medical profession). The concept is founded on an 
ontology based knowledge representation method as well as KM, which bridges 
HRM and the labor market in the human health services and medical profession. 
In the personnel selection and job matching process, the system is set up to 
measure the knowledge required to fulfill particular tasks (i.e. skills, competency, 
and actionable information). Based on the Organization for Economic Co-
operation and Development (OECD): “a competency is more than just knowledge 
and skills. It involves the ability to meet complex demands, by drawing on and 
mobilizing psychosocial resources (including skills and attitudes) in a particular 
context” [21]. However, for the purposes of Med-Assess competency is essentially 
defined as the behavioral outcome of job knowledge. Med-Assess provides an 
adaptive solution for clinics that may be expected to facilitate and improve on-the-
job training. The adaptive characteristic of Med-Assess is to assess the knowledge 
of an employee and to offer relevant training materials or courses. The target 
group consists of medical professionals such as nurses or other care givers  
(e.g. ward nurses, medical imaging nurses, and physiotherapists). Furthermore, 
Med-Assess also supports hospital management in selecting new employees. The 
solution is adaptable to different medical qualification areas. This way each clinic 
will be able to create individual Med-Assess measuring knowledge bases  
(i.e. neuroscience, internal medicine, sports medicine, etc.).With regard to an 
international context, the concept of Med-Assess allows for the determination of 
whether a foreign job applicant holds the prerequisite knowledge and 
qualifications for the target job, or whether he or she will need additional training 
to fulfill prerequisite job related tasks. The proposed Med-Assess system allows 
employers to assess their job candidates and give them concrete feedback as to 
where their qualifications are still lacking or need special improvement. In this 
way the system is set up to propose specific VET courses and/or programs that 
may assist candidates in improving their qualifications and therewith to increase  
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their chances of finding employment. At the same time, the system may also be 
deployed for purposes of training needs analysis of existing medical staff by 
identifying missing knowledge and offering individualized learning pathways.  

The foundation of Med-Assess is to model job descriptions based on a 
combination of requirements postulated by recruitment agencies, the experiences 
of medical partners, internet resources and other national e.g. [22]/ European [23] 
and international guidelines [24]. This way the assessment of knowledge and 
competencies of a migrant job applicant would be more formalized and 
comparable to the local applicants for a medical institution. With hindsight to the 
recommendation of qualification measures, a knowledge base containing measures 
such as local job training centers, vocational or medical schools, training on the 
job, or commercial courses will be established. Additionally bachelor or master 
nursing studies at a university or a distance learning university could be 
recommended to professionals on the basis of their individually tailored job 
knowledge profile. The Med-Assess outcome is a kind of certificate, which 
reveals and documents the knowledge, ability and competence of the candidate 
(examinee) in a specific medical field.  

As already mentioned above, the basis for Med-Assess are models of job 
descriptions and requirements for these occupations as well as possible 
qualification measures stored in the knowledge base. In this context Med-Assess 
applies the already existing solution of OntoHR [25, 26] developed as part of a 
favorably evaluated (8.5/10) EU project under the same title. OntoHR supports the 
creation of ontology based job knowledge models, which allows HRM managers 
to generate highly personalized jobs, job descriptions and associated training 
material for job applicants or existing employees. These jobs are described in 
terms of a certain set of technical competencies, each of which consists of a large 
number of knowledge elements. Since general mental ability is likely to facilitate 
the rapid acquisition of job knowledge, the job modeling and evaluation module of 
Med-Assess acknowledges this issue by lowering/raising the threshold needed to 
receive a passing score for a particular knowledge domain. The combination of 
these two automatically adds up to an employee knowledge and training profile 
with the relevant learning materials. For the knowledge base and ontology 
development, job descriptions and evaluation criteria/requirements for the specific 
jobs have to be identified and collected. The ontologies for the job descriptions 
have to be modeled after which test questions may be generated. During the 
development of OntoHR the target group consisted of IT professionals. This area 
and the associated requirements are of course entirely different to the medical 
field. Therefore it is not possible to simply offer the same tests to IT and medical 
employees. As a consequence the main focus is on the job models, which have to 
be assembled and adapted for this specific area. A valid knowledge assessment is 
only possible by representing highly specific and contextualized job content in the 
system.  
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Fig. 2 Concept image of Med-Assess 

Fig. 2 shows the concept image of the Med-Assess system. On the left side, the 
examinees, which may be new job applicants or job incumbents, will take part in 
the knowledge assessment for certain job related areas. The assessment of job 
knowledge is supported by the help of the internal logic of Med-Assess, the 
medical profession knowledge assessment module. The modeling of target jobs 
takes place with the help of ontologies. For these models health domain experts 
have to provide content and job criteria to a knowledge engineer. These job 
specific criteria and this content will be tailored for medical professions. Besides 
the support in creating criteria and requirements, health domain experts are 
responsible for the profile supervision and decision-making process (i.e. by 
deciding which knowledge domains are (ir)relevant and (un)essential for which 
jobs and by deciding on pass/fail scores to apply to each of the knowledge 
domains). Med-Assess will not perform as a static system; instead it will provide 
measures to adapt the content, criteria, and requirements flexibly. The medical 
profession knowledge measuring module is closely connected to the profile of the 
examinee, in this way the system is enabled to personalize recommendations for 
individual learning. Based on the test results, recommendation logic provides 
different learning opportunities such as courses, additional readings or on the job 
measures. The health domain experts have a possibility and an access to modify or 
update learning recommendations. The same applies for the certifications, which 
are given to the examinees, based on their test results.  

The realization of Med-Assess will be an ICT system. The examinee will 
experience a web based frontend, where he or she will not only complete the 
assessment test, but also receive the evaluation, learning recommendations and  
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related certificates. In sum, the Med-Assess concept is customizable to other job 
areas, and indeed such a capability has arisen from designing an adaptive and 
robust ICT solution.  

4   Applicability of Merging Meta-Practitioner and Med-Assess  

As explained earlier, Meta-Practitioner is aimed at facilitating practitioner access 
to academically accrued evidence through the automated conduct of meta-
analysis. Med-Assess is a personnel selection and training platform that takes an 
individualized approach to the assessment and development of job specific 
knowledge. Therefore both concepts can be used within the process of job 
knowledge provision and delivery for improving individual job performance 
especially vis-à-vis decision-making. In addition, both concepts are bridging 
education, job knowledge and job performance as three pillars of success in 
business organization. While Med-Assess is concerned with general mental ability 
and knowledge assessment, Meta-Practitioner is mainly designed to provide 
academically driven evidences or know-how for supporting effective decision-
making.  

Med-Assess is basically designed and proposed for the medical profession 
market and Meta-Practitioner for HRM. Despite the divergence of application 
areas, both concepts are adaptable and customizable to be used either in tandem or 
in other domains of application. For instance, once domain experts provide 
decision making evidences in the frame of Med-Assess; the question is how far a 
candidate is aware of the relevant literature? And vice versa, once Meta-
Practitioner provides academic evidences, how far are these evidences used to 
make better decision in personnel selection? Such applicability is rooted in the 
general approach used in both concepts’ architectures, which encompass adaptive 
ICT based methodologies and techniques. Therefore an integrated framework is 
required to utilize both proposed concepts for efficient job knowledge provision 
towards improving job performance, which is discussed in section 5. 

5   Integrated Framework - Applying Knowledge Management 
and Evidence Based Learning in Business Applications in the 
Context of Meta-Practitioner and Med-Assess 

Meta-Practitioner and Med-Assess use techniques from both KM and EBL and 
combine them into a single application domain. During the introduction of the 
paper the definition of KM of Maier [2] was presented. This definition focuses on 
the improvement of “organizational performance”. The widespread 
implementation of Meta-Practitioner may be expected to improve organizational 
performance by availing practitioners with managerially relevant evidence that is 
based on sound academic research. It goes without saying that decision-making 
that is based on the best evidence available will be superior to decision-making 
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that is based on hunches or intuition. The main idea of Med-Assess is to measure 
the concrete knowledge of hospital employees or job applicants. Applying Med-
Assess in hospitals and furthering the knowledge as well as technical 
competencies of employees and applicants alike, may also be expected to improve 
organizational performance and organizational development overall. The potential 
courses and training measures further the knowledge of the employees, allow for 
the flexible deployment of staff to different job related tasks, and therewith 
increases their job performance. Meta-Practitioner on the other hand applies 
Evidence Based Learning and Management through meta-analysis and therewith 
supports practitioner decision-making. Decision-making, a field in the context of 
Knowledge Management, bridges the gap between KM and EBL.  

 

Fig. 3 Knowledge Management in the context of Evidence Based Learning 

Knowledge Management and Knowledge Based Methods, in these cases 
ontologies, are applied to the creation of the Meta-Practitioner and Med-Assess 
systems. A knowledge engineer builds up the system in close contact with the 
knowledge domain experts (in these cases the HRM practitioners and health 
domain experts). The knowledge engineer models the requirements based on the 
input from the experts and external resources. He or she is also responsible for the 
adaptiveness and flexibility of the solutions. The systems have to be flexible 
enough so that their content can be modified later on, and allow experts to define 
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variations of settings. As already mentioned before, Meta-Practitioner is even 
planned in two modes, one for “experts” and one for “novices”.  

Having presented the two systems the figure above conceptualizes the 
integrated framework. Fig. 3 shows the context of KM in EBL as well as the 
integration of the aforementioned concepts of Meta-Practitioner and Med-Assess 
into a business organization. The depicted process flow (see Fig. 3) consists of the 
evidence management module, the evidence converter and the business 
organization. On the right hand side of the figure, the business organization is 
sketched, with the key indicators of knowledge and skill assessment, 
organizational learning and performance. All three aspects are closely interlinked 
and supported by the concepts of Med-Assess and Meta-Practitioner.  

Both of the aforementioned concepts (Med-Assess and Meta Practitioner) are 
application scenarios to further the aspects of organizational and individual 
learning within a business organization. Med-Assess supports assessing the 
knowledge and skills of individuals within the organization and offers relevant 
personalized learning content, training courses or other additional knowledge 
sources based on the assessment results. Meta-Practitioner will be used to support 
decision-making by supplying additional knowledge from a scientific knowledge 
base to the organization and thus promoting the organizational performance. On 
the left side of the figure, the knowledge base is situated inside the EBM module. 
The sources of the knowledge base are explicit and implicit knowledge 
accumulated from the business organization as well as from external sources such 
as web pages, books, scientific papers or documented practical experiences such 
as lessons learned, success stories or good practices. Remarkably the knowledge 
sources are distinctive for each of the concepts (e.g. Meta-Practitioner deals only 
with scientific papers, whereas Med-Assess deals also with documented 
experiences).  

With the help of the EBM cycle, the knowledge, which may have been implicit 
previously, is transformed into an explicit form. After the externalization of 
knowledge the converter module translates and matches knowledge elements into 
valid contexts and business scenarios. Through this converter, based on the 
extracted and contextualized knowledge, an active decision support is possible. 

6   Conclusion and Outlook 

Within this paper, two concepts were presented in which knowledge plays a 
central role. While the Meta-Practitioner concept is aimed at improving 
practitioner access to and use of academically accrued knowledge, the Med-
Assess concept is aimed at facilitating personnel selection in the medical field 
and/or conducting training needs analyses. The current paper presents two 
concepts that tackle the challenges associated with building value from 
knowledge. The concrete outcome of the implementation of Meta-Practitioner 
would be improved access to state of the art scientific knowledge, and therewith 
improved decision-making on the part of practitioners employed in the field of 
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HRM. Concrete outcomes of the implementation of Med-Assess would be the 
accurate assessment of individual job knowledge, the facilitation of selecting 
context decision-making, the provision of remedial and customized training, and 
(therewith) the development of a knowledgeable workforce. Notably it should be 
feasible to integrate both systems into a single unified system. Such an approach 
(i.e. Equipping the Med-Assess concept with a Meta-Practitioner module) would 
facilitate job incumbents in filling knowledge gaps that are detected by the Med-
Assess knowledge assessment. 

The fact that organizations and academics alike have seldom addressed job 
knowledge of applicants and incumbents raises a number of important questions 
and concerns. First and foremost is the question of whether organizations intend to 
be helped in the first place. Certainly, in leveraging science into practice one 
needs to be concrete. It is our contention that the intimate collaboration between 
academics and practitioners that would be crucial for the implementation of either 
concept is likely to kindle and evoke enthusiasm for these concepts in practice. 
One foreseeable challenge is the delineation of the business case for developing 
and implementing the laborious system which requires considerable resources. In 
defining this business case it will be essential to demonstrate the practical utility 
of the concepts that are outlined above. Assuming that the correlation between job 
knowledge, knowledge acquisition and subsequent job performance can be 
ascertained, it should be possible to compute the increase in Euro payoff of the 
selected/trained group by applying a utility model e.g. Cronbach and Gleser [27].  

Further challenges arise when we approach Evidence Based Management and 
Learning from a theoretical perspective. Since these research efforts need a 
multidisciplinary approach, an important aspect of this endeavor is the 
establishment of a common vocabulary. Further research should be conducted on 
grasping tacit knowledge and converting that into explicit evidence for decision-
making. This also implies that the evidence base should be maintained and 
updated regularly. This work also encompasses some technical challenges, 
including suitable user interfaces (in case of Meta-Practitioner the interface should 
integrate web-mining, data-mining, text-mining, ontology engineering, and data 
query services). Besides integration, usability is also an issue, as the interfaces 
should be designed to be comprehensive enough for non-technical users. 

In order to overcome these challenges we suggest following a four step 
protocol, when deploying similar systems. Step 1 is a needs analysis and problem 
description. Step 2 is evidence extraction from knowledge databases, based on 
step 1. The 3rd step is to apply those evidences to the particular business case / 
decision-making situation, and finally the 4th step is to evaluate and feed back into 
any of the following steps.   

The importance and centrality of job knowledge in today’s knowledge based 
economy is undeniable. It is only through a sustained and multidisciplinary effort 
that we can start picking the fruits of the approaches that are outlined in this paper. 
Although we believe both concepts to be viable, certain research challenges 
remain. For instance, the Meta-Practitioner concept is currently mainly concerned 
with explicit knowledge that has in some way shape or form been documented. 
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Med-Assess absorbs knowledge (know-how) of domain experts as well. One 
challenge that awaits here is facilitating the automated processing and mapping 
into the ontologies of such knowledge. It should also be recognized that job 
incumbents are likely to have significant know-how, and incorporating this latent 
knowledge into either system will be another significant challenge.  
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Abstract. The amount of data in the world is expanding rapidly. Every day, huge 
amounts of data are created by scientific experiments, companies, and end users’ 
activities. These large data sets have been labeled as “Big Data”, and their storage, 
processing and analysis presents a plethora of new challenges to computer science 
researchers and IT professionals. In addition to efficient data management, 
additional complexity arises from dealing with semi-structured or unstructured 
data, and from time critical processing requirements. In order to understand these 
massive amounts of data, advanced visualization and data exploration techniques 
are required.  

Innovative approaches to these challenges have been developed during recent 
years, and continue to be a hot topic for research and industry in the future. An 
investigation of current approaches reveals that usually only one or two aspects 
are addressed, either in the data management, processing, analysis or visualization. 
This paper presents the vision of an integrated platform for big data analysis that 
combines all these aspects. Main benefits of this approach are an enhanced 
scalability of the whole platform, a better parameterization of algorithms, a more 
efficient usage of system resources, and an improved usability during the end-to-
end data analysis process. 

Keywords: Scalable Decision Support, Complex Event Processing, Big Data, 
Cloud Computing. 
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1   Introduction  

The amount of data produced and processed is expanding at an extreme pace. Two 
sources of data can be distinguished: human-generated data and machine-
generated data, and both present huge challenges for data processing. The big data 
phenomenon cannot be defined by data volume alone. Additional layers of 
complexity arise from the speed of data production and the need for short-time or 
real-time data storage and processing, from heterogeneous data sources, from 
semi-structured or unstructured data items, and from dealing with incomplete or 
noisy data due to external factors. All these aspects render the analysis and 
interpretation of data a highly non-trivial task. It becomes even more challenging 
when data analysis and decision making needs to be carried out in real time. The 
information processing capacity of humans is highly limited. One highly cited 
study showed that only about seven pieces of information can be held in short-
term memory [20]. Therefore a suitable technological support is strongly needed 
in order to present the information in a more accessible form. 

Taking these points into consideration, the following definitions have been 
proposed to capture the notion of big data: “big data is when the size of the data 
itself becomes part of the problem” (Loukides in [22]) or “data that becomes large 
enough that it cannot be processed using conventional methods” (Dumbill in [22]). 
Other authors define big data by the three dimensions of volume, velocity and 
variety [26]. 

1.1   Big Data Examples 

There are numerous domain examples, including web applications, recommender 
systems for online advertising, financial decision making, medical diagnostics, or 
the operation of social networks or large IT infrastructures. For instance, Google 
was processing 20 petabytes (1015 bytes) per day in 2008. In 2011, and was able to 
sort one petabyte of 100-byte-strings in 33 minutes on an 8000 machine cluster. 
Amazon.com reported peak sales of 158 sold items per second on November 29, 
2010, and Walmart retail markets handle more than 1 million of transactions per 
hour. Nowadays, the amount of data from automated sensors, RFID tags or mobile 
devices surpasses the human-generated data by far. According to Teradata, a 
single six-hour flight of a Boeing 737 airplane produces 240 terabyte of sensor 
data. It was estimated by IBM that currently 2.5 x 1018 bytes of raw data are 
created every day by humans or machines [17].  

1.2   Business Impact 

In 2011 for the first time, Gartner Market Research added the term “’Big Data’ 
and Extreme Information Processing and Management” to their annually 
published hype cycle for emerging technologies. The business value of advanced  
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analytics of huge amounts of data has been widely recognized as a key driver for 
future business growth. The analyst firm Wikibon published a report that estimates 
an annual growth of the Big Data market of over 50 % for the next five years, 
resulting in a market volume of 53 billion US-$ in 2017. Key drivers are the 
competitive advantage and the increased operational efficiency gained by 
advanced analytic capabilities. 

This paper presents the first ideas and goals of an initiative that was originated 
as a collaboration of researchers from European universities and companies, 
aiming to develop a generic, sophisticated, and customizable platform able to 
extract information from extra-large data sources and streams from the Cloud 
environment or physically situated resources. Using pattern recognition, statistical 
and visual analytic techniques, the goal of the integrated platform is to present the 
information in a helpful form, enhancing decision-making across many domains. 

The initiative aims to combine advanced techniques to enable: (a) applications 
across a wide range of domains; (b) integration of large-scale data from disparate 
resources and streams; (c) scalability and elasticity on cloud infrastructures; (d) 
statistical identification and discovery of complex events that would be 
imperceptible for standard analyses; (e) effective and meaningful decision support, 
and (f) continuous quality control of results. 

In section 2, existing technologies for big data are reviewed. Section 3 discusses 
some specific use cases and derives requirements for an integrated platform. 
Section 4 outlines the proposed architecture and key aspects of such a platform. In 
section 5, related work on end-to-end data analysis platforms is discussed. 

2   Existing Technologies in Data Analysis and Machine 
Learning 

Decision support systems are nowadays ubiquitous in industrial and research 
applications, and a large variety of commercial and open source tools and libraries 
exist. Furthermore, there is a rich theoretical background from various disciplines 
such as statistics and operations research that lays a solid foundation for decision 
making systems. The use of statistical and data mining methods has been limited 
to specific data from specific sources, depending on the application domain. 

Notable open source tools include the R project [25] for statistical analysis, the 
WEKA project [15] for data mining, the KNIME platform [6] for data analytics, 
and the Apache Mahout [4] project for machine learning on top of the map reduce 
framework Hadoop. The R statistical language and the Predictive Model Markup 
Language (PMML) offer the opportunity to combine a wide range of statistical 
methodologies and models that are able to cooperate for processing massive data 
from diverse sources and producing output for feeding the decision support 
systems. 
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2.1   R Project and PMML  

R is an open source statistical language, in fact a comprehensive suite of tools 
providing to the users a vast variety of statistical and graphical techniques for data 
analysis, and most importantly, the facilities to expand the language by 
programming new routines, functions and to add new packages. Furthermore, R 
can be linked with other languages (C, C++) and can be used for advanced 
massive data analysis.  

The Predictive Model Markup Language (PMML) is an XML-based language 
developed by the Data Mining Group (http://www.dmg.org/) providing ways to 
represent models related to predictive analytics and data mining. PMML enables 
the sharing of models between different applications which are otherwise 
incompatible. The primary advantage of PMML is that the knowledge discovered 
can be separated from the tool that was used to discover this knowledge, so it 
provides independence of the knowledge extraction from application, 
implementation platform and operating system. 

2.2   WEKA 

The Weka workbench [15] is a collection of state-of-the-art machine learning 
algorithms and data pre-processing tools. It is very flexible for users who can 
easily apply a large variety of machine learning methods on large datasets. It can 
support the whole process of data mining, starting from the preparation of data to 
the statistical evaluation of the models. The workbench includes a wide variety of 
methods such as regression, classification, clustering, association rule mining, and 
attribute selection. Furthermore, it supports streamed data processing. The system 
is open-source software, written in Java and freely available. 

2.3   KNIME  

According to [6], the Konstanz Information Miner (KNIME) is a modular 
environment, developed as an open source project (http://www.knime.org) which 
enables easy visual assembly and interactive execution of data pipelines. It is 
designed as a teaching, research and collaboration platform and provides 
integration of new algorithms and tools as well as data manipulation or 
visualization methods in the form of new modules or nodes. Its great advantage is 
the powerful user interface, offering easy integration of new modules and allowing 
interactive exploration of analysis results or models. Combined with the other 
powerful libraries such as the WEKA data mining toolkit and the R statistical 
language, it provides a platform for complex and massive data analysis tasks. 
KNIME is continuously maintained and improved through the efforts of a group 
of scientists and is offered freely for non-profit and academic use. 
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2.4   Apache Mahout 

Mahout is an open source software project hosted by the Apache foundation [4]. It 
provides a machine learning library on top of Hadoop, with the goal to provide 
machine learning algorithms that are scalable for large amounts of data. The 
development has been initiated with the paper [8]. Up to now, several dozens of  
algorithms have been implemented for data clustering, data classification, pattern 
mining, dimension reduction and some others. All algorithms are written in Java 
and make use of the Hadoop platform. 

3   Requirements 

This chapter states some requirements on the envisioned integrated platform for 
big data analysis. Based on the analysis of several use cases from different 
domains, the following areas have been identified as crucial building blocks. 

 
• Functional requirements 
• Data integration: For addressing problems from real-world application 

domains, the platform must be capable to access multiple different data 
sources and to deal with inconsistent or noisy data.  

• Statistical analysis: The analysis of data can be simple (like counting) or 
complex (like the calculation of a Bayesian network for prediction). The 
platform must support different types of data analysis, including the 
calculation of statistical key figures like quantiles or correlation coefficients. 

• Interactive exploration: The platform has to support intuitive visualization for 
visual analytics and easy interaction with the data. 

• Decision support: In addition to the analysis of data, the platform should also 
provide mechanisms for domain-specific data interpretations that are valuable 
for decision making. Manual analysis, semi-automated decision support or 
fully automated systems should be provided depending on the application area. 

• Non-functional requirements 
• Scalability: The platform and its various constituents have to be able to handle 

huge amounts of data. All components must be designed in such a way that 
they can be deployed in a distributed computing environment. 

• Near real time: Fast processing is the main requirement of some use cases. The 
core platform must be able to support near real time processing in combination 
with selected components. 

• Resource efficiency: While keeping the objectives of throughput and speed, 
the system resources should be utilized in an efficient way. This has to be 
achieved by a system management component which is part of the platform. 
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These requirements can also be categorized with respect to research area: 
 

• Database Technologies: Distributed databases, parallelism, NoSQL approaches. 
• Information Systems: Design of an integrated platform with scalability of all 

components and efficient usage of IT resources, making use of current system 
architectures (multi-core) and increased availability of main memory. 

• Algorithmics: Design of efficient algorithms for external memory, algorithms 
fitting into the MapReduce paradigm or other parallelization patterns. 
Streaming algorithms for efficient processing of amounts of data that are so 
huge that scanning it more than once or a few times only is infeasible, or for 
processing data that naturally arrives as an event stream. 
 

The main challenge exists in the combination and simultaneous realization of 
these requirements. 

4   Solution Approach  

The proposed platform for data analysis aims to address the requirements given in 
section 3. The following figure 1 describes its main components. 

 

Fig. 1 Building blocks 

The data management component is responsible for providing access to 
heterogeneous data sources, data integration and pre-processing. It contains a 
storage component and interfaces for efficient data retrieval and aggregation. 
Depending on the requirements, either a batch-oriented analytical processing or a 
near real-time event stream processing can be performed on the data. In both 
components, efficient algorithms will provide parallel processing for statistical 
analysis and complex evaluations. The results can be visualized for human 
consumption or used as input for a decision support component that provides semi 
or fully automated solutions in decision problems. While all components have to 
be scalable in order to cope with large amounts of data, a dedicated management 
component for elastic clouds will control the infrastructure resources provided  
to each component for an efficient and balanced operation of the whole system.  
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In addition, this component takes service level objectives into account for ensuring 
the requested end user experience. 

For Big Data manipulation and processing we have concluded that we must use 
NoSQL databases, which add affordable horizontal scalability (scale-out) of 
storage spreading over nodes, over clusters and eventually over data-centers to 
vertical scalability (scale-up) and enable large data-throughputs - especially write-
to-storage. With this decision, we are consciously sacrificing the RDBMS 
capabilities of orthogonalized data schemes consisting of tables and complex 
relationships (like joins) and a powerful query language (SQL). 

At the same time it is to be stressed that the fundamental differences between 
today’s leading NoSQL solutions are much greater that the differences between 
different "strains" or products of RDMSs. The NoSQL landscape is filled with 
disparate and - sometimes - diverging solutions of optimization for Big Data 
handling that can be complementary only if a unified platform with a common 
systems’ API is implemented. NoSQL databases scale in very different ways, 
having greatly differing data models and specific mechanisms for data querying. 
The latter are - on the main part - much more primitive than SQL although 
attempts are being made recently to bring more structure to querying in certain 
NoSQL databases - for example by developing SQL-like interfaces, such as Pig, 
Hive and unQL top of the MapReduce mechanism. Furthermore, there are also 
significant differences in the type of scaling NoSQL products support. Some of 
them enable good scaling of the data-set size, some grow well in the volume of 
concurrent transactions, some excel only in the brute speed of data storage read 
or write, while others have a hybrid set of the before mentioned scalability 
capabilities but with significant compromises stemming from this. 

The danger of using the wrong NoSQL tool for a specific large data-set 
processing problem is thus much more pronounced than choosing the "wrong" 
RDBMS for classic relational processing. Also the implementation, systems 
integration and programming of some of the NoSQL databases is much more 
challenging that the incorporation of relational database technologies in 
applications and middleware due to the young age and documentation scarcity of 
some of the NoSQL products. Another fact is that not all NoSQL databases are 
good at (horizontal) distribution over nodes and not all NoSQL databases support 
effective replication (especially master-to-master) between server clusters. 
Usually, good scalability paired with excellent node-distribution means the 
underlying data model is primitive, and vice-verse. A good case in point are graph 
databases which are very single-node scalable and transaction-throughput efficient 
but are not optimized for efficient horizontal distribution of processing. 

How can we, then, propose our Platform, if the NoSQL landscape is so 
divergent and - partially - exclusive? For the purpose of establishing our 
Integrated Platform for Big Data Analysis we propose the realization of a practical 
solution for Big Data storage and management that is standardized and formalized 
as much as possible, while at the same time supports different aspects of strengths 
of separate NoSQL store-type solutions. On the other hand our combined NoSQL 
system should be manageable and controllable, so we must limit the number of 
databases used. Our solution is to use a hybrid middleware NoSQL system for Big 
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Data storage, composed of 3 different databases, each optimized for a specific data 
model/performance and scalability case. Large data-sets will be thus stored in 
several different NoSQL (non-relational) databases in the back-end of the 
Platform infrastructure, depending on the type, amount and stream bandwidth of 
the input data, so that the most optimal database managing system will be used for 
the appropriate type. It is expected that the different use-case scenarios will 
provide data and data-streams of events that will demand specialized database 
processing. Complex querying of sufficiently small sub-sets of data will still be 
possible with a RDMS. 

According to Brewer's Theorem - also known as the CAP Theorem, 
distributed computer systems cannot guarantee all of the following: 

 

• Consistency, with all network nodes seeing the same data at the same time; 
• Availability, with a guarantee that every request to the system resources 

receives a response about whether it was successful or failed; 
• Partition Tolerance, with the system continuing to operate despite arbitrary 

loss of messages between nodes. 
 

Since the CAP theorem states that it is impossible to have both ACID (Atomic, 
Consistent, Isolated, Durable) database consistency and high data availability, we 
shall use the above described hybrid NoSQL infrastructure that will enable 
consistency (ACID) for certain usages and high availability for others - depending 
on the use case. Dissimilar data sources in use cases for the Platform will be, 
therefore, handled by the hybrid storage back-end of the elastic cloud of the 
Platform infrastructure, consisting of an SQL database for smaller data-sets and 
three specialized types of distributed, multi-nodal NoSQL databases for large data 
storage, each of them optimized for a certain use scenario (only one database 
product per store-type): 

 
• Document Store, like, for example Apache CouchDB (BigCouch) or 

MongoDB; 
• Wide Column Store, such as, for example HBase or Cassandra; 
• Key Value Store, like, for example MEMBASE, Riak or Redis; 

 
There is a fourth type of NoSQL store - the Graph Database, for example 
InfoGrid, Neo4J or Infinite Graph, which implements flexible graph data models. 
For our Platform we have decided to minimize complexity and have determined 
that we can cover all major large-data processing  with the combination of some or 
all of the above mentioned store-types, without introducing the added 
management and programming overhead of Graph Databases.  

The infrastructure will have an open services interface based upon a RESTful 
open data protocol handler positioned between the back-end distributed resources 
(applications and data) and the service consumers (clients of the use case 
scenarios) in the elastic cloud. Quality of service is undoubtedly an important 
factor in today’s distributed IT systems with loosely coupled client applications 
connecting in large numbers to services interfaces of back-end distributed 
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applications in server grids. The Platform infrastructure will address this through 
its specialized framework. The above mentioned NoSQL database systems do not 
require high-specification servers [29]. In this regard, the systems will not displace 
current working machines with new resources, but the development of the elastic 
infrastructure will be accomplished by adding new machines to the current 
working cluster. 

5   Conclusion and Outlook  

This paper presents the vision of an integrated platform for big data analysis. The 
vision encompasses the applicability to wide range of domains, the integration of 
heterogeneous data resources and streams, the efficient usage of computing 
resources, statistical analysis and machine learning, and an effective and 
meaningful decision support. 

The paper provides a thorough overview of relevant technologies and related 
work on big data platforms. The key requirements and a high level solution are 
described. Main benefits of the intended platform are an enhanced scalability of 
the whole system, a better parameterization of algorithms, a more efficient usage 
of system resources, and a better usability during the end-to-end data analysis 
process. 
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Abstract. The dynamic deployment of Information and Communication 
Technologies in the judicial field, together with the dematerialization of proceedings 
pushed by e-justice plans, is encouraging the introduction of novel litigation support 
systems. In this paper we present two innovative systems, JUMAS and eJRM, which 
take up the challenge of exploiting semantics and machine learning techniques for 
managing in-court and out-of-court proceedings respectively. JUMAS stems from 
the homonymous EU research project ended in 2011. It provides not only a 
streamlined content creation and management support for acquiring and sharing the 
knowledge embedded into judicial folders, but also a semantic enrichment of 
multimedia data towards a better usability of judicial folders. eJRM arises from the 
related ongoing research project funded in the framework PON “Ricerca e 
Competitività 2007-2013”. It exploits semantic representation and machine learning 
reasoning mechanisms towards a support system for online mediation to encourage 
the resolution of out-of-court disputes and consequently to increase access to justice. 

Keywords: machine learning, semantics, e-justice, integrated systems. 

1   Introduction  

The judicial sector represents one of the largest information bound professional 
communities, where cooperation among parties, easy access to information and 
time/costs savings represent critical issues. The use of Information and 
Communication Technologies (ICT) is considered one of the key elements, to 
support both citizens and legal professionals, for overcoming some of the 
deficiencies of the “justice system”. Most of the current ICT development efforts 
have been focused on the deployment of case management systems and ICT 
equipments offered at different organizational levels (courts and districts). 
Although these developments have been pursued at different levels in various EU 
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countries, the trend toward a full e-justice is clearly still in progress. Judicial 
cooperation as well as accessibility and usability of judicial folders are still 
affected by a traditional support toolset. However, the growing amount of digital 
judicial information calls for the development of novel knowledge management 
mechanisms and their integration into justice management systems. Different 
commercial solutions have been proposed on the market for addressing data, 
knowledge and e-discovery issues related to the judicial field (see [1] as survey). 
Most of the available products provide tools to identify, collect, process, review 
and produce information related to cases. The functionalities related to those tools 
are mainly concerned with the automation of manual processes such as archiving 
trial details, acquiring scanned paper records and OCR, retrieval and consultation 
of digital material (as for instance minutes and normative), management of courts 
(event scheduling, court personnel assignment) and drafting dispositions. The 
keyword that could describe these toolsets is automation, where the role of 
semantics and the potential support of machine learning are completely 
disregarded. This opens up new opportunities, both for in-court and out-of-court 
issues, to develop advanced ICT systems to speed up judicial proceeding, improve 
efficiency and effectiveness of law disputes and promote confidence in the justice 
system. In this paper we present two initiatives aimed at introducing semantics 
and machine learning in ICT judicial systems: JUMAS and eJRM. JUMAS, 
mainly related to in-court proceedings, faces the issue of a better usability of 
multimedia judicial folders by addressing three main issues: automatic 
transcription, text/audio/video annotation and semantic search. eJRM, focused on 
visualizing the relationship between “Citizen” and “Justice System” for out-of-
court proceedings, deals with semantic representation and reasoning mechanisms 
for improving the awareness of citizens to personally evaluate the outcome of a 
potential litigation, to be guided to a non-conflict settlement and to be assisted in 
selecting the eventual legal support.  

The paper is structured as follows. In section 2 the JUMAS integrated system 
is presented by focusing on its relevance for in-court trials and by detailing the 
main components. In section 3 the eJRM system is outlined by pointing out the 
dimension of out-of-court law disputes and by describing its relevant 
functionalities. In section 4 advantages and opportunities related to the proposed 
system are briefly outlined. 

2   The JUMAS System: Support to In-Court Litigations 

The progressive deployment of ICT technologies in the courtroom (audio and 
video recording, document scanning, courtroom management systems), jointly 
with the requirement for paperless judicial folders pushed by e-justice plans [2], 
are quickly transforming the traditional judicial folder into an integrated 
multimedia folder, where documents, audio recordings and video recordings  
can be accessed usually via a web-based platform. This trend is leading to a  
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continuous increase in the number and the volume of case-related digital judicial 
libraries, where the full content of each single hearing is available for online 
consultation. A typical trial folder contains: (1) audio hearing recordings; (2) 
video hearing recordings; (3) transcriptions of hearings; (4) hearing reports; (5) 
attached documents (scanned text documents, photos, evidences, etc..). The 
usability of electronic judicial folders is still affected by traditional support 
toolsets: information search is limited to text search, transcription of audio 
recordings (mandatory for text search) is still a “slow” and fully manual process 
and information extraction is still a manual activity. Moreover, information 
embedded in audio and video recordings, describing not only what was said in the 
courtroom, but also the way and the specific trial context in which it was said, still 
needs to be exploited. Although “information is there”, information extraction and 
semantically empowered judicial information retrieval still waits for proper 
exploitation tools.  

The JUMAS project (JUdicial MAnagement by digital libraries Semantics), 
funded by the EU-7FP and ended in 2011, was aimed at defining multimedia 
judicial folders and powerful toolsets able to fully address the knowledge 
embedded in trial recordings. In order to explain the relevance of the JUMAS 
objectives we report some volume data related to the judicial domain context. 
Consider for instance the Italian context, where there are 167 courts, grouped in 
29 districts, with about 1400 courtrooms. In a law court of medium size (10 court 
rooms), during a single legal year about 150 hearings per court held with an 
average duration of 4 hours. Considering that approximately in 40% of them only 
audio is recorded, in 20% both audio and video while the remaining 40% has no 
recording, the multimedia recording volume we are talking about is 2400 hours of 
audio and 1200 hours of audio/video per year. According to this data we can 
figure out a hypothesis of storage space of about 8.7 MB/min for audio and 39 
MB/min for audio/video. During the definition of the space dimension required on 
a single site, the estimation need also take into account that a trial includes some 
additional data: (1) textual source as for example minutes in .doc and .pdf format; 
(2) images; (3) other digital material. Under these hypotheses, the overall size 
hypothesis (related to criminal trials) for the Italian in-court system in one year is 
about 800 terabyte. 

JUMAS, in order to manage such quantity of complex data, was aimed to: (1) 
optimize the workflow of information through search, consultation and archiving 
procedures; (2) introduce a higher degree of knowledge through the aggregation of 
different heterogeneous sources; (3) speed up and improve decision processes 
discovering and exploiting knowledge embedded into multimedia documents in 
order to consequently reduce unnecessary costs. These goals have been achieved 
by developing functionalities to collect, enrich and share multimedia judicial 
documents annotated with embedded semantics and automatically generated 
speech transcriptions.  
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Fig. 1 JUMAS Components 

The JUMAS system, as reported in figure 1, is based on a collection of key 
building blocks: a central database of media objects, a user interface on a web 
portal, a set of media analysis components, a set of information retrieval and 
knowledge management components and finally a semantic annotations exchange 
library. According to this architecture, when a judicial trial is recorded in a 
courtroom, it is submitted to the Media Analysis Components for extracting 
relevant semantic tags for the subsequent retrieval activities. The main semantic 
tags automatically extracted are related to: (1) speech transcriptions, (2) video 
annotation as human behaviors, (3) audio annotations as emotional states and (4) 
text annotations as deceptive states and trial relevant details. After this analysis, 
the media stream together with the extracted semantic tags are indexed into the 
Jumas Media Object Database through the Semantic Annotation Exchange 
Library. The Exchange Library supports also the Retrieval and Knowledge 
Management Components for advanced searching functionalities. Once the 
judicial trials have been processed and stored, the end user can search for and 
within trials in an enriched space by using traditional text-based retrieval 
functionalities as well ontologically augmented query services.  

2.1   Media Analysis Components 

Speech Transcription. A first fundamental information source, for a digital 
library related to the courtroom debate context, is represented by the audio 
recordings of actors involved into hearings/proceedings. The automatic 
transcription is provided by an Automatic Speech Recognition (ASR) system [3] 
trained on real judicial data coming from courtrooms. Currently two languages, 
Italian and Polish, have been considered for inducing the models able infer the 
transcription given the utterance. Since it is impossible to derive a deterministic 
formula able to create a link between the acoustic signal of an utterance and the  
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related sequence of associated words, the ASR system exploits a statistical-
probabilistic formulation based on Hidden Markov Models [4]. In particular, a 
combination of two probabilistic models is used: an acoustic model, which is able 
to represent phonetics, pronounce variability and time dynamics (co-utterance), 
and a language model able to represent the knowledge about word sequences. The 
audio acquisition chain in the courtroom has been designed specifically to 
improve the Word Error Rate (WER) using lossless compression such as FLAC 
and cross-channels analysis. This allows a good trade-off between the conflicting 
needs of a manageable dimension of the audio file and good quality recording. 

Emotional State Annotation. Emotional states represent a bit of knowledge 
embedded into courtroom media streams. This kind of information represents 
hidden knowledge that may be used to enrich the contents available in multimedia 
digital libraries. The possibility for the end users to consult the transcriptions, also 
by considering the associated semantics, represents an important achievement that 
allows them to retrieve an enriched sentence instead of a flat one. This 
achievement radically changes the consultation process: sentences can assume 
different meanings according to the affective state of the speaker. In order to 
address the problem of identifying emotional states embedded into courtroom 
events, an emotion recognition component based on Multi-layer Support Vector 
Machines (SVMs) [5] is comprised into the JUMAS system.  

Human Behavior Annotation. A further fundamental information source, for a 
semantic digital library into to the trial management context, is concerned with the 
video stream. Recognizing relevant events that characterize judicial debates have 
great impact as well as emotional state identification. Relevant events happening 
during debates “trigger” meaningful gestures, which emphasize and anchor the 
words of witnesses, highlighting that a relevant concept has been explained. The 
human behavior recognition modules enclosed in the JUMAS system capture 
relevant events that occur during a trial in order to create semantic annotations that 
can be retrieved by the end users. The annotations are mainly concerned with the 
events related to the witness: change of posture, change of witness, hand and body 
gestures, fighting. The modules are based on motion analysis and are able to 
combine localization and tracking of significant features with supervised 
classification approaches [6,7]. The set of annotations produced by the human 
behavior recognition modules provide useful information for the information 
retrieval process and for the creation of a meaningful summary of the debates.  

Deception Detection. The discrimination between truthful and deceptive assertion 
is one of the most important activity performed by judges, lawyers and 
prosecutors. In order to support their reasoning activities, aimed at 
corroborating/contradicting declarations (lawyers and prosecutors) and judging the 
accused (judges), a deception recognition module has been developed as a 
knowledge extraction component. The deception detection module, which stands 
at the end of the data processing chain combining the output of the ASR, Video 
Analysis, and Emotion Recognition modules, is based on Naïve Bayes and 
Support Vector Machines classifiers [8]. The distinction between true and 
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deceptive statements requires a labeled corpus with truth value associated with 
each statement. The underlying models are concerned with lies, contradictory 
statements, quotations and expressions of vagueness.  The deception indications 
are provided by highlighting relevant statements (derived from verbal expression 
of witnesses, lawyers and prosecutors) in the text transcription. The identified 
statements may support the reasoning activities of the judicial actors involved in a 
trial by triggering relevant portion of the debate representing cues of vagueness 
and contradiction. 

Information Extraction. The current amount of unstructured textual data 
available into the judicial domain, especially related to transcriptions of debates, 
highlights the necessity to automatically extract structured data from the 
unstructured ones for an efficient consultation processes. In order to address the 
problem of structuring data coming from the automatic speech transcription 
system, we defined an environment that combines regular expression, probabilistic 
models and relational information. A probabilistic framework based on 
Conditional Random Fields (CRFs) [9] for labeling a set of trial transcriptions, has 
been developed for JUMAS. CRFs, which are discriminative graphical models, 
have been trained by using both transcriptions as training examples and domain 
knowledge as additional information. The structured information are exploited in 
two different ways: (1) to provide additional information to the Retrieval 
component for an efficient storage and search of trials; (2) to provide a structured 
sketch of a trial contents for consequently speeding up the consultation process. 

Multimedia Summarization. Digital videos represent a fundamental informative 
source of those events that occur during a trial: they can be stored, organized and 
retrieved in short time and with low cost. However, considering the dimension that 
a video source can assume during a trial recording, several requirements have 
been pointed out by judicial actors: fast navigation of the stream, efficient access 
to data inside and effective representation of relevant contents. One of the possible 
solutions to these requirements is represented by multimedia summarization aimed 
at deriving a synthetic representation of audio/video contents, characterized by a 
limited loss of meaningful information. In order to address this problem, a 
summarization environment based on an unsupervised learning approach has been 
developed to provide both offline [10] and online summaries [11]. Concerning the 
offline approach, a storyboard of a trial is derived, with no user involvement, by 
exploiting automatic transcriptions, emotional states and human behaviors. As far 
is concerned with the online summarization, user query and legal domain ontology 
are exploited for creating a user-centered storyboard. Both approaches are 
enclosed and extended a clustering algorithm known as Induced Bisecting K-
means [12]. 

2.2   Retrieval and Knowledge Management Components 

Ontological Query Expansion. Textual-based retrieval functionalities are not 
sufficient for finding and consulting transcriptions (and other documents) related 
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to a given trial. A first contribution of the ontology component developed in the 
JUMAS system is concerned with its query expansion functionality. Query 
expansion aims at extending the original query specified by the end users with 
additional related terms (with a given confidence). The main objective is to 
narrow the focus (AND query) or to increase recall (OR query). A further 
functionality offered to the end user is related to the possibility of knowledge 
acquisition. The ontology component offers to the judicial users the possibility of 
acquiring specific domain knowledge, i.e. the opportunity of specifying semantic 
relationships among concepts embedded in trial transcriptions. 

Information Retrieval. Currently the retrieval process of audio/video materials 
acquired during a trial needs the manual consultation of the entire multimedia 
tracks. The identification of a particular position on multimedia stream, with the 
aim at looking/listening at/to specific declarations, participations and testimonies, 
is possible either by remembering the time stamp in which the events were 
occurred or by watching the whole recording. The conjunction of automatic 
transcriptions, semantic annotations and ontology representations allow us to build 
a flexible retrieval environment based not only on simple textual queries, but on 
wide and complex concepts. In order to define an integrated platform for cross-
modal access, a retrieval model able to perform semantic multimedia indexing and 
retrieval has been developed [13]. In particular, a linear combination of the 
following information has been developed: (1) similarity of representative frames 
of shots, (2) face detector output for topics involving people, (3) high level feature 
considered relevant by text based similarity, (4) motion information extracted 
from videos, and finally (5) text similarity based on ASR lattices. To this purpose 
three main retrieval functionalities have been provided to the end user: (a) Basic 
Search: specification of list of keywords; (b) Advanced Search: specification of 
linguistic query weights associated with single terms, specification of linguistic 
quantifiers (most, all, at least n) to aggregate the terms and query translation based 
on bilingual dictionaries; (c) Semantic Search: specification of wide and complex 
concepts based on multimedia content or ontological information. 

User-Generated Annotations. Judicial users usually tag manually some papers 
for highlighting (and then remembering) significant portion of a debate. An 
important functionality offered by the JUMAS system relates to the possibility of 
digitally annotating relevant arguments discussed during a debate. In this context, 
the user-generated annotations may help judicial users for future retrieval and 
reasoning processes. The user-generated annotation module gives three main 
contribution: (1) it enables judges, prosecutors, lawyers and court clerks to work 
collaboratively on a trial, e.g. a prosecutor who is taking over a trial can build on 
the notes of his/her predecessor, (2) it allows end-users to assign free tags to 
multimedia contents in order to organize the trials according to their personal 
preferences, (3) it recommends tags for annotating a given trial. The 
recommendation of tags has been developed as a meta-recommender that 
integrates collaborative filtering and occurrence-based recommendations. 
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3   eJRM: electronic Justice Relationship Management 

Several studies conducted by the European Commission about out-of-court law 
disputes have stressed the relevance of ICT to facilitate the resolution of litigations 
arising both in domestic and cross-border environments. The important 
contribution that integrated ICT systems could provide in this context can be 
grasped by pointing out the dimension of litigations addressed through Alternative 
Dispute Resolution (ADR), i.e. proceedings with no formal court hearing or 
litigation.  According to the 2011 report1 disclosed by the European Parliament 
(Economic and Scientific Policy Department) the increasing trend in the use of 
ADR counts about 410.000 cases in 2006, 473.000 in 2007 and more than 500.000 
in 2008. More recent and impressive statistics are related to the Italian context2, 
with a particular focus on mediation (one of the available schema for ADR). Since 
the legislation about mandatory mediation was in force (April-September 2001), 
about 39.000 cases started. According to the forecast provided by the Italian 
Ministry of Justice, based on historical data and seasonal trend and taking into 
account a progressive adoption of mediation by citizens, about 280.000 cases are 
planned to be addressed through ADR in 2012.  

This numbers have envisaged ICT to be the key action in this area, encouraging 
therefore shifting from Alternative Dispute Resolution to Online Dispute 
Resolution (ODR). ODR, born from the synergy between ADR and ICT, is a type 
of dispute resolution involving technology and Internet to facilitate and speed up 
the resolution of out-of-court disputes. Several initiatives have been investigated 
for supporting ODR. While commercials products offer Internet-based support 
toolsets as video conferencing, chat room and templates-based case definition, 
research initiatives are mainly focused on developing advanced intelligent 
technologies for helping the resolution of the disputes.  A first attempt to apply 
computational intelligence approaches to ODR is represented by a template-based 
system known as DEUS [14] that, by requiring the specification of goals and 
beliefs of litigants, calculates the agreement level in family law property 
negotiation. In case a settlement is not achieved, the collected information help a 
mediator to understand what issues are in dispute. More sophisticated systems are 
represented by Split-Up [15] and Family-Winner [16]. Split-Up is a hybrid 
framework that combines rule-based systems and neural networks to assist 
disputes about properties distribution, which is able to provide a “best alternative 
to a negotiation agreement” to litigants. Family-Winner, which is a game theory 
based approach for Australian family negotiations, asks to disputants to provide a 
list of items involved in the litigation and to assign a corresponding “relevance” 
value to each item. Given this information the system, by reformulating influence 
diagrams, uses game theory and heuristics to determine a suitable trade-off 
between claims. A more recent approach is represented by the BEST-project [17], 
whose main goal is to investigate semantic web technologies as support to law 
cases retrieval. Ontology-based search, together with ranking functionalities, 
provides to the parties the opportunity to evaluate claims and liabilities. 
                                                           
1 http://www.europarl.europa.eu/activities/ 
 committees/studies.do?language=EN  
2 https://www.giustizia.it/   
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All these systems highlight several limitations: (1) claims are collected by a 
fixed-structure template to be filled in by parties, with no possibility for litigants 
to provide claims and argumentations by using natural language; (2) the litigations 
are managed as negotiation, with no direct involvement of a mediator; (3) the 
outcome of a litigation, when provided to parties, is mainly determined by 
domain-dependent heuristics; (4) the mechanisms for determining the outcome of 
a litigation does not take into account potential dependencies among claims and 
requirements. The call for overcoming these limitations can be therefore easily 
explained. eJRM, acronym of electronic Justice Relationship Management, 
represents an Italian ongoing initiative aimed at dealing with semantic 
representation and machine learning reasoning mechanisms for improving the 
awareness of citizens to personally evaluate the outcome of a potential litigation, 
to be guided to a non-conflict settlement and to be assisted in selecting the 
eventual legal support. The main goal of eJRM consists in the development of a 
platform for managing the relationships between citizen and justice system in 
order to radically improve two main processes: 

 
 

Online Trial: Online management of activities related to the mediation process 
(eFolder management, virtual room meetings, online template filling, etc...)  

 

Self-Litigation: Capability of a citizen to autonomously classify (Case Discovery), 
formalize (Case Definition) and solve (Case Resolution) a dispute with a third 
party, with no involvement of legal actors (judges, clerks and lawyers).  

 

These goals are achieved by developing a system infrastructure as depicted in  
Fig. 2. The bottom part of the architectural overview represents the basic ICT and 
Information Management infrastructure underlying the eJRM platform. 
 

 

Fig. 2 eJRM functional architecture 
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The current solutions are mainly related to electronic filing (OCR, picture 
scanning, etc…), document archiving (DBMS), security services (authentication 
protocols), video/voice management (audio video acquisition) and case 
management tools (case archiving and retrieval). The upper part describes the 
Justice Relationship Management platform, providing both collaboration tools and 
knowledge management functionalities. The basic applications are mainly related 
to the set of collaboration tools enabling the dematerialization of the Trial Folder 
(eFolder), the management of online face-to-face meetings (Virtual Room), the 
assisted fill in of templates (Online Template) and the support for the online 
mediation process (eMediation). More advanced functionalities are provided as 
knowledge management tools, which allow a litigant to determine the type of 
judicial dispute related to his/her claims (Case Discovery), to collect and analyze 
relevant argumentation able to describe the case (Case Definition) and finally to  
provide possible outcome of the dispute together with potential legal support for 
finalizing the litigation process (Case Resolution).  eJRM is based on a steering 
process for addressing a potential dispute through a nested step-by-step procedure 
based on automatic reasoning mechanisms. Given a set a formal representation 
defined by experienced mediators, the functional workflow of the system can be 
summarized as follows: 

 

[Case Discovery]. When a citizen wants to start a mediation process, he/she is 
firstly guided to identify the nature of the dispute he/she is involved in (family 
rights, condominium, heritage, etc...).  

If eJRM is not able to deal with the given case (no similar cases are available), 
the system provides to the user a short list of “resolution professional” selected by 
matching the user needs with the skills and experience of the resolution 
professionals.  

 

[Case Definition]. If eJRM is able to deal with the given case, the system collects 
pertinent claims and requirements needed for instantiating the concepts 
representation underlying the case. These information are collected either through 
a guided ontology-based interview or by free text descriptions.   

If the collected information highlight an “outlier case” with respect to the 
repository of analogous disputes, the system provides to the user a short list of 
“resolution professional” as in step 1.1. 

 

[Case Resolution]. If the case is well formulated, eJRM starts the settlement 
simulation by exploiting machine learning and automatic reasoning mechanisms.  

In order to implement the above mentioned steps, eJRM encloses several 
intelligent technologies described in the following subsection. 

3.1   Intelligent Technologies as Support to Online Dispute 
Resolution 

The eJRM system provides two main building blocks based on semantics and 
machine learning as support to ODR. 
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Knowledge Management: Retrieval and Extraction 

Knowledge retrieval: Indexing and retrieval of legal documents help both 
mediators and intelligent mediation support tools. Mediators might need to consult 
similar cases and norms for proposing suitable agreement to disputants, while 
intelligent representation and reasoning mechanisms behind “Case resolution” 
require judicial cases to train instance-based models and semantic-based reasoning 
mechanisms for subsequently providing possible outcomes of a dispute. In this 
context eJRM extends keyword-based retrieval functionalities for dealing with 
semantic and uncertain data related to judicial cases.  

Knowledge extraction: A fundamental requirement for instantiating a mediation 
process is to have a set of key information about the dispute, to be used both by a 
mediator and by automatic reasoning mechanism. Although traditional ODR 
systems are based on fixed archetypes (templates) to collect relevant information 
about a dispute, novel litigation systems should support the need of litigants to 
express claims and motivations by natural language. Extracting the core of a 
dispute as structured information from a non-structured text is a key challenge for 
speeding up both the intervention of judicial operators and for supporting 
“automatic mediation” mechanisms. Concerning this issue Natural Language 
Processing techniques, and in particular Conditional Random Fields [9], are 
investigated for defining a suitable solution able to deal with the legal mediation 
domain, that is huge, ambiguous and strongly heterogeneous. In order to structure 
past cases, distinctive claims of previous disputes and key sentences of 
corresponding verdicts are extracted as knowledge to be exploited by 
representation and reasoning mechanisms.  

Dispute Modeling: mediation representation and semantic-based reasoning 

Mediation representation: A semantic representation of a dispute is a first step for 
allowing mediators to guide the negotiation process as well for supporting 
reasoning mechanisms to simulate the potential outcome of a dispute. eJRM 
defines a core ontological representation related to mediation documents (e.g. 
norms, settlement documents, contracts) and relevant terms (e.g. mediation, 
parties, family law), for then modeling specific concepts related to a dispute and 
the relationships among them (e.g. mediation topic, mediation parties involved in 
the litigation).  
Semantic-based Reasoning: The awareness of a citizen about the potential 
outcomes of a litigation represents a challenging prospective goal. eJRM provides 
a set of semantic-based reasoning mechanisms to help a disputant to understand, 
on the basis of past similar disputes, the possible scenarios related to his/her 
concerning. In particular, by exploiting ontological instances of former similar 
litigations and the applied dispute case, the system derives a set of characteristics 
suitable to train machine learning models (Neural Network, Support Vector 
Machines and Dynamic Bayesian Networks) and to infer the dispute outcomes.  

It’s easy to guess that eJRM builds upon components and methodological 
competencies accrued during JUMAS. From a technological point of view 
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Information Management System and eFolders are adapted to handle mediation 
data. Concerning computational intelligence issues related to Case Discovery, 
Definition and Resolution, eJRM encloses and extends mechanisms developed in 
JUMAS (CRFs, semantic retrieval and ontological representation) to enable 
automatic mediation processes. 

4   Discussion 

The wider ranging implications of e-justice over the judicial system as a whole are 
mainly related to three factors:  access to law and information at EU and national 
level, electronic communication between a judicial authority and the citizen and 
secure communication between judicial authorities in domestic and cross-border 
context. The specific contributions given by the proposed systems can be pointed 
out individually. Concerning JUMAS, the following impacts have been 
highlighted:   

Time savings: it highlights a potential reduction of time spent for the transcription 
close to 70% and consultation around 90%. 

Costs savings: the services needed for providing hearing transcription, per legal 
year along the national territory, can be reduced of 50%. For the Italian context 
this implies an approximate cost reduction from 20K€ to 10K€. 

Overcoming of geographical limits: no geographical limits are settled for 
consulting judicial folders. Judicial actors involved in a trial can consult and 
enrich the multimedia judicial folder according to their roles and rights. 

Enhancing consultation: it enhances the quality of the judicial decisions by 
providing semantic annotations of trial events. The JUMAS portal has been 
perceived as a straightforward tool for supporting common daily activity such as 
retrieval of transcriptions, consultation of multimedia streaming and annotation of 
relevant contents. 

Enhancing traceability of trials: JUMAS, thanks to a cross-retrieval functionality, 
can improve the awareness of linked trials enabling then connections and 
similarities between different cases. 

The expected impacts of eJRM are:   

Time savings: while litigation may take place months after the event, mediation 
through eJRM can takes place immediately after the dispute arises. Moreover, 
virtual meetings among parties could be arranged at close intervals, which are 
typically shorter than the in-court litigations.   

Costs savings: the ODR services provided by eJRM limit the traveling expenses, 
increasing therefore the access to justice for many disputants. 

Overcoming of geographical limits: no geographical limits are settled for 
approaching a dispute through eJRM. Parties can either negotiate autonomously a 
dispute or start a settlement simulation by taking advantage of Internet. 
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Enabling asynchronous proceedings: e-mediation is flexible thanks to asynchronous 
communication services provided to the parties. Disputants can participate in a 
mediation proceeding at convenient times.  

Enhancing e-mediation: litigants can be guided to automatically identify the 
nature of the dispute, to provide pertinent claims and requirements and to finally 
reach an agreement. 

Face-to-face contact: eJRM allows parties to participate in mediation as well as 
Alternative Dispute Resolution, enabling oral discussion and consequently 
overcoming speech and body language limitations. 

Enabling natural language argumentation: eJRM provides to disputants the 
possibility to argument their claims and requirements by using free text given in 
natural language statements. 

The most valuable contribution is related to the intelligent support the JUMAS and 
eJRM can provide not only as tools for a better usability of “trial” folders, but also 
input for a more future oriented specification of e-justice systems. 
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Abstract. The paper presents recent developments in our research on Semantic 
Desktop for personal knowledge management supported by an ecosystem of 
applications and plug-ins using the knowledge worker’s Personal Information 
Model (PIMO) – a formal representation of his mental model for knowledge work 
– in everyday applications. We explain how the infrastructure enables the 
availability of the PIMO as one vocabulary throughout different applications as 
well as mobile access, the importance of the mental model in the PIMO, and how 
to get direct benefits from the PIMO in daily activities. We also address steps 
towards building a Group Information Model from individual PIMOs within the 
ecosystem. 

Keywords: Semantic Desktop, Personal Information Management, PIMO, 
Knowledge Management. 

1   Introduction 

The modern working environment places high requirements on knowledge 
workers: they are confronted with various applications, are involved in several 
projects and processes, work in changing teams, are on the road with a mobile 
office, and finally, face an ever increasing flow of information. The resulting 
knowledge spaces are complex, dynamic, distributed over several applications, 
and use different vocabulary. It is hard to keep the overview in the resulting 
personal knowledge space. 

This challenge is addressed with the concept of the Semantic Desktop [1,2]. It 
follows the strategy to embed the mental model of the knowledge worker in daily 
work by means of a Personal Information Model (“PIMO”). The user’s mental 
model in the PIMO consists of concepts (called “Things” such as specific topics, 
projects, persons, tasks, …), associations between them (persons are member of  
projects, a task has topic “Semantic Desktop”, ...), and finally, associated 
resources (documents, e-mails, web pages, pictures, …) (see [3] for a detailed 
motivation of the PIMO). 
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The PIMO serves as an easy to understand conceptualization of the knowledge 
worker’s mental model, which can be used as a common vocabulary across 
different applications. Therefore, the PIMO provides the means required for a 
multi-criterial document classification considering the user’s subjective view [4]. 
Fig. 1 shows an example of a PIMO graph with resources from the file system, the 
web, a task tool. The resources are associated with topics, events, tasks, etc.  
This graph then serves in different applications to find and access resources or 
things, to annotate and to relate them (this vocabulary is used in the upcoming 
figures as well). 

 

Fig. 1 A schematic excerpt of a Personal Information Model: Things, classes, resources, 
and associations 

The PIMO uses the semantic power of the formal representation of the PIMO 
ontology1 [3], thus, introducing a knowledge representation layer on the user’s 
computer. Besides enabling to annotate and interconnect resources over 
application borders, further semantic services are possible which make use of the 
semantic representation of the user’s mental model in the PIMO.  

Challenges of the Semantic Desktop are the initial bootstrapping of a user’s 
PIMO to cover a relevant part of his current mental model of his knowledge work 
and the ubiquitous availability of the things and resources in the user’s daily work 
activities. To support this, the Nepomuk2-project developed a personal knowledge 
workbench for the Semantic Desktop [5] providing a comprehensive user interface 
to create, access, and maintain a PIMO as well as introducing new resources or 
things into it, e.g., by annotating files, e-mails, and web-pages or writing notes in 

                                                           
1 http://www.semanticdesktop.org/ontologies/2007/11/01/pimo/  
2 http://nepomuk.semanticdesktop.org/  
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the semantic wiki. Although the workbench provides valuable means to work with 
the PIMO for Personal Information Management [6], a comprehensive integration 
into the user’s daily applications was minimal and, hence, the users lacked in-situ 
support in applications such as email client, web browser or file explorer.  

This paper presents an advanced infrastructure for the PIMO ecosystem 
(section 2) enabling a plug-in architecture for in-situ PIMO access throughout 
different applications (section 3), thus, providing the knowledge worker one 
vocabulary for his work, regardless of the application or location. In contrast to 
the Nepomuk PIMO, which was stored on the user’s desktop, this new architecture 
allows ubiquitous access by storing PIMO data in the cloud, thus, allowing to 
apply sharing to group members. 

2   PIMO Infrastructure as Semantic Middleware on the 
Desktop  

As mentioned above, the PIMO is introduced as a knowledge representation layer 
on the user’s desktop. Now, the PIMO is a cloud-based service and provides a 
service API based on JSON RPC (see Fig. 2). The PIMO Service API uses the 
PIMO schema with its classes and properties and intended semantics, relies on 
URIs3 to identify things and resources, and most importantly, defines a set of 
methods to access and manipulate the PIMO. In contrast to typical semantic web 
approaches, the service API does not allow direct access of the core data. So, for 
instance, the data cannot be read or modified using SPARQL4 or alike. Instead, a 
designated set of methods guarantees a consistent and privacy-safe access to the 
PIMO. It also provides specialized services such as proposals of relevant things 
for a given text (see information extraction in [8]), a history of used/modified 
resources and things, as well as, a feed for recently shared concepts, etc. With this 
approach, we also connected the concept map based knowledge base used in the 
agile knowledge workflow-tool TaskNavigator [14]. 

 

Fig. 2 PIMO architecture 

                                                           
3 Universal Resource Identifier. 
4 http://en.wikipedia.org/wiki/SPARQL  
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On the client side, we have implementations in different languages such as 
Java, C#, Objective C, Mozilla’s XUL, and JavaScript, allowing to embed in-situ 
access to the PIMO as a plug-in (such as a sidebar) in different applications (see 
Fig. 3 to Fig. 5), thus, making it available in standard office applications such as e-
mail clients, web browsers, and even in the Windows File Explorer. With the same 
plug-in mechanism, we also implemented various observation components in 
office applications to observe the user’s actions and information items used, e.g., 
with our DragonTalk system for the Mozilla suite5. 

This PIMO infrastructure serves as a semantic middleware on the user’s 
desktop realizing the knowledge representation layer and interconnecting various 
types of applications. 

Annotating a new resource will create a new “thing” for that resource in the 
PIMO. For example, when the PDF file containing the flyer in Fig. 1 (top right) is 
annotated with the project “ADiWa”, a new instance of type pimo:Document is 
created for the file resource. The new thing gets a new, unique URI and is added to 
the PIMO. This procedure is called “rebirth” as the resource already exists on the 
file system but is now also represented in the PIMO. The resource’s originating 
location (file path, URL, etc.) is stored as “grounding occurrence” in the PIMO, 
that way, the provenance is captured and the PIMO GUI can easily “open” the 
native file when double-clicking on the resource, for example. Metadata such as 
title/subject, author, recipient, sender, etc. are also present in the PIMO. 

Once reborn, annotating a thing with some concept in the PIMO is done by 
adding an association using the PIMO property pimo:hasTopic. If the user is 
willing to disclose a thing, which has an associated grounding occurrence, the user  
 

 

Fig. 3 PIMO sidebar in Mozilla Thunderbird with one annotated thing (a task for a trade 
fair) and suggesting further things based on analysis of the full text. Annotating a thing 
allows then to directly open the email from whatever application the thing is accessed. 

                                                           
5 http://dragontalk.opendfki.de/  
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is asked whether the resource should also be shared. Sharing a native file resource 
then means that the file gets uploaded to the PIMO server and from then on it is 
available for other users as well as from different devices. 

For the research prototype, currently, only a very simple sharing mechanism is 
implemented, neglecting the task to detect local or remote version changes and 
updating the versions automatically. Thus, this feature currently only supports 
publishing content like papers, slides, or web pages for a certain topic. However, 
we understand the importance of an advanced approach for a full-fledged working 
environment; so, a more sophisticated mechanism is on the agenda. 

3   PIMO-Enabled Applications for Knowledge Work 

From our longstanding research in this area – with questions tackling the PIMO, 
value-added semantic services, and several implementations of a Semantic 
Desktop (EPOS, gnowsis, Nepomuk, Refinder6 from our spin-off gnowsis.com, as 
well as the PIMO ecosystem presented here) – we see that the main challenge is to 
face one of the main hindrances in (personal) knowledge management: the 
individual effort to be invested for getting benefits out of the system. This divides 
into the individual effort for the ramp-up (how fast can the user start to work 
beneficially with such a system), into the effort for actually constantly using it, 
and into effort required for maintaining the knowledge base. And finally, the 
cognitive effort required for the user to understand the PIMO and to work with it. 
In the following, we want to address several foci of our research to reduce this 
effort.  

 

Fig. 4 PIMO sidebar embedded in MS Internet Explorer 

                                                           
6 http://getrefinder.com  
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Availability in daily activities: First of all, for today’s knowledge workers, the 
PIMO has to be ubiquitous for them and must embrace the information items of 
their knowledge work. A single Semantic Desktop application alone would require 
bringing information items to this central place, requiring effort and risking to 
create yet another knowledge base isolated from the information items in the 
applications. Now, the previously introduced semantic middleware allows to use 
the PIMO also in standard applications as long as they can be extended with code 
using the PIMO Service API. Our current focus is on office applications such as e-
mail clients (Mozilla Thunderbird as in Fig. 3 and MS Outlook SmartOffice-
Plugin), web-browsers (MS Internet Explorer (see Fig. 4) and Mozilla Firefox), 
personal information management tools (Nepomuk Personal Semantic Workbench 
[5]), and task management tools (ConTask [9]). Basic functionality of all plug-ins 
is to search and access things and to annotate resources with things directly from 
within the application (see Fig. 3 for an annotated e-mail). That means, users now 
have the benefit of interconnecting resources from and within different (native) 
applications using the same vocabulary. 

Also of importance for the user is the ease of file handling on his desktop, 
because the standard office applications rely on files to store documents. There is 
a lot of structuring done by the user reflecting his mental model from choosing 
names for files and folders to clustering files into folders up to the folder 
hierarchy. Handling files on the desktop is still an essential activity in today’s 
knowledge work. Therefore, we also embedded PIMO access into the Windows 
File Explorer (see Fig. 5, realized as a sidebar plug-in and a namespace extension) 
with the possibility to easily annotate files and folders with things (and thus, also 
rebirth files in the PIMO, or to create things out of folders). The sidebar also 
shows the annotated concepts for selected files and folders and allows a concept-
based search/filter for files or folders using PIMO things. That way, the PIMO 
provides a means for navigation directly in the file explorer itself. 

 

Fig. 5 Semantic File Explorer: PIMO vocabulary embedded in MS File Explorer.  
Filter Event “CeBIT 2012” is set, a flyer is selected and annotated things are listed. 
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Mental model for knowledge work: To get the most benefit of the PIMO for 
knowledge work, the relevant part of the user’s mental model has to be reflected 
in the PIMO. We addressed this in [17] by populating the PIMO with the user’s 
native structures (folders-hierarchies in file system, e-mail folders, etc.) found on 
his desktop as digital footprints of his mental model [17]. A recent approach is 
bootstrapping a PIMO from a user’s e-mail by crawling his e-mail account and 
identifying PIMO-relevant things [12]. More things, resources and relationships 
between them are then gathered by the PIMO enhanced daily usage of office 
applications. After a few days, the PIMO will already provide the network of 
concepts and resources centered on a user’s tasks. Although the formal 
representation of the PIMO allows for a rich semantic modeling of concepts and 
their relationships, the study of several PIMOs and their usage over time in [6,16] 
showed that for most users it is sufficient to see that things are connected and 
there is no need for a more specific semantic relationship between things for their 
purposes. Again, to reduce the cognitive effort for users, we apply tagging as an 
easy-to-use functionality that helps users to quickly weave their personal 
knowledge space without forcing decisions about the actual semantic relationship. 
We successfully applied this also in other situations, e.g., tagging tasks in agile 
knowledge workflows with concepts in the TaskNavigator [14]. However, we still 
stick to semantic relations, but focus on automatic predictions of relationship 
types. Dedicated applications can decide automatically on the right (domain 
specific) semantic relationships. This works in the task management domain 
(subtasks, executors, used resources), or in a tool for meeting protocols (attendees, 
agenda). Furthermore, some metadata can be sensed or observed and stored 
automatically, e.g., in the mobile scenario we can use the sensors of a mobile 
device (time, location), or, user observation software can observe user behavior 
and resource usage automatically (opened files, visited folders or web pages;  
see [15]). 

 
Direct benefits from the PIMO: Again, derived from the challenge of a 
satisfactory return on invested effort for  the user, direct benefits for the user need 
to be established. We accomplish this by providing an ecosystem of tools and 
services using the PIMO and supporting the user’s daily requirements for personal 
knowledge management. These tools and plug-ins are designed to provide direct 
benefits for the user: 

 
• Tools for personal knowledge management allowing to acquire, create, 

classify, and organize information items using the PIMO such as the 
SemanticFileExplorer in Fig. 5. 

• Information retrieval components providing fast access to information items 
via common keyword search, associative search, semantic search, and 
combinations of them based on the semantic annotations using the PIMO and 
the full text of the information items. 

• Ubiquitous PIMO: One vocabulary throughout all applications, to be accessed 
via plug-ins to organize and interconnect information items. The PIMO is 
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available everywhere for ease of access and for annotating information items 
on the fly in order to constantly evolve the PIMO. Further assistance and 
coverage is achieved by an automatic interpretation and analysis of 
information items in focus and proactively suggesting annotations and related 
things (such as the suggesting relevant things for an opened email in Fig. 3). 

• Allowing to use information from the group and share information with the 
group easily (see next section). 
 

Furthermore, the availability of a machine-readable vocabulary of the user’s 
mental model allows easy development of new added-value services supporting 
the user in his personal knowledge management.. Examples are the semantic 
search on the user’s personal knowledge space [7], ontology-based information 
extraction using the PIMO as background knowledge [8], personal image 
collections using the PIMO [10], semantic annotation embedded in office 
documents [11], and personal trend recognition in the PIMO [18]. From a research 
perspective, the PIMO allows to get a more precise understanding of the user’s 
current activities and topics. Therefore, in our user observation for context-aware 
services in [15,17], the PIMO serves as a vocabulary for identifying and formally 
representing the user’s interests, current activities, and the context he is in. With 
this infrastructure as a basis, we developed context-aware services providing 
proactive information delivery based on the user’s context [15]. Moreover, an 
agile personal task management embedded in the Semantic Desktop (ConTask, 
see [9]) uses the PIMO for organizing a user’s tasks and their contents, applying 
task and context oriented proactive information delivery. It observes the user’s 
actions to connect them to the respective tasks and identifies task switches of the 
user to keep the proactive information delivery always aligned to the user’s 
current work. All these plug-ins and tools are part of the presented PIMO 
ecosystem providing direct support of activities in the user’s knowledge work. 

 
Extending the Personal Knowledge Space to the Group: The views of 
individual knowledge workers also influence their team, their department, their 
company. By allowing to share things and resources from individual PIMOs a 
Group Knowledge Space is evolving. As this is based on the PIMO, we refer to 
this as the GIMO – the Group Information Model. We apply a bottom-up 
approach, allowing users to easily share things and resources to the group as well 
as being able to directly use things and resources from the group for the individual 
work. Again, to infuse the GIMO to the group members and keeping a momentum 
of sharing and using of information, several value added services are required. In 
our current ecosystem we use the GIMO also for concept proposals for annotating 
(personal) information elements, provide RSS feeds for activities on the GIMO 
(shared concepts and resources, changes, annotations), and being a source for 
proactive information delivery, e.g., in agile knowledge workflows as in 
TaskNavigator [14]. Therefore, the GIMO is a dynamic knowledge base evolving 
from individuals interacting in the group and resembling a part of the 
Organizational Memory. By means of the Semantic Desktop, it is in turn still 
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available within the knowledge worker’s applications, and thus, group knowledge 
is always available during the individual knowledge work.  

With the evolving GIMO from individual PIMOs, we see several research 
questions arising such as maintenance issues, community building, as well as 
cooperative domain ontology creation from individual PIMOs (see also earlier 
work in [13]). 

 

Fig. 6 Semopad: A web page with annotated and suggested things from the PIMO on the 
iPad 

Mobile access to the Personal Knowledge Space: In the Semopad project7 we 
bring the power of the Semantic Desktop paradigm to mobile devices. As Apple’s 
iPad is a favorite and often used tablet device, we realized an iOS App for the iPad 
2 (see Fig. 6). The software is still being developed and is not yet available via the 
App Store. Although accesses the PIMO and provides an interface similar to the 
sidebars we implemented so far such as for Mozilla Firefox. Users can browse  
the internet and get to see existing and suggested annotations next to the web page 
at hand.  

The related PIMO concepts can be viewed and browsed. For searching things in 
the PIMO, Semopad realized a faceted search (see Fig. 7). That way, the Semopad 
App can be used in the mobile setting to quickly annotated found web pages, as 
well as, to efficiently look up information in the PIMO. As the user does not want 
to enter much text, the project focuses on use cases with minimal required 
interaction, particularly minimal taps on the (virtual) keyboard. Therefore, the 
PIMO provides an interactive search for things, requiring only the beginning or 
part of the concept’s name and showing the options while the user is typing. This 
feature is, of course, also available in the desktop GUIs, but in the App it is 
crucial. 

                                                           
7 https://www2.dfki.de/intranet/research/projects/Project_674  
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The App can also be run when being offline and uses a sophisticated caching 
mechanism which allows high performance in slow network scenarios, e.g., when 
having to use a bad or slow UMTS connection: The App always shows the cached 
information first while, in the background, the PIMO is queried for recent changes 
and respective updates are requested. As soon as an updated version of a displayed 
thing is available, the display is corrected accordingly. So, when a Semopad user 
is inspecting a thing and a remote colleague (e.g., in the company building) is 
adding a new interesting resource to the thing, the Semopad user sees the changes 
right away, respectively, as soon as he is online again (after lacking internet 
connection). 

 

Fig. 7 Faceted search in Semopad and viewing a PIMO concept 

4   Conclusions 

The paper presented a new ecosystem of applications and plug-ins for the 
Semantic Desktop approach. The goal is to provide knowledge worker with one 
vocabulary – the PIMO – across application borders. Furthermore, starting from 
previous research and systems, the individual PIMOs are now embedded in a 
GIMO that will give the opportunity to follow a bottom-up approach for 
knowledge management in groups. We presented several new prototypes and 
referenced other systems belonging to the ecosystem and also gave outlook to 
further research that will be addressed in future work. We expect more insights 
into the question on how the ubiquitous availability will influence the PIMO build 
up, its usage, and the user benefit in knowledge work as well as the influence to 
cooperative construction of the GIMO. This insight will be especially 
complemented by the experience from our spin-off gnowsis.com with their 
product Refinder which follows a similar approach with individual PIMOs and 
sharing to friends. 
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Abstract. Capturing and retaining knowledge in any organization is a major 
challenge. This talk describes how these challenges have been addressed through 
simulation and modeling techniques for complex engineered systems. A series of 
case studies that focus on airport processes are used to demonstrate the concepts. 
Furthermore, the additional benefits that a simulation model can bring, through 
online control and decision-making support, are discussed. 
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1   Introduction 

An organization’s knowledge is its intellectual capital, including both the tangible 
and intangible assets [1]. In the information economy, the proper management of 
knowledge will give a significant competitive edge to an organization [2, 3]. 
Knowledge management can be broken into several phases: acquisition (access 
and codification), generation and sharing. These phases interconnect to constitute 
a never-ending learning cycle for an organization. 

To achieve the goals of good knowledge management, many knowledge 
methods have been proposed and implemented, such as mentoring, training and 
development, knowledge project, knowledge repository, communities of practice, 
intermediary role, story-telling, collaboration, social network analysis, scenarios, 
knowledge mapping and experiments [4]. The explosive developments of the 
Internet, ubiquitous computing and cloud technology in the last decades have 
ushered in many novel tools for knowledge management, such as discussion 
forums, weblogs and wikis [5] and Visual Wiki [6].  

These novel methods are very helpful in capturing the implicit and tacit 
knowledge and text-based search can be used to extract knowledge from the data 
[7]. However, in terms of knowledge visualization and knowledge generation, 
computer simulation enjoys distinct advantages that have not been realized by 
many organizations. Recently, researchers have begun to specifically consider the 
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connection between simulation and knowledge management [8, 9].  A simulation 
model can be viewed as a virtual process parallel to the real world and as such it 
encodes a great deal of knowledge about the real world. Furthermore, in 
simulation, the model building process drives knowledge acquisition; its final 
result typically accords understanding to the human agents in an intuitive way.  

Simulation has several paradigms: agent-based simulation (ABS), system 
dynamic (SD) simulation and discrete event simulation (DES) [10-12]. In this 
paper we will focus on discrete event simulation, the most widely used technique 
of the three. A discrete event simulation can not only provide accurate prediction 
of the system behavior (hard system thinking), it can also be used to facilitate 
problem understanding and management learning (soft system thinking) [12, 13]. 
More specifically, a computer model provides a concrete platform on which 
people can base their discussion rather than relying on the manipulation of abstract 
concepts in mind, thus facilitating the generation of new knowledge, both tangible 
and tacit. As there is no generally agreed definition of knowledge, to further 
explore the interaction between simulation and knowledge, a specific perspective 
called computational information processing system [14, 15], is adopted here. This 
perspective is used in our previous study [8] to interpret the simulation efforts for 
a warehouse simulation model.  

According to this perspective, knowledge is essential in interpreting or lifting 
raw data to the level of information that is semantically meaningful to a reasoning 
agent, either a computer system or a human agent (user). Combined with 
knowledge about the world entities, a running simulation model provides 
understanding to a human agent. By changing the scenario and utilizing case 
based reasoning (CBR) the human agent can make projections and obtain deep 
insight into the system in question. In the process the frame of reference changes 
from a computer program to a human agent. This transition makes sense as a 
decision support system needs to assist human experts in decision making rather 
than replacing them. It is possible to search simulation cases with similar 
parameters, characteristics and applied methods based on techniques of case-based 
reasoning (CBR), namely, indexing and retrieval of similar cases. When the 
simulation cases contain quantitative attributes that are hard to index, or inexact 
qualitative attributes, the fuzzy-set-based approach is very promising on this 
regard. Other artificial intelligence methods such as genetic algorithm have also 
been successfully applied to case-based reasoning, where the genetic search 
technique assigns relative importance of feature weights for case indexing and 
retrieving. 

Distinct from other tools of knowledge management, a simulation model can 
also be used in the real time decision-making when coupled with the business 
control systems. In the online mode the communication between a business 
control system and the real system can be forwarded to the simulation model, and 
the simulation model then calculate the required Performance Indicators (PIs), 
which will serve as online feedback to the control system so it can adjust its  
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decision making accordingly. This real time closed-loop decision- making system 
further extends the value of the simulation model and partly offsets the cost of 
simulation model development. 

2   Simulation Model Development 

Simulation model development is a process that involves producing computer 
models to approximate the behavior of real processes. Although specification and 
requirements alter amongst problems, the standard methodology applied in 
simulation model development process remains unchanged between projects. In 
some situations an established model might not follow any standard structure, 
procedure, specification, rules and regulation. However, automatism without 
thorough planning could lead to a number of issues. As requirements change 
through multi-project phases, making modifications to design and implementation 
is a challenging task. Under these conditions, having a formal structure to follow 
in the model building stage is an essential step. This ensures that transparent 
irrelevant factors are excluded from the process, which minimizes the overall 
development time and prevent accumulate errors. 

The prominent phase in the modeling process involves developing an 
understanding of a system.  This involves the development of design specification 
documentation that formulates the problem, defines constraints and describes the 
expected outcomes. This material is constructed and provided as a guideline to 
facilitate the model building process. Some benefits of the design specification 
include: 

 
• Minimize development time and prevent anomalous operational behavior; 
• Provide a set of clear objectives to ensure all requirements are met; 
• Provide a clear set of important performance factors during data analysis for 

knowledge generation and sharing; 
• Provide appropriate constraints to ensure accurate model behavior that 

resembles the real process; 
• Provide appropriate model detail that accurately represents the system at 

macro and micro levels and communicates effectively to different audiences; 
and 

• Enhance the quality of a project. 
 

The model development phase also involves acquisition and interpretation of 
knowledge. This task usually can be accomplished through extracting and 
processing the information that is currently available and accessible to the project. 
This is an obligatory process, in order to determine what data is missing that 
required acquisitions in order to reformulate the problem to meets requirements 
and deadlines. The formal steps in the simulation model development process are 
described in the next section.  
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3   Steps in Simulation Study 

The appropriate method to approach a simulation study has been well formulated 
in literature [16-18], however the focus is commonly applied to the act of 
modeling. Here we will revisit the common approach to simulation and apply a 
focus to the ability of the simulation study methodology to provide benefits not 
usually associated with such a study. Primarily, these benefits relate to knowledge, 
both the generation of new knowledge, and the collation, unifying and sharing 
existing knowledge. 

The standard steps in a simulation have been defined previously [19], and are 
redescribed in the following sections. 

3.1   Problem Formulation 

This is where the exact problem that the simulation study should address is 
defined. The problem may not necessarily relate to a production issue, it may be 
defined as a lack of understanding of a given system, or the need to capture 
knowledge for a particular process. 

3.2   Setting of Objectives and Overall Project Plan 

The objectives typically indicate what questions the simulation model should be 
capable of answering. The project planning relates to typical project management 
items such as resources, timelines and costs.  In terms of knowledge management, 
this step provides a summary of what knowledge the study will generate, that is, 
the output from the model will generate new knowledge by providing results to 
the questions put to the model. 

3.3   Model Boundary Condition and Assumptions 

Assumption needs to be made to ensure that the developed models operate within 
a predefined set of limitations.  This is a mandatory process to prevent the model 
from operating beyond and outside its initial design capability, which would cause 
insensitive information being generated.  

3.4   Model Conceptualization 

This step, best guided by experienced simulation engineers, relates to abstracting 
the real world system into a conceptual model, which simplifies the system down 
to an appropriate level, strike a balance between ease of modeling and fidelity to 
the real world. This can be a difficult process and the knowledge generated here 
tends to deal with the current system operation and complexity. 
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3.5   Data Collection and Correlation Analysis 

Data collection is driven by the model, and the data required as input to the model. 
This will usually become an iterative time consuming process, as the model 
complexity or requirements change, so too will the data requirements. Depending 
on existing data collection systems, this process may exceed the actual model 
build, but proves to be an indispensable aspect of the simulation study. Analysis of 
the data collected provides several knowledge gains. Firstly, it can verify the 
operation of the system, either backing or refuting previous descriptions of the 
system. Secondly, it can reveal trends that were previously unknown. Both points 
provide a deeper understanding of the system and may impact the model 
conceptualization by changing the understanding of the real world system, or 
reveal new problems that the model should address. 

3.6   Model Translation 

Model translation is the act of creating the software-based representation of the 
system using a modeling package. This step again requires experienced simulation 
engineers in order to proceed quickly and accurately. It is our belief that with the 
ease of modern simulation packages, models should now be built in 3D. This 
provides several benefits regarding knowledge management. A 3D representation 
of the system is easier to recognize and become familiar with during training. The 
3D model can serve as a tool when discussing the system, and when the model is 
run, problems such as bottlenecks or inadequate buffer space are quickly 
identifiable.  

In terms of collating knowledge of a particular system, this step tends not to 
contribute to the knowledge pool. If the aim of the study was to collect and unify 
knowledge, this step may be skipped entirely, however, the power of the model 
would never be realized. The model is able to generate new data by providing 
results to particular scenarios, and therefore can be used extensively once created. 
Not only can the model produce results to address the questions being asked of the 
system, it can be used for training, scenario planning and many other items.  

3.7   Verification and Validation 

To verify the model is to ensure that the model runs as intended without errors 
while validation ensures that the model is an accurate representation of the real 
system. Both steps tend to be an iterative process, requiring model and data 
analysis and add to the knowledge about the system. 

3.8   Model Output Analysis 

This is where new knowledge of the system can be generated. By analysing output 
data, and applying different input configurations and operating conditions it is 
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possible to accurately determine how a system will behave. The measurable 
metrics used to evaluate system performance varies between systems under. Some 
of the most common performance metrics used in simulation output analysis for 
knowledge generation include: 

 
• Determine transient and steady-state condition  
• Determine system warm-up and cool-down period 
• Determine system recovery time 
• Throughput, travel time, inventory level, queue length, resource and space 

utilization 
• Input output correlation 
• Number of replications 
• Duration of the model simulation time 
• The effect caused by variability 
• Describe significance of results using statistical analysis procedures 

3.9. Documentation and Reporting 

Documentation of the mode, including progression, input data, operating rules, 
output data and analysis provide a centralized source of knowledge about the 
current system. This documentation can be used to standardize user’s knowledge 
of the system and to train new users. 

Through each step in the simulation study, knowledge about the existing 
system is either gathered, corrected or created. The act of simulation pools this 
knowledge into a single repository that can be used to unify an organization’s 
knowledge of a system, and provides training material for new employees as they 
enter the organization. 

4   Simulation Case Study 

In this section two case studies on airport operations are investigated. The first 
case study involves the knowledge generation in Baggage Handling System (BHS) 
and the second system is the Airport Security Checkpoint (ASC) operation. 

4.1   Case Study 1: Airport Baggage Handling Systems 

The baggage handling system (BHS) in airports plays an important role, ensuring 
bags are secure and delivered on time. It is the key component within major 
airports to ensure smooth transition of luggage and ensure a safe flying experience 
by preventing dangerous material from entering the plane. The performance of the 
baggage handling system is crucial to airport operation. 
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A BHS is generally complex and comprises of many thousands of resources. 
For a full description of the various components within a BHS we refer to our 
previous work [20-23]. In this study a small scale BHS model, illustrated in Fig. 1 
is examined. This system has four input delivery conveyors, one transfer input 
conveyor, five level one screening machines and three level three screening 
machines, two automatic tag reader (ATR) machines, three make up output loops 
and one manual encoding station. The system performance is evaluated through 
investigating the key measurable metrics. This was done with the aid of an output 
analysis tool for knowledge generation and sharing. Input analysis results from 
captured data for security screening and other time taking operation is summarized 
in Table 1.  

 

Fig. 1 Case study 1, a small scale Baggage Handling System simulation model 

Table 1 System resource specification 

Resource Type Pass Rate (%) Processing Time 
Distribution 

Level 1 Screening 70 Constant (5) 
Level 2 Screening 80 Constant (10) 
Level 3 Screening 85 Normal (15, 3) 
Level 4 Screening 90 Constant (20) 
Level 5 Screening 90 Constant (6) 
Automatic Tag 
Reader 

Origin = 95, Transfer = 80,
Group = 95

 
NA 

Manual Encoding 
Station 

100 Constant(12) 
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The output analysis tool used for knowledge generation and sharing through 
display charts has the heterarchical structure demonstrated in Fig. 2. The structure 
represents the predefined analysis information used for the graphical display of 
results. Each chart description for different analysis types is defined inside the 
chart definition collection. This predefined information is sent to the search engine 
according to the analysis type before display on a chart. 

Graph Container

Search Criteria 
Collection

‐ Throuput Collection
‐ Travel Time Collection
‐ Travel Time Percentile Collection
‐ Queue Length/Inventory level Collection
‐ Composition Collection

Chart Format Chart Datasource Chart Definition 
Collection

‐ Search Criteria
‐ Criteria ID

‐ Analysis Type
‐ Chart Format ID
‐ Display Series Information 
( Search Criteria ID)

‐ Chart Type
‐ Chart Information
‐ Display Style
‐ Display Range
‐ Chart Format ID

 

Fig. 2 Standard analysis charting structure 

Typical outputs from the heterarchical structure in Fig. 2 are given in Fig. 3a 
and Fig. 3b. Fig. 3a shows the travel time of all systems bags through the system 
for different mean inter-arrival times. It clearly indicates that at least 85 percent of 
bags travel through the system in less than 17 minutes for mean inter-arrival times 
ranging from 2 to 10 seconds. Fig. 3b shows the travel time with respect to the  
system congestion level. This figure was generated by combining baggage travel 
time and in-system congestion level, which was analyzed using a one-minute bin 
interval on nine different loading inter-arrival time scenarios. The figure clearly 
indicates the increase in congestion level, as the loading rate intensifies toward the 
mean inter-arrival time of two seconds. Furthermore, this system also shows signs 
of a developing bottleneck when the loading rate inter-arrival time is below four 
seconds, due to data outliers that visible in Fig. 3b. 

 

 

Fig. 3 a) Baggage cumulative travel time 
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Fig. 3 b) Travel time on different system congestion level 

4.2   Case Study 2: Airport Security Checkpoints 

Airport security checkpoints act as a threat pre-emptive mechanism to enforce a 
safe traveling experience. It aims at identifying individuals that pose a threat to 
passenger and equipment. The process is controlled by security officers, who are 
responsible for screening all bags and scanning all passengers that pass through 
the checkpoint. 

The security checkpoint comprises of many elements and sub-processes. In its 
primary operation, a passenger firstly divest their belonging, goes through the 
Walk-Through Metal Detector (WTMD), arriving at the composure area to collect 
their screened bags and may be selectively chosen to go through the Explosive 
Trace Detection (ETD) process before exiting the checkpoint.  The checkpoint 
operation under investigation for case study two is illustrated in Fig. 4. Input 
analysis of captured data for selected sub-process pass rate and processing time 
information is summarized in Table 2. 

 

Fig. 4 Case study 2, a small scale Airport Security Checkpoint simulation model 
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This particular study involves approximately 600 different scenarios with 
different operating conditions and input variables. The magnitude of the problem 
makes it impractical to perform manual output result analysis. Therefore, a 
refinement to the existing analysis tool interface is reshaped, which enabled batch 
scenario processing and auto reporting feature. This is necessary to enhance  
and allow robust knowledge generation and sharing process. The interface of the 
auto-analyzer used for auto report generation is illustrated on Fig. 5. 

 

Fig. 5 Auto-analyzer with batch mode scenario analysis and auto report generation enabled 

Table 2 Security checkpoint sub-resource specification 

Resource Operation Pass 
Rate (%) 

Processing Time Distribution 

X-ray Level 1  80 2.+WEIBULL(2.64, 0.81,1) 
X-ray Level 2  90 2.+WEIBULL(2.64, 0.81,1) 
X-ray Level 3  95 2.+WEIBULL(2.64, 0.81,1) 
X-ray Level 4  100 2.+WEIBULL(2.64, 0.81,1) 
ETD scanning 100 9+164*BETA(1.89, 6.14,1) 
WTMD Level 1 81.70 0 
WTMD Level 2 81.41 0 
WTMD Level 3 92.44 0 
Wand 92.44 20.4*(1./UNIFORM(0,1,1)-1.)^(-1./1.4) 
Frisk 99.99 20.4*(1./UNIFORM(0,1,1)-1.)^(-1./1.4) 

 
Using the updated analysis tool, which inherited a similar structure to Fig. 2, a 

sample output generated from the study is demonstrated in Fig. 6. Fig. 6 combines 
the throughput analysis of 49 different scenarios and displays them on a single 
chart. The figure shows the mean hourly throughput rate on varying number of  
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liquid inspection machines and operators with respected to different liquid alarm 
rates. It is evident that the throughput decreases as the alarm rate increases. When 
there are two operators controlling two or more liquid inspection machines, the 
throughput does not alter greatly between  alarm rates of 5 to 30%. A second set 
of results used in knowledge sharing is shown in Fig. 7, which was generated 
using the charting structure described in Fig. 2 and the auto-analyzer presented in 
Fig 5. The figure clearly illustrates system hourly throughput operating range 
under different liquid inspection operating policies. 
 

 

Fig. 6 Passenger throughput level on increasing in liquids inspection alarm rate and 
variability in number operators 

 

 

Fig. 7 Passenger throughput level on different liquid inspection scenario 
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5   Conclusion 

In this work we demonstrated the utility of simulation modeling methodology in 
capturing existing knowledge and generating new knowledge. By collecting, 
analyzing and verifying data through the modeling process, knowledge pools are 
created and verified. These knowledge pools are able to unify perceptions about 
the system subjected to the study, and provide a detailed training induction for 
new employees. Knowledge can be created once the simulation model has been 
built. By applying different input configurations and operating rules, the systems’ 
expected behavior can be determined. From this the model can be used for 
additional purposes such as training, process optimization and control system 
testing. 

Two case studies were presented that highlight the knowledge that was 
obtained through data collection and subsequent analysis of that data, while the 
study of each systems’ behavior led to an understanding of those systems and we 
were thereby able to determine what behavior would be expected for different 
conditions.  
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Abstract. Today, the major challenge in medical imaging is the so called 
knowledge acquisition bottleneck. We cannot acquire the necessary medical image 
knowledge that ought to be used in the software application easily as it is hidden 
in the heads of medical experts. In this article, we provide an example of how an 
incremental knowledge acquisition process for radiology images can be 
implemented to solve this problem. Thereby, we integrated Semantic Web 
technologies with a variety of automatic and manual annotation tools for radiology 
images. We developed the prototypes in the context of a large scale German 
research program for a new Internet infrastructure based on semantic technologies 
- THESEUS. According to the complex medical finding processes in the 
MEDICO use case, the different annotation tools should be used for very specific 
purposes. After four years of prototyping automatic and manual annotation tools 
(2009-2012), we developed a divide-and-conquer strategy for future knowledge 
acquisition processes. This divide-and-conquer strategy turns out to be very 
effective in the radiology domain, but produces many infrastructure requirements. 
It also relies on high-end intelligent user interfaces such as the Radspeech 
dialogue system which are not available in today's clinical environments. 

1   Introduction 

A prior usability analysis to identify the requirements for industrial applications, 
where image semantics play a role, is very useful. In many circumstances, 
different requirements have to be met during knowledge acquisition, refinement, 
and retrieval. In addition, work from the area of the Semantic Web should be 
integrated in such a way that the process of using image semantics, and relying on 
it, does not produce too much knowledge engineering overhead. Unfortunately, in 
many industrial domains such as medical radiology, a vast amount of images is 
produced and manual annotations are not feasible. In addition, these medical 
image annotations must be refined and augmented during a complex medical 
workflow. 

Our clinical partner, the University Hospital Erlangen in Germany, has a total 
of about 50 TB of medical images. They are currently doing about 150,000 



98 D. Sonntag
 

 

medical examinations producing 13 TB of data per year. Many 2D and 3D image 
series in radiology, and individual images in particular, require specific semantic 
annotations of the image contents which cannot be automatically provided  
(figure 1). These annotations are extremely helpful and increase the quality of 
patient treatment processes; in addition to satisfying the trend to store and 
organize all patient data, including health records, laboratory reports, and medical 
images in digital libraries, effective retrieval of images builds on the semantic 
annotation of image contents. In the medical domain, the proper selection of 
specific image contents can improve the treatment process to a large degree since 
the doctor can consult similar cases and other doctors' treatment plans. This case-
based reasoning is very effective in the medical domain. At the same time it is 
crucial that clinicians have access to a coherent view of image data within their 
particular diagnosis or treatment context. Semantic annotations should provide the 
necessary image (region) information. 

In order to address these issues, namely the knowledge acquisition bottleneck 
and different user interface requirements at different medical work we designed 
and implemented an incremental knowledge acquisition process for radiology 
images against the THESEUS project's background (section 2). This process relies 
on an integrated ontology-based approach of structured knowledge for medical 
images (section 3) and takes the special requirements of the radiology department 
into account. Based on these requirements, automatic and manual annotation 
frameworks can be constructed (sections 4 and 5) and combined, thereby 
implementing an incremental knowledge acquisition process (section 6). Section 7 
provides a conclusion. 

 

Fig. 1 Image series and semantic annotation requirements 
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2   THESEUS Background 

Partners from the academic sphere and the business community are working 
together within the framework of THESEUS (currently Germany's largest IT 
research program with a total budget of more than 200 million euros) to meet the 
challenge of creating an Internet of services based on data semantics. Just as the 
legendary figure of Theseus in Greek mythology succeeded in escaping from the 
Minotaurs labyrinth, the research program of the same name has developed ways 
to navigate through the increasing quantities of data found on the Internet.1 The 
technologies being developed within the THESEUS program are preparing the 
way for a future Internet of Services. This will make it possible for services that 
are now available on the Web only separately, such as online shopping, flight 
bookings and research support, to be combined and linked with one another. 
Several application scenarios show how the technologies can be used for 
innovative tools, services, and business models in particular application domains 
such as healthcare. 

MEDICO2 addresses the need for advanced semantic technologies in medical 
image and patient data search. The objective is to enable a seamless integration of 
medical images and different user applications by providing direct access to image 
semantics. Semantic image retrieval should provide the basis for the help in 
clinical decision support and computer aided diagnosis. During the course of 
lymphoma diagnosis and continual treatment, image data is produced several 
times using different image modalities. After semantic annotation, the images 
need to be integrated with medical (textual) data repositories and ontologies. 

RadSpeech3 aims to build the next generation of intelligent, scalable, and user-
friendly semantic search interfaces for the medical imaging domain, also based on 
semantic technologies. Ontology-based knowledge representation is used not only 
for the image contents, but also for the complex natural language understanding 
and dialogue management process. RadSpeech shows a speech- based annotation 
system for radiology images and focuses on a new and effective way to annotate 
medical image regions with a specific medical, structured, diagnosis while using 
speech and pointing gestures on the go. 

Our investigations throughout the MEDICO and RadSpeech research projects 
which, as described, focus on semantic medical image search and user interaction 
[16] respectively, have shown us that several types of structured knowledge are 
relevant for the annotation of the images. In addition, several types of knowledge 
acquisition processes are needed. The combination of those individual processes 
towards an incremental knowledge acquisition process for radiology images in 
THESEUS is the main focus of this article. 

                                                           
1 Under the THESEUS umbrella, more than 60 research partners from academia and the 

business world have come together to develop new technologies and applications. Their 
goal is to facilitate access to information, combine data to form new kinds of knowledge 
and lay the groundwork for new services on the Internet. 

2 http://theseus-programm.de/en/920.php 
3 http://www.dfki.de/RadSpeech/ 
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3   Structured Knowledge for Medical Images 

Structured knowledge in radiology has a multitude of different aspects, which can 
be divided into different representational ontologies in RDFS and OWL. The 
annotations for medical images are based on the assumption that those elements at 
higher levels are more stable, shared among more people, and thus change less 
often than those at lower levels. For example, the Upper Ontology describes very 
general concepts like time, space, organization, person, and event, which are the 
same across all domains. The Information Element Ontology represents the 
information elements of the incremental knowledge acquisition process (figure 2). 
For the Medical Ontologies, a separation into mid- and low-level ontologies is not 
so clear since they usually cover a broad spectrum of concepts ranging from very 
abstract ones like “heart” (which are not very likely to change) to macromolecules 
(which are updated and added frequently). However, the medical ontologies are 

 

• The Foundational Model of Anatomy (FMA) ontology [7] for anatomical 
annotations; 

• The International Classification of Diseases (ICD-10)4 for disease annotations; 
and 

• Radlex to express visual features of the visual manifestation of a particular 
anatomical entity or disease [6]. 

 

On the images, any combination of anatomical, disease, and visual annotations is 
allowed and multiple annotations of the same image region are possible. As a 
result, all messages transferred between internal and external components which 
deal with image contents are then based on RDF data structures which are 
modeled in the respective ontology instances (also cf. [1, 4, 13]). This is only 
possible when all the annotation ontologies are available in the respective format. 
Especially for the most critical disease part, the ICD-10 was not available in 
OWL, although the biomedical ontology community has focused on establishing 
interoperability and data integration. Several country- and language-specific 
adaptations of ICD-10 exist which share the general structure of the WHO version 
but differ in certain details. We presented an approach for modeling the hierarchy 
of the ICD-10 using OWL so that we can easily use it in our ontology framework 
and have enough expressivity to convey special data relations (figure 2(1)). For 
example, specialties such as “Exclusion” statements, which make statements about 
the disjointness of certain ICD-10 categories, are modeled in a formal way. The 
important thing is that we crawled the necessary data from the language-specific 
ICD-10 web pages, and this procedure can be transferred to other image semantic 
domains, as far as the necessary image terminology is available online. Noy and 
Rubin have also presented an approach for translating the Foundational Model of 
Anatomy ontology (FMA) to OWL [10]. (From their approach we adopted the 
idea to split the generated ontology into an OWL-DL and an OWL-Full 
component.) The resulting integrated data model is a prerequisite to get accurate 
annotations on decision-relevant image contents in medical imaging. 

                                                           
4 http://www.who.int/classifications/apps/icd/icd10online 
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Fig. 2 Knowledge structure and automatic manual annotation 

4   Automatic Annotation 

Automatic annotation of medical images has three basic components. First, you 
can extract knowledge from metadata that is produced during the image 
generation process. Second, you can use image recognition software to detect 
anatomical concepts and landmarks. Third, you can try to reason about the 
plausibility of special configurations being detected while using ontological 
background knowledge. 

 
DICOM Standard. The Digital Imaging and Communications in Medicine 
(DICOM) Standard (http://medical.nema.org/) ensures the interoperability of 
information on medical images. Manufacturers of imaging equipment and imaging 
information systems and manufacturers of peripheral equipment (e.g., computer 
monitors and image archives) conform to this standard. The Siemens computer 
tomography (CT) and magnetic resonance imaging (MRI), which we used to 
produce our image material, use this standard to encode a multitude of image 
metadata about the image generation process. Figure 3 shows the subset of these 
data we extract from the image headers in order to create ontology instances 
automatically (cf. the ontology model in figure 2(2)). As can be seen, we can 
extract about fifty image features in the context of the image study, the patient, 
and low level image characteristics. These metadata provide the necessary 
information to create the patient image instances to be augmented by the image 
content semantics of specific image regions. 
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Fig. 3 DICOM data that can be extracted from the image header 

Image Recognition. The CT and MRI systems produce detailed pictures of 
organs, soft tissues, bone, and virtually all other internal body structures. Today, 
organs of the chest and abdomen|including the heart, liver, biliary tract, kidneys, 
spleen, bowel, pancreas|can be detected with great accuracy. But the automatic 
detection of image semantic of, e.g., malicious tissue in the context of cancer, is 
extremely difficult. Although we use state-of-the-art organ and land-mark 
detection software [12] with a special focus on organs, landmarks (also cf. top left 
of figure 2), and lymph node segmentation [2], many further reasoning and 
manual annotation steps are necessary. 

The ontology knowledge structures become effective when axiomatic relations 
apart from subsumptions can be exploited. Spatial relations are a promising area 
of research in this automatic reasoning area since they complement well-known 
linguistic phenomena being put into the ontology context (e.g., Wordnet relations) 
and at the same time allow both the automatic modeling of special configurations 
and the human judgment/evaluation for plausibility. One idea we evaluated is the 
incorporation of a spatio-anatomical ontology for automatic plausibility checks of 
the found configuration of automatically detected organs [8]. We first learned a 
model of plausible organ constellations inductively from an annotated corpus of 
3D volume data sets. The model, an ontology-based canonical representation of 
the spatial relationships of organs in the human body, can be used to check the 
results of a state-of-the-art medical object recognition system for 3D CT volume 
data sets for spatial plausibility. 

The interesting thing is that, on a dataset of 1118 instances, the model produces 
only 76 false positives and 213 false negatives. This means that while precision is 
relatively high, the recall is moderate with 65.5%. As a result, a lot of further 
manual control is needed to find the erroneous automatic recognition results. This 
is one of the reasons why manual annotations are needed not only for the disease, 
but also for the anatomical level on medical images in radiology. 
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5   Manual Annotation 

Manual annotation means that the radiologist must use a special human-computer 
interaction system to perform the required image annotations. This process reveals 
many usability issues. We will first describe what the desktop workstation and the 
special multi-touch installation in combination with a dialogue system looks like, 
before we discuss the usability issues in the context of the combined incremental 
process. 

 
Desktop Workstation. For the manual semantic annotation on a regular desktop 
workstation we developed a new medical semantic annotation and retrieval tool 
RadSem [9]. It consists of a component that implements a method to annotate 
images and upload/maintain a remote RDF repository of the images and image 
semantics. In order to ease the task of finding appropriate annotations, we use 
auto-completing combo-boxes. 

A screenshot of parts of the annotation tool is depicted in figure 2 (right) which 
shows a simple orthopedic example. The broken bone of the index finger can 
easily be annotated while using the auto-completion combo-boxes with a search-
as-you-type functionality. The resulting annotation is accurate but very time-
consuming. 

 
Radiology Dialogue System. It is crucial that clinicians have access to a coherent 
view of image data within their particular diagnosis or treatment context (we 
experimented with a large touchscreen installation). These data include previous 
(rudimentary) annotations. A semantic dialogue shell should be used to ask 
questions about the image annotations and refine them while engaging the 
clinician in a natural speech dialogue at the same time. In the construction of a 
dialogue system for radiologists, we learned some lessons which we used as 
guidelines in the development of semantic dialogue systems [11, 14]; over the last 
years, we have adhered strictly to the developed rule “No presentation without 
representation.” All the items presented on the touchscreen are basically surface 
representations of more complex ontological entities according to the described 
knowledge structure. This knowledge structure (section 3) allows a specific user to 
ask questions about the displayed image content and other region-based image 
elements. The domain-specific dialogue application for the radiology department 
(also cf. [15]), which uses a touchscreen (figure 4, upper right) to display the 
medical image windows, is able to process the following dialogue: 

 
• U: “Show me the CTs, last examination, patient XY.” 
• S: Shows corresponding patient CT studies as DICOM picture series and MR 

videos. 
• U: “This lymph node here (+ pointing gesture) is enlarged; so add the 

annotation: lymphoblastic.” 
• S: Shows new annotation on the image and confirms database update. 
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The dialogue-based annotation can be done at a rate of approximately 6 
annotations per minute (including the visual feedback phase) whereas the desktop-
based annotation comes to a rate of approximately 3 annotations per minute. Most 
importantly, the prototype dialogue system delivers new semantic annotations 
instantly which are unavailable in the current clinical finding process so that the 
(senior) radiologist can directly detect errors visually. 

6   Incremental Knowledge Acquisition Process 

The incremental knowledge acquisition process (figure 4) relies on the structured 
ontological knowledge as introduced in the first section. Based on this 
prerequisite, we have been trying to formulate the process of automatic and 
manual image annotation. Hereby, two factors play a major role: the quality of 
automatic annotations and the usability of different intelligent user interfaces to 
control, correct, and add annotations. For us, usability means that people can use 
an Artificial Intelligence (AI) prototype easily and efficiently to accomplish their 
tasks. Prototypes that are usable enable clinicians to concentrate on their tasks 
rather than paying attention to the tools they use to perform their tasks. The 
prevalent interaction design issue that follows this definition is that the intelligent 
interfaces are 

 
• efficient to use; 
• quick to recover from errors; and 
• visually pleasing. 

 
To achieve all three of these a careful selection of involved components for 
manual annotation is vital. This can be substantiated by the current developments 
in clinical practice where structured reporting should be introduced. This means 
that the radiologists fill in special standardized forms. Radiologists feel restricted 
by these standardized forms and fear a decrease in focus and eye dwell time on the 
images [3, 17]. As a result, the acceptance for structured reporting is still low 
among radiologists while referring physicians and hospital administrative staff are 
generally supportive of structured standardized reporting since it can be used more 
easily for further processing. As a matter of course, the image semantics with RDF 
are a further step in this direction. These issues are explained in the context of 
industrial usability and our basic process steps for industrial dissemination. 

6.1   Binocular View and Industrial Usability 

As [5] point out, many research prototypes that use technically advanced but 
unimportant or unrealistic functionality for the specific domain or personal 
activities do not provide the AI support that users would appreciate most. This 
can, e.g., make a complex speech dialogue system languish as an infertile research 



Incremental and Interaction-Based Knowledge Acquisition for Medical Images  105
 

 

prototype on demonstration computers which cannot be used in the context of 
industrial prototypes or real-world industrial dissemination. Accordingly, the 
binocular view of intelligent interfaces for industrial dissemination should study 
not only the suitability of a single algorithm and a component performance for a 
given user task, but also the industry user's interaction requirement in which the 
interaction will be used. In our specific radiology case, the feature that only a 
senior radiologist is responsible for the treatment plan, implicates that his or her 
interaction with the annotation system must be designed to be very effective. 
Although it is widely reductive to put it this way, a senior radiologist has three 
main goals: (1) access the images and image (region) annotations (a summary can 
also be synthesized), (2) complete them, and (3) refine existing annotations. These 
tasks can best be fulfilled while using a multimodal dialogue system. In contrast, 
less demanding manual annotation tasks, such as the correction of organ detection 
algorithms of image region selection can be done by, e.g., a first-year resident 
with the help of our desktop-based annotation tool. This tool can also easily be 
installed on virtually every computer in a hospital, whereas a speech dialogue 
system requires a specific hardware infrastructure. 

6.2   Process Steps 

The incremental knowledge acquisition process (figure 4) has four steps. First, the 
automatic metadata are extracted from the DICOM images and instantiated 
according to the structured/structural knowledge model. After that, a direct access 
to the RDF statements is possible while using, e.g., the query language SPARQL. 

Second, the automatic image recognition software runs over the images to 
produce anatomical annotations according to the structural knowledge model. 
According to the spatio-anatomical ontology, automatic spatial plausibility checks 
can be executed. Hereby, the spatial reasoning process runs completely 
automatically and only the outlier configurations are presented to the medical 
experts. 

Third, the experts can then use the manual annotation tool to correct or extend 
these configurations. At this stage, a very comprehensive set of image semantics, 
namely the study, patient, and low-level image feature information in combination 
with the automatically detected anatomical concepts and manual annotations with 
the desktop tool are available. These image model instances are not accurate 
enough for a proper diagnosis which results in a treatment plan, but accurate 
enough to be used in a semantic search and annotation system, the dialogue shell, 
which the senior radiologist can use. 

Fourth, only when the images are retrieved and considered for a medical 
treatment plan, can accurate disease annotations be added by the senior radiologist 
while using the dialogue system which displays the image and patient data on a 
large touchscreen. It is even possible to search for similar disease annotations in 
other patients' contexts for a comparable study. Currently, we are trying to extend 
the high-level process of patient findings and image annotations to a mobile 
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scenario, where we can use a special pen to recognize annotations on normal paper 
and/or used the iPad as a mobile dialogue system and touchscreen device for the 
senior radiologist (also cf. the project Radspeech, http://www.dfki.de/RadSpeech/). 

Our hope is that the resulting process successfully supports the complex 
healthcare process in which radiology images are used. The development of 
automatic processing applications is as essential as the design and implementation 
of intelligent user interfaces for specific purposes. In our view, only this 
combination will produce successful decision support systems for industrial 
dissemination. 

 

Fig. 4 Incremental Knowledge Acquisition Process 

7   Conclusion 

In discussions with radiologists we found out that three typical clinical scenarios are 
of interest for further analysis of clinical knowledge requirements and (incremental) 
knowledge acquisition: (1) the clinical reporting process; (2) the patient follow-up 
treatment (i.e., monitoring the patient's health condition and the development of the 
disease); and (3) the clinical disease staging and patient management. In this paper 
we have explained a process that takes structured medical knowledge as input and 
provides an incremental process for the patient follow-up and clinical disease 
staging process by addressing the bottleneck to annotate appropriate image 
semantics. The process can be applied to new patients and image data, but also to 
image time series on a given patient in order to monitor a patient over time, e.g., 
how a cancer evolves over time under medication/radiation which produces new 
annotations about changing characteristics. 
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In addition, we provided automatic and manual annotation scenarios and a 
MEDICO server architecture with several HCIs/dialogue systems to meet the 
requirements of a distributed software infrastructure and/or usability issues. These 
issues have been explained in the context of our basic architecture approach for 
industrial dissemination. An incremental knowledge acquisition process for 
radiology images seems to be adequate. But we produced many infrastructure 
requirements and relied on high-end speech-based dialogue systems which are not 
available in the industrial sector today. 

The question of how to integrate the acquired image knowledge with other 
types of data, such as patient data, is paramount. In a further step, individual 
textual findings should be organized according to a specific body region and the 
disease context both of which can be interlinked to several text passages. (Because  
diseases can touch diverse regions, this organization only helps to visualize the 
data, but should not preclude linking various lesions.) Currently, we are evaluating 
the proper usage of information extraction technology for this purpose. The main 
problem is that the text processing tools cannot be easily adapted to the medical 
domain. Finally, educators may find our process can help trainees learn the 
important elements of reports and will encourage the proper use of radiology 
terms (structured reporting). We hope that structured reporting will also help to 
ease the task of text mining. 
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Abstract. The project “Second Generation Locator for Urban Search and Rescue” 
or simply SGL, is an EC funded research project, which aims at the support of 
rescue people during the search of entrapped people or dead bodies in collapsed 
structures. One part of the project is the establishment of unattended, wireless 
monitoring devices, that are able to raise alarms in case of detected signs of life, 
danger, or death. This article gives a short overview of the systems structure, the 
concepts of sensor fusion, and the use of fuzzy logic as the central decision 
making mechanism. 

Keywords: Decision making, sensor fusion, fuzzy logic, wireless sensors, urban 
search and rescue. 

1   Introduction 

The aim of the project “Second Generation Locator for Urban Search and Rescue” 
(SGL) is to advance the current state of the art for early location technology of 
entrapped people or dead bodies in collapsed structures. The approach is that of 
integrating multiple sensing elements into operational devices and improving 
communication management and data fusion techniques. The project considers the 
development of innovative portable devices and probes for continuously 
monitoring the conditions of voids and data measurements regarding vital medical 
parameters of the victims. This novel, integrated approach will be organized 
around multi-sensory localization systems and devices (Second Generation 
Locator) supported by a command and control framework. This framework will 
integrate location and monitoring methods with USaR (Urban Search and Rescue) 
logistics, energy management and other applications that will support managing 
USaR operations in the most reliable, efficient, safe and economic way.  The SGL 
platform has a modular and scalable architecture, enabling evolutionary 
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development. The remote early detection system consists of autonomous devices 
operating without the support of rescuers. Its mission is supporting safety of 
rescuer’s teams by identifying potential risks on operation area and signs of life on 
those locations where they are placed. These devices have communication 
capabilities to send and receive information to/from Command and Control Center 
[1, 2]. 

 

Fig. 1 REDs probes and controller, from left to right. Back: audio probe, gateway, REDs 
controller, accelerator, gas sensor system. Front: GPS node (open and closed). 

2   Information Processing 

Information processing is one of the basic tasks of information handling. The 
information processing should follow a general scheme, no matter which device is 
used for the information processing. The information processing is structured into 
the stages and is based on the well-established pipes & filters architecture that was 
already used for complex decision-making processes in the field of mobile 
robotics [3]. An overview of the pipes & filters architecture can be found in  
figure 2. The system consists of a set of sensors, processing hardware, and radio 
modems. Sensors can be as simple as temperature sensors or CO-sensors, but also 
as complex as ion-mobility spectrometers (IMS) [4]. The number is not limited. 
Simple sensors are more related to attended devices, due to the reduced 
computational power and the limited energy capacity of these devices. A 
combination of simple and complex sensors can be used on unattended devices. 
The sensor input is followed by data pre-processing stages. After data pre-
processing is finished, the signals have to be characterized. Characterization 
involves continues monitoring as well as assessing the signal and assignment of 
critical values. If critical values are found, the matching stage has to identify the 
signals and send them to an aggregation stage. This stage collects information 
from all sensors and all devices to give accurate information of the measured 
scenario.  
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Fig. 2 Overview of the data handling system 

Not all sensors need this complex information path. For very simple sensors the 
path can be reduced to e. g. outlier detection and assignment. If single sensors are 
used, the aggregation stage is not needed, if single devices are used, the 
aggregation stage has to be put into that device. If multiple devices are used, the 
aggregation stage is situated in the central controlling system or the Command  
and Control center (for the needed communication) an RF-based systems have to 
be used. 

3   The Trapped Human Experiment 

In September 2010, the Trapped Human Experiment took place in Loughborough, 
UK [5-7]. During ten experiments, each single one six hours long, exhaled air was 
analyzed using ion mobility spectrometers (IMS), CO and CO2 gas sensors, as 
well as O2, liquid petroleum (LP), and NH3 gas sensors. The whole experiment 
setup was designed to simulate a collapsed building. During one of the 
experiments the sample point, from which the exhaled air was sampled, was 
changed to get an impression of how the concentration of gases changes, if the 
depth of the entrapped human changes.  The next figure shows the combination of 
all signals. The different experiments can be clearly distinguished based on the O2 
and CO2 signal. The O2 signal drops to an amount of 17 – 19 %, if the void is 
occupied. The CO2 signal rises to about 2 % in this cases, it drops to 0 % if the 
void is empty. 
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Fig. 3 Overview of the concentrations for CO, CO2, LP, NH3, and O2 

All devices are equipped with CO and CO2 gas sensors. Both signals can be 
used to detect entrapped humans and presence of fire or dangerous environments. 
The experiments have shown that humans can be detected by analyzing the CO2 
concentration. The CO concentration was nearly beyond detection limit and was 
amplified for graphing in the diagrams. 

 

Fig. 4 Concentration of CO2 during the experiments 

Typical concentrations of CO2 vary in the range of 1.8 – 2.2 %, depending on 
the person inside the vault.  The O2 sensor shows a significant drop of the O2 
concentration. Again the drop is not constant over all experiments, it varies 
between 17.5 % and 19 % instead. 

 

Fig. 5 Concentration of O2 during the experiments 

The concentrations of NH3 and liquid petroleum (as an indicator for explosive 
gases) was also measured during the experiments. This data is not discussed in this 
work, but can be found in [7].  
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4   Decision Making 

Decision making is a central point for automated, unsupervised devices like the 
here discussed probes and controllers. These devices are left unattended at places in 
the search area, where they monitor chemical and physical sensor, to detect 
signatures that correspond to special situation. The type of situation has to be 
detected and alarms have to be raised and send to the Command and Control 
Center. In the scenario of the SGL project, two main approaches for decision 
making have to be distinguished, decision making based on implicit knowledge and 
decision making based on explicit knowledge. Implicit knowledge results from 
learning methods that are able to make decisions, but are not able to explain, why 
they advised exactly that solution. Typical examples for the implicit decision 
making are algorithms like, artificial neural networks, self-organizing  
maps, networks, based on the adaptive resonance theory, and decision making 
based on principal component analysis. Knowledge is always stored in an implicit 
form, e. g. as a set of hundreds of weights that are used by an artificial neural 
network [8].  

Explicit decision making systems are based on learning algorithms which are 
able to explain the decision taken. Knowledge is stored as a set of intervals, rules 
for decision trees, or in form of linguistic terms, if fuzzy logic is used. Typical 
learning algorithms for explicit decision making systems are decision trees, 
interval based logic, and expert systems, based on fuzzy logic. Especially for the 
SGL for USaR project, the chance to get reasons for an advised decision is very 
important. The knowledge used for the decision making will be revised often,  
e. g. new type of sensors or new signature for signs of life are available. From  
this point of view, a decision making system, based on explicit knowledge is 
necessary [9].  

4.1   Fuzzy Logic to Cope with Sensor Information 

From the study of the Loughborough data, it can be seen that critical values for the 
concentration of measured compounds cannot be defined in terms of fixed 
intervals. See CO2 as an example: Typical concentrations of CO2 vary in the 
range of 1.8 – 2.2 %, depending on the person inside the vault. Due to the fact, 
that not all humans of the world can be measured against their CO2 production, 
the setting of the interval limits to 1,8% and 2.2% would be wrong. These 
numbers are based on ten humans only. Fuzzy logic can be used in exactly these 
cases, because fuzzy logic is able to interpolate varying criteria. Fuzzy logic is 
also capable of handling imprecise or incomplete information. The practical use of 
fuzzy logic can be found in the non-linear control of technical systems, as well as 
in the rule based decision making. If fuzzy logic is used for obtaining numerical 
values, such in control applications, the Takagi-Sugeno approach is usually a 
suitable model. In the scope of the SGL project we propose the use of the 
Mamdani approach, due to its linguistic expression of premises and conclusions. 
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For the corresponding fuzzy rules computation, a standard max-min composition 
algorithm can be used.  

The use of sensor fusion is a major principle of the whole SGL way to process 
information. The sensor fusion can be directly mapped to fuzzy logic rule based 
systems. Each sensor is used as a linguistic variable, with its own unique 
identifier. An arbitrary number of inputs can be used, no limits exist. Depending 
on the source of the input, two stages of decision making can be stated: 

 
1. decision making on a single device 
If all inputs are directly connected to the device, decision making can take place 
on the device. This way of decision making is typical for simple devices 
 
2. decision making on an integrating device 
If inputs from different devices has to be used, an integrating device, like 
controllers or Command and Control Centers has to be used. These device are 
connected with the input sending devices by RF-communications and are able to 
receive all necessary inputs. 

4.2   Decision Making in Urban Search and Rescue Operations 

The processing pipeline is defined as the processing pipeline for sensor fusion on 
different devices. The fuzzy rule based systems use rules to perform the decision 
making. This step is depicted as aggregation/decision making in the above 
diagram. The aggregation is calculated using fuzzy rules with more than one input 
source in the premise. In contrast to the decision making on simple devices, the 
aggregation uses distributed sensor input. The decision making is based on the 
evaluation of all fuzzy rules. An example for a fuzzy logic rule base, which can 
run on a controller device, is the following: 

 
 IF probe1. input.CO2  is high 
 AND  probe2.input.LP   is  high 
 THEN  output.danger_of_explosion  is  high 
 
 IF  probe1.input.CO2  is low 
 AND  probe2.input.LP   is  low 
 THEN  output.danger_of_explosion  is  low 

4.3   Application of Methods 

The data gained during the Trapped-Human-Experiment (THE) are suitable to 
show how a fuzzy rule based system can be used to detect whether a human is 
inside a void or not. After thorough analysis of the recorded data by the University 
of Loughborough the fuzzy rule based system can be extended for field 
application. It can be derived, that an O2-signal in the range of 17% - 19% can be 
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used as an indicator for an entrapped human. An O2-signal in the range of 20% - 
21.5% is an indicator of an empty void. In case of an entrapped human the O2-
signal drops quit fast (about ten minutes from 21.5% to 19.0%). The CO2-signal 
raises even faster (about five minutes from base level to 2%). The O2-level 
depends on the human being entrapped, so a fixed interval with hard limits is not 
suitable to model this. Instead fuzzy sets are used to indicate an uncritical and a 
critical level. The same happens to the CO2-signal; again two trapezoidal fuzzy 
sets can be used to distinguish between critical and uncritical levels.. The rule base 
connects both inputs to give an alarm if both signals are in a critical range. The 
rules are as follows: 

 

 Rule 1 
 IF REDS.THE Experiment.CO2-signal is uncritical 
 AND  REDS.THE Experiment.O2-signal  is  uncritical 
 THEN  REDS.THE Experiment.Alarm  is  no 
 

 Rule 2 
 IF REDS.THE Experiment.CO2-signal is critical 
 AND  REDS.THE Experiment.O2-signal  is  uncritical 
 THEN  REDS.THE Experiment.Alarm  is  no 
  

 Rule 3 
 IF REDS.THE Experiment.CO2-signal is uncritical 
 AND  REDS.THE Experiment.O2-signal  is  critical 
 THEN  REDS.THE Experiment.Alarm  is  no 
 

 Rule 4 
 IF REDS.THE Experiment.CO2-signal is critical 
 AND  REDS.THE Experiment.O2-signal  is  critical 
 THEN  REDS.THE Experiment.Alarm  is  yes 
 

Evaluating the THE-data according to the fuzzy rule base, results in the following 
sets of generated alarms as depicted in the figure 6.  
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Fig. 6 Alarms generated by the rule based system 
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The next figure shows an excerpt of the data. The excerpt covers data from the 
experiments number 2, 3, and 4. It can be clearly seen, that the alarm is raised very 
early and canceled accurate to the end of the experiments. 
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Fig. 7 Alarms generated by the rule based system during experiments 2, 3, and 4 

5   Summary 

The use of fuzzy logic based decision making is well suited for the detection of 
signs of life, danger, and death. The used rules are easy to understand and easy to 
change. The use of different fuzzy variables allows a modeling of the sensor 
fusion, typical for the demands of the search and rescue operations. The needed 
fuzzy rule sets are small and can be assigned to specialized parts of the decision 
making process. The use of fuzzy rules allows an explanation of the found 
decisions. In combination with the linguistic oriented way of defining rules, this 
allows an easy and fast adaption of the decision making process with respect to 
changing demands. The evaluation of fuzzy rules is fast in execution, even on 
simple hardware, which is typical for embedded sensor systems. 
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Abstract. The current trend towards a global services economy provides 
significant opportunities and challenges. For establishing complex services and 
delivering competitive advantages, several service providers have to work 
together. This collaboration creates a service network as an organizational form to 
be managed by a so-called service integrator. Within a service network, multiple 
dependencies between the resulting service and the contributions of the various 
service providers exist, on both technical and business aspects. In addition to the 
functional aspects, the non-functional service properties and respective service 
levels are of great importance. Successful joint management of the technical and 
business dependencies is a key prerequisite for the successful management of 
service networks. 

This paper contributes an approach to the integrated modeling of dependencies 
in service networks. The relations between services and the relations between 
service levels are made explicitly and form the basis for effective decision support 
and management of service networks. The concept has been implemented and 
evaluated in various case studies and industrial settings. 

Keywords: Service Value Network, Service Level Agreement, Cloud Computing. 

1   Introduction 

Services are becoming a major backbone and innovation driver of modern 
economy. IT services on the levels of computing resources (Infrastructure-as-a-
Service), middleware (Platform-as-a-Service) and applications (Software-as-a-
Service) are the main constituents of cloud computing. With respect to the 
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production of complex services, service networks have emerged as a form of joint 
value creation within cloud service markets [2]. In a service network, several 
providers contribute their specific expertise to establish a complex service that 
would not have been possible before. The service network is coordinated by a 
service integrator who is responsible for selecting and combining component 
services and presenting one combined service to customers. This service 
integrator, also called service intermediary, is the only party facing the customers 
from contractual point of view. Hence, the integrator is responsible for creating, 
negotiating and delivering complex services. This includes the agreement on 
quality of service and price, and the management of associated risks.  

Quality of service (QoS) is expressed with the help of metrics or key 
performance indicators (KPIs) like availability, response time, throughput, or 
support levels. Thresholds and tolerable ranges of these metrics are defined in 
service level objectives (SLOs). They are collected in a service level agreement 
(SLA) that is a contract between service provider and service consumer and 
defines the obligations of both parties. For the case of failing to keep the 
obligations, usually some compensation is defined. If the service provider misses a 
service level objective, typically a monetary penalty or a certain time of service 
usage without charging is agreed. This compensation is only due if the service 
consumer adheres to his obligations, for example not exceeding a certain rate of 
service requests. The identification of fulfilled or violated service level objectives 
requires a detailed monitoring and precise definitions of the underlying metrics 
and their interpretation. 

As the service intermediary is the only customer facing party, and acting as a 
service provider towards the customer, the intermediary has to coordinate the 
underlying service network and to manage the service quality and associated risks. 
In particular he has to be aware of the dependencies between services and between 
service level agreements, in order to know the constraints during negotiation and 
the potential options during service delivery. Only the full understanding and 
visibility of dependencies of all service instances will allow an effective risk-
aware management and optimization of service networks.  

Related questions have been investigated before in the context of web service 
composition [3][11][16]. The combination of web services is a special case of the 
more general service networks considered here, which also cover infrastructure 
services and application services. We emphasize the explicit modeling of 
dependencies between all involved artifacts. This enables an evaluation and 
ranking of the dependencies as decision support for service intermediaries. 

The key contribution of this paper is a concept and an implementation for 
modeling technical and business dependencies between services and between their 
quality characteristics. This enables effectively supporting the service 
intermediary in managing service networks and related service level agreements. 

In section 2, the relevant background on service level agreements and service 
value networks is introduced. The main results are presented in section 3, and 
section 4 reports on the evaluation of the proposed concepts based on an 
implementation and usage within an integrated case study. Section 5 discusses 
related work and section 6 concludes with a summary and an outlook. 
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2   Foundations 

Service level agreements provide an approach to combine technical and business 
aspects. The following subsections introduce SLAs and service value networks 
respectively, and provide the basis for the integrated modeling of dependencies. 

2.1   Service Level Agreements 

There are several approaches for formalizing service level agreements; and the 
WS-Agreement specification [1] is among the most important ones due to its wide 
adoption in practice and its extensibility. WS-Agreement specifies the high level 
format of an SLA document and requires the inclusion of application-specific 
KPIs and SLOs. The structure of an SLA document according to WS-Agreement 
is shown in Fig. 1(a).  

 

Fig. 1 (a) WS agreement document                             (b) WS agreement template 

Following the document’s name section, the context describes the participants, 
the expiration time and optionally the template from which the document was 
derived. The terms section contains the detailed information. Both the service 
terms and the guarantee terms are recursively defined with a term compositor. The 
service terms describe the service for example by linking to a WSDL document 
and by referring to a service endpoint. They also contain the specific metrics to be 
monitored. The guarantee terms express the service level objectives. An objective 
is a condition on one or more service metrics to be fulfilled by the obliged party. 
The guarantee terms also include business values like price and penalty in case of 
SLO violation.  

Related to a service level agreement is a service level agreement template 
(SLAT), see Fig. 1(b). A template is used during service negotiation. It describes 
the offer of a service provider, while possibly leaving some parameters undefined. 
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During negotiation, a potential customer can choose these parameters, or select 
between several templates. SLA templates are also specified by WS agreement. 
Their structure is similar to SLA documents, and contains an additional section 
with creation constraints. These constraints restrict the potential values of 
parameters during negotiation. 

When several SLA templates are offered for one service, they typically contain 
guarantee terms on the same metrics and differ only in the target values of the 
service level objectives. In such a case, the SLA (template) may be considered as a 
vector of SLOs. We introduce the following definitions for ranking SLAs and 
SLA templates. 

Definition 1: SLO1 is called better than SLO2 if the guarantees are better from 
the consumers’ point of view, for example higher availability or reduced response 
time for a service request. If two SLAs contain SLOs for the same metrics, SLA1 
is called better than SLA2 if it is better for all SLOs. In other words, SLA2 is 
dominated by SLA1 in all vector components, and we write SLA1 > SLA2. 

 

Example 1: Given the following three SLAs in informal notation: 
SLA1:  Availability > 95 % and Response Time < 2 sec 
SLA2:  Availability > 98 % and Response Time < 1 sec 
SLA3:  Availability > 99 % and Response Time < 1 sec. 
 

Then SLA3 > SLA2 > SLA1. In business context, SLA1 may be labeled “bronze”, 
SLA2 “silver” and SLA3 “gold”. It is also possible that two SLAs cannot be 
compared according to vector dominance. For example, a service provider might 
offer a “high availability” SLA and a “fast response” SLA: 

 
SLA1:  Availability > 99 % and Response Time < 2 sec 
SLA2:  Availability > 95 % and Response Time < 1 sec. 
 

In this case, neither SLA1 > SLA2 nor SLA2 > SLA1. The comparisons can be 
defined on service level agreements and on service level agreement templates in 
the same way. 

2.2   Service Value Networks 

Service value networks (SVNs), or service networks for short, are business 
networks that create value through the composition of services within an open 
service market [2][9]. A service network can be represented as a graph, as shown 
in Fig. 2. Each node refers to a service, and substitution groups classify equivalent 
services. Each path through the graph from the virtual source node s to the virtual 
target node t represents a valid service combination that provides the desired 
functionality of the complex service network.  

Note that the graph does not necessarily represent a workflow with a defined 
sequence of services. While the order of services is important in some scenarios, 



Integrated Modeling of Technical and Business Aspects in Service Networks 123
 

only the set of services defined by a path is required for the following discussion. 
In Fig. 2, the providers of the services are omitted. They are not needed for the 
following discussion either, because the service level guarantees of each service 
instance are considered individually. For assessing joint risk distributions, this 
information would be useful though. 

 

Fig. 2 Service Value Network 

3   Integrated Modeling of Relations 

This section presents the proposed model and several important use cases. 

3.1   Modeling Dependencies 

In this section, a model of the various relationships between services, SLA 
templates and SLAs in service networks is developed. A formal representation 
allows capturing the dependencies and enables decision support for the 
intermediary. Fig. 3 shows the involved entities. A service type describes the 
functional properties of a service. For one service, several service level agreement 
templates can exist and specify different potential quality levels. From one 
template, several service level agreements can be derived as the actual contracts 
between providers and consumers. 

The model takes the perspective of a service intermediary. Hence it contains the 
offered service as the result of the service network, and the required services as 
the contributions by the participants in the service network. This functional 
relation is captured in a service topology. In other words, each path through a SVN 
graph like Fig. 2 corresponds to exactly one service topology instance. 

The relation expressed in the service topology is continued to SLA templates 
and SLAs. For the offered and required services, similar topologies can be 
established for their SLA templates and SLAs. The SLA template topology 
describes the dependency between offered and required SLA templates, and the 
SLA topology represents the relation bet-ween active SLAs of provided and 
consumed services in a deployed service network. 
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Fig. 3 Dependency Model 

3.2   Using the Model 

The proposed model provides the foundation for an effective service level 
management in service networks. Three main usages of the model are presented in 
the following sections. 

3.2.1   Monitoring 

A major application of the model is the immanent definition of a comprehensive 
structure for monitoring across a service value network. Even though many 
partners can collaborate and contribute to services in service value networks and 
those partners are usually independent, the consistent modeling delivers both the 
relationships between service providers as well as the detailed agreements 
between them as immediate input for the monitoring configuration. A monitoring 
solution that is prepared for interpretation of such models is automatically 
configured by this input.  

The monitoring provides valuable feedback to both customers and service 
integrators. It assists in deriving useful proposals for future modifications and 
enhancements. Such modifications can mean switching supplying Service 
Providers or renegotiating service level agreements.  

In the following it is explained how the monitoring of service metrics is 
realized on three different technical layers. On the infrastructure level, there are 
the infrastructure service resources like D-Grid and various cloud offerings such 
as Amazon EC2 and Amazon S3 that can be monitored. Each service is supervised 
by a dedicated agent that measures the actual state of the service, including 
availability and responsiveness. A full-fledged instance of a service value network 
model defines the monitoring down to the periodic time interval for the automatic 
measurement by the deployed agents. The collected data is sent to the monitoring 
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server component and stored in the monitoring database. Web services are defined 
on a middle layer, for example intermediate services that typically provide 
building blocks of functionality but no complex process or application logic. Each 
monitored service is supervised individually, data is aggregated and the SLOs are 
calculated in the backend by using metrics for defined SLOs. The composite 
services of the upper layers represent full-fledged Software-as-a-Service 
applications. On this SaaS level, the services are also connected to the monitoring 
software. This builds the ground for reliable control over the entire service 
network. 

On all layers, the monitoring system is responsible for collecting measurements 
and checking SLOs defined for the corresponding services such as the above 
mentioned availability, latency etc. Monitoring thereby lays the foundation for 
systematic service management across a whole service value network. 

3.2.2   Planning of Services Capacities and Provisioning 

During negotiation of the service offering with a potential customer, the service 
integrator has to ensure that it will be feasible to provision the requested service in 
the agreed quality. This task requires a suitable planning of service capacities. The 
service integrator has to consider regular service usage and irregular usage spikes, 
and to perform an appropriate sizing of the required component services. At this 
point, the topologies introduced in section 3.1 are used. For realizing a service 
delivery that meets the agreed service level objectives and optimizes the business 
revenue, the service integrator compares the potential options which are given by 
corresponding topologies. For one service to be offered, several service topologies 
can be considered, and for each of these service topology, several SLA template 
topologies can be compared. Given this candidate set of SLA template topologies, 
different strategies for selecting the most suitable ones are possible. One approach 
is to consider only the topologies that meet the customer’s service level 
requirements, and then choosing the most profitable one among those. For 
efficient identification of the SLA template topologies fulfilling the requirements, 
the comparison scheme of definition 1 is used. Based on the partial order, only the 
SLA templates that are better than the customer requirements need to be taken 
into account, possibly including an appropriate safety margin. This means that 
other templates dominated according to SLO vector dominance can be discarded 
without affecting the result. 

Another approach is to rank all available templates based on profitability with 
respect to the specific customer, and then to select the first template that meets the 
servive level requirements, again taking a safety margin into account. 

The templates may contain a different set of metrics than requested by the 
customer. If the template contains a superset of the customer metrics, the 
additional metrics need not to be taken into account during vector comparison. If 
however the customer required additional metrics, only those templates that cover 
all the metrics are allowed in the candidate set. A contract with the customer will 
need additional negotiation, and potentially the extension of SLA templates by the 
missing metrics. 
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3.2.3   Risk Analysis 

As discussed in section 3.2.2 above, an important task of service level 
management for service integrators is the best choice of service combinations and 
SLA combinations, i.e. the selection of the most suitable SLA template topology. 
As a more comprehensive alternative to the direct approach discussed above, the 
selection of the best template can be based on a risk measurement taking potential 
penalties in case of SLO violation into account.  

For each SLA template topology and each combination of template topologies 
offered by the service intermediary, the associated risk is calculated, and the 
templates are ranked according to risk. This methodology described in [8] applies 
concepts from portfolio theory and asset management. The template selection 
based on economic risk is better suited for maximizing revenue, because all 
templates are considered and evaluated, instead of only those that strictly meet the 
customer requirements. Depending on the penalty in case of SLO violation, a 
template with small safety margin might be ranked better according to economic 
risk than a a template with larger safety margin in the service level metrics but 
with higher penalty. The methodology is explained and discussed in [7]. 

4   Evaluation 

The proposed model of service networks and their SLAs has been implemented as 
the repository component within the ValueGrids project [12]. In this context, it 
provides the basis for all service level management features. In particular, the 
repository allows assigning and distributing collected data to the correct entities in 
order to assess past service behavior. The service repository provides SOAP-based 
web service interfaces for accessing and manipulating the content objects. The 
interfaces are used for data exchange with other components of the ValueGrids 
framework, in particular the monitoring component, the service planning 
component and the risk analysis component. The loose coupling based on open 
web standards allows an easy extension of the framework. 

The implemented framework realizes a tool chain for addressing the key tasks 
of service level management in service networks. It has been applied to a case 
study that contains a three-level service hierarchy (infrastructure services, web 
services, application services). On each level, certain services are required, and 
candidate service offerings and with different service level characteristics are 
available. Hence the service level management tasks occur at each level within the 
scenario.  

The repository represents the central data exchange component within the 
ValueGrids tool chain. The proposed model of dependency modeling provides the 
basis for and enables tasks like analysis, evaluation and planning of service 
delivery and service consumption.  
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5   Related Work 

In the context of web service composition, several authors discuss the aggregation 
of service level agreements [3][11][15][16]. They focus on the identification and 
aggregation of web service QoS metrics, and do not investigate the service level 
management problem and the usage of SLA templates in this context. 

The authors of [6] present a conceptual framework for service level 
management that addresses dependencies as well. However they do not model 
these dependencies explicitly or use them for further analysis and management. 

The representation of a SLA as a vector of service metrics has been used in [5]. 
The authors define a scalar similarity function or scoring function for expressing 
the difference between two SLA vectors, but they do not use the concept of vector 
dominance for comparing SLAs or SLA templates. 

In our approach, service dependencies are modeled on one level only. A multi-
level hierarchical SLA aggregation has been proposed and developed in [14]. It 
depends on the application domain whether such a model with visibility of SLA 
contracts along a service chain is suitable. We believe that a restricted knowledge 
of SLAs of the direct business partner only is closer to current practice in many 
areas.  

6   Conclusion and Outlook 

This paper introduces a dependency model for service level agreements in a 
service network. The functional dependencies between services are extended to 
the non-functional service properties described in SLA templates and SLAs. The 
proposed dependency model delivers the technical foundation for monitoring, risk 
analysis and capacity planning. Hence it provides the basis for an effective service 
level management in service networks. 

The work presented here will be continued in several directions. In addition to a 
finite list of SLA templates, the dependency model can be extended to support 
parameterized templates. In this case, the functions for translating parameters 
between offered and required SLA templates have to be added to the model. 
Future research will also analyse the application of dependency models to multi-
tenancy settings, where services are shared between several consumers.  
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Abstract. The traffic classification problem is critical for management, security 
monitoring, and traffic engineering in computer networks. It has recently taken 
into consideration by both network operators and researchers. It allows network 
operators to predict future traffics and detect anomalous behavior and also allows 
researchers to create traffic models. In this paper, we use a new architecture of 
support vector machines, namely relaxed constraints support vector machines 
(RSVMs), to present a traffic classifier that can achieve a high accuracy without 
any source or destination address or port information. We just use packet length to 
predict the application class for each flow. RSVM is an efficient and noise-aware 
implementation of support vector machines that assigns an importance degree to 
each training sample in such a manner that noisy samples and outliers are given a 
less degree of importance. Experimental results with UNIBS and AUCKLAND, 
two sets of traffic traces coming from different topological points in the Internet, 
show that the proposed classifier is more reliable and has better accuracy.  

Keywords: Traffic classification, Support vector machines, Relaxed constraints. 

1   Introduction 

Accurate identification of network applications is a crucial part of network 
operation and management. Network operators need to know the application class 
of different flows over their networks to react quickly in support of their various 
business goals. Furthermore, traffic classification has been helpful in network 
management activities such as Quality of Service (QoS), security monitoring, 
among others. The reasons for more interests in this field can be summarized as 
follows: 
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• The ability of assigning traffic flows to relevant classes of service is very 
important for Internet Service Providers (ISP) because some governments are 
clarifying ISP obligations with respect to “lawful interception” of IP data 
traffic [1]. 

• Traffic classification is the heart of any intrusion detection system. Detection 
of the application behind a given IP flow is the core part of many anti-virus 
and anti-worm applications. 

• From the view point of QoS, accurate traffic classification is very helpful in 
identifying the application utilizing network resources, and facilitate the 
instrumentation of QoS for different applications [2,3]. 

• It is very necessary for advanced network management and traffic 
engineering. 

 
In general, there are two approaches for traffic classification of flows; traditional 
methods vs. traffic statistical properties based ones [4]. Traditional methods are 
based on the inspection of a packet’s TCP or UDP port numbers (port based 
classification) or the reconstruction of protocol signatures in its payload (payload 
based classification). Traditionally, the port numbers were used widely to network 
traffic classification. But, nowadays it is shown that this method is not appropriate 
because some applications may not use their port numbers which registered with 
IANA [5] and this led to inaccuracy of its classification results [6,7]. Payload 
based classification method is used in many researches (such as [8,9]) to solve 
some of the drawbacks of port based classification methods. Although payload 
based inspection avoids reliance on fixed port numbers and can produce accurate 
results, its high resource requirements and limitations with encrypted traffic make 
its use unfeasible in current high-speed networks. So, it imposes significant 
complexity and processing load on the traffic identification device. So, the 
traditional techniques are suffered by their dependence on the inferred semantics 
of the information in packet content (payload and port number). To solve the 
problems with traditional techniques, new traffic classification methods use 
statistical properties of flows (e.g. the distribution of flow duration, flow idle time, 
packet inter-arrival time, packet lengths and so on). They assume that these 
characteristics are unique for an application and can be used to determine the class 
of different applications. 

1.1   Related Works 

Several recent papers have positively reported on the feasibility of machine 
learning (ML) techniques to traffic classification problem [10-12]. These 
approaches use the statistical characteristics of the flows to distinguish different 
source applications from each others. Nguyen et al. [4] survey and compare the 
complete literature in the field of ML-based traffic classification. Support vector 
machine (SVM) [13] is one of the most promising techniques in the field of 
machine learning. Among existing classification methods, SVMs provide several 
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advantages such as adequate generalization to new objects, absence of local 
minima, and representation that depends on only a few parameters.  

SVMs have been used in some traffic classification researches and promising 
results have been reported. The limitations of other ML algorithms (such as 
Bayesian neural networks, hierarchical clustering, C4.5, etc.) for traffic 
classification that motivate us to use SVM are: 

 
• These methods have very complexity and therefore are not suitable for real-

time purpose. 
• They may trap into local optimum. 
• Accuracy is highly dependent on samples’ prior probabilities. The training and 

testing samples may be biased towards a certain class of traffic. For example, 
the WWW traffic constitutes the large majority of the sample in [14]. 
 

There are some efforts to use SVM for classification of flows in computer 
networks. Li et al. [15] trained an SVM classifier to distinguish seven classes of 
applications from each other. Also, they proposed an automatic algorithm for 
feature selection and reduction from nineteen features. The reported accuracy of 
their method is interesting. The authors in [16] developed SVM-based classifiers 
that can be very effective at discriminating traffic generated by different 
applications, even with reduced training set sizes. They use just packet size of 
flows as features of training and testing data for SVM classification. In another 
work [2], the authors suggested an SVM-based method that classifies the Internet 
traffic into broad application categories according to the network flow parameters 
obtained from the packet headers. An optimized feature set is obtained via 
multiple classifier selection methods. In [17], SVM is used for classification of 
flows based on the notion of protocol fingerprints that provide a statistical 
behavioral description of the corresponding protocol. They take into account the 
size and the direction of the packets that compose a flow and also inter-arrival 
times as features of training and testing samples. Also, there are many researches 
that use SVM for traffic prediction. For example in [18] SVM was used to predict 
short-term traffic flow. Also, rough set was combined with SVM and the proposed 
method was compared to back propagation neural networks and single SVM. 

Recently we proposed an efficient structure for SVM, namely relaxed 
constraints support vector machines (RSVM) [18] that assigns an importance 
degree to each training sample in such a manner that noisy samples and outliers 
are given a less degree of importance. In this paper it is used for traffic 
classification problem and experiments with real data sets proved our claim. 

The remainder of this paper is organized as follows. A brief review of the 
architectures of SVM and RSVM is described in Section 2. The proposed method 
is explained in Section 3. Experimental results using real-world data sets are given 
in Section 4. Finally, Section 5 summarizes this paper. 
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2   Support Vector Machines 

2.1   SVM Structure 

Support vector machines as originally introduced by Vapnik within the area of 
statistical learning theory and structural risk minimization have proven to work 
successfully on many applications of nonlinear classification and function 
estimation. The problems are formulated as convex optimization problems, 
usually quadratic programs (QP), for which the dual problem is solved. Within the 
models and the formulation one makes use of the kernel trick which is based on 
the Mercer theorem. With this strategy, input points are easily mapped into a high-
dimensional feature space. Then, SVM finds a separating hyperplane that 
maximizes the margin between two classes in this space. 

Suppose that we have a training sample set ( ) ( ) ( ){ }nn y,x,,yx,yx ...22,11,  and each 

sample belongs to either of two classes with given label { }1,1−∈iy for n,,=i ...1 . 

When the training samples are linearly separable, the SVM separates the two 
classes with maximum margin between them without any misclassification error. 
The optimal separating hyperplane (OSH) can be achieved by solving the 
following QP problem: 

 

Minimize Q (w , b ,ζ )=1
2
∥w∥2+C∑

i=1

n

ζ i

subject to yi(wT xi+b )≥1−ζ i

ζ i≥0, i=1 ,... , n

(1) 

 
where w is a weight vector of hyperplane and b is the bias term. The parameter C 
is a regularization parameter that makes a balance between maximization of the 
margin and misclassification error. In many practical situations, a separating 
hyperplane does not exist. To allow for possibilities of violating, slack variables 

0≥iζ  are introduced. In order to classify nonlinearly, a solution is to map the 

input space into a higher dimension feature space and searching the OSH in this 
feature space. Therefore, the mapping function ( )x  is introduced. To solve the QP 

problem, one needs to compute the scalar products of the form ( ) ( )ji xx �. . It is 

therefore convenient to introduce the kernel function ( ) ( ) ( )jiji xx=x,xK �. . By 

using the Lagrange multiplier method and kernel trick, the QP problem for finding 
the SVM is defined as: 

 

Minimize Q(α )=1
2
∑
i=1

n

α iα j y i y j K (xi , x j)−∑
i=1

n

α

subject to ∑
i=1

n

α i y i=0, 0≤α i≤C
(2) 
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where ( )nα,,α=α ...1  is the vector of non-negative Lagrange multipliers and 

solution of the QP problem (2). The point xi with 0≥iα  is called support vector 

(SV). The decision function is 
 

( ) ( )( ) ( )( )b+x,xKyαsign=xfsign=xD iii  (3) 

2.2   RSVM Structure 

TABLE I.  Taking another point of view, there are some problems with the 
standard SVM. Since the classifier obtained by SVM depends on only a small part 
of the samples (support vectors), it is very easy for it to become sensitive to noises 
or outliers in the training set. Another problem is that the contributions of all 
training samples to training the classifier are identical. Relaxed constraints SVMs 
(RSVM) instead, considers the fuzzy membership values in the constraints of the 
SVM formulation. As we discussed in [18], the RSVM is an efficient extension of 
the SVM algorithm that deals with these problems. It considers an importance 
degree for each training sample. It has been shown that it is robust against noisy 
data and outliers in data sets. The constraints of RSVM have more relaxation and 
flexibility because of their fuzzy inequalities. So, the problem of SVM (1) is 
reformulated as: 

Minimize Q (w ,b , ζ )=1
2
∥w∥2+C∑

i=1

n

 ζ i

subject to yi (w
T xi+b)>

:
1− ζ i

 ζ i≥0, i=1 ,... , n

(4)

TABLE II.  Considering a linear membership functions for fuzzy greater than or 
equal inequality, the RSVM formulation is as follows:  

 

Minimize =1
2
∥w∥2+C∑

i=1

n

 ζ i

subject to yi (w
T xi+b)≥1− ζ i−d i (1− α )

 ζ i≥0, i=1,2 ,... , n

(5)

TABLE III. Here, di is the importance degree of sample xi. A greater value for 
parameter di of the sample value xi means violation from the constraints for this 
sample is higher and the effect of this sample on training of the classifier is lower. 
In other words, xi is regarded as a noisy data. If the same di is assigned to all 
constraints, the system can equally tolerate crossing over any sample. The 
parameter α is the level at which the membership degree of the fuzzy inequality of 
constraints is cut. A larger value for α means our certainty in the whole set of data 
is higher and vice versa.  Note that, if we have high certainty in the training  
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samples, we should not permit constraint violations. With these two parameters, 
we can handle the tolerance and uncertainty for classification in a data set (for 
more details see [18]). 

2.3   One-Class RSVM  

RSVM can be used to solve one-class classification problems. In this kind of 
classification, one class of data is assumed as the target class and the rest of data 
as outliers. The trained classifier separates the target class from the others. This 
method tries to construct a boundary around the target data by enclosing the target 
data within a minimum hypersphere. The hypersphere is specified by its center a, 
and its radius R. The data description is achieved by minimizing the error 
function: 

Minimize =R2+C∑
i=1

n

 ζ i

subject to ∥xi− α∥2<
~

R2+ ζ i

 ζ i≥0, i=1 ,... , n

(6) 

Such as the RSVM structure, the fuzzy inequality constraints in (6) will be 
transformed to a crisp one with defining a linear membership function. As 
described in [18], one-class RSVM has better results than one-class SVM 
(SVDD). 

2.4   Multi-class RSVM  

TABLE IV. The basic SVM is designed to separate only two classes from each 
other. However, in many real applications such as traffic classification, a method to 
deal with several classes is required. A solution is to decompose a multi-class 
problem into several two-class classification problems. We can use RSVM for 
multi-class classification problems. To do this, modifications should be applied to 
one-against-all, pairwise, and DAG SVM classifiers. In the one-against-all 
RSVM, we train m RSVM, where m is the number of classes. RSVMi separates 
class i from the remaining classes. A testing sample xt is assigned to the class with 
the maximum decision function value. In the pairwise RSVM and DAG RSVM, 

( ) 2/1−mm  RSVMs are trained. RSVMij is the optimal separating hyperplane 
(OSH) between class i and class j. In the pairwise RSVM, a testing sample xt  is 
assigned to class with maximum decision function. The DAG RSVM uses a 
decision tree in the testing stage (see more details in [18]). 

3   The Proposed Method 

3.1   Flow Representation 

In this paper we used just size of the packets that compose a flow. Also, we 
consider only TCP flows. A flow is composed by packets as they are seen by the 
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network device that collects them. Each flow is a bi-directional ordered sequence 
of packets that are exchanged between a pair of connected endpoints, each one 
identified by an IP address and a TCP port. Since the packets inside a flow that 
have no any payload do not introduce any additional information for the 
classification, we ignored them. These packets have the size equal to zero. So, 
each flow is mapped to an ordered sequence of feature values based on each 
packet’s length. In order to distinguish the direction of the packets, we add to each 
packet length a constant value ε=1000, and change the sign of the obtained 
number when the packet is traveling from the server to the client: 

If packeti sent by client:   δi = size(packeti)+ ε, 
If packeti sent by client:   δi = -size(packeti)- ε. 

So, each flow is represented by a vector f = (δ1 , δ2,..., δn ) and it is ready for 
training a classifier. By this relations the feature values for each flow lying in the 
intervals (1040,2500] and [-2500,1040). Note that the minimum size for IP and 
TCP headers is 40 bytes. 

3.2   RSVM Classification 

After preparing the training set, a traffic classification scheme is proposed.  
Figure 1 shows the structure of the proposed method for traffic classification. 

 

Fig. 1 General overview of the proposed method 

As shown in the figure, m one-class RSVMs are trained to describe each 

application layer class. Also, ( ) 2/1−mm  RSVMs are trained between each pair of 
classes for RSVM multi-class classification. In testing phase, when a test flow is 
applied to the proposed architecture, each one-class RSVM produce an output. If 
the test flow is inside the surface of the i-th class, the output of one-class RSVMi 

(outi) will be equal to one and otherwise it will be zero. If only one of the outputs 
of one-class RSVM is equal to one, the test flow is assigned to corresponding  
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class. For example, if only outi is equal to one and the others are zero, the test flow 
is assigned to i-th class. If more than one one-class RSVMs produce output equal 
to one, we will use multi-class DAG RSVM to determine the class of the test flow. 

In the next section, we evaluate the proposed method using two traffic traces 
collected from two different network positions. 

4   Experimental Results 

In this section, we evaluate our proposed method using two real data sets and 
compare it with similar work that is presented in [3]. The authors in [3] used SVM 
for the classification of flows. 

4.1   Data Sets 

In this paper we use two traffic traces collected from two different network 
positions. The packet traces of UNIBS data set were collected at the border router 
of Brescia University. The second (AUCKLAND data set) is collected from the 
border router of the University of Auckland. Table 1 and Table 2 reports the 
protocol classes for each data set and the percentage of flows that it has generated. 

Table 1 Composition of the traffic gathered at UNIBS and AUCKLAND border routers 

UNIBS AUCKLAND 

Protocol Flows (%) Protocol 

http 79.8  

ftp 0.1 http 

smtp 4.9 https 

pop3 1.7 smtp 

bitTorrent 0.94 pop3 

msn 0.51 ssh 

edonkey 7.9 ftp 

ssl 11 imap 

other 0.1  

 
As shown in Table 1, we have nine classes of traffics in UNIBS data set. The 

“other” class contains the flows belong to smb, gnutella, imap, aim, nntp and ssh 
protocols. In AUCKLAND data set, we consider seven classes that the most of 
flows are assigned to them. 
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4.2   Results  

In this subsection, we evaluate our proposed method and compare it with the 
similar work that is presented in [3]. The overall recognition rates of the proposed 
method are summarized in Table 2. In this experiment we used 70% of data points 
in each dataset for training SVM and RSVM classifiers and then in test phase, the 
remaining of data points is used for testing. Then, the recognition rate for each 
classifier in each datasets is calculated. 

Table 2 Recognition rates of SVM vs. RSVM-based classifiers 

UNIBS Recognition Rates AUCKLAND Recognition Rates 

SVM RSVM SVM RSVM 

91.87% 95.22% 88.29% 96.59% 

Table 3 Classification accuracy of SVM vs. RSVM-based classifiers 

UNIBS AUCKLAND 

 SVM RSVM  SVM RSVM 

Protocol TP TN TP TN Protocol TP TN TP 

http 100 98.12 100 99.37 http 95.00 100 97.50 

ftp 80.00 100 100 100 https 100 100 100 

smtp 90.00 97.5 90.00 99.5 ftp 100 95.12 100 

pop3 80.55 99.42 88.89 100 Imap 61.75 98.52 100 

bitTorrent 70.34 98.42 80.25 100 pop3 86.67 99.43 96.67 

msn 99.46 88.12 99.46 96.00 Smtp 61.00 97.05 88.57 

edonkey 92.18 99.47 85.34 98.94 Ssh 100 100 100 

ssl 97.14 98.86 97.14 99.43     

other 94.44 98.96 100 98.96     

 
As shown in Table 2, the experimental result of the proposed method for 

AUCKLAND is very promising. A common way to characterize a classifier’s 
accuracy is through metrics known as False Positives (FP), False Negatives (FN), 
True Positives (TN) and True Negatives (TN). TP is the percentage of correct 
detection of malicious behavior, whereas, TN is the percentage of correct detection 
of normal behavior. Similarly, FP is the percentage of incorrect classification of 
normal behavior (which is 100% -TP) and FN is the percentage of incorrect 
classification of malicious behavior (which is 100%-TN). Table 3 show the results 



138 M. Sabzekar, M.H.Y. Moghaddam, and M. Naghibzadeh
 

of true positive (TP) and true negative (TN) metrics for our data sets. As shown in 
Table 3, for UNIBS data set, the proposed method has produced better results 
(except edonkey class). For AUCKLAND data set, the results of the proposed 
method are interesting and promising. 

5   Conclusions 

Accurate Internet traffic classification is a crucial part of network operation and 
management. It has recently taken into consideration by both network operators 
and researchers. In this paper, we used relaxed constraints support vector 
machines (RSVMs), an efficient and noise-aware structure of SVMs, to predict the 
application layer protocol for each TCP flow. The main advantage of this method 
is its robustness against noisy data and outliers. This cause more reliability for 
network operators to determine the class of each flow with more precision. Also, it 
allows the classifier to do correctly with as little training as a few hundred 
samples. Furthermore, we used only the size of packets of a flow as feature 
vectors. For evaluation, two sets of traffic traces are used. In almost all cases, the 
accuracy of the proposed classifier is very good. 
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Abstract. Product Lifecycle Management (PLM) is an established industrial 
approach constituting an enterprise integration platform for engineering processes, 
data, systems, and the involved actors throughout the entire lifecycle of a product. 
Based on comprehensive literature and own surveys, as well as on the experience 
gathered in current research projects, the paper in hand summarizes the main 
development trends in PLM. Due to the shift of most enterprises from selling 
physical products to offering sustainable Product Service Systems (PSS), and 
influenced by different economic and social drivers, the PLM approach will be 
extended to manage the growing complexity of processes and data. Furthermore, 
next generation PLM systems will lead back knowledge about the use of PSS to 
earlier development phases to make the development process more efficient and to 
continuously improve the performance of PSS offerings. Therefore, next 
generation PLM will consider new data models, PLM processes, and knowledge-
based methods. Finally, new PLM systems will adopt a more flexible IT 
architecture. The main PLM development trends are illustrated by examples from 
different PLM research projects. 

Keywords: Product Lifecycle Management, Product Service Systems, Data 
Management, Feedback Management. 

1   Introduction 

Due to rapid technological developments, products are becoming more complex 
and their development less and less manageable. The lifecycle of modern products 
is characterized by an interdisciplinary interaction of a large number of actors, 
concerning both providers and customers. These use a variety of domain specific 
IT tools such as CAD, CAE, CAM, etc., which create a highly heterogeneous data 
landscape. Over the last decade, Product Lifecycle Management (PLM) has 
become the central management approach in engineering, where it is used as a 
company-wide integration platform. PLM is an integrated approach including a 
consistent set of models, methods, and IT tools for managing product data, 
engineering processes, and tools throughout the product lifecycle [1]. The main 
components of the PLM approach are illustrated in Fig. 1. 
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Fig. 1 The current Product Lifecycle Management approach 

The current PLM Methods include data management, process management, as 
well as across PLM methods of the PLM approach. The PLM data management 
covers methods for analysis, organization, modeling and management of product 
data (e.g. meta data, product structures) as well as for document management  
(e.g. check-in / check-out procedures of documents). The PLM process 
management covers methods for analysis, modeling, simulation, controlling and 
documentation of PLM-specific administrative processes like release or change 
management. These two categories of methods are complemented by across PLM 
methods such as access management, engineering collaboration management or 
decision support methods. 

2   Drivers for the Future PLM Developments 

Due to emerging global markets, companies must develop suitable products, 
which meet the regional requirements of the different customers in each country. 
At the same time, the product compliance of the local regulations has to be 
guaranteed. In addition, rapid technological developments, unpredictable social 
and political changes and highly dynamic markets require a more flexible and 
adaptive engineering with regard to the development of individualized and 
sustainable products and of related services. Furthermore, companies have to deal 
with more unpredictable constraints like environmental disasters or resource 
scarcity (Fig. 2). 

Today’s industrial companies operate in a rapidly changing environment where 
a paradigm shift from product-centered business to customer value orientation is 
ongoing. The core of this shift is the offering of both products and the related  
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Fig. 2 Short and long time pressure on industrial companies 

services. Those offerings, so called Product Service Systems (PSS), are defined as 
“integrated product and service offerings that delivers value in use” [2]. In this 
respect, it is the lasting satisfaction of the customer benefit that constitutes the 
central aspect of the PSS approach [3]. 

Generally, the PLM development is influenced by three groups of players: the 
PLM users, the PLM providers and the PLM researchers. Fig. 3 left shows the gap 
between those players, which was increasing during the last years, but is now 
converging. PLM providers are working together closely with users and research 
institutions for the development of new powerful solutions. At the same time, due  
to the high economic potential of PLM, to the stronger market pressure, the  
higher complexity of products and engineering processes, to new laws, guidelines  

 

 

Fig. 3 The strong PLM development´s interaction between different PLM Players 
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and flexibility requirements the most industrial companies aim at improving 
existing PLM solutions. They create a high pressure on the PLM providers. The 
PLM development of the main PLM providers is also driven by emerging IT and 
business innovation (e.g. social networks, cloud computing) as well by an 
increasing competition (Fig. 3 right). Finally PLM researchers consider existing 
PLM developments but explore advanced PLM capabilities offering an orientation 
for future feasible PLM developments (Fig. 3 right). 

3   Development Directions of the Next Generation PLM 

In order to identify the main expectations for the next generation PLM a Delphi-
study has been carried out by the ITM Bochum [4]. In this survey 40 industrial 
experts from different domains have participated and 20 use cases have been 
analyzed.  Results of the study have shown that more than 71% of the experts are 
confident, that PLM will be the central company-wide integration platform for 
managing engineering data, processes, and IT tools in the next decade. 

Fig. 4 shows, that according to these experts, next generation PLM has to cover 
not only planning and development processes, but the whole product lifecycle 
including the manufacturing, product use, as well as the product optimization and 
reconfiguration phases. In addition, next generation PLM solutions have to 
consider not only the management of a single lifecycle but of multiple lifecycles 
of products, wherein the used products can be remanufactured or reconfigured to 
meet sustainability goals. Current PLM solutions mainly consider the development 
of products [5] without taking into account service aspects. They have been 
developed to manage product classes or families of similar products. A single 
product instances and related services can change during the use phases [6]. This 
has to be considered by next generation PLM. Furthermore, current PLM systems 
focus only on formalized processes, like release and change management. The 
next generation PLM should consider new types of lifecycle processes like 
information feedback processes and decision support processes for gathering and 
leading back use information into earlier development phases. That way, 
knowledge about the own offerings and processes should be generated and used 
by developers and decision makers for improvement of products, services and 
their engineering processes. Most industrial companies collaborate within a large 
network of suppliers and service companies. As an enterprise integration platform, 
next generation PLM have to integrate all the network partners and the customers 
in order to enhance the offering of PSS, where providers are responsible for the 
use of products and for the execution of the required services. 

In order to meet the above mentioned requirements and the experts’ 
expectations following the dimensions featured in Fig. 4, an extension of the 
current PLM approach has been proposed and explored by ITM Bochum within 
several basic research projects such as (SFB/TR29:”Engineering of Product 
Service Systems”, WirPro:”Leading back Product Use Knowledge into the 
Product Development”). The next sections of this paper describe in more detail the 
main expected PLM development trends concerning the next generation PLM data 
models, processes, methods and infrastructures. 
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Fig. 4 The main development directions of PLM solutions [4] 

4   Extension of the Covered Products and of PLM Data Models 

Next generation PLM will manage highly heterogeneous products and services 
over the entire lifecycle. Thus, future PLM data models will be based on 
multidisciplinary, semantic, linked product and production models (Fig. 5). The 
Product engineering process includes the planning, development, and 
manufacturing phases. For those different phases, a lot of data and many models 
are employed which reflect all the relevant aspects of that phase. Fig. 5 shows the 
different digital partial models existing within product engineering, which will be 
integrated into a common PLM meta data model. In the planning phase, 
requirements and function models define the characteristics of the future product 
and constitute the framework for the subsequent engineering processes. In the 
development phase, both virtual and physical lifecycles of the products have to be 
integrated. Current PLM solutions focus mainly on the virtual lifecycle, especially 
classes of mono-disciplinary products (mechanical components) wherein the 
employed data models contain poor semantics (attributes only). Prototyping as 
well as testing models of a product represent the physical lifecycle within the 
development phase. The integration of the prototypes, testing results, and other 
simulation data with virtual product data opens new perspectives for a closed,  
efficient engineering. In the manufacturing phase, resources, equipment, and other 
manufacturing data will be managed and linked to the different product and 
manufacturing models. 
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Fig. 5 The next generation PLM should integrate all partial models over the entire life cycle 

5   Extension of PLM Processes and Methods 

Current PLM solutions are focused only on the support of administrative 
information flow processes. Next generation PLM will improve the existing 
administrative processes but will also support further process type like planning, 
optimization, decision support and information feedback processes. Futre PLM 
solutions will also consider collaboration processes as well as material flow 
processes integrated with information flows (Fig. 6). 

The main features of future PLM solutions covering these different process 
types are described in the following sub sections. 

 

Fig. 6 The Extended PLM-Processes and methods within the next generation PLM 
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5.1   Enhanced PLM Administrative Processes 

Competitive companies must be able to adapt their share of product and services 
to quickly respond to unforeseeable changes in the environment throughout the 
lifecycle caused by the different drivers listed in Fig. 2 [7]. Hence, the prompt 
reaction to these unpredictable changes along the overall lifecycle of products has 
a significant impact on the economic success of the companies and their network 
partners. This challenge can only be met by adaptive administrative processes, 
especially of Engineering Change Management (ECM) processes. Current PLM 
solutions employ existing change management methods which focus exclusively 
on the development and manufacturing phases and neglect the delivery, use, and 
reconfiguration phases. They cannot consider the complexity of PSS, which arises 
from the networking and mutual influence of products and services, as well as 
change dynamics during the delivery and use phases [3] [7]. In contrast to existing 
deterministic and fixed planed ECM processes, next generation ECM will support 
a real-time definition of executable ECM process-activities and their execution 
priorities depending on ECM contents, context, objectives, and the current 
conditions (i.e. adaptive process design and management). This allows a prompt 
configuration and immediate start up (e.g. continuous real-time plan-and-execute 
rather than static plan-and-execute) [8], taking into consideration the great 
uncertainties which arise in the development and use phases during the ECM 
process execution. 

An example of such an adaptive ECM is a prototype developed by ITM, based 
on a new goal-oriented process management approach defined by Daimler AG and 
Whitestein Technologies [9]. The aim of this new goal-oriented management 
method is to replace processes that are planned in a fixed and sequential way and a 
priori, with dynamic and adaptive processes. When executed, the latter allows for 
near independent, real-time response in specified situations. Fig. 7 illustrates how 
these goals can be reached: 

 
• First and foremost, the processes shall capture and characterize the defined 

business goal, independent of the solution. Goals can be split into further sub 
goals. 

• Each goal is assigned to a generic implementation plan, which is merely made 
of independent tasks or activities without any predefined execution sequence 
or priorities. 

• The specifications of tasks and activities and the order in which they are 
carried out are determined during the processes execution, in real time and 
depending on the main process issues and the current situation (rules) of the 
process. 
 

Within the process, the tasks or activities are defined as intelligent agents. They 
represent the appropriate road to the (sub) goal, appropriately, independently, and 
subject to the rules [10]. Together with other decision support tools, they will also 
provide a process manager with recommendations for decision-making in view of 
the occurrence of further process steps.  
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Fig. 7 Goal-oriented process modeling 

Such a goal-oriented process modeling constitutes the basis for a new approach 
for an agile change management for PSS, which was developed and validated by 
ITM Bochum within the basic research project “SFB/TR29” [10]. Further research 
activities within the same project are conducted to use feedback information to 
develop an agile and knowledge based change management.  

5.2   Enhanced Product and PSS Planning and Optimization 
Processes 

The planning phase is considered the key phase of the product lifecycle that 
defines the framework for the next development activities as well as the main 
properties of the future product and the derived costs. In the permanently changing 
market situation, future products will have a shorter lifetime and should be 
adapted and improved continuously to the changing customer requirements. 
Hence, next generation PLM will more focus on the earlier planning phase. For 
instance, transparent cost management will be established, which allows an 
effective estimation of targets costs and efficient cost controlling. To reach this 
goal, all the financial information and data, as well as the different requirement 
functional and product structures throughout the entire lifecycle will be embedded 
in the PLM solution and linked to each other (Fig. 8) in order to enhance the 
transparency of the impact propagation of different changes in each structure.  

Appropriate visualization tools will provide different developers and decision-
makers a transparent overview of the arisen costs and cost drivers during the 
development and manufacturing phase and to give them an optimal estimation for 
the costs in later phases. Thus, planning and controlling activities will be carried 
out more efficiently. Furthermore, in global markets, many national and 
international norms and regulations must be considered. Compliance management 
will be a central component in next generation PLM with regard to giving 
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developers and planners an integrated instrument to evaluate the compliance of 
products to the different legal issues at any given time. For instance, the PLM 
Provider PTC has developed the solution “Insight” which considers some of the 
aspects mentioned above. 

 

Fig. 8 Impact propagation through the linking of all lifecycle product structures within the 
integrated next generation PLM 

5.3   PLM Embedded Information Feedback Processes 

The majority of current industrial products are modular, mass-customizable 
systems, based on standard components. These mature standard components are 
subject to periodical design improvements (new releases or generations of a basic 
product/components type). This improved design of new product generations uses 
only isolated and unsystematic feedback from customers, retailers, or service 
partners, which mainly refer to warranty cases, complaints or product recalls. As 
product use information is not exploited systematically, new product generations 
are still suboptimal or over-engineered [11] [12] [13]. Product use feedback for 
the design of future product generations can be either subjective or objective. 
Some marketing-driven approaches (i.e. customer surveys, the Kano method, or 
Quality Function Deployment) facilitate a systematic acquisition and analysis of 
retrospective subjective customer data [14]. However, objective field data (i.e. 
sensor, operation or service data) is hardly available, collected or used [15].  
Driven by progresses and a price digression of micro product embedded sensors, 
an increasing number of companies use product field data for condition 
monitoring solutions to facilitate preventive maintenance of critical parts [15].  
Fig. 9 shows how such a feedback management can be embedded into a PLM 
solution. 
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Fig. 9 PLM embedded Information Feedback Provision [13] 

The shown concept above will be realized within the current research project 
“WirPro” by ITM-Bochum. A similar approach based on product tracking using 
smart embedded systems was followed within the project PROMISE, which is 
funded by the European Union. 

5.4   PLM Support for Decision Processes 

The increasing interdisciplinary of modern products and the introduction of 
product service offerings (PSS), as well as the related close interaction between 
providers, suppliers and customers, pose new challenges to managers and decision 
makers [16] In a single day, decision makers like managers are involved in a 
variety of tasks e.g. meetings, appointments, business negotiations, and report-
reading [17]. Their experience cannot be fully used to manage such 
interdisciplinary and highly complex decision processes. First, as the most 
technical aspects of products and characteristics of engineering processes 
influence the economic end result. On the other hand, the required information 
within the decision processes is distributed on many systems and there is no 
transparency about its origin. Furthermore, current commercial systems like 
Business Intelligence solutions mostly focus on financial information and business 
operations, and thus cannot fully meet the requirements of decision makers in 
modern companies [18]. The employed applications (such as ERP, SCM, CRM,  
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PLM, etc.) at tactical, and strategic levels contain a lot of valuable data and 
information for decision making at each respective level. However, just a few 
provide special modules to meet the information demand of decision makers and 
managers. Those modules can also analyze the data stored in the single system. 
Next generation PLM as an enterprise integration platform will provide the 
opportunity of extracting and aggregating data from the different employed 
systems and to relate them with regard to providing a holistic and transparent 
support solution for decision processes along the entire lifecycle of products and 
PSS offering (Fig. 10). 

To support decision processes, the following functions are required: 
 

• Monitoring to offer integrated information on a dashboard for controlling 
projects, processes, products and available resources. 

 

• Analysis by means of mathematical methods and based on existing internal 
and external data with regard to making trend analysis and forecasts which are 
used as important references for future decisions. 

 

• Reporting to automatically provide decision makers with the right reports at 
the right time and according to their issues at the appropriate decision level and 
current situation. That way, unnecessary reports are avoided and the time for 
preparing the reports is greatly decreased. 

 

Fig. 10 Decision Support System within an enterprise PLM solution 
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5.5   Enhanced Collaboration Processes 

Figure 4 shows the enlargement of the body of PLM users. In order to integrate all 
the actors within the lifecycle of products including customers, next generation 
PLM will support flexible collaboration. Engineering work is an ingenious and 
creative process which is made more difficult due to the increasing complexity of 
products. The different actors from the different disciplines have to cooperate in a 
closed way. Usually, engineers develop new ideas and concepts in think tanks 
which are supported by continuous knowledge sharing. However, the development 
process is more and more decentralized. Next generation PLM will provide 
company-wide knowledge bases, so that developers at different locations as well 
as development partners, customers, and suppliers can share their knowledge and 
experience and work closely to discuss and solve existing challenges. To support 
synchronous collaboration, many tools like 3D video conferences, application 
sharing, and meeting management will be provided within a PLM solution. For the 
support of asynchronous collaboration, project team task management, document, 
and knowledge management will be part of the next generation PLM. 

6   The Next Generation PLM Infrastructure 

Throughout the last decade, a considerable development of information 
technologies has taken place. Next generation PLM will use the newest 
information technologies. Knowledge management, flexible architecture and 
semantic data bases are the main streams in IT development which will have a big 
impact on the PLM infrastructure. According to expert expectations, the Service-
Oriented Architecture SOA using cloud technologies will realize the expected 
enterprise integration platform.  

51% of the participating experts in the mentioned Delphi-study state that an 
integrated ERP (Enterprise Resource Planning) and PLM implementation is the 
best enterprise system configuration for the IT integration of industrial companies. 
Sophisticated interfaces for data exchange for both systems as well as specialized 
modules in each system are available, so that they can complete each other. Such 
an implementation should be realized using the SOA architecture. More than 70% 
of the experts are of the opinion, that this software architecture concept provides 
the required flexibility and the best standardized interfaces for the integration of 
different systems. In the same direction, portal and web technologies should 
increase the accessibility of applications and data. All of the managed data and 
information within enterprise integration platforms should be assisted by 
knowledge base systems for a systematical generation and use of enterprise and 
product knowledge. Data Mining is one of many other technologies which open 
new opportunities to explore both structured and unstructured information. 
Finally, the emerging RFID technologies will facilitate the identification and 
tracking of products and product parts, in order to assist service activities or to 
enhance reconfiguration and disposal processes. They can also be employed for 
the identification of original parts with regard to product piracy.  
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7   Conclusion and Outlook 

Product Lifecycle Management is the central approach for the integration of 
engineering data, IT tools, processes and actors involved in the entire lifecycle of 
a product. The vision presented in this paper is based on a Delphi-Study and 
several research projects and provides a valuable orientation for future PLM 
research and development activities. Driven by different economic and 
technological drivers, and according the existing political, market, and 
environmental constraints, next generation PLM have to deal with an increasing 
complexity of products and engineering processes. The paper in hand has 
presented the main extensions of the current PLM approach which will cover an 
enlarged product range and enhanced engineering processes. These extensions 
take into account the continuous development of information technologies which 
open new opportunities to make companies and their products more flexible and 
adaptive to the changing market conditions. 
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Abstract. The paper describes research efforts to address three core problems of 
the complete process of product creation from an IT perspective and especially 
focusing on Product Lifecycle Management (PLM). Today’s major challenges are 
the support of globally distributed and multi-disciplinary teams, complexity, and 
enterprise knowledge management. Essential building block for new approaches 
to cope with these challenges is the use of semantic technologies for the 
supportive IT environments. There are different aspects to be considered, 
integration of social software and community development in the context of open 
innovation and crowd sourcing as well as context driven enrichment of data and 
adaptive application integration. The aim of this contribution is to give a 
comprehensive overview of the requirements resulting from today’s challenges 
and to introduce an approach to future IT working environment for engineers in 
the sense of organic computing (OC). Furthermore, the paper shows how 
Semantic Web technologies can contribute to more individual and flexible 
engineering application integration and knowledge management. 

 
Keywords: PLM, Semantic Technologies, Organic Computing, Enterprise 
Mashups, Flexible IT-Architectures.  

1    Introduction 

PLM approaches and especially Product Data Management Systems (PDMS) are 
the major means for today’s engineers to organize the exploding amount of product 
related information. Within the last 15 years of the development of this category of 
enterprise information systems they have become quite mature. Nevertheless, PLM 
in implemented practice - despite vendors’ high gloss brochures - mainly 
encompasses the management of mechanical engineering design data including 
BOM management and exchange with Enterprise Resource Planning (ERP). PLM 
deployment in the very majority of cases ends with Start of Production (SOP) 
though a lot of companies gain good revenues from their service business. PLM 
supported multi-disciplinary project work as well as inter-enterprise project control 
within the different supply chain partners is truly an exception.  
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The strengths of today’s PLM solutions are storing and managing metadata 
based information sources. Indexing and full text retrieval of textual information 
has also been implemented recently in most of the available systems. Nonetheless, 
weaknesses can be discovered in areas such as acquisition, discovery, aggregation, 
organization, correlation, analysis and interpretation of data and information. 
Currently PLM does not cover the whole available information source relevant for 
specific tasks and delivers too much or irrelevant results on queries. Results are 
not sufficiently in a form that users can navigate through and explore. PDMS and 
other enterprise business software systems have not delivered on its promise to 
fully integrate and intelligently control complex business and engineering 
processes while remaining flexible enough to adapt to changing business needs in 
co-operative product development tasks. Instead, most IT system environments 
are patchworks installed and interconnected by poorly documented interfaces and 
slovenly customized processes [1]. IT systems that were supposed to streamline 
and simplify business processes instead have brought a considerable level of 
complexity, containing tenth of databases and hundreds of separate software 
modules installed over years. Rather than agility, they have produced rigidity and 
unexpected barriers to flexibly adapt to organizational and process oriented 
changes. 

2   PLM – Challenges 

Today’s engineers are to a great extend information workers. Engineers are 
heavily dependent on retrieving and using documents and existing models in order 
to fulfill various engineering design tasks. Exploring design concept alternatives 
during the early stage of the development is as important as learning from the 
original design process and understanding the rationale behind the decisions made 
(handling change requests) or searching for past designs when working on a 
similar product or problem (design reuse). Various studies show that engineers 
spend conservatively one third of their time retrieving and communicating 
information.  

Applications in the context of PLM, Supply Chain Management (SCM) and 
Enterprise Resource Planning (ERP) have multiplied the number of database 
systems containing essential business information. Bridging these systems, e.g. via 
enterprise application integration or data warehousing, is complex, costly and of 
limited efficiency. But still, only 20 to 30% on relevant information for product 
development, production and other value adding core processes resides within 
those “big” enterprise IT systems. A huge amount of knowledge is generated in 
order to describe a product and corresponding processes. Internal information is 
captured in form of documents and models, not only 2D/3D CAD models and 
drawings, FEA and simulation files but also office documents for specifications, 
reports, spreadsheets, technical documentation, and informal communication 
documents like notes, memos, and e-mails. This user generated content reflects to  
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a large extend valuable enterprise knowledge, but as it resides outside corporate 
databases, remains mostly unexploited. This unstructured information has to be 
described by metadata attributes in order to be retrievable within business systems 
like for instance PDMS which is in most cases the biggest barrier for making them 
available. Surveys in industry companies show that roughly 80% of a typical IT 
budget is spent for the management of 20% of the relevant data. Freely available 
web data is not available in enterprise applications. Information which is getting 
increasingly important and relevant for product creation processes are external 
resources, e.g. legal issues, regulations, patent information, international standard 
documents and certifications, supplier and product catalogs. With the emergence 
of the usage of Web 2.0 technologies like wikis or blogs - internet and intranet 
based - even more sources of unstructured information are building blocks of the 
enterprise knowledge.  

Links between structured information fragments and unstructured contents of 
web pages are hardly available. Significantly more effort has to be spent to 
externalize internal knowledge (knowledge capturing), to create semantic enriched 
and context oriented data relationships leading to better information retrieval. One 
example characterizing this phenomenon is the aspect that engineering documents 
and models are different to other domains' information resources due to syntax 
variations and semantic complexities of their contents. Abbreviations, e.g. SLA 
(stereo lithography, service level agreement) reflect company or domain specific 
naming conventions. Acronyms and synonyms are widely used and depend on 
enterprise or international standards, e.g. “Steel” = “St37-2” = “S235JRG2” = 
“S235JR+AR” = “1.0038”. There is also a wide range of domain specific 
peculiarities and the relationships among these, e.g.: 

 
• customer requirements and specifications 
• functions and performances 
• structure design and materials 
• manufacturing process selections 

 
Current engineering practices are too weak in terms of reuse of previous 
knowledge. A tremendous amount of time is wasted reinventing what is already 
known in the company or is available in outside resources. Redundant effort per 
employee is increasing and causing enormous cost. One reason behind this is that 
engineers in general do not make sufficient efforts to find engineering content 
beyond doing mere keyword/metadata searches within the PLM environment. But 
this is also a matter of implemented procedures and regulations within the 
companies. Engineers too much stick to tools like spreadsheets or “private” 
desktop databases. Certainly this is a problem of acceptance and benefits. If one 
has developed a spreadsheet which contains data for individual demands and 
covers needed functions, the effort for data maintenance directly pays off for the 
individual or the team using the spreadsheet. Furthermore, developed functions 
directly correspond to the tasks and duties. Enterprise IT systems on the other 
hand are often intricately to use and literally seem absorb maintained data like a 
black hole without delivering a direct benefit to the user or only for other users 
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down the road of the process chain. It is necessary to implement incentive system 
to motivate individuals to contribute to a co-operative knowledge by sharing 
information and eliminate islands of isolated information. Solving this issue is a 
matter of further developing enterprise IT systems in general to provide the 
demanded usability that common spreadsheet programs offer and that can be 
configured or customized to individual or role based needs. 

Additionally to the inherent data oriented challenges, complexity is the  
main issue. Complexity is characterized by networked structures, nonlinear 
behavior and means multi-causation, multi-variability, multi-dimensionality, 
interdependence with the environment, and openness. In the area of product 
creation we are facing the three facets of complexity (in causal order): 

 
• Product and system complexity 
• Process and organization complexity 
• IT landscape and tool complexity 

 
Complexity of products is caused by multiple instances and variants of a base 
product to meet requirements with respect to customization demands and 
differentiation of the target markets. Furthermore, nearly all products consist not 
only of mechanical components including pneumatic and hydraulic parts but 
increasingly use electronics, automatic control parts, and contain 
firmware/software. Because there are many different domains of expertise 
involved in product development tasks, process complexity also increases through 
dissemination over locations (countries, cultures) and distribution within the 
supply chain (organizations). The biggest challenge here is not only the integration 
of different technical disciplines all of them using specialized IT tools but the 
diversity and dynamics of the relationships between project partners, 
manufacturers, vendors and suppliers. Whereas a decade ago manufacturing 
distribution was dominant distributed engineering and collaborative design require 
even more extensive use and support of advanced IT systems which again leads to 
more complex IT landscapes with docents of data formats and interfaces relying 
on heterogenic system platforms.  

3    Related Work and Concepts of Semantic Technologies for 
PLM 

To face the aforementioned challenges, semantic technologies a wider sense on 
different integration levels of industrial IT systems in the context of PLM have 
been analyzed, especially: 

 
• Organic Computing Concepts 
• Server Based Mashups 
• Semantic Web Technologies 
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As complexity increases, the formal description and modeling of systems becomes 
more difficult hardly manageable within the given time constraints. The term 
“Organic Computing” (OC) [2] describes an architectural approach for 
biologically inspired IT systems with “organic” properties. OC is based on the 
insight that every technical system is surrounded by large collections of other 
more or less autonomous systems, which communicate freely and organize 
themselves in order to perform the actions and services that are required. Main 
characteristic property of an OC system is the capability of self-organization. 
Hence, an OC system is a technical system which adapts dynamically to the 
current conditions of its environment. Considerable work has been spent on OC 
within the informatics research community, e.g. a Priority Research Program of 
German Research Foundation [3] from 2006 to 2011. Most of the developed 
approaches refer to complex technical (mechatronic or so called cyberphysical) 
systems which are considered as autonomous communicating units. Within those 
systems it is impossible to predict a priori all eventualities of behavior and 
therefore the goal is to develop adaptive systems that can adapt flexibly to changes 
in self-organized manner.  

Self-organization in the sense of IBMs autonomic computing concept [4] 
comprises a couple of “Self-X” characteristics 

 
• Self-Awareness: Ability of a system to be aware of its state and its behaviors. 
• Self-Configuring: Ability to configure and reconfigure itself under varying 

and unpredictable conditions. 
• Self-Optimizing: Ability to detect suboptimal behaviors and optimize itself to 

improve its execution. 
• Self-Healing: Ability to detect and recover from potential problems and 

continue to function smoothly. 
• Self-Protecting: Ability to detect and protect its resources from both internal 

and external attack in order to maintain overall system security and integrity. 
 

These Self-X capabilities can be summarized as means to achieve robustness of a 
system without intervention, be it manually or by a superior control instance. 
Flexibility and adaptivity means openness to function in a heterogeneous and 
dynamically changing world. Consequently, a flexible IT system must be built on 
standard protocols and interfaces in order to be portable across multiple hardware 
and software architectures. Self-organization is a concept that is known in a 
variety of fields. A self-organizing system must be endowed with certain basic 
capabilities as preconditions for self-organization. They must be able to 
communicate, to sense the environment and other agents, and to trigger a 
reconfiguration if changing conditions require it. Di Marzo et al. [5] define three 
types of systems with self-organization capabilities 

 
• Physical systems, where a system changes into another state due to certain 

conditions or upon reaching some critical value. 
• Living systems, whereby, e. g. an organ features special functionality that is 

way beyond the functionality provided by each cell it is made of. 
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• Social systems, whereby insects, communicate for example indirectly via 
their environment and are therefore capable of more sophisticated actions than 
any single insect. 

 
A so called “Observer/Controller” architecture for self-organization is proposed 
by Müller-Schloer, Schmeck et al. [6]. The observer evaluates all data from the 
observed systems which characterize the current system state and combines all the 
relevant values for the controller. The controller evaluates the system behavior 
with respect to given or specified targets and influences the parameters of the 
controlled system. This so called directed self-organization needs to learn 
appropriate actions for identified system states in advance but also while the 
dynamic change of the system or environment in the course of its work.  

The main challenges in terms of enterprise IT system architectures in the 
context of PLM are to cope with complexity and dynamic changes. The 
complexity of today’s business and engineering IT environments embedding 
PDMS in enterprise spanning configurations which are spread over different 
locations is not far from that of biological organisms. In fact, a PLM environment 
can be considered as socio-technical ecosystem. It is notoriously difficult to 
handle in software systems. Therefore, it is reasonable to explore OC approaches 
for future PLM development and architectures on middleware level [7] keeping in 
mind that PLMS are the major means for today’s engineers to organize the 
exploding amount of product related information created with the different 
CAD/CAE applications, manage collaboration, and control virtual product 
development processes. The fundamental insight here is that the complexity 
problem of products and processes cannot be solved through increasingly complex 
IT-Systems and connected development projects. An emphasis on simplicity, 
flexibility and efficiency is necessary.  

Traditional communication and integration approaches of enterprise IT 
solutions follow a hierarchical or centralized structure with some master or 
backbone system and others depending thereon. This proposition is also subject to 
change when project partners change or mergers & acquisitions lead to structural 
changes. Integration and interfacing projects for PLMS or other business critical 
IT environments are far away from being able to follow the pace of these changes. 
They are ineffective in this context, since they fail to address several required 
features, e.g. flexibility for project based collaboration, heterogeneity in node 
capabilities, and management complexity of such systems. Approaches to build 
applications from service providing independent application modules - Service 
Oriented Architectures (SOA) - are not likely to do much better. The "Lego" idea 
behind this, the notion of reusable software modules, works on a small scale but as 
software grows more complex, reusability in terms of services on a variety of 
granularity levels and with different configurations mirroring individual processes 
of companies or departments becomes difficult if not impossible. A unit of 
software code is not similar to other software code in terms of scale or 
functionality, as Lego blocks are. Instead, software-code is widely various, 
semantic commonalities are rare and interfaces are heterogeneous.  
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Fig. 1 Concept of future IT architecture for PLM 

 
Figure 1 shows the concept of a future IT architecture for PLM. Self-

organization in the sense of OC means that systems intelligent assistants rather 
than like rigidly programmed robots. It can be established e.g. through use of 
agent based software systems but also – on a higher level – involving users as a 
part of the system configuring and organizing portions of applications. The major 
goal of the OC approach in a wider sense is to master complexity and establish 
human machine interfaces oriented accordingly to user needs. The 
computerization of our environment opens a wide range of new applications in 
which the problem of controllability is the main issue. A user’s claim is to be 
always in control, and control is based on predictability and transparency. 
Predictability means that the system behaves as expected. Predictability is closely 
related to confidence in a system environment. Transparency means that the user 
can always gain sufficient insight into the internals of the system, without being 
overwhelmed by details. A strong orientation of IT system environments such as 
PLM towards the human or user needs can be achieved by context awareness,  
i.e. the capability to anticipate to the extent possible system needs and behaviors 
and those of its context and the ability to manage itself proactively. Examples 
from Web 2.0 show how user behavior can be monitored and needs anticipated. 

Flexibility can be achieved by making use of an infrastructure providing a 
technology for a flexible networking of different information fractals called 
Enterprise Mashups [8]. This is a strategic technology and will be the dominant 
model for the creation of composite enterprise applications according to various 
analysts. A mashup in the context of Web 2.0 is a hybrid WWW application that 
combines complementary elements from two or more sources to create one 
integrated experience. Content used in mashups is generally sourced from a third 
party via an API or from WWW feeds (e.g. RSS). Basically, the idea is to take 
multiple data sources or WWW services and compose them into something new or 
combined. In contrast to EAI (enterprise application integration) concepts, the 
unique point of this approach is that mashups allow business users and engineers 
to address their own information needs, to self-connect the data fragments in order 
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to create information that answers their questions providing dynamic, user-specific 
views and customized filters. Mashups let users share their resulting services, 
making them a part of a services network in the sense of self-organization and 
self-optimization. 

Advantages of enterprise mashup technology are: 
 

• Mashups are user driven, users are able consume public (enterprise spanning 
or WWW based) and local services and contents on demand. 

• Users are able join in data from outside the enterprise to include external data 
in their work whereas SOA efforts are largely inwardly focused. 

• The granularity of services and can be right-sized by the consumer without 
having the IT department to guess or make time consuming analyses 

• Composite and situational applications (role and/or project based) can be 
generated using configuration functions of the mashup server platform 

• Interfaces/Adaptors to emerging data sources like Wikis, Blogs, and RSS are 
generally available. 

 
Disadvantages of enterprise mashup technology: 

 
• A consumer of a mashup service is not in control of the primary source of 

data. When sources are offline, a mashup is offline as well. 
• Public accessible APIs for mashup services will limit the number of requests 

an application can make within certain period of time to avoid response 
problems. 

 
The most important building block of a future IT working environment for 
engineers is based on semantic web technologies, also referred to as Web 3.0 
technologies. Web 3.0 can be defined as a set of technologies that offer efficient 
new ways to help computers organize and draw conclusions from data whereas the 
term Web 2.0 is typically used to refer to a combination of  

 
• improved communication between people via social-networking technologies 
• improved communication between separate software applications (mashups) 

via open Web standards for describing and accessing data 
• improved Web interfaces that mimic the real-time responsiveness of desktop 

applications within a browser window (Rich Internet Application – RIA 
technologies). 

 
Web 2.0 technologies focus on social interaction and information acquisition. The 
intention of Web 3.0/Semantic Web is to improve the quality and transparency of 
data through provisioning of semantic relationships and ontologies. Web 3.0 - as 
seen by analysts like Gartner - is likely to decentralize enterprise wide information 
management. Self-optimization and context-awareness in the sense of OC can be 
accomplished by making use of ontologies within the PLMS data sources as well 
as improving usability on PLMS client side. Given a three tier architecture as 
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implemented in most of today’s PLMS, additional layers between data layer and 
application layer comprise the means for semantic enrichment of managed 
information, i.e.: 

 
• consolidated and contextualized heterogeneous engineering documents and 

models, 
• representation of knowledge in a more explicit, structured and navigable 

manner, 
• user-centric computer-aided tools and methods for a shift from text 

based/metadata based towards visual information retrieval. 
 

The aim is to achieve high quality information retrieval of structured and 
unstructured knowledge assets. Several Technologies and research domains 
(Information Retrieval, Language Engineering and Natural Language Processing 
(NLP), Text Mining) have led to a multitude of commercially or public available 
software systems for this purpose. They have to be assembled to a coherent 
system. Ontologies can be used as a sophisticated mechanism in order to structure 
an information repository mainly built from unstructured documents and to 
achieve better results in information retrieval systems. 

One good example for heterogeneous and multiple data sources which cannot 
be integrated and maintained by one single authority is the use of material 
information in engineering design processes. The process of integrating data from 
multiple independently developed databases containing material information 
presents significant challenges to engineers that include resolving differences in 
metadata terms as well as data structures, formats, and metrics.  

Y. Li [9] proposed a data warehouse approach aiming to address the issues of 
low precision and recall of retrieved data during materials selection processes. 
Data is extracted from databases, identified and data differences resolved. 
Adjusted and cleansed data is loaded into a centralized repository where end users 
can search data quickly and easily. This concept improves the recall and precision 
rates, and ensures the availability of deposited data. However, data update, 
cleansing, and maintenance is costly and this approach cannot easily adapt to 
changes in back-end database schemas or the addition of new databases.  

A more flexible approach based on XML schemas is MatML (Materials 
Markup Language) which was especially developed to facilitate the exchange of 
materials information. MatML is the result of a NIST initiative to develop a data 
format specifically for the interchange of materials information [10]. It is the only 
materials schema that is proposed as a standard representing materials property 
data to resolve syntactic and structural heterogeneity. MatML provides a shared 
vocabulary and formalized constraints over data structures. Like any other XML 
schema it is simple, flexible, and human understandable, but provides little 
support for the semantic knowledge necessary to enable flexible dynamic 
mappings between vocabularies. Several commercial software applications, 
including Materiality, Granta MI, and ANSYS Workbench support import/export 
of material data as MatML files. 
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Ashino [11] developed the Material Ontology which comprises materials 
information, substance, property, environment, process, unit dimension, and 
physical constant. The vocabularies are from two sources: Matdata 
[www.matdata.net/index.jsp] and the Japanese National Institute for Materials 
Science’s MatNavi [http://mits.nims. go.jp/db_top_eng.htm]. Zhang et al. [12] 
developed a Semantic Model for Materials scientific data (SMM) which includes 
knowledge such as materials classification, materials property, structure & 
composition, processing. The developed two types of ontologies are domain-
specific and mapping ontologies. The domain-specific ontology encapsulates the 
high level structure of the materials science knowledge, whereas mapping 
ontologies define the mappings between terms in the SMM ontology and local 
database schemas. They also developed inference rules for defining new concepts 
such as “Corrosion Resistant Material”. However, the authors do not discuss how 
they ensure SMM quality, particularly in terms of coherence. 

Cheung et al. [13] have developed MatOnto as an extensible model for the 
exchange, re-use and integration of materials science data and experimentation. As 
such it enables representation of the relationships between a material structure, 
properties and processing steps involved in its composition and engineering. It 
also provides a common basis for the integration of materials data from 
heterogeneous, disparate databases. In contrast to XML schemas, ontologies 
enable semantic mapping between domain-specific knowledge structures. 

RDF (Resource Description Framework) is a data model which was originally 
designed for providing metadata for Web resources. It provides for encoding 
structured information to a universal machine-readable format. With the URI 
(Uniform Resource Identifier) concept it is possible to denote any resource in a 
world-wide unambiguous way, i.e. any object possesses a clear identity within the 
context of a given application. RDF language features allow for modeling 
semantic aspects of a domain, hence, RDF can be seen as a lightweight ontology 
language though negative information cannot be specified as well as cardinality 
and disjunction. RDF is used to represent information and to exchange knowledge 
in the Web. OWL (Web Ontology Language) is used to publish and share sets of 
terms supporting advanced web search, software agents and knowledge 
management. RDF and OWL work together to form ontologies, OWL allows for 
declaring binary relationships between nodes, and enable the inferencing of new 
relationships between nodes via reasoning engines. 

In the course of an ongoing sustainable design engineering project our aim is to 
include material information from different sources for Life Cycle Assessment 
(LCA) integrated into a PDMS [14] making it possible to allow for environmental 
reporting within an environment of different CAD solutions. Therefore, we 
defined for the use case of gear boxes an ontology containing the top level classes 
(concepts): Life Cycle Assessment (in order to assign life cycle stages to it), 
general Information (including all design parameters which cannot be assigned 
directly to a particular life cycle of a product), Material, Manufacture, 
Distribution, Use, End of Life. Relations were defined by using terminologies such 
as: “consists of”, “is used for determination”, “determined by”, “has effect on 
calculation”, “has action”, “influences” or “effected by”. For example, the class 
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Life Cycle Assessment consists of subclass Material which contains information 
about the life cycle stage Material (not the used material). Weight in combination 
with the selected material can be directly linked to environmental data containing 
environmental indicator values for materials. This will already allow for the 
evaluation of the life cycle materials, e.g. CO2 equivalent from existing databases. 
The idea is now to use and extend the MatOnto ontology to link and derive LCA 
relevant material data on a semantic level. E.g. for LCA considerations all low 
alloyed steel products are considered equal in terms of CO2 equivalent (See  
Figure 2). So the information needed is on a coarse granularity compared to the 
detailed material information provided by CAD systems. 

 

 

Fig. 2 Screenshot of part of the ontology (generated with Protégé OWLViz plug-in) 

 
A huge amount of data is stored in (relational) databases. Building RDF triple 

stores out of them is impossible but there are bridges available that define a layer 
between RDF and the relational data. So relational database tables (eg, Oracle, 
OpenLink, …) can be mapped to RDF graphs and be used as well as triple stores. 
Advantages of semantic technologies and linked data bring new agility and 
expanded scope to enterprise applications, are: 

 
• Enrichment of structured data with qualitative data from vast ‘unstructured’ 

sources like email, blogs, chat, and social Web pages 
• Reconciliation of formats, structures and terminologies 
• Identification of embedded meanings and relationships within and across 

resources 
• Natural language processing to interpret imprecise requests and offer spelling 

corrections, close matches, and related content. 
• Creation of innovative ‘mashup’ applications that seamlessly merge content 

and functionality from diverse sources such as databases, mapping services, 
and WWW resources. 

• Dynamically Extraction of metadata to transform unstructured data into a 
fully classified resource and synthesize it with existing structured data 
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4   Conclusion and Outlook 

Despite data explosion the individual knowledge decreases. Effects that can be 
observed are that the increasing dataset leads to reduced intake capacity of the 
human brain with consequences [15]: 

 
• stronger information filters 
• selective perception 
• less-informed decisions 
• only exciting information is noticed 

 
Data integration is also a huge problem internal to companies. It is the highest cost 
factor in IT budget of large companies which operate a considerably large amount 
of databases. Traditional middleware improves and simplifies the integration 
process, but it misses the sharing of information based on the semantics of the 
data. Ontologies can rationalize disparate data sources into one body of 
information without disturbing existing applications, by: 

 
• creating ontologies for data and content sources 
• adding generic domain information 

 
Sharing engineering information and providing access to relevant knowledge is a 
vital resource for enterprises. WWW and related technologies have had a 
tremendous momentum in the recent past. Web protocols, technologies, and 
middleware are well supported by various products evolving in the software 
industry and open source communities. Concentrating on the perspective of an 
engineer as a user of a sophisticated IT environment, PLM, Enterprise Content 
Management (ECM) and Personal Information Management (PIM) are converging 
or even merging. Semantic (Web) technologies offer new opportunities for 
enterprise IT aiming at establishing new approaches of handling information as 
resource and integrating different information sources. OC, Mashups, and 
Semantic technologies strive for a paradigm shift in looking at enterprise 
information systems: Hierarchical structures and integration approaches cannot be 
established in the same pace as changes of processes and organization occur. 
Instead networked relationships among different nodes of an IT environment and a 
demand (user) centric principle of looking at information resources are necessary. 
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Abstract. Industrial goods like pumps, engines, and gears are subject of cyclical 
improvements. An important input for such product updates is information from 
the use phase, especially information about failures that occurred during the use of 
current products. In a current research project the authors have developed a 
concept and a prototype for a Feedback Assistant System. The first realized 
modules of this assistant provide filtered and condensed product use information 
to the product developer. The paper in hands presents an extended concept and use 
case to assist the product developer in choosing the most suitable alternative in 
product improvement processes. The decisions are based on hard facts using 
diverse criteria. 

 
Keywords: Product Lifecycle Management (PLM), Decision Support, Product 
Improvement. 

1   Introduction  

During the product use phase of industrial goods, various, valuable information is 
generated. Industrial goods are produced in very large numbers and are subject to 
permanent improvement processes. For product improvement it is of special 
interest to identify critical components and their weaknesses. Hence, industrial 
products have embedded sensors that generate product use information (PUI). 
Additional data is only generated during unforeseen events (e.g. machine failures) 
or services events (e.g. regular inspections). Still, the data is not led back into 
product development and used for maintenance purposes only. By analyzing the 
PUI, the product developer can identify weaknesses and develop product 
alternatives.  



172 M. Abramovici, A. Lindner, and S. Dienst
 

Up to now, the leading of PUI into product development has not been 
addressed consistently. In fact, there are some approaches that address feedback. 
Nonetheless, these approaches address only specific feedback data sources 
(feedback from product-embedded information devices [1]) or specific feedback 
data receivers (e.g. feedback for quality improvement [2]). Therefore, the holistic 
conceptualization and development of a distributed Feedback Assistant System 
(FAS) for the acquisition, management, processing and the visualization of PUI is 
required.  

In a first step the authors have developed and implemented FAS for the analysis 
and diagnosis of industrial goods and their failures. The two developed modules 
for analysis and diagnosis let the product developer identify weak spots. The 
concept is described in detail later on. In a second step, the concept is to be 
extended to support the product developer in improving current products. The 
concept and the use case for the implementation is the focus of the paper in hand. 

2   Feedback Assistant System for Product Improvement 

2.1   A Feedback Assistant System Solution 

The authors have developed a concept for leading PUI into product development 
and implemented FAS for some of the above-mentioned tasks. The foundation of 
the concept is the PLM approach (see Fig. 1). Thus, basic PLM methods (e.g. user 
management) can be used further. In PLM, the PUI is usually not managed at all. 
The products themselves are managed in generation layers and not on a product 
instance level on which the PUI needs to be placed. Hence, the PLM product data 
model has been extended by a product instance layer that stores instance master 
data (e.g. serial numbers). 

The PUI cannot be stored inside the PLM as this might lead to poor 
performance. Thus, the PUI is stored in a separate storage, a Data Warehouse 
(DWH). The DWH data model is based on the PLM data model [3]. The PUI 
stored in the DWH is acquired in the product use phase of industrial goods in the 
form of objective data. It is transferred from the heterogeneous customer databases 
(e.g. ERP, CRM) into a central database [4] [5]. Inside the DWH, the data is 
aggregated and pooled using Extract, Transformation and Loading (ETL) methods 
[6]. These are necessary steps to provide crucial information to the product 
developer later on [7]. Based on the central database, the following methods have 
been realized [6]:  

 
• Analysis methods provide statistical data analysis methods, e.g. for managing 

key indicators, generating use profiles and their visualizations. 
• Diagnostic methods provide knowledge-based methods (Bayesian Networks) 

to detect causes of failure. A Bayesian Network is a probabilistic graphical 
model that represents a set of variables and their probabilistic dependencies 
[8]. 
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The product developer should be able to use these analysis and diagnostic methods 
without leaving the familiarity of his PLM environment as a graphical user 
interface has been implemented. Therefore, FAS has been coupled with a Product 
Lifecycle Management (PLM) system, which is the main data and process 
management system the product developer works with.  

 

 
Fig. 1 Concept for the Feedback Assistance System 

2.2   Extension of the Existing Feedback Assistance System by 
Decision Support and Prediction Modules 

Current FAS support a product developer in analytical and diagnostic tasks such 
as identifying faulty components. The detection of faulty parts leads to the 
initiation of a product improvement process. However, the product developer 
himself is not supported in product improvement and has to identify several 
alternatives, define the criteria his decision is based upon, and finally choose an 
alternative that is mainly based on his personal experiences and expert knowledge. 
This is the second step of the research. 

For this reason, the functions of the existing FAS must be extended by methods 
to support the product developer through multi-criteria decision-making during 
improvement processes. The product developer, though, still has to deal with the 
risk of making a wrong decision. In product improvement, there is more than one 
possible solution, and various criteria must be met in decision-making. To support 
these processes, a Decision Support Module as well as a Prediction Module will 
be developed. The developed use cases for these modules constitute the focus of 
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this paper. These modules render decisions objective and comprehensible. 
Additional functions such as simulations, which are based on existing PUI, help to 
increase the decision quality. The motivation for this task is to enhance the quality 
of a developed product and to minimize incurring costs.  

The decision support and prediction modules are integrated into the existing 
prototype within this project, which currently supports the product developer in 
finding weaknesses of existing products in use. The existing analytical and 
diagnostic methods are integrated into the usual product developer graphical user 
interface; the decision support and prediction methods are used as well (cf. Fig. 1).  

 

 
Fig. 2 Framework of the extended FAS 

 
The designed framework thus consists of the already known modules. In 

addition, the modules for decision support and prediction will be implemented. 
These modules will be embedded in the FAS and connected to the already existing 
modules via high-performance interfaces (cf. Fig. 2).  

2.3   Considered Product Model 

Feasibility will be shown on the model of a sample industrial good. Industrial 
goods are usually built for long production times and, therefore, it is always a 
crucial task to improve the use phase [9]. In the first phase of the research, 
centrifugal pumps have been selected to serve as a model, as they fulfill all 
requirements for a sample product (See Figure 3)  [6]. Centrifugal pumps will also 
serve as a model in the second phase, due to the fulfillment of the requirements 
and the data the authors have already gathered and analyzed [6]. The paper in 
hand presents the clutch of a centrifugal pump that is used to illustrate the use case 
of the Decision Support and Prediction module. The sample pump used here is 
equipped with sensors for collecting objective PUI [6].  
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Fig. 3 Sample product: centrifugal pump 

 
To illustrate the use case within this product improvement scenario , the clutch 

originally used in the sample product is a coupling disk. The advantages of this 
type of coupling are that it is easy to install and can balance torque oscillation and 
angular misalignments. Coupling disks are free of maintenance to a high degree. 
Only the connection component positioned between two metal parts and an 
elastomer need to be checked periodically and replaced if necessary. In the present 
improvement scenario, the coupling disk had to be replaced more often than 
expected, which led to high costs for spare parts and maintenance, so that an 
improvement process has been initiated. 

3   Decision Support and Prediction Module 

Decision-making is a crucial task in product improvement. This chapter introduces 
the process of solving problems in product development as a basis for decision-
making, and presents the use case for the later implementation of the Decision 
Support and Prediction modules.  

3.1   Problem-Solving in Product Improvement Processes 

The main task of the decision support module is to support the product developer 
in choosing alternatives for improving existing products, and thus a decision 
support. A decision is the process of choosing one alternative. The following 
chapter describes the process of solving problems according to VDI guideline 
2221 as a basis for decision making in product development and therefore the 
subsequently designed use case. The process of solving problems can be repeated 
several times while the steps taken remain equal. 

The process is divided into six consecutive steps, but steps backwards are 
possible at any time throughout the improvement process (See Figure 4). The 
improvement process itself is a shortened product development process, as the 
early phases of the product development process can be omitted (cf. [10] [11]). 
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Fig. 4 Process of solving problems [10] 

 
Analysis of the Problem: First, the problem has to be analyzed. The product 
developer requires information about the current state of the problem. Here, it is 
important to know which failure leads to the product improvement and if possible 
why the failure has occurred. In this case, the analysis and diagnosis modules of 
the FAS can be used. 
 
Formulation of the Problem: Secondly, any information that is not relevant to 
find alternatives is dismissed. The problem can now be formulated in a short and 
precise way.  
 
Synthesis of the System: After that, alternatives are generated. It is advisable to 
generate at least two alternatives to choose from, but not exceed the number of six 
alternatives. These alternatives must have different focuses so that the alternatives 
cannot replace each other. At this state, the alternative has the status of an idea. It 
is not a fully worked-out solution. 
 
Analysis of the System: At this stage, quantifiable criteria for the evaluation are 
generated. There are different realization opportunities such as minimizing one 
factor while maximizing the opposite factor in the form of an explicit utility 
function or by decision rules [12] [13].  
 
Evaluation of the Alternatives: relies on the criteria generated earlier. These are 
set together with their alternatives by an assessment method. Based on this, the 
alternatives are weighed so that the best solution can automatically be selected.  
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Decision: A decision is made by selecting the most suitable alternative. The 
product developer can check it by simulating the success. In the end the alternative 
is realized. 

3.2   Use Case 

The designed use case is the basis for the implementation of the later prototype 
and generated according to the requirements mentioned earlier. The use case is 
additionally founded on an intensive literature research and numerous interviews 
with product developers. Fig. 5 illustrates the use case, the arrows indicate the 
hierarchy of the sub-use case. The use case is embedded into the FAS. To execute 
the use case, two new modules, i.e. the decision support and the prediction 
modules need to be implemented. 

 

 

Fig. 5 Use case diagram for decision support of the product developer 

 
The main use case is ‘choose best alternative’, which includes different sub-use 

cases that support the product developer in his decision-making. A part of this is 
to select the criteria for the decision and generation of alternatives. The 
‘simulation of alternatives’ use case is part of the prediction module, but still 
supports decision-making. The simulation is based on aggregated product use 
information, which is part of the previously implemented FAS [6] [14]. A 
knowledge engineer supports the aggregation of the product use information.  

3.2.1   Choose Criteria for Decision 

Within the product lifecycle, there are always three main factors that have to be 
considered with every decision. They are: time, costs, and quality. These three 
factors compete with each other, which means that e.g. high quality leads to high 
costs and long production time. Cost reduction is one of the main goals in every 
step of the product lifecycle. The optimization of time and quality is not as easy, 
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as it can be accomplished either by a reduction or a raise depending on the sub 
factors.  

Taking a closer look at industrial goods, which is the designated group of 
products this use case has been developed for, the product use phase is the most 
important phase within the product lifecycle [9]. Because of the long lifetime, i.e. 
periods of more than 10 years, the costs of the use of a product exceed those of 
development and manufacturing by far. Hence, criteria that focus on the product 
use phase have been derived from the factors time, costs, and quality (cf. Table 1, 
below). They focus either on the effects an industrial good has on its environment 
(e.g. the owner), or on the effects the environment has on the product itself. Most 
importantly, maintenance has a huge effect on the actual use of the product. Most 
key performance indicators (e.g. availability, reliability) are based on factors 
influenced by the quantity and quality of maintenance events. Hence, the sub 
criteria of time include maintenance time and intervals, as well as standstills and 
lifetime. The sub criteria of quality include e.g. reliability, availability, the degree 
of standardization, accessibility, and manageability. The sub criteria of costs are 
divided into two groups: costs arising before product use (e.g. purchasing, 
installation, transportation costs), and costs incurring during the actual use (e.g. 
energy, staff, commodities, spare parts). 

 

Table 1 Evaluation criteria for improvement alternatives 

Time Costs Quality

• Short maintenance time 

• Long maintenance intervals 

• Reducing standstills 

• Extending lifetime 

 

Costs before use: 

• Purchasing 

• Installation 

• Introduction 

• Transportation 

Costs during use: 

• Energy 

• Staff 

• Commodities 

• Disposal of waste 

• Spare parts 

• Variable staff 

• Maintenance 

• Cancellation 

• High reliability 

• High standardization 

• High availability 

• Easy verifiability 

• Simple installation 

• Easy exchange of parts 

• High accessibility 

• Easy manageability 

• Strong connection component 

• Eco-friendliness 

 

  
The sub criteria presented in Table 1 are essential constraints that need to be 

taken into account in every product improvement process. They determine the 
most important boundaries every product developer must adhere to. Although 
more constraints can be found, the authors have reduced the amount as they aim at 
discussing only the most important criteria, as well as better handling and 
manageability for the product developer. 
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With reference to the clutch of the sample product, some criteria do not meet 
the actual case, e.g. ’energy costs’ are not relevant, so that this particular criterion 
can be eliminated. The same applies to the strong ‘connection component’. On the 
contrary, some criteria are more important than others. As high costs have 
incurred due to additional spare parts and maintenance, these aspects need to be 
taken into closer consideration. 

3.2.2   Generating Alternatives 

The generation of alternatives is the most important task during the improvement 
of existing products. The product developer is free to choose how grave the 
changes should be. Changes which address the early stages of product 
development (e.g. functional or active principle) might lead to a new layout of the 
product. In this particular case, subsequent simulations are no longer possible. 

For this reason, the product developer is tied to boundaries when creating 
solution alternatives. These boundaries exist because the product he wants to 
optimize is an actual industrial good and currently in use. Therefore the changes 
cannot result in a completely new layout of the product; this would only be 
possible under new development. The main boundary is the available space. In 
addition, there are used materials, the question of statics, etc. This limits the 
product developer so that improvements can be fulfilled in the form of 

 
• new dimensioning (e.g. thicker material) 
• different material (e.g. harder material) 
• different parameters (e.g. surface treatment) 
• changed parts (e.g. to optimize the distribution of forces) 
• new parts (e.g. to make assembly stiffer). 

 
Additionally, all factors linked to installation and operations have to be taken into 
consideration when creating alternatives. 

For the sample product a change of dimensions (larger connecting part) and 
materials (using thermoplastics instead of elastomer) have been taken into 
consideration. Here it is obvious that the solutions are within the existing 
boundaries, and thus a simulation of the changes is possible. 

3.2.3   Evaluation of Alternatives  

The evaluation of the above-developed alternatives depends on the degree of the 
carried-out changes. The degree of changes correlates with the phases of the 
product improvement process as changes in functional and active principles. Thus, 
the early phases have stronger effects on the product than changes in later phases 
and affect e.g. only the used material. The reason for this is that changes in the 
early phases of product improvement can hardly be determined in detail as there 
are too many unknown variables, which have to be taken into consideration. 
Building a computer model to simulate the characteristics of the different 
solutions would be very imprecise and lead to vague results. 



180 M. Abramovici, A. Lindner, and S. Dienst
 

The simulation of alternatives is based on detailed knowledge of the current 
product use phase. This information is available as objective data stored inside the 
prototype’s data warehouse. Until now, that data has only been used for analytical 
and diagnostic purposes. Now, it will also be used to develop a loading case of the 
used product. This loading case describes the typical use of the product to be 
improved. 

For the simulation of the different alternatives, different simulation methods 
can be used, e.g. FEM analysis to analyze the load on one or several components. 
At this point, however, it is more relevant to analyze the characteristics of the 
whole product. For that, as well as for diagnostic tasks, Bayesian networks can be 
used. These methods are limited to changes affecting the later phases of product 
improvement due to their needs of product use data. 

Changes that cannot be simulated are evaluated by methods such as Failure 
Modes and Effect Analysis (FMEA). The evaluation is based on the product 
developer’s expert knowledge and one expects him to be objective in his 
evaluation. In this framework, e.g. score evaluations can be used (cf. Table 2). 

 

Table 2 Score evaluation of different clutch solutions (fictitious values) 

  

Original 
coupling 
disk 
(elastomer) 

Thermoplas
tic coupling 
disc 

Full metal 
coupling 

Hydro-
dynamic 
coupling 

Separating 
can 
coupling 

Tim
e 

Short maintenance time 5 5 5 2 4 
Long maintenance intervals 4 4 5 4 3 
Reducing standstills 4 4 5 3 3 
Extending lifetime 4 4 5 3 4 

Co
sts 

Purchasing 5 5 4 1 2 
Installation 5 5 4 1 2 
Introduction 5 5 4 2 2 
Transportation 5 5 4 2 3 
Staff 5 5 5 3 3 
Commodities 5 5 5 3 4 
Disposal of waste 4 4 5 4 4 
Spare parts 5 5 4 2 2 
Variable staff 5 5 5 2 2 
Maintenance 5 5 4 2 2 
Cancellation 5 5 4 3 4 

Q
u
a
l
i
t
y 

High reliability 1 3 4 3 3 
High standardization 4 4 4 2 2 
High availability 4 4 4 3 2 
Easy verifiability 3 3 3 3 3 
Simple installation 4 4 3 2 4 
Easy exchange of parts 4 4 3 2 3 
High accessibility 4 4 3 2 3 
Easy manageability 4 4 4 3 3 
Eco-friendliness 4 4 4 2 3 

 Sum: 103 105 100 59 70 
 5: good; 1: bad   
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4   Conclusion and Outlook 

The use case, as presented in the paper in hand, constitutes the foundation of an 
extension of the designed FAS. The decision support and prediction modules will 
be implemented according to the use case, which has been exemplified on the 
model of the clutch of a centrifugal pump. The decision support and prediction 
modules are a powerful tool to identify promising solutions for the product 
developer’s individual problems, and present an objective and resilient 
benchmark. They are excellent add-ons to the FAS prototype, which is already a 
powerful tool to support the product developer in improving existing product 
generations. The analytical and diagnostic methods used to identify weaknesses 
and find first hints for solutions have proven feasible.  

In the near future, researches will address the proper implementation of the 
presented prototype. Subsequent steps are the implementation of methods and 
algorithms for text mining, as well as methods for the visualization of the results 
and solutions found by the FAS within the product developers’ context in an easy 
to handle and clearly arranged user interface. In this framework, special 
information and knowledge visualization methods will be developed, adapted, and 
integrated.  
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Abstract. This paper deals with an application of wavelets for feature extraction 
and classification of machine faults. The statistical approach referred to as 
informative wavelet algorithm is utilized to generate wavelets and subsequent 
coefficients that are used as feature variables for the classification and diagnosis of 
machine faults. Informative wavelets are referred to classes of functions generated 
from elements of a dictionary of orthogonal bases, such as wavelet packet 
dictionary. Training data are used to construct probability distributions required 
for the computation of the entropy and mutual information. In our data analysis, 
we have used machine data acquired from a single cylinder engine under a series 
of induced faults in a test environment. The objective of the experiment was to 
evaluate the performance of the informative wavelet algorithm in classifying faults 
using real-world machine data and to examine the extent to which the results were 
influenced by different analyzing wavelets chosen for data analysis. The 
correlation structure of the informative wavelets as well as coefficient matrix are 
also examined. 

 
Keywords: Fault diagnosis, informative wavelets, wavelet packet analysis.  

1   Informative Wavelets, Concept and Approach   

Informative wavelets are classes of functions generated from a given analyzing 
wavelet in a wavelet packet decomposition structure in which for the selection of 
‘best’ wavelets, concepts from information theory, i.e., mutual information [1] and 
entropy [2,3] are utilized. Entropy is a measure of uncertainty in predicting a 
given state of a system where a system state refers to different operating 
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conditions such as normal or faulty. Computation of entropy requires calculating 
state probabilities from training data and supplying them as inputs to the 
algorithm. An iterative process to identify appropriate informative wavelets is 
used at each stage, whereby the algorithm selects a wavelet from a dictionary of 
orthogonal wavelets in a wavelet packet signal decomposition structure, which 
results in a maximal reduction in entropy.  This is equivalent to obtaining maximal 
reduction in uncertainty of predicting a given system state. In this algorithm, 
reduction in uncertainty is expressed in terms of mutual information derived from 
the joint probability distributions of the training data and coefficients. Entropy of a 
system is defined as:  

 

1

( ) ( ) log( ( ))
M

i i
i

H S P S P S
=

= −  (1) 

 
where S1, S2,…, SM are the states of the system with probability of occurrences 
given by P(S1), P(S2), …, P(SM). Entropy is a measure introduced for the 
quantification of the information. It can also be considered as a measure of 
complexity of prediction of the state of the system. The reduction in uncertainty 
can be regarded as the quantity of information about the original system contained 
in the measurement system, which is referred to as mutual information [4,5,6].  

To derive the mathematical definition of mutual information we need to 
describe the states of the system. Such states can be observed by a measurement 
system with N possible outcomes {T1,T2,…,TN} of a random variable T with a 
probability distribution P(T1), P(T2),…, P(TN). Mutual information between the 
states and measurements is defined as the difference between the uncertainty of 
predicting S before and after the observation of T: 
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Here H(S/T) and P(SiTj) indicate conditional entropy of state S given measurement 
T and joint probability distribution of S = Si and T = Tj, respectively. ωγ is the 
wavelet indexed by the triplet parameter γ = ( j, k, m ), where j, k, m are the indices 
of scale, oscillation, and translation (time position) in a wavelet packet dictionary. 
When a given state of a system is independent of the measurements, i.e. JS =0, a 
change in the state of the machine will not cause any changes in the probability 
P(SiTj). Then the algorithm selects wavelets that result in a maximal reduction of 
uncertainty i.e. maximal JS(ωγ). In informative algorithm, the measurement system 
is wavelet. Such wavelets are obtained iteratively where at each stage, the residual 
signal is considered for further signal expansion. These wavelets are referred to as 
informative wavelets. The iterative selection of the informative wavelets is very 
much similar to the classical matching pursuit algorithm [7]. Wavelet coefficients 
are then used as feature variables and as inputs to a neural network classifier for 
classification [1,5]. Fig. 1 illustrates the main stages of the algorithm. The next 
section explains different steps of informative wavelet algorithm in more details. 
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Fig. 1 Block diagram of main stages of informative wavelet algorithm 

2   Informative Wavelet Algorithm  

The algorithm has two stages: training stage and class recognition stage. In the 
training stage, Fig. 2, by using wavelet filters, training data are decomposed into 
low and high frequencies iteratively to form a wavelet packet (WP) for each 
training data. Then the collection of these wavelet packet decomposition 
coefficients is quantized into N fixed and equally-spaced sub-intervals. At this step 
probability distributions of S, T and joint probability distribution of S and T are 
obtained. Each wavelet is considered as a measurement system whose output is its 
decomposition coefficients obtained by projecting data onto the selected wavelet. 
These wavelet coefficients, which are in fact feature variables, are later fed to a 
neural network to classify the system state. Using the maximum mutual 
information (JS(ωγ)) its corresponding informative wavelet is then selected. In the 
next step, the corresponding wavelet components are deducted from the residuals 
of entire training data, much in the same way as in the matching pursuit algorithm. 
As the informative wavelets are successively selected from these residuals at each 
iteration, they are less correlated with the ones selected previously.  

At the final stage, the coefficients obtained above are used to train the neural 
network. Once the training is completed the NN weights are attained in order to 
memorize the main features of different classes. If three classes are considered, 
these can be, for example, severe fault, mild fault and healthy states.  

The input signal along with informative wavelet and neural network weights 
obtained from the previous stage are inputs to the second or class recognition 
stage. This stage consists of three steps: projecting the input signal – that we want 
to identify its class – onto selected informative wavelets, computing their feature 
vector, and classifying the state of machine (S2). Fig. 3 shows the flowchart of this 
stage. This algorithm attempts to match joint state and measurement probability 
distribution of data with wavelet coefficients, the higher the probability the more 
the mutual information. 
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Fig. 2 Informative wavelet algorithm: training stage 
 

 
The major disadvantage of informative wavelet algorithm may be its 

computational complexity. The computational time for box (I) is O(N), where N is 
the total number of training data in all classes. Since the loop of this box must 
iterate for the whole wavelet packet elements (n log2 n times), and for the number 
of informative wavelets (W), the total cost is O(W N n log2 n). This algorithm relies 
on the evaluation of probability density of training data; consequently, we usually 
need several training data. An empirical number is about the size of data (n), 
therefore, the total computational cost is O(W n 

2
 log2 n). If the time for 

decomposing each training data to wavelet packet coefficients is also added, i.e., 
O(n log2 n), along with other overhead computations, which is not insignificant in 
this algorithm, the real time cost will approach O(n 

3). We note that since 
probability density function must be evaluated in every iteration, calculation of 
probability density function is the most time consuming part of the algorithm. 
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Fig. 3 Informative wavelet algorithm: classification stage 

3   Design of Experiments  

To evaluate the performance of the algorithm and the accuracy of its classification 
results we used machine data a single cylinder dual mode unit operating either on 
diesel fuel or natural gas. Data used here is from diesel mode operation. 
Acceleration data of the intake valve closing and combustion events from this 
engine were utilized for data analysis and algorithm testing. Two types of faults, 
namely intake loose valve and engine knock conditions each with varying 
intensity levels were considered. Engine knock condition was generated by 
judicious adjustment of load. Load changes were made in two incremental steps of 
approximately 15% above nominal load corresponding to 18, 22, 25 HP, 
respectively. 

For loose valve experiments, a set of progressively increasing valve clearances, 
namely normal, 0.006 in. and 0.012 in. were set on the intake valve. Three 
categories of data were collected simultaneously: (a) cylinder pressure measured 
through a connecting tube to the cylinder, (b) block acceleration (vertical 
vibration) measured at a carefully chosen location on the cylinder head, and (c) 
engine RPM. Block vibration was actually measured at several places and the best 
location was found to be at the center of the upper part of the cylinder block which 
gave reliable signal intensities. Other supplementary data were also collected 
including engine power, peak cylinder pressure and peak pressure angle. For each 
test, data from sixteen consecutive cycle runs were acquired.  

Fig. 4 shows sample cycle runs of the diesel engine in normal and knock 
conditions. In this figure, the high amplitude components from left to right 
correspond to exhaust valve closure, intake valve closure, combustion, exhaust 
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valve opening, and intake valve opening. There were noticeable cycle-to-cycle 
changes in the signal patterns and intensities even under normal condition, which 
indicate the complexity and variability of the machine operation. An initial review 
of data, in which mean values vs. standard deviation of each training data were 
examined, showed that a certain degree of data clustering and class separation can 
be found (Fig. 5), though this could not be observed in all of the data sets. 
Separation of classes was more vivid in training data belonging to valve clearance 
conditions. 
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Fig. 4 Sample vibration signal of the single-cylinder diesel engine in normal and knock 
conditions 
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Fig. 5 Training data for valve clearance (first plot) & load change (senod) for three classes 
of : normal, x: mild fault, o: severe fault 
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We note the following in the analysis: 
 

• In informative wavelet algorithm, the “number of informative wavelets” 
corresponds to the number of feature variables used for the classification. In 
the absence of any á priori knowledge about a suitable number of feature 
variables, several values ranging from 1 to 50 were initially considered. At a 
later stage, the number was confined to a smaller set ranging from 4 to 10. 

• Wavelets from orthogonal and biorthogonal wavelet families were used 
including Daubechies wavelets Db5, Db20, Db40 and Db45 as well as Coif5, 
Symlet5, Bior3.1, and Bior6.8. 

• Multi layer perception backpropagation was used for the neural network 
classifier. For a three-class data set, five nodes of hidden layer were used in 
the network. 

• We used 30 levels (bins) in quantification of coefficients and training data 
during construction of the probability distributions. 

4   Data Analysis and Classification 

As indicated earlier the informative wavelet algorithm is mainly a statistical 
approach for fault detection and classification in which probability distributions of 
training data are utilized to generate wavelets during signal expansion. In this 
algorithm, coefficients of the selected wavelet carry statistical properties that best 
matched those of the training data.  

At the first glance, it may seem that classification results are determined jointly 
by capturing the statistical properties of the given training data as well as the 
analyzing wavelet used for data expansion. But our observations using different 
data and with several analyzing wavelets showed that the former has a higher 
influence on the classification results. In fact, different analyzing wavelets capture 
more or less the same amount of statistical information; therefore, the choice of 
analyzing wavelet does not significantly alter the correlation structure of 
coefficients, although Coiflet1 wavelet performed marginally better.  

Using Coiflet1 we analyzed three load settings (leading to knock) as well as 
three valve clearance conditions. Mean values vs. standard deviations of the 
coefficients of training data for three classes as well as histogram of the 
coefficients were also examined (Fig. 6). Separation of classes in coefficient 
domain followed a similar pattern as those of training data. For both fault cases, 
classification errors were below 5%, which were considered to be acceptable. 
Classification errors for different load changes and knock conditions were 
influenced to a large extent by the uniformity of the training data in all classes.  

4.1   Selected Informative Wavelets 

Informative wavelet algorithm is a nonorthogonal signal decomposition in which 
informative wavelets generated by the algorithm are in general correlated  
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Fig. 6 Histograms of the coefficients as well as mean vs. standard deviations for three 
classes 

 

 
with each other and a certain degree of redundancy always exists in signal 
decomposition. Accordingly, the coefficients generated by projection of data onto 
informative wavelets follow the same pattern of correlation. Non-orthogonality of 
signal decomposition is mainly due to the iterative process of selecting 
informative wavelets where at each stage the residual signal is constructed and 
used for signal expansion. In our data analysis, we examined deviation from the 
orthogonality of the informative wavelet for several analyzing wavelets. We 
examined informative wavelets generated by orthogonal and biorthogonal 
analyzing wavelets. While informative wavelets in both categories deviated from 
orthogonality, which was measured by the inner product of the wavelets, the 
extent of the deviation varied for the two groups. Orthogonal wavelets such as Db 
family of wavelets or Coiflets, generate informative wavelets with a higher degree 
of orthogonality as compared with biorthogonal wavelets such as Bior3.1. The 
same trend can be seen in the correlation structure of coefficient matrix as well. 

Correlation structure of coefficient matrix under several analyzing wavelets and 
for different number of iterations was examined for a given set of data. 
Differences were observed in correlation of the coefficients for different analyzing 
wavelets; however, such differences were insignificant to influence the 
classification results greatly. 

4.2   Training Data and Number of Iterations 

In our data analysis, a small change in training data resulted in a noticeable change 
in the informative wavelets selected. For example, a small increase in the number 
of training data (e.g. a simple repetition of data) caused a different set of 
informative wavelets to be selected. This could be attributed to the application of 

□
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matching pursuit type approach in which a small change in the probability 
distribution of the coefficients leads to changes in mutual information value 
calculated. Often a small change in the training data caused a change in about half 
of the informative wavelets. 

In the algorithm, the number of informative wavelets (iterations) is chosen á 
priori as an input. It was observed that increasing the number of iterations in a 
given data analysis does not alter informative wavelets derived from previous 
iterations. As a result, there were no changes in the corresponding coefficient 
values. The additional informative wavelets, selected with larger number of 
iterations, increased the number of feature variables and thus expanded the 
dimension of feature space. 

In the experiments, mostly 5-10 iterations were used, although higher iterations 
were also selectively examined. It was observed that an increase in the number of 
iterations was not always accompanied by an increase in the accuracy of 
classification results. This could be traced to dilution of information, in which by 
selection of large number of features unnecessary information is added.  

5   Conclusions 

In this paper results of an experimental study for an application of informative 
wavelet algorithm for the classification and diagnosis of machine faults were 
presented. Several prototype wavelets and different sets of machine data were 
used. Effectiveness of the algorithm for the classification of two categories of 
faults namely excess valve clearance and knock conditions each with varying 
intensity levels were examined. Accuracy of results under different parameters of 
the algorithm was also studied by employing different analyzing wavelets from 
both orthogonal and biorthogonal family of wavelets. Some notable results are 
summarized as follows. 

 

• In majority of the experimental runs, using different analyzing wavelets, 
satisfactory classification results were obtained when sufficiently large 
number of training data with adequate uniformity was used. For load changes 
and knock condition, accuracy of results varied for different training data and 
different intensity levels of fault conditions. 

• Informative wavelets generated by the algorithm varied significantly when 
small changes were introduced in the number of training data. This was also 
the case when minor changes were made in training data themselves. While 
classification results remained almost unaffected under minor changes in the  
training data, informative wavelets and subsequent coefficient values varied 
significantly. This was attributed to the particular structure of the algorithm in 
which minor modifications in the training data are followed by changes in 
probability distributions which in turn modify mutual information and 
informative wavelets derived by the algorithm. Changes in the informative 
wavelets can be amplified by the application of matching pursuit algorithm. In 
the matching pursuit algorithm, wavelets generated at the later stages are 
highly sensitive to changes in the wavelets chosen at the early stages.  
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Abstract. In this article the development of a method for simulation-based 
condition monitoring of a spindle nut drive for machine tools will be presented. 
Thereby, parallel to the operation of the spindle nut drive, an automatic parameter 
identification of a corresponding simulation model is to be carried out with the 
aim to identify high-level information like stiffness and damping of the  
significant components based on the available drive signals. The underlying model 
for the identification consists of Finite Element (FE) component models and the 
corresponding component parameters like stiffness and damping of the bearings, 
spindle nut, etc. Beyond the parameter identification, the characteristics of the 
components (here stiffness) will be computed by the mentioned model. The 
identification and the calculation method in this paper is based on finding 
optimum stiffness parameters which are correspondent to the current state of the 
system and using a neural network to find the relation between the physical 
parameters of the system and measurable parameters of the system behavior. The 
results depict a new diagnostic process which could be also applicable for online 
condition monitoring of different components.  

Keywords: Condition Monitoring, Machine Diagnosis, Parameter Identification, 
Spindle Nut, Ball Screw Drive. 

1   Introduction 

As industrial machines and components are becoming more complicated and 
expensive, the maintenance of their parts is becoming more and more important. 
The maintenance strategies could be divided into three different categories: 
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a) The first is Run-to-Break. This strategy is valid for not important components 
as their failure would not lead to any special losses or stoppage in the 
production line or human hazards. In this strategy, the probable worn out 
component and its location is previously known. Hence, the element is left till 
its breakage. No sign of destruction is considered for such components except 
poor physical behavior, like enormous vibration, temperature and noises. The 
out of order part is simply replaced when the failure happens.  

b) The other strategy is time-based preventive maintenance strategy. In this 
method which is applied for more important components, the part will be 
monitored frequently. This means that in each specific period of time the 
condition of the part will be analyzed. This analysis is based on specific 
parameters which could differ from one case to another. Analysis of vibration, 
acoustic emission, quality of lubricant, temperature, motor current, surface 
roughness, eddy current etc. are some examples of diagnosis methods to 
check the machine behaviors in different intervals [1]. Changes of these 
parameters are a sign of defect emersion in the component. Depending on the 
method of prognosis and decision making, it could be then decided if the 
component should be replaced or could continue working.  

c) The last strategy, condition-based maintenance, is applied to important 
components and sophisticated systems, where the location and the kind of 
failure are not totally clear and the stochastic nature of involved parameters 
harden the prediction of useful components age. The goal of this strategy is 
the analysis of the components’ behavior during their operation time, 
determining the current condition of the system as well as predicting the 
remaining life of the part [2]. This last method has many advantages over the 
others as it can anticipate the remaining useful life of the components and 
prevent the down-time cost (almost 80% of down-time is related to defect 
detection). 

 
Condition monitoring is usually based on vibration diagnosis. In this method, 
some external accelerometer sensors are used to measure the vibration of the 
machine in different positions. The diagnosis of these vibrations leads to the 
description of the system condition [3]. This method of monitoring suffers, 
however, from some problems as well. The external sensors cost a lot and most of 
the time they lead to some difficulties while working with the machine. Almost all 
sensors include noises in the result. These noises make the analysis of different 
defect modes difficult. In addition, verifying different condition monitoring 
methods in practice is time-consuming and expensive, as different components 
with different modes of defects should be analyzed and therefore become 
artificially defected. Hence, the presented approach is simulation-based condition 
monitoring. While using this method, different defect modes in different 
components are modeled numerically and the analysis of specific physical 
properties of the system leads to diagnosis process. As the influence of defects in  
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different components is analyzed numerically using internal signals, this method 
has advantages from the cost and time point of view over other methods. In 
addition, analyzing the components’ state in different conditions is faster, 
deterministic and more precise by using an exact model. There have been studies 
regarding condition monitoring of spindle nut. Neugebauer [4] did condition-
based preventive maintenance of the main spindle by using accelerometers on the 
outer ring, Acoustic Emission (AE) at housing and considering temperature and 
eddy current, as well as motor current. The used diagnostic method in his work 
was Root Mean Square (RMS), Fast Fourier Transformation (FFT) and envelope 
spectrum. The group understood that the AE is best suited for preventive 
maintenance. They also concluded that envelope curve can detect damages faster 
than RMS and even easier than FFT. Sin [5] and his group did their condition 
monitoring on bearing by putting acceleration sensors on the outer and inner ring. 
They used RMS, FFT and time-frequency-based techniques. They concluded that 
time-frequency-based techniques could lead to the best diagnosis.  Yan [6] and 
colleagues worked on modal parameter identification from output - only for the 
spindle case. They understood modal parameters provide insight into structural 
changes of the spindle. Zhang [7] and his group did an online condition 
monitoring based on open system architecture wavelet analysis of spindle 
vibration and they resolved that wavelet analysis predicts well the frequency of 
defects compared to theoretical formulae. Saravan [8] and his colleagues did some 
studies on condition monitoring of spindle bearing. They used vibration, acoustic 
emission, lubricant analysis and surface roughness by FFT diagnosis method. 
They found significant peaks at the fault frequencies and also discovered that the 
vibration level is increased considerably with larger particle sizes. Also based on 
open system architecture, Li performed a real-time spindle health monitoring [9].  

In this paper, however, a new method is presented where the parameters of the 
system model would be updated online. The way of implementing this method for 
condition monitoring of a spindle nut drive will be discussed. As a model a Finite 
Element Model (FEM) including rheological elements (Hookian spring and 
Newtonian damper) is used. The model includes all important components of a 
spindle nut drive, namely bearing, coupling, spindle and nut. Using parameter 
identification the attributes of each component (stiffness and damping) are 
identified. This identification is performed by using internal signals of the system, 
namely desk position and motor current. Figure 1 shows an overview of the most 
important working packages of the project. These are separately: Model 
construction, model reduction with subsequent parameter identification and 
development of a prognoses process. In this article it is shown how the parameter 
identification of the reduced model based on optimization algorithms and neural 
network could help the condition monitoring process. 
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Fig. 1 Overview of the procedure for simulation-based condition monitoring 

2   Model Construction 

In the first step, a detailed 3D model of the spindle nut drive was generated in 
order to determine the stiffness of the healthy component. Each separate 
component, spindle, nut, and balls are afterwards assembled in MESHPARTS. 
This package of software is working in ANSYS environment and was developed 
at the ISW [10]. Figure 2 shows an assembled model of the 3D spindle nut [11]. 
The accuracy of the model was verified by an experimental static and modal 
analysis. The depicted balks in figure 2 are for leading the force in the axial 
direction and, therefore, exciting this mode. The parametric model is so 
constructed that different spindle nut drives could be generated by changing the 
geometrical inputs. By performing a static analysis, the stiffness of the spindle nut 
is determined. This stiffness parameter is used later on as an input parameter for 
the reduced model of the spindle nut. 

In the next step, an appropriate reduced model is chosen. As the later diagnosis is 
based on modal analysis of the system, this model should represent the first two 
eigenfrequencies of the spindle nut drive exactly [12], [13], [14]. The reduced model 
depicted in figure 3 consists of a linear spring and a damper for modeling coupling 
and nut [15] as well as a beam element for modeling the spindle. The parameters of 
this model should be updated based on the measured frequencies of the real system. 
In order to perform this identification, two different methods are tested in this paper. 
As a first method, different identification algorithms are used in order to find 
optimum stiffness parameters of the model which match the eigenfrequencies of the  
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Fig. 2 3-D model of a ball screw and the structure used for modal analysis of the model 

 
Fig. 3 Reduced model of a spindle nut drive [15] 

real system. In the second method, different simulations are performed in order to 
find the relation between the input and output parameters. These input and output 
parameters are stiffness and eigenfrequencies of the system. The process of finding 
the relation between the input and output can be performed by using neural 
networks. The details of generating the neural network and verifying it are discussed 
in “Neural Network” (part four) of this article. 

3   Model-Based Identification 

In order to determine the stiffness parameters, which are relevant to measured 
frequencies, an identification algorithm can be used. This algorithm, as it has been 
shown in figure. 4, begins with three initial stiffness coefficients. These variables 
are bearing, coupling and nut stiffness and are the design variables of the 
algorithm. By using the reduced model and performing a modal analysis, the 
relevant eigenfrequencies are calculated. The difference of the calculated 
eigenfrequencies and measured eigenfrequencies determines the objective 
function as it has been defined in equation 1. The objective is to minimize this 
function and determine the relevant stiffness. Error function as it is depicted in  
 



198 M. Mottahedi, S. Röck, and A. Verl
 

 

 
Fig. 4 Identification algorithm used for determination of equivalent stiffness related to 
measured eigenfrequencies 

equation 2 was also used in order to represent the error of each identification 
algorithm. In equation 1 and 2, ω1 till ω3 are computed eigenfrequencies. Ω1 till 
Ω3 are the measured system eigenfrequencies. KL, KM, KK are corresponding 
stiffness coefficients for the measured eigenfrequencies (reference stiffness), and 
kl, km, kk are updated stiffnesses of the model in each iteration.   
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While testing different identification algorithms, the best one is determined and 
the effect of using 2 or 3 eigenfrequencies of the system on ascertaining the 
stiffness of different components is analyzed. In another try, the influence of 
performing a modal analysis in different desk positions on identification and 
robustness of the method was tested. 

Different methods were examined while using APDL coding in ANSYS. These 
methods were based on subproblem approximation, first order method, random 
design, sweep generation, factorial evaluation and gradient evaluation.  The results 
as they have been shown in figure 5 and table 1 reveal that the best method of 
identification in this case is the first order method, which uses the gradient of the 
objective function in order to minimize it. Hence, in the rest of the analysis this 
method is used. In the first row of table 1 the reference values has been written. So 
the goal of the identification is to reach the measured eigenfrequencies by 
changing stiffness values. The variables’ space was shown in the second row and 
the start variables in the third row of table 1.  
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Fig. 5 Comparison of different identification algorithms based on objective function 
defined in equation 1 

Table 1 Calculated stiffness parameters for different identification algorithms and their 
comparison with reference values 

KL:270e6 KM:550e6 KK:170e3 Ω1:70.95 Ω2:382.81 Ω3:866.15 
Identification 

methods 
Variables space kl:200e6-400e6 km:400e6-600e6 kk:100e3-200e3  

 Start values: kl:250e6 km:570e6 kk:140e3  

  kl e6 km e6 kk e3 OBJFUN 

1 First order 265 552 171 0.04 

2 Subproblem 259 561 173 5.01 

3 random 264 558 158 6.75 

4 factorial 200 600 200 20.37 

5 Sweep generation 250 570 200 18.74 

6 
Gradient 

evaluation 
250 570 140 34.08 

 
 
The effect of using different eigenfrequencies in different desk positions is 

shown in figure 6 and table 2. The identification algorithms begins with start 
values and changes the stiffness parameters in variable space shown in the first 
row of table 2 till reaching the measured eigenfrequencies. The error is defined by 
comparison of computed stiffness (km, kl, kk) and reference values (KM, KL, KK). 
The identification is firstly based on the first two eigenfrequencies and then by 
means of the first three eigenfrequencies in different table positions.  
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Fig. 6 Error function based on equation 2 for different table positions and by using 2 or 3 
eigenfrequencies and first order identification algorithm 

Table 2 Comparison of error function for different table positions by using 2 or different 
eigenfrequencies for performing identification based on first order method 

 Variables Space
kl:200e6-

400e6 
km:400e6-

600e6 
kk:100e3-

200e3 
  

Start   
values

kl:250e6 km:570e6 kk:140e3 

Using first order method and first second or third eigenfrequencies for identification  Table position=20% 

 KL KM KK Ω1 Ω2 Ω3 kl e6 km e6 kk e6 Error in % 

1 270e6 550e6 170e3 82.50 380.98 - 265 571 170 1.9 

2 270e6 550e6 170e3 82.50 380.98 657.92 268 550 170 0.2 

Using first order method and first second or third eigenfrequencies for identification  Table position=50% 

 KL KM KK Ω1 Ω2 Ω3 kl e6 km e6 kk e6 Error in % 

3 270e6 550e6 170e3 70.95 382.81 - 265 569 170 1.9 

4 270e6 550e6 170e3 70.95 382.81 866.15 265 552 171 0.9 

Using first order method and first second or third eigenfrequencies for identification  Table position=80% 

 KL KM KK Ω1 Ω2 Ω3 kl e6 km e6 kk e6 Error in % 

5 270e6 550e6 170e3 63.29 383.73 - 266 569 170 1.8 

6 270e6 550e6 170e3 63.29 383.73 901.73 260 566 171 2.5 

 
 
As it could be seen from figure 6 and table 2, diagnosis based on three 

eigenfrequencies leads to more precise results; however, using first two 
eigenfrequencies results also in a low amount of errors. And as more table 
positions are used, more exact results would be achieved.  



Simulation-Based Parameter Identification for Online Condition Monitoring  201
 

 

4   Neural Network 

In order to determine the relation between stiffness and eigenfrequencies of the 
system, neural network algorithms were also examined. This approach was 
previously attempted in Silva’s work for the case of cutting process and it 
provided promising results for feasible applications of the method [16]. The goal 
of this paper is training of a network in which by implementing the 
eigenfrequencies the equivalent stiffness would be achieved. The advantage of this 
method over the model-based identification method is faster calculation of 
stiffness and hence its application in real-time identification. In this paper, the 
results of different algorithms are compared and the exactness of the networks, 
while first eigenfrequencies and then stiffness as input are chosen and then 
compared. The process of training a neural network begins with the generation of 
a data bank. In the case of this project, 189 series of eigenfrequencies and 
equivalent stiffness were given to the code. This range of data covers the stiffness 
changes of each component up to 50%, which ensures a sufficient scale of input 
for feasible applications of the method. The neural network generator uses 70% of 
these data as input to train and generate the network (training step). 15% of the 
data is used to evaluate the accuracy of the network (validation step). If the error 
of the network output was more than a specific value, the training step is repeated 
again and the weights are adjusted, until the accuracy of the network output is 
acceptable. The network is then saved and 15% of the rest of data is used to test 
the network (test step). This step has no effect on the generation of the network, 
but it gives only a feedback how accurate the network is, in case new values 
would be employed. Implemented algorithms are shown schematically in figure 7. 
The relation between the input and output could be determined by means of 
hidden neurons. In figure 7 only one hidden layer was depicted; however, 
depending on the algorithm, more layers could be used. The figure also shows 
how the weight parameters between the neurons are changed in a loop in order to 
get the least difference between the output and targets. The mean square error as 
defined in equation 3 is used for demonstrating the accuracy of the network in 
cases of stiffness and eigenfrequencies as output of the network. In this equation 
kmii, klii , kkii and ωii

i are calculated stiffness and eigenfrequencies in ii th series 
respectively. KMii , KLii , KKii and Ωii

i are the reference stiffness and 
eigenfrequency in the data bank. Different algorithms were tested and the results 
can be seen in figure 8. The first method “Bayesian Regularization Method” 
minimizes a linear combination of squared errors and weights. The second method 
“Conjugate Gradient with Powell/Beale Restarts” adjusts the weights in the 
steepest descending direction. The third method was the “Fletcher-Powell 
Conjugate Gradient”. This method generates conjugate directions using only a 
one-dimensional search at each iteration. The fourth method, “Resilient Back-
Propagation”, takes into account only the sign of the partial derivative over all  
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patterns (not the magnitude), and acts independently on each “weight”. The fifth 
method is “Scaled Conjugate Gradient back-propagation (SCG)” and the last 
method (the sixth) was “Levenberg-Marquardt Backpropagation”. In this method, 
validation vectors are used to stop the training early if the network performance on 
the validation vectors fails to improve or remains the same for a maximum 
number of failures in a row. Test vectors are used as a further check. One example 
of network performance by using “Levenberg-Marquardt Backpropogation” can 
be seen in table 3 and the definition of error in this case is shown in equation 4. 
Figure 8 shows that the best neural network algorithm for both cases of getting 
stiffness from eigenfrequencies and eigenfrequencies from stiffness is the 
“Levenberg-Marquardt Backpropogation”. The low amount of error in table 3 and 
the short training time (almost 1 hour on a quad-core system) depicts that the 
neural network is appropriate for determining the corresponding values of stiffness 
and eigenfrequencies.   
 

 

 
Fig. 7 Schematic algorithm of utilized neural network 

Error (Ω→K )=1
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∑
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                     Ω →K (Log-Linear)                                   K → Ω (Linear-Linear) 

Fig. 8 Comparison of different neural network algorithms based on the error function 
defined in equation 3  

Table 3 Comparison of Error defined in formula 4 based on “Levenberg-Marquardt 
Backpropogation“ algorithm for finding the stiffness out of eigenfrequencies and vice versa 

Output (Input: Ω1, Ω2, 

Ω3, T.P.) 
Reference Value Network Result Error % 

KL (N/m) 270 e6 272.44 e6 0.91 

KM (N/m) 550 e6 544.41 e6 1.02 

KK (N/m) 0.170 e6 0. 172 e6 1.18 

T.P. (%) 50 51.47 2.94 

Output (Input: KL, KM, 

KK, T.P.) 
Reference Value Network Result Error % 

Ω1 (Hz) 68.19 68.04 0.22 

Ω2 (Hz) 377.85 377.67 0.04 

Ω3 (Hz) 809.56 809.44 0.01 

T.P. (%) 50.00 49.97 0.06 

 

ValueReference

ValueReferenceResultNetwork
Error

−=  (4)

5   Conclusion 

In this paper, the idea of simulation-based condition monitoring was presented. 
The procedure for anticipating the condition of a system based on series of 
previous tests on its numerical model was demonstrated. For certifying the 
purpose, a spindle drive system was chosen. A reduced model of a ball screw 
drive, which can precisely represent the first two eigenfrequencies of the ball 
screw drive, was introduced. A parametric 3D model of a spindle nut drive for 
determining the stiffness of a healthy spindle nut drive (reference stiffness) was 
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also exhibited. As the prognosis step is based on the comparison of stiffness in 
different components, different identification and neural network methods were 
tested on the reduced model in order to determine the relationship between the 
eigenfrequencies and stiffness parameters of the system. The best algorithm of 
each method was determined and it was shown that these methods could be 
helpful in determining the stiffness of different spindle nut drive components 
based on the first two measured eigenfrequencies of the system. The 
implementation of these methods could be, hence, useful in performing condition 
monitoring of other systems. However, in case of the spindle nut drive, they could 
be improved by performing a frequency response analysis and using not only the 
poles but the whole frequency response for parameter identification of the system. 
Although the method was tested numerically, it is necessary to verify the results in 
practice as well, which could be the task of further studies. 
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Abstract. Small and medium enterprise (SME) manufacturers are generally better 
off being part of groups of integrated companies which collectively add value to 
an end-product. An SME is limited in two ways: by its resources and by its 
knowledge. In contrast, a well-created manufacturing network should have the 
necessary competencies in resources and knowledge it needs. While an 
individually owned ontology inherits the heterogeneous nature of the SMEs, the 
manufacturing network system integrator needs a universal knowledge base and 
ontology; an ontology that the SMEs would understand and ‘willingly’ contribute 
information to. This paper presents the manufacturing system ontology with a 
foundational framework from the Product Resource Order Staff Architecture 
(PROSA). With multi-agent system environment in mind, the ontology is designed 
for agent interpretability. The exchange and processing of production, production 
execution and process information need to be automated as far as possible. This 
paper intends to present a reusable and scalable ontology in Ontology Web 
Language (OWL). The paper highlights the concepts and slots that constitute the 
ontology and a knowledge base with a set of rules that allows selection of 
resources for the manufacturing of a product. The proposed ontology is finally 
appraised against a set of criteria and compared with a number of existing 
ontologies for manufacturing networks. 

 
Keywords: Ontology, Knowledge Base, Expert System, Manufacturing System, 
Manufacturing Network, PROSA. 

1   Introduction 

Small and medium manufacturing enterprises share a unique set of characteristics 
that make them suitable for participation in networks. They have lean structures, 
oriented to a high-tech market segment, adaptable to the changes in the market 
segment and strive in subcontracting relations [1]. Due to their lean structure, 
SMEs have very few core competencies. Also being at the receiving end of 
outsourcing and subcontracting, they behave like independent network nodes. 
They also follow a set of decision making rules which are often limited to the 
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scope of the SMEs’ activities; rules in the form of relations, recommendations, 
directives, strategies and heuristics [2]. In contrast, a manufacturing network is 
designed to have all the competencies in resources and knowledge it needs, to 
fulfill a temporary market demand i.e. job shop production. There is a general 
agreement across the research field of industrial production, entrepreneurship and 
economics that SMEs add more value as part of a network than on their own [1-4]. 
SMEs within the network are held together by a sense of reliability, responsibility 
and commitment; in other words, trust binds a network. An empirical study was 
carried out to determine what makes manufacturing networks successful [5]. The 
study showed that, in order of importance, reliability, commitment on behalf of 
the network, capability and information technology are critical success factors for 
long term survival. A network of SMEs working together, for the first time, has to 
be closely monitored. During this incubation period, the network is coordinated by 
a system integrator. After many successful deliveries and when the reliability of 
the network converges towards maturity, trust is established and the intervention 
of the system integrator would become less critical. Trust is also a function of the 
length of the collaboration [6]. Referring back to the incubation stage of the 
network, in order to perform its role, the system integrator needs a centralized 
source of organized information consisting of process, capacity, performance of 
nodes (or SMEs), inter-node transport and a set of coordination rules [1]. The 
manufacturing network system integrator would benefit from a unified ontology 
that the SMEs would contribute information to. The ontology is one of two 
prerequisites for constructing an expert system. The second is the knowledge base 
which holds decision making rules. 

Determination of the content of ontology has been the subject of much 
research. Manufacturing strategists take into account order information, product 
structures, routing data, resource information and production feedback data among 
others, to determine the manufacturing processes to be used. Subsequently, the 
manufacturing cost and leadtime of a product are derived from the manufacturing 
processes used [7]. In a study the need for data such as the routing, bill of 
materials, state of the resources, availability of resources, production schedule, 
priority of order and inferred permission is highlighted, when investigating the 
online simulation in a holonic manufacturing system [8]. In an evaluation of the 
reliability of network plans in cell manufacturing systems, various equations, from 
variables mean time between failure and mean flow time have been derived [9, 
10]. An extensive case study was carried out to identify what attributes have had 
significant influence in the long-term success of manufacturing SMEs [11]. A 
strategy focusing on company orientation, price determination, production 
experience, product life cycle and quality control have been identified as the top 
five attributes for long-term survival. Moreover, it is suggested that pre-process, 
in-process and post-process inspection are common attributes of successful 
manufacturers [12].  

Product resource order staff architecture (PROSA) implements the concept of 
autonomous co-operating agents to manufacturing systems. Agent is a computer 
science term and the term ‘holon’ is its counter-part in the physical world. Holon 
is something that is simultaneously a part of another whole and a self-contained 
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whole to its subordinated parts [13]. PROSA provides three basic holons of type 
product, resource, order and an ad-hoc holon of type ‘staff’. It is suggested that 
from these four types of holons only, a holonic manufacturing system (HMS) can 
be built. The result is a reconfigurable system, with a high degree of self-
similarity, scalability and compatibility [14]. The development and application of 
the holonic concept in manufacturing has been widely reviewed [15]. However, 
the most complete holonic system so far, has been developed for the ADACOR 
project where a multi-agent system and a rule-based engine were utilized [16]. 
Based on literature review, it is understandable why manufacturing networks are 
likely to consist of SMEs. The paper, therefore, proposes the ontology for the 
domain of manufacturing network that implements the principles of PROSA. The 
scope of the ontology is limited to the type of information that the system 
integrator needs in order to carry out its function. Section 2 presents the research 
methodology, while section 3 explains the structure of the ontology in terms of 
concepts and slots. Section 4 highlights the rules used to select resources for the 
manufacture of a product. Section 5 explains how the multi-agent system, the 
ontology and the rule-based engines work together. In section 6 the proposed 
ontology is appraised against a set of criteria and compared with existing 
ontologies for manufacturing networks. 

2   Research Methodology 

There are several methodologies for building ontologies that have been developed 
over the past 15 years. This paper uses an adaptation of the Uschold and King’s 
method [17].  

The road map, shown in Figure 1, depicts the development phases of the 
ontology for the unification of manufacturing system’s knowledge for 
manufacturing networks.  

 

 
Fig. 1 Proposed methodology for ontology development 
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As the first step, the non-functional requirements of the ontology have been 
established by considering a number of fundamental points [18]. The requirements 
together with their explanations are given below: 

 

 

S1 – Versatility of ontology to support the logistic, technical and control aspect of domain: This 
means that the ontology is designed to be reused by all agents involved in the system. An individual 
agent uses the part of the ontology that is important to its functions and ignores the irrelevant parts. 

S2 – Ease of defining rules from ontology, for the knowledge-base: This means that the ontology is 
designed using a consistent methodology, the naming convention used is as close to the terms used 
in the domain of interest and the ontology is consistent with the right constraints in place. These 
allow the rules to be generated intuitively and to model accurately the decision-making process.  

S3 – Appropriateness of ontology as communication tool for interacting agents: This means that the 
ontology can be used by agents to transmit objects encoded in XML or string format over a 
distributed network and the objects would be recognized by all agents using the same ontology. 

S4 – Industrial accessibility of the data the ontology is designed to store: This means that the 
ontology has been designed for data that user can transfer over the network that is proprietary to the 
network.  

S5 – Relevance of data for investigating reliability of manufacturing networks: This means that the 
ontology has to recognize quality, cost and delivery (QCD) data that are used to investigate 
reliability and process capabilities.  

S6 – Accuracy of ontology to model the structures of data, used in the coordination of 
manufacturing networks for job shop production: This means that the ontology should model the 
data circulating in manufacturing networks and not the data used on manufacturers’ shopfloors.  

S7 – Ease of extending scope of the ontology by integrating specialized ontologies: This means that 
if the ontology needs to be specialized, for instance on the technical aspect of the product design, the 
ontology should have an extension point to integrate the specialized ontology.  

To achieve these requirements, the tools available to the research community 
are investigated i.e. development platform, evaluation tools, extensions with 
inference engines and ontology generators for multi-agent systems. A number of 
available ontology tools that are in use today include Ontolingua Server, 
WebOnto, Protégé, WebODE, OntoEdit, OntoStudio, KAON, Observer, MnM, 
COHSE and UBOT AeroDAML. In this research the Protégé platform was 
chosen.  

Protégé platform is an ontology-editor and a knowledge-base framework 
system. Protégé has relevant advantages over the other platforms. It supports two 
methods of modeling a domain, one of which is Protégé-OWL. It also provides a 
graphical user interface to develop the ontology. Moreover, Protégé supports 
Semantic web rule language (SWRL) which is used for developing the knowledge 
base. Protégé also allows the translation of SWRL rules to Java Expert System 
Shell (JESS) rules. JESS and SWRL will be explored in more details in Section 4.  

3   Development of Ontology through an Industrial Case Study 

The construction of the ontology is divided into four sections. The knowledge 
captured in the ontology is heavily based on literature on small and medium 
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manufacturing enterprises, manufacturing systems in general, and holonic 
manufacturing systems in particular.  

The appropriateness of the information to the system integrator of a 
manufacturing network is judged on the basis of a case study that was carried with 
a company acting as a system integrator to a manufacturing network. Gruppo 
Fabricazione Meccanica (GFM) Srl is a private company located in the province 
of Bergamo, Italy. GFM is a system integrator for a network of more than 30 
manufacturing companies and over 500 specialized suppliers which collectively 
provide hundreds of processing capabilities. The company manages the production 
of parts and assembly equipment for gas turbines, steam turbines and electrical 
generators [19]. The company subcontracts orders to manufacturers based on their 
capability. GFM has control over the selection of manufacturers and the logistics 
surrounding the product i.e. collection and delivery of raw material, semi-finished 
and finished products, and would regularly monitor the progress of its orders to 
ensure that the logistics is not disturbed. The company also performs the quality 
inspection on the semi-finished products prior to their delivery to the next 
manufacturer, or on the finished product prior to its final delivery to the customer. 
However, GFM has no control over the manufacture of the products, which are 
independently managed by the manufacturers unless the manufacturers are under-
performing. Thus, the system integrator acts as a coordinator and in order to 
perform its role, it would require the right information, which is modeled by the 
ontology proposed in the following sections. The ontology also captures the 
required information to evaluate the probability of the logistics failing during the 
makespan of the product i.e. the reliability of the manufacturing network. 

3.1   Integrating Existing Ontologies 

One of the key benefits of ontology is the opportunity to merge it with existing 
ontologies. Using existing ontologies not only saves time and effort but gives structure 
that is required for compatibility with particular applications. For instance, in the case 
of this paper, the ontology imports ‘OWLSimpleJADEAbstractOntology.owl’, 
‘swrla.owl’ and ‘sqwrl.owl’ ontologies. The former allows our ontology to be 
compiled using Bean Generator tool which generates a FIPA compliant java-based 
ontology for the multi-agent platform JADE. The ‘swrla’ and ‘sqwrl’ ontologies allow 
the use of semantic web rule language (SWRL) to create the knowledge base for our 
ontology.  

3.2   Identification of the Abstract Concepts 

The proposed ontology is built using the structure of the existing ontologies. In 
line with the methodology given in Figure 1, the sub-classes of the class 
‘Beangenerator:Concept’ are first identified. Using a middle-out strategy [17], the 
abstract concepts are initially identified and shown in Figure 2. The purpose of the 
concept is described as follows. Products capture the production details such as  
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bill of material, network plan and list of capable resources. Resources represent 
capability and historical records of operation, performance, order and product. 
Orders capture the logistical aspect of production such as fixed due time, quantity 
and contracted resources. Operation captures the type of operation and technical 
description of operation. Beangenerator:AID stands for Agent ID and gives agent 
its name and location e-addresses in the network. Beangenerator:AgentAction 
captures the type of actions performed by agents to change its internal and 
environment states. ValuePartition is the additional information used to refine the 
concepts and to indicate the state of the concepts. 

 

 

Fig. 2 Main concepts of the ontology 

3.3   Identification of the Specialized Concepts  

The ‘Beangenerator:Concept’ are specialized into more specific concepts. The 
ontology must maintain a good balance between its usability and reusability. The 
scope of the ontology is also limited to the information that the system integrator 
needs, to project-manage manufacturing networks. For example, it may be 
tempting to specialize the concept ‘Resources’ into ‘manufacturer’, ‘inspector’, 
‘haulier’, ‘warehouse’ and ‘packager’. However, apart from their difference in the 
services they provide, they all have the same property types such as ‘name’, 
‘product history’, ‘order history’, ‘operation history’ and ‘performance history’. 
Figures 3 – 8 show the proposed taxonomy for a manufacturing network.  

Assembly, Subassembly, Component and RawMaterial are specializations of the 
Products concept as shown in Figure 3a. BoughtStockOrder and MakeToOrderOrder 
are specializations of Orders as shown in Figure 3b. BoughtStockOrder contains the 
order name, quantity, arrival time and due time. MakeToOrderOrder contains the 
order name, quantity, price, due time and a checklist for delivery on time, quality and 
external assistance required.  

 

 
(a) (b) 

Fig. 3 Products and orders concepts 
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ProductHolonAID, ResourceHolonAID, OrderHolonAID and StaffHolonAID 
are the specializations of Beangenerator:AID as illustrated in Figure 4a. 
ProductHolonAID consists of the product managed and the actions for managing 
the product. OrderHolonAID consists of the order managed and the actions for 
managing the order. ResourceHolonAID consists of the resource managed and the 
actions for managing the resource. It can consist of other ResourceHolonAID. 
StaffHolonAID consists of adhoc holons for the scheduling and sequencing of 
order. Beangenerator:AgentAction specializes into OrderHolonAction, 
ResourceHolonAction and ProductHolonAction as Figure 4b shows. 

 

 

 
(a) (b) 

 
Fig. 4 AID and AgentAction concepts 

 
ProductHolonAction further specializes into SetupNetworkPlan and 

RepairNetworkPlan as shown in Figure 5a. SetupNetworksPlan creates many 
alternative network plans for a product and finds potential resources to form the 
networks. A network plan is equivalent to a process plan. RepairNetworkPlan 
finds an alternative network plan to a faulty network. StartWork, StopWork and 
UnderRepair are specializations of ResourceHolonAction as shown in Figure 5b. 
StartWork indicates the the resource has started processing an order. StopWork 
indicates that the resource is idle. UnderRepair indicates that the resource is 
affected by a breakdown. OrderHolonAction is specialized into AllocateOrder, 
HandleDeadlock, MonitorProgress, PenaliseResource, RewardResource and 
UnallocateOrder as illustrated by Figure 5c. AllocateOrder contracts a resource 
with a product via an order agreement. HandleDeadlock resolves the conflicts 
between order holons needing the same resource. MonitorProgress monitors the 
tardiness, progress and status of an order. PenalizeResource penalizes the resource 
for breaching order agreement. RewardResource rewards the resource for a well 
delivered order. UnallocateOrder voids the contract with a resource. 

Beangenerator:Predicate specializes into Deadlock, FaultyNetworkPlan, 
OrderAllocation, OrderPriority, OrderProgress, OrderStatus, Performance, 
NetworkPlan, ResourceStatus, ScheduledStartTime and ScheduledFinishTime as 
shown by Figure 6. Deadlock indicates the conflicting orders and the target 
resource. FaultyNetworkPlan indicates the faulty resources affecting the network. 
OrderAllocation shows the list of potential resources for the order. OrderPriority 
indicates the priority assigned to order. OrderProgress indicates the percentage of  
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order completion. OrderStatus indicates that an order has started, finished, has 
been accepted or has been rejected. Performance indicates the resource-operation 
reliability, usage and the mean time between failures. NetworkPlan shows the 
sequence of operations and the list of resources having at least one operation 
required by a product. ResourceStatus indicates the work state of the resource. 
ScheduledStartTime shows the start time of the order and ScheduledFinishTime 
shows the finish time of the order. 

 

 
(a) (b) 

 

 
(c)  

Fig. 5 ProductHolonAction, ResourceHolonAction and OrderHolonAction concepts 
 
 

 
Fig. 6 Predicate concept 

3.4   Identification of Slots of Concepts 

A slot is an attribute which defines the characteristics of a concept. The property 
of a slot is called a facet. A facet represents the cardinality of a slot, the type of a 
slot and default values [20]. Table 1 presents all the slots that define the concepts 
described in section two of this paper. In the context of a multi-agent system, the 
slots with the dynamic data will be monitored at regular intervals by the agents. 
Slots having static data will be monitored by the agents only when a static data has 
been modified, which would be a rare occurrence. 
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Table 1 All the slots that define the concepts of the ontology 

Slot names 

Slots that contain static data 

canBeContractedWith hasOrderHistory onOperation hasDueTime 

hasActions hasPerformanceHistory requiresOperations hasName 

hasContractWith hasProduct hasActionID hasNotRequiredExternalSupervision 

hasInputComponent hasProductHistory hasArrivalTime hasPassedQuality 

hasInputRawMaterial hasProductSpecification hasBeenDelivered hasPriceRatio 

hasInputSubassembly hasResource hasBestLeadtime hasQuantity 

hasOperationHistory hasSubordinates hasBestPrice  

hasOrder isType hasDescription  

    

Slots that belong to subclasses of beangenerator:Predicate are slots that hold dynamic data 

approvedResourceHolons hasWorkStatus hasOrderProgress hasStateDuration 

conflictingOrderHolons resourceHolonsForNetworkPlan hasPriority hasUsageFrequency 

faultyResourceHolons hasFinishTime hasReliabilityScore hasTardines 

hasOrderStatus hasMeanTimeBetweenFailure hasStartTime  

4   Development of Knowledge Base 

The ontology enables the representation of concepts and their slots. However in 
order to develop an expert system, the ability for decision making needs to be 
implemented in the form of a knowledge base. Semantic web rule language 
(SWRL) is an expressive OWL-based rule language [21] that is used to define the 
relationship between individual concepts. An inference engine such as java expert 
system shell (JESS) [22] interprets the relationship and carries out the decisions 
made.  

Below are examples of two sets of rules that enable the selection of suitable 
service providers and manufacturers for products p. 

 

(Rule 1) ResourceHolonAID (?rh)∧hasProductHistory(?rh, ? p)∧hasProduct(?ph, ?p)∧ProductHolonAID(?ph)
→ canBeContractedWith(?ph, ?rh)

(Rule 2a)  ProductHolonAID(?ph)∧ProductHolonAction(?networkplan)→hasActions(?ph, ?networkplan)

(Rule 2b)  ProductHolonAID(?ph)∧hasProduct(?ph, ?p)∧hasActions(?ph, ?action)∧requiresOperations(?p, ?operation)∧
swrlx:makeOWLThing(?networkplan, ?ph)→NetworkPlan(?networkplan)∧problemSolvingAction(?networkplan, ?action)

(Rule 2c)  ProductHolonAID(?ph)∧hasProduct(?ph, ?p)∧requiresOperations(?p, ?operation)∧hasOperationHistory(?rh, ?operation)∧
ResourceHolonAID(?rh)∧hasnetworkplan(?ph, ?networkplan)∧NetworkPlan(?networkplan)
→ resourceHolonsForNetworkPlan(?networkplan, ?rh)

(Rule 2d)  NetworkPlan(?networkplan)∧swrlx:makeOWLThing(?rh, ?networkplan)→ResourceHolonAID(?rh)∧
hasmegaresourceholon(?networkplan, ?rh)

(Rule 2e)  NetworkPlan(?networkplan)∧hasmegaresourceholon(?networkplan, ?megaresourceholon)∧
ResourceHolonAID(?megaresourceholon)∧resourceHolonsForProcessPlan(?networkplan, ?rh)∧hasnetworkplan(?p, ?networkplan)∧
Products(?p)→hasSubordinates(?megaresourceholon, ?rh)∧hasProductHistory(?rh, ?p)

 
 

Rule 1 establishes a relationship between the product history of the resource 
holons rh and product p of the product holons ph. In other words, the rule matches 
product holons with resource holons which have worked on the same products 
before.  
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Rules 2a-2e are for the scenario where a product has never been produced 
before and has no process plan. The rules are followed sequentially in response to 
the ‘networkplan’ action of the product holons. The inference engine queries for 
all the resource holons that have the operation capability to satisfy all the 
operation requirements of product holons. The rule enables the rule-based engine 
to form networks of resource holons that collectively provide the required 
operation capability. It must be noted that resource holons can consist of other 
resource holons by definition. The ‘hasProductHistory’ slot of the new resource 
holons is then updated. Finally by re-using rule 1, these resource holons 
potentially can be directly contracted with the product holon, when the next order 
is placed. 

5   Integration of JADE, JESS and Ontology 

JESS is an instrument that can be used to add artificial intelligence to multi-agent 
systems that was built using JADE. JADE is a JAVA based 
software agent middleware and it provides an environment and the services that 
the agents need, to work. In contrast to other development framework such as 
JACK®, JADE does not provide the tools for developing intelligence in its agents 
while JESS can be used to implement a rule-based type of intelligence in 
individual agents. The ontology is essential to enable accurate and effective 
communication in the multi-agent system and for JESS to work. 

JADE provides the communication method which enables decentralized agents 
to transmit data objects. The ontology plays a vital role in communication. The 
sender agents transmit the data objects in an XML-based language and the 
receiver agents convert the XML-based messages back into data objects.  
The XML-schema that is used to convert an object into an XML-based message 
and vice versa is stored in the ontology. This communication method removes the 
need for the serialization of data objects resulting in a faster transmission 
performance. Moreover, XML-based messages have a low memory utilization 
footprint. Also, the communication method is effective even when the agents are 
distributed on devices with different operating systems as long as the device has a 
Java Virtual Machine (JVM).  

Once the data objects are received, the agents need to use the data and make 
decisions. This intelligence can be implemented in many ways but JESS provides 
a slightly faster and more insightful method as shown previously in section 4. The 
advantage of using JADE, JESS and the ontology together is that JESS can be 
configured to receive, process and transmit the XML-based messages without 
conversion. The XML-based messages are only converted into objects to take user 
inputs and to display information to the user.  

The multi-agent system is being developed to assist the users during the 
coordination of a manufacturing network. The ontology models the type of data 
that are important for the coordination of the network of manufacturing shop 
floors. JESS is used to model the decision making process taking place during the 
formation and operation of a manufacturing network. 
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6   Evaluation against Requirements 

The proposed ontology has been compared to a number of existing ontologies in 
the literature with respect to the requirements defined in section two of the paper, 
as shown in Table 2. S1 to S7 represent the non-functional requirements of the 
required ontology.  

Ontology 1 has been developed to represent the manufacturing resources of a 
shop floor producing electronic connectors. Here, the ontology does not provide 
important information such the schedule of raw material, and finished product 
delivery. It also does not show the bill of material. Moreover, no history of 
resource performance is available. Ontology 2 is well designed but the logistics, 
technical and control information is intermixed. A decoupled ontology is preferred 
to facilitate its use by heterogeneous agents and, and also for maintenance. 
Moreover, the ontology has no history for order tardiness, resource breakdown, 
quality failure, etc. Ontology 3 is clearly decoupled into customer, product, 
manufacturer, transport. The top level ontology is very reusable, but it does not 
contain history of performance. Also, the top level ontology is very basic while 
the domain level is too subjective to be reusable for the domain of job shop 
production. Ontology 4 is well designed and accurately describes a manufacturing 
plant. However, the ontology represents the domain of mass production. Also the 
naming convention used for the slots of the concepts, is not appropriate. See Table 
1 for examples of the correct naming convention. Ontology 5 is good but acts as a 
bridge between those with different syntax. Thus it is not designed to contain 
relevant data for the coordination of a manufacturing network. MASON is the 
most comprehensive ontology for manufacturing in literature. It is also freely 
available online in OWL format. The downside here is that it is too specialized for 
shop floor applications. The system integrator cannot use this ontology to 
coordinate a manufacturing network. Moreover, the ontology demands 
information that the system integrator does not have access to since much of the 
information is owned by the manufacturers.  

Literature review reveals that the availability of reusable ontologies in the field 
of manufacturing is fairly limited, but this is likely to improve significantly due to 
increasing availability of development tools. Future work will involve the 
comprehensive development of the knowledge base using artificial intelligence. 
This will be achieved through a further case study with GFM Srl. The proposed 
ontology and the emerging knowledge base will be used in tandem with a multi-
agent system. This will facilitate the investigation of the effects that rules, 
relations, recommendations, directives, strategies and heuristics have on the 
reliability of manufacturing networks. 
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Table 2 Evaluation of the proposed ontology and the existing ontologies with respect to 
requirements 

Manufacturing 
ontologies 

S1 S2 S3 S4 S5 S6 S7 Comments 

Proposed ontology + + + + + + + Reducible to essentially order, product, 
resource domain 

Ontology 1 [23] - + + + - + + Ontology is limited to resource domain  

Ontology 2 [24] - + + + - + + Ontology shows no control aspect of resource 
domain 

Ontology 3 [25] + + + + - - + Ontology is functionally sound but concepts 
used are inaccurate  

Ontology 4 [26] + - - + - + - Naming convention, for relation between 
concepts, is complex 

Ontology 5 [27] + + + + - - + Ontology acting as a mediator between 
dissimilar ontologies  

MASON [28] + + + - - - + Ontology is very specialized for in-house 
production

 
+ Satisfies the requirements  - Does not satisfy the requirements 

7   Conclusion 

In this paper, a type of knowledge that a unified ontology should capture has been 
developed. The proposed ontology was designed based on the principles of 
product resource order staff architecture (PROSA). Then, a knowledge base was 
presented with examples of rules for the selection of resources for manufacturing a 
product. The proposed ontology was evaluated against a set of non-functional 
requirements and compared with existing manufacturing ontologies. The proposed 
ontology has met all the requirements that are relevant to the scope of its future 
use. Its strong foundation from PROSA allows scalability without compromising 
compatibility, whilst the system integrator can use it to request information from 
its manufacturers and vice versa. Furthermore, the ontology is uniquely designed 
for network coordination and its reliability evaluation during the makespan of 
products. 
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Abstract. With MEMS (Micro electro-mechanical systems) entering fast moving 
consumer markets, the need for a more efficient design approach becomes 
apparent. One of the biggest challenges in this context is that virtually every 
MEMS-product requires its own specifically designed and optimized 
manufacturing technology. The only currently feasible solution to the problems 
arising from this so-called “MEMS-law” seems to be the extensive modularization 
and reuse of existing manufacturing technologies.  

PDES (Process Development Execution Systems) provide a framework to 
handle MEMS manufacturing technologies. In this article a new visual approach 
to process modeling built on top of PDES along with a simulation interface that 
allows setting up and performing virtual experiments and optimization is 
presented. The new approach supports the device engineer in selecting an 
appropriate manufacturing technology based on a set of device-cross-sections. For 
this purpose dedicated software tools have been developed that are able to analyze 
the cross-sections and map the analysis results to specific technologies. The results 
are used to synthesize abstract process-templates that form the basis for the 
development of new application specific fabrication processes. The new approach 
is particularly suited for fabless MEMS companies that are in need to develop 
application specific manufacturing processes. 

Keywords: Micro Electro Mechanical Systems (MEMS), MEMS Design, 
microfabrication, process synthesis, knowledge acquisition and management, 
trading zone. 

1   Introduction 

In the last few years the focus of micro and nano technology (MNT) has moved 
from the automotive market to the consumer market [1]. Accelerometers, MEMS 
microphones, micro mirrors and many other MEMS products provide the core 
functionality for many innovative consumer applications. 

This recent development goes along with severe consequences on the product 
development process. New efficient product development strategies are necessary 
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to cope with the requirements of new application areas, shorter development 
cycles and stronger competition. In the field of micro electronics that has seen a 
similar development in the past, this was accompanied by the emergence of new 
business models like the fabless design house or the pure-play foundry. There has 
been a clear trend towards cooperative and flexible product development 
strategies. The recently increasing importance of MEMS products calls for a 
similar approach. Fig. 1 gives an overview of some business models that have 
emerged along the MNT value chain. According to [3] this development has been 
accelerated by the global economic crisis of the last years. 

 

Fig. 1 Current business models along the MNT value chain 

A technical challenge distinguishing MNT from micro electronics is the strong 
interdependency of system design and fabrication technology. For the MNT that 
goes along with a missing common technology platform like CMOS for 
microelectronics [2]. This important finding has become widely known as the so-
called MEMS-Law (“One Product, one Process”) [3]. It requires a much stronger 
cooperation of system design and fabrication technology than it is known from 
micro electronics. In this field design and fabrication have been made nearly 
completely independent by sophisticated abstraction mechanisms. Fig 2 illustrates 
this important difference between MEMS and micro electronics: In micro 
electronics the knowledge transfer between the system design phases and the 
fabrication technology is accomplished by employing design rules as a simple 
unidirectional abstraction mechanism. The constraints of the fabrication 
technology are expressed as geometric rules for mask layouts. This is only 
possible because the underlying fabrication process is relatively static. For the 
MEMS flow this knowledge transfer is represented by a more complex task called 
“technology management” that operates bidirectionally between fabrication and 
design and that influences not only the mask layout but all stages of product 
design, even the very early abstract ones. This article is on technology 
management and how it can be supported by dedicated tools. 

The technology management task can be characterized by two critical aspects 
that are concerned with the interface between the design and fabrication phases of 
MEMS development – on the one hand a comprehensive TCAD simulation 
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Fig. 2 Dependencies of design and fabrication in micro electronics and MEMS 

interface and on the other hand an effective procedure to synthesize process 
sequences from appropriate representations of the product under development. 

This part of technology management brings forward a cooperative product 
development strategy where design and fabrication are performed by different 
partners. Therefore it is an important step towards establishing a fabless-foundry 
business model in the MEMS area. The software supported process synthesis 
procedure is in the focus of this article: It is part of the research performed by the 
authors in cooperation with various companies and research institutes in this area 
[4], [5]: The goal of the research was to assist a cooperative distributed product 
development strategy tailored towards the needs of MNT industry and supporting 
this strategy with design automation tools. 

Section 2 of this article gives a short introduction into how a fabless-foundry 
design strategy for MEMS products might be organized. Section 3 gives a 
comprehensive introduction into the new process selection and synthesis 
procedure and tools. The other direction of the knowledge flow is supported by a 
TCAD simulation interface. However, from a scientific point-of-view this is the 
less innovative part of the procedure and it will hence not be presented in this 
article. For a detailed discussion on this aspect see e.g. [6]. Section 4 finally shows 
the potential for further research work in this field. 

2   The Fabless-Foundry Model in MNT 

Business models in the MNT industry will more and more make use of product 
development cooperations between various companies along the value chain. Each 
of these companies provides specific knowledge and design services to the 
product development. In particular, a model where one development partner 
concentrates on the system design (fabless design house) whereas the other one 
acts as a technology provider focusing on MEMS production (pure-play foundry) 
turns out to be very promising. Three types of cooperation seem feasible for such 
a kind of business models: 
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1. The technology partner provides several predefined fabrication processes. The 
development partner has to adapt its system design to one of these processes. 
This is the approach that we typically see in the micro electronics industry. 

2. The technology partner offers various generic fabrication technologies. In 
close cooperation with the development partner both system design and 
fabrication processes are adapted to each other. 

3. The technology partner designs a specific fabrication process suited to the 
requirements given by the development partner and specifically dedicated 
towards the particular product under design. 

The first approach is by far the fastest and least expensive one. However, because of 
the MEMS-Law it is only applicable in rare cases of products with moderate design 
requirements. The third approach is the most flexible one; however, it is the one that 
is also the most expensive with regard to time and cost. Particularly in the consumer 
area it is therefor probably not economically applicable. The second approach 
promises a viable compromise between flexibility and cost. It is hence the most 
probable scenario for cooperative MNT product development projects. Because of 
the strong interdependency between fabrication technology and system design the 
development partner must select a specific technology partner at a fairly early stage 
of the design project. To accomplish a decent technology selection, either the 
development partner needs detailed knowledge about all possible fabrication 
processes of all possible technology partners, or he will have to give detailed 
information about the product idea to all possible fabrication partners. Despite the 
complication and effort of interpreting and analyzing the possible partners` 
specifications this also might cause severe IP issues on both sides. Neither system 
designers nor technology providers are interested in disclosing details of their future 
products respectively fabrication processes to possible competitors. 

To efficiently support a fabless-foundry business model in the MNT field it 
would hence be necessary to 

1. have a pre-selection of potentially compatible fabrication processes for a 
given product, 

2. give away information about fabrication processes that is required to perform 
product design in a selective and abstract manner (e. g. as customer-specific 
process design kits (PDK)). 

These two steps will have to be accomplished without disclosing more knowledge 
than absolutely necessary. Making use of PDES is one way to support this 
scenario. However, in PDES, the necessary interfacing procedures are not 
automated as a start and hence require considerable time and knowledge. Process 
synthesis as presented in section 3 is one promising approach to at least achieve a 
partial automation of this interface between design and fabrication. 

3   The Process Selection and Synthesis Procedure 

3.1   The Cross-Section Drawing as a Trading-Zone 

A major issue when trying to establish a link between system design and fabrication 
technology arises from the fact that this is an inherently interdisciplinary task. 
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Knowledge from various engineering disciplines is required including electrical 
engineering and mechanical engineering (for designing the desired functionality) 
and physics and chemistry (for adapting fabrication technologies) and computer 
science (for providing the appropriate design tools). 

Fig. 3 shows a representation of the knowledge domains involved in MEMS 
design. It has been derived from the well-known DIKW model (Data – 
Information – Knowledge – Wisdom) introduced in [7] and [8]. The model shows 
3 separate knowledge pyramids that are connected on the wisdom level. It 
indicates that a substantial understanding of all three partially disjoint domains is a 
prerequisite to a successful MEMS design project. Appropriate communication 
mechanisms are required to close the gaps between the lower – unconnected parts 
– of the knowledge pyramids on the D, I and K levels. 

A useful concept for bridging these gaps is the notion of “trading zones” that 
has been introduced by Galison [9]. According to Galison the concept of a trading 
zone can be described as follows 

“Two groups can agree on rules of exchange even if they ascribe utterly 
different significance to the objects being exchanged; they may even disagree on 
the meaning of the exchange process itself. Nonetheless, the trading partners can 
hammer out a local coordination, despite vast global differences. In an even more 
sophisticated way, cultures in interaction frequently establish contact languages, 
systems of discourse that can vary from the most function-specific jargons, 
through semi-specific pidgins, to full-edged creoles rich enough to support 
activities as complex as poetry and metalinguistic reflection” (cited from [9]). 

A trading zone, in other words, is a communication mechanism, where the two 
communicating partners need not necessarily agree on a common understanding. 
Nevertheless a trading zone transports knowledge to both involved partners` 
benefit. 

 

Fig. 3 Knowledge categories for MEMS design and fabrication 
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As pointed out in [6] for silicon-based micro technologies cross-section 
drawings may act as such trading zones between MEMS system designers and 
technology providers. System designers use this representation to sketch the basic 
functionality of a MEMS system without really being aware of the technological 
implications of the various layers they draw. Process engineers on the other hand 
make use of cross-section drawings in order to create a set of processing steps that 
are required to generate the specified sequence of layers. During this process they 
are usually not aware of the functionality of the device represented by the cross-
section drawing (at least there is no need for them to be). A typical example of 
such a cross-section drawing of a MEMS device is shown in Fig. 4. 

 

Fig. 4 Example of a cross-section drawing 

The usual approach followed in design projects is to mutually exchange cross-
section drawings or to create them in common face-to-face meetings of design and 
process engineers. The effort involved in this procedure is fairly high and has the 
disadvantage to require considerable additional engineering effort to be spent on 
both sides. The approach presented in this article aims to increase the efficiency of 
this process by making use of appropriate software tool support. 

A first step to improve communication between the involved engineers is a 
cross-section editor. It offers a set of drawing tools especially tailored to the 
effects of thin-film fabrication technologies and supports the definition of 
nongeometric constraints (like resonance frequencies, etc.) [10], [11]. Fig. 5 
shows the current implementation of the cross-section editor that has been realized 
in the authors` institute. The next step is to offer tools that assist in an automated 
translation of a cross-section drawing given by a MEMS designer into a process 
step skeleton that is oriented towards the technology portfolio of a given 
technology provider. In the following sections the first practically usable 
prototype of such a system will be presented. For details on the approach see [6]. 

3.2   The Layer Model 

The cross-section drawing is a relatively natural knowledge representation, easy to 
understand and to handle for engineers, however, relatively hard to handle for an 
algorithmic procedure. What makes the situation even worse is the fact that in 
general more than one cross-section drawing is required to denote all relevant 
structures in a MEMS design. 

Therefore in our approach cross-section drawings are first transformed into a so 
called layer model. The layer model is an abstract model that is based on the 
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assumption that the final fabrication is derived from a silicon micro machining 
technology. In silicon micro-machining devices are produced by iteratively 
applying layer generating and layer modifying process steps. 

Fig. 5 Cross-section editor 

To derive a layer model from a cross-section drawing all geometric elements 
with similar properties (thickness, shape, material …) are combined into layers. 
Assuming a limited set of basic shapes, shape modifications can be extracted that 
result in the final realistic shape [12]. The upper-left part of Fig. 6 shows a cross-
section drawing along with the respective layer model including layer 
modifications. 

In the end the layer model consists of a set of layers and modifications, the 
dependencies among which can be modeled as a directed graph. A welcome side-
effect of the layer model is that it usually cannot be traced back to the cross-
section drawing that has been used as a starting point. Therefore it can be 
distributed without disclosing the original product idea. 

Furthermore the layer model can also be regarded as an abstract description of a 
fabrication technology. From this point of view the layer model can represent the 
capabilities and combination potential of a technology – without disclosing the 
underlying process recipes. A technology layer model is generated in much the same 
way as a design layer model. The process engineers draw sample cross-sections for 
the technology that are then used to derive the layer model. The only difference lies 
in the fact that in a technology layer model it is possible to label certain layers and 
modifications as optional. Furthermore it can be defined that certain layers may be 
generated several times and that some of the modification steps can be performed 
more than once. In Fig. 6 a design layer model and a technology layer model are 
shown. The above mentioned differences can clearly be seen. 



228 R. Brück and T. Schmidt
 

 

3.3   Technology Mapping 

If a design layer model and a technology layer model are given, it is possible to 
determine whether both layer models are compatible. The mapping algorithm that 
is used to determine compatibility proceeds by trying to map elements and 
dependencies of both layer models to each other. As a result a third combined 
layer model is generated. 

On the right-hand side of Figure 6 a design and a technology layer model are 
shown along with the combined layer model derived by the mapping algorithm. 
For clarity reasons only the layer objects are shown in the figure. It can be noticed 
that the technology layer model uses two more layers than implied by the cross-
section drawing. The nitride and passivation layers do not have any 
correspondence in the design layer model. The nitride layer is labeled optional and 
can hence be omitted. The passivation layer, however, is a mandatory part of the 
technology layer model and must be taken into account when deriving the 
combined layer model. In practice that means that passivation has to take place, 
even though it is at this point not part of the design. 

 

Fig. 6 The process selection and synthesis procedure 
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A technology is compatible to a design layer model, if each element of the 
design layer model can be mapped to an element of the technology layer model. In 
practice that means that a design with a given cross-section can be realized 
making use of the fabrication process that is abstractly represented by the 
technology layer model. 

3.4   Process Sequence Derivation 

Based on the common layer model the technology provider can now assemble an 
appropriate fabrication process sequence. A knowledge-based process skeleton 
generator assists in this process by making proposals of an appropriate process 
skeleton that includes layer deposition, lithography and layer modification process 
steps. The process skeleton generator makes use of the specific geometric 
properties extracted from the cross-section drawing to deduce process 
optimizations like eg. self-adjustment. 

The process skeleton can then be used to generate a dedicated real process 
recipe. For this step it makes use of PDES systems like e.g. the XperiDesk system 
[13]. During this procedure the process skeletons are extended by concrete process 
recipes of the chosen technology. The PDES system includes a process 
consistency checking module that makes sure that the generated process step 
sequence is technologically feasible. The interface to TCAD simulations tools 
permits fast evaluations of the process capabilities and can hence show whether 
the mapping process is technologically valid [14]. If the design partner decides to 
use the proposed fabrication process the PDES provides further tools to validate 
and characterize the process making use of real experiments and prototypes [13]. 

4   Conclusions 

In this article a software supported methodology has been presented that allows 
customer-specific MEMS fabrication processes to be made usable in a structured and 
efficient manner. In particular appropriate IP protection has been implemented so that 
no undesired knowledge transfer will occur between the involved parties during the 
process generation procedure. With this methodology a considerable increase in the 
efficiency of fabless-foundry-models for the MEMS industry can be achieved. 

Along with the use of PDES systems like XperiDesk this methodology 
introduces the possibility of efficient reuse and advancement of existing 
fabrication process IP. 

Making use of the selective export capabilities that are available in PDES 
systems a step towards the generation of customer-specific process design kits 
can be achieved. This is the first step to a complete integration of process and 
product design for MEMS and hence towards the automated synthesis of MEMS 
devices. 
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Abstract. Implementing and integrating a complex artificial intelligence (AI) 
powered system into industrial production is a long way to go. Even if there is 
already a working system in the lab, there is a number of hurdles between a 
successful prove of concept in a scientific environment and the acceptance of a 
system by the engineers which should use it. A result oriented company will not 
invest resources to fuel interesting solutions but only to increase the performance, 
quality and/or efficiency of products and processes. The return on investment has 
to be clear and fast. In consequence the justification of not only of an 
implementation but of a working integration process is a must have for a return on 
investment. 

The good news is: There are still relevant open questions in existing production 
companies with a need and a potential for approaches out of the variety of 
intelligent solutions. A solid fraction of these questions has a real chance for a 
successful approach with customized AI techniques. Proofing, planning and pre-
customizing an applicable technique in an early project stage, combined with a 
conscious integration process, is the path towards a successful application.  

This paper captures what is important to bring an AI powered solution into 
application from the industrial point of view. It shows a well walked path for a 
successful implementation within the semi-conductor industry for a combination 
of feature selection and neural networks which are supporting the root cause 
identification within the complex environment of the production line and presents 
a novel approach to solve production control issues with AI techniques.  

Keywords: AI Techniques, Feature Selection, Artificial Neuronal Networks, Cost 
Savings, Industrial Application. 

1   Introduction  

Today a state of the art production environment is controlled closely by a variety 
of computer systems. Together with the computerization of the production 
equipment itself this emphasizes the capturing of product, equipment and 
production data. This together fuels aspects as traceability, failure analysis, failure 
detection and more compromising aspects as prediction and state reports on a 



232 R. Montino and C. Weber
 

 

daily or short term base. As markets and industrial orientations are fluidly and 
constantly changing, they promote a customized and dynamic definition of 
quality. This could be today a robustness of the product in a variety of 
environments while tomorrow the desired quality could be a steady throughput 
and low production cost for another segment of the market.  

Emerging from the new dynamic the need to capture data at every graspable 
part of a product is becoming ubiquitous and is still increasing. This is especially 
the case in the semiconductor industry where a high technological demand meets 
strict and changing market requirements. The question arises how to accompany 
the flow of data with extraction and analysis tools in this changing environments.  

Through this paper a fusion of known AI techniques in a new combination with 
sophisticated application-near structures and interfaces is proposed to create a 
common AI powered framework which is specialized to grasp the data and analysis 
connected to the harsh production environment and still general enough to switch 
the world view on demand to sub-worlds or even complete new fields of application. 

2   High Potential for Flexible and Adaptive AI Solutions 

Market regions with high quality demands have their zenith in the concept of 
“Zero Defect”, meaning that absolutely no malfunction is being accepted by the 
customer. Here the production and development does not work without controlling 
systems based on and facilitated by a groundwork of captured data. This data does 
not only capture the control parameters for today’s systems but also parameters, 
sets and systems of the next development cycles of the actual processes and 
production targets. Thus they could already include parts of the potential 
“tomorrow”. This development together with a steadily present uncertainty 
concerning market changes and situations, announces the critical need for a 
general flexibility. A flexibility which starts with the planning of new products 
and production facilities but goes down to the creation and integration of fitting 
and customizable tools and which captures the need for a flexible and dynamic 
behavior regarding data and its analysis.  

On top, due to the dependencies in complex high technology products, there are 
still unwanted effects to capture which are known but not fully understood and 
thus could not be avoided yet. Every disturbance in the production flow or direct 
quality loss at the products will cost time and money and could even trigger the 
failure of a whole production line, or -even worse- generate a quality problem at 
the customer. There are various efforts to increase the scope of control and the 
discovery of new control potentials. Any kind of intelligent approach which could 
grasp and extract effects and dependencies would be a great improvement in front 
of the established tools and methods (i.e. statistical process control, statistical 
equipment control, multivariate analysis). 

The use and integration of AI methods is promising and already proved to 
provide excellent solutions in delimited applications, including long and complex 
production flows and concepts and in the direction of extracting insights out of 
huge data sets. Words like “adaptive” or “dynamic” are mostly pointing into the 
direction of the pure data but not towards situation and application adaptivity 
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when used in connection with AI powered solutions. If a company wants to make 
use of an AI solutions it needs a reconsideration of the costs and methods of an 
implementation. 

An industrial implementation has to surpass a cost gap for AI methods out of its 
complexity of integration and an AI solution comes with the pressure to last 
adequately longer or bring better results than a regular solution to pay off. As a 
result an implementation should be able to adopt itself to situation changes which 
could render it else wise inapplicable after a period of use. 

The hurdles for long term use and integration of AI powered solutions are high 
and lead to the reconsidering if to implement an AI solution in house or in 
cooperation with an institution or to simply buy an already working software 
package. 

2.1   Make or Buy 

Typically companies try to buy instead of investing into development. For an off 
the shelf product the investment is known before the purchase decision and most 
products even come with a success story and/or a test installation to evaluate 
results beforehand. There are already software suites available, which are talking 
about using AI techniques for information classification and process control [1, 2]. 
As well as there is a broad landscape of AI techniques working below the surface 
of already common applications when it comes to data and gaining insights out of 
data with the help of AI subfields like machine learning [4].  

The downside of commercial software is that they are in most cases complete 
black boxes to the users and even to the company’s engineers. These packages are 
developed as single-sell products which address one specific topic or use and 
could prove to be unusable if the situation and the environment changes. Or the 
company has to pay for an adoption with additional extensions through add-ons or 
customization contracts.  

In the end the real downside is not the black box character itself, though there 
are good concepts to build custom software arrays out of black box components 
[3], but the gap between the availability of complex AI methods and techniques 
and the missing knowledge to judge them for buying as a product. This aside, 
software companies filed a lot of patents regarding the usage of AI technologies 
for data analysis purposes [5] and have their own interests to not allow deep 
insights into their software functionality. But, the use of AI techniques is finally 
one –maybe relevant- piece to solve a complex puzzle. Without ideas what is 
working beyond the curtain, a big portion of the possible advantage might be lost. 

This renders the development of in-house solutions an interesting opportunity. 
It provides the flexibility to arrange the application and application area right to 
the spot of current and future interests. On top a designed software solution is able 
to match and address more requirements than a predefined software package and 
could include the insights and usage strategies of the application experts.  

But even a well planned in-house project could lead to costs similar to 
commercial software. In this regards it would be an improvement to be able to 
reuse parts or components of other packages and/or designing the project in a way 
that it is reusable at least regarding potential black box aspects [3]. There are holes 
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and bottlenecks to pass and even an insightful planning will not prevent all of 
them. To reduce the overall “costs” in an abstract manner a system should hence 
strengthen its return on investment. 

Beside the general and desired quality improvement of the connected 
production processes, the return on investment could also be increased through 
reusing the software in different application areas. The goal for the project 
described by this paper is to model a kind of this software as an adaptive 
framework which then could be apply to different fields of industrial application 
through generalizing its structure and interfaces. 

2.2   Custom vs. Standard 

Important for developing a reusable framework solution is to keep a steady eye on 
the complexity of the components in general but especially on the complexity of 
use. Our target was to keep the complexity of use of the target AI framework 
solution to a level between a full custom solution and a standard product.  

A full custom solution captures the needs of a laboratory environment. Here it 
is important to have full and direct access to all available parameters and 
interfaces to have a potential link to every possible entity within the available 
solution space. The direct downside of such an approach is the complexity of the 
resulting interface which renders it impossible to have a natural understanding of 
the software without investing a huge amount of time. A standard solution is quite 
the opposite, with easy to use interfaces but without extended possibilities to 
access algorithmic parameters or to adapt to different environments.  

These two directions define the space for a trade of solution which presents a mix 
of customization and usability. While being more application specific is no direct 
harm, the challenge is not to cross the “red line” for adaptivity. Crossing the line to left 
hand side, the application will not be able to help solving the problem (Fig. 1). A to 
complex access to the framework will keep it unused independent of its potential. 

 

Fig. 1 Solution space of a framework between adaptivity and complexity of use 
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2.3   Integrating and Connecting AI Techniques 

For a trade-off between grasping the application and adapting to new areas, a 
system has to include a certain level of generalization [10]. For regular software 
solutions the path is well walked but if this experience should be bridged to AI 
powered systems the environment is different and requires additional attention. 

OpenCog [13] is one of the systems which went ahead and created a 
generalized and adaptive solution to integrate a variety of different but 
cooperating AI techniques in one working framework. It rivals in this manner with 
the well-known RapidMiner framework [11] which includes popular and proved 
extensions like WEKA [12]. What renders OpenCog unique among them is the 
general concern towards a global structure which enables the cooperation of 
different methods in one framework. While all this frameworks are still being too 
complex and “heavy” to power our desired solution, OpenCog defines a good 
basic model for grasping AI frameworks [9] like shown in Fig. 2. 

 

Fig. 2 AI Framework key aspects [9] 

These aspects are directly connected to AI methods and their understanding 
represents the view of an ideal world regarding AI integration in this environment. 
For a solution developed for product near environments the framework has to mix 
and exchange the AI aspects with the human factor and direct system 
requirements. In the following these aspects are interpreted for the industrial AI 
framework approach [9]: 

Cognitive Architecture: The overall design and connection model of the 
components which include AI techniques as well as modules which connect the 
real world and the human user. 
Knowledge Representation: For an AI system the representation captures the 
knowledge included and processed by the components. For an industrial 
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application framework the system also has to store flat information like the 
component states of triggered methods and information about how the data were 
fed, what were the sources and how it were transformed. Thus it increases the 
traceability of every process to a level that clearly connects the results to the 
inputs and the human understanding. For this human understanding it is essential 
to be able to generate representations which are human readable like rule sets and 
thus expand the direct insight into the data, results and reasoning through 
visualization components. 

Learning: An AI framework should at its best facilitate methods of learning in a 
way that it could learn and encode new knowledge and, as the highest goal, could 
even adjust parts of its code towards a change of situation. While this level of 
situation awareness is fitting the general wish of being dynamic and adaptive like 
for the first part (i.e. Artificial Neuronal Networks (ANN)) which stores process 
knowledge), the later goal of changing the framework on code level collides with 
the strict requirement in an industrial environment of traceability and transparency 
about what happened at which time. 

Teaching Methodologies: These grasp every technique which enables and assists 
connecting to new knowledge. As it addresses more sophistical methods in the 
pure AI context, it captures in the industrial context the data interfaces, data- and 
as well feedback- streams which as well include user feedback which for 
modifying the direction of the next framework implementation cycle. 

Within the context of the semiconductor industry and in a strong scientific 
cooperation with the University of Siegen, a multifunctional AI core component 
was developed and proven in a different project frame [7]. Thus it was available 
for the new and generalized AI framework solution and is providing, beside 
options and interfaces, one kind of return on investment. Around this core an AI 
component composition is developed and evaluated to bridge the needs and 
potentials of an industrial customized AI framework. This framework will face 
and handle huge amounts of data like they are daily occurring within the wafer 
production and will support and be used by the engineers who cope with decisions 
based on the data mined from the production.  

The preselected, available AI core component is a solution for knowledge 
discovery from huge amounts of data. The component is a combination of a feature 
selection (FS) functionality for identification of relevant parameters, and an ANN 
for learning and verification of assumptions gathered by the FS. While being 
promising to cope with the data analysis, it proved to be not available on the market 
in this combination and in a form fitting to the application needs. Moreover, even 
scientific publications of this kind of combination could hardly be found [6].  

To satisfy the need for more options of adaption to further increase the return 
on investment and as well the quality improvement, the working concept has to 
be pushed further into the shape and possibilities of a framework. The result is 
the new system AIFind – Adaptive Intelligent Framework for interrelation 
discovery. 
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3   AIFind Industrialization 

To create the adaptive framework, the existing AI core component and its modules 
had to be extended to bridge the gaps towards the framework key concepts, 
gathered in the previous section. The first results and prove of the core component 
concept and implementation were summarized and presented in [8]. A basic 
overview of the algorithmic core component is shown in Fig. 3 below.  

 

Fig. 3 System overview [8] 

For a successful deployment of an AI solution in the industrial environment, 
archiving results as in [8] is necessary but not sufficient. For a good complexity of 
usage a full customized lab system like the core component with a command line 
interface has high hurdles for a direct use by engineers in their daily work. Further 
there are still lacks regarding capturing data about the ongoing software use which 
are needed for traceability and as a feedback for the further development.  

Table 1 captures the framework goals regarding the aspects of section 2.3, 
which are already fulfilled by the core component, to derive what is left to bridge 
for the targeted framework solution. 

There are two major sections in Table 1 which need improvements and 
additional implementation. On one hand data and performance driven 
requirements to divide the components in a way that enables them to operate 
independently of shared hardware platforms and integrate data from different and 
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Table 1 Contents and gaps of the existing core component 

AI framework key 
aspects 

Core component’s contents and gaps 

Cognitive Architecture + extraction, transformation and loading is 
divided from the FS and ANN component 
+ all components are using one standardized data 
exchange format as a common data interface 
- missing general process structures to capture 
framework runs as connected analysis cases 
- missing final user interface concept.  

Knowledge 
Representation 

+ basic component states are saved via reloadable 
files which allows access to the captured 
information 
+ extracted/transformed data collections are saved 
into specialized data base structures from which 
they are parsed to files 
+ calls to the components generates result reports 
+ the ANN interface exports reports with human 
readable rules 
- missing union of process steps as one 
standardized case 
- missing option to store analysis runs over time 
- no visualizations except pure numbers in reports 

Learning + the ANN is able to learn and grow over time 
fitting to the presented data 
- no direct option to repeat previous analysis with 
modified parameters 

Teaching 
Methodologies 

+ the data extraction and transformation module 
is able to adopt new data sources 
+ toolbox of normalizations to fit to even new 
data types 
- no user and use driven interfaces. 
- only active gathered feedback is available 

 
distributed resources. On the other hand there is still a strong need for an easy use 
of the framework. A user should be able to see what is happening, have 
visualization options to judge the result and preliminary steps and have a number 
of options and ways to grasp the processes in parts or as a whole. Internal 
algorithm parameters should be visible and changeable but not necessarily have to 
be changed for an analysis case and should come with standards. They should 
improve but not block the overall results. 

In the following, additional requirements from the industrial view are captured 
together with the derived changes for the fundamental upgrade of the AI core 
components to an AI framework. 
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3.1   Meeting System Requirements 

There is a range of system requirements out of the detected gaps, as well as based 
on application specific industrial and product motivated adaptations. So, besides 
the “standard requirements” of the software industrialization the new framework 
has to reach additional goals: 

(a) Making the software robust and stable for a steady trust into the system 
analysis. 

(b) Handle a bigger load of requests, also in parallel by several users. 
(c) Moving the software to the data center and connecting it to productive 

databases. 
(d) Setting up log files, backups and usage rights. 
(e) Setting up system monitoring / adequate error handling and a saving 

mechanism for analysis process runs. 

3.2   The AIFind Composition and Architecture 

To cope with these goals the new AIFind system leverages an extended and 
improved architecture concept, which is presented in Fig. 4. Components are now 
divided and could be called from and located on completely different platforms. 
This enables a set of handlers which are triggered by the user interface through 
choosing the type of job and which take and process the triggered jobs based on 
their resources.  

To fuel the traceability, reusability and performance of connectable data sets, 
the architecture utilizes core parts of data warehouse concepts. The data extraction 
is extended to a fully controllable Extraction, Transformation and Load (ETL) 
process and is fusing and transmitting data for an analysis from the productive 
data base to a data warehouse solution. The framework components could access 
and re-access the resulting data in a pre-transformed and normalized format. 

An iteration of the framework is shown by the numbers in Fig. 4. An analysis 
triggered and parameterized by a user (1) will put a data extraction job on a central 
but openly accessible job list (2). A controlling daemon will grasp then the 
parameters and trigger the extraction process to store the data into the data 
warehouse (3). Potential errors and messages will be fed back by the daemon 
towards the user interface to report and allow the job modification. From the data 
warehouse a result file is parsed and placed into a data pool (4), from where it is 
fed, together with the analysis parameters, to the ANN/FS component (5). Results 
will be stored and returned with potential messages as a report to the interface 
directly or via mail to give a status and the opportunity to re-modify the 
parameters and grasp the results. Out of the data pool the, potentially time 
intensively created, data sets are reused without the need to retransform. 

Via this structure it is not only possible to have a basic kind of load balancing 
but also to have the parts of the analysis processed as jobs while the interface is 
closed and inactive. The GUI is acting independent of the underlying processes.  
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A user could create a set of test analysis to see whether they are following the 
right direction and then place the promising ones with extended data and analysis 
sets into the queue to have them calculated over night to return to the result reports 
the next morning. 
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Fig. 4 The architecture of AIFind 

3.3   Meeting User Interface Requirements 

One mayor and most important aspect of the new AIFind system framework 
extension is the introduction of a capable, customized and easy to use interface 
which is based on the needs of the users. The target was to add a user friendly 
interface to the system and reduce the customization necessity for analysis jobs 
and parameters within the framework as far as possible. A starter has to be able to 
directly make use of the system while specialists should still be able to customize 
the system for even better or more specialized results to archive an early but 
lasting acceptance by the customers. 

To achieve this target, an easy to adapt central accessible web based GUI 
solution were developed, which embeds naturally into the intranet service 
landscape. Besides the main task of reducing the complexity of the user interface 
for a high acknowledgment, this GUI has to fulfill further requirements: 

(a) Make the system available at any place in the corporate network without the 
necessity of software installation 

(b) Show the status of the system and the tasks of the users 
(c) Automate the data collection from and to the data warehouse 
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(d) Keep the results and the corresponding input parameters together and fuse 
them to named cases 

(e) Make the AI powered analysis and their results available for a greater number 
of people 

A user will start the processing with an overview page as desktop to start from 
(Figure 5). Here the currently running and historical sessions are visible in one, 
central view. A session is the synonym for an analysis case. It is composed out 
of data definition and the analysis definition itself. Both definitions will be filled 
and converted into results by the underlying processing modules and a ready set 
is indicated by a “complete” button which leads to the fitting result page. The 
user could return to have a steady impression of the sessions and as well could 
have a reduced look on his cases or the cases of other users by applying filters to 
the list. Through ”create new session“ the user triggers the session definition 
page. 

 

Fig. 5 Grasp the system states on one unified session list overview 

Within the session definition dialog (Figure 6) the user defines the two basic 
blocks for the case analysis - the data definition and the analysis sources and 
parameters. While being able to be specific about the data sets and the analysis 
parameters a starter has just to give a minimum of information to get the first 
promising results. An important aspect is here the presented look and feel. A user 
notes his ideas virtually on a piece of paper and could save it, share it with other 
users and come back to change the parameters as often as he likes. Finally pushing 
the confirmation button puts the paper into the job box for processing where the 
sub-processes will fetch it and send a confirmation when the process is ready, 
which proves to be easy and natural to use. 
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The system reuses the metaphor by providing the option to copy or recycle 
parts of previous sessions and fetches the desired pre-used paper and/or the 
complete finished data set and attaches it to a new session. 

 

Fig. 6 “Define on a paper” concept for naturally creating the analyzing case 

By the time the defined data set is extracted, normalized and prepared, the data 
overview becomes available through the session desktop (Figure 7). Here the user 
could grasp an overview of the value distribution of every parameter involved in 
the session and analysis. Since the values are normalized to the interval [0, 1] for 
the ANN the view calculates back to original parameter values in a comparison 
table. In this view the user could form the decision how to define classes for the 
problem case. 

Finally the analysis result view becomes available (Figure 8). It captures the 
results of the FS created and ANN evaluated feature reduction. As the AI 
algorithm is targeting to build smaller sets of data, grasping an entropy equal to 
the full data set, the view lists the calculated feature sets. Supported by the 
overview table and class diagram the user chooses the most promising reduction 
sets and triggers to visualize the quality of the ANN proof evaluation, together 
with a textual representation of the collected features and a summary what 
changed in comparison with the sets before.  
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Fig. 7 Data result set normalization and visualization overview 

What renders the view appealing is the combination of different easy to read 
and cooperating visualizations, including seamlessly the information about 
internal algorithmic parameters which blends with analysis related result 
parameters.  

4   Results 

The implementation of the system described in the previous sections of this paper 
is proven to be successful based on the laboratory tests and the usage and feedback 
of the user group. The system is being accepted by the engineers and used 
frequently for a variety of questions. 
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Fig. 8 Analysis result overview page together with visualization strategies 

The main point for this user acceptance was the “easy to use GUI”, which 
renders it natural for the engineer to “ask” the system for a hint, even if the user 
may not fully understand what is going on “behind the curtain”. An electrical 
engineer, a chemist or a physicist can boost his competence in statistical data 
analysis and process knowledge by simply using this tool, available in the intranet.  

In the beginning, generating the command line tool to prove the core concept 
was only half of the way to go. But the integration of the user as well as the 
preparation and integration of data sources, which are available in the company, 
took a lot more effort than estimated.  

In a successful cooperation between science and industry a completely new tool 
for data mining was developed and integrated as a component and thus achieved a 
short way from theory to practice and a partial return on investment through 
software reuse. Today the new framework presents a multipurpose problem solver 
which will become a central tool in the analysis chain of the company and complete 
the return on investment through environmental adaptation and integration. 

The usability of the system (Fig. 9) is, as targeted, above a typical commercial 
data mining tool without failing the aimed adaptiveness (in this case, the data 
mining tools available do not even solve the problem).  

The result is an AI powered customized solution which fits better and is easier 
to use than a piece of commercial software. Hence, if there is a blank area on the 
solution map, it might be worth to invest the effort. 

5   Outlook 

Besides continuously providing further data sources and functionality to the user 
(vertical enlargement) we are planning to apply the system also concerning further 
areas. The general attempt is a global one, looking on all data belonging to 
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Fig. 9 Reduction of complexity achieved 

the product analyzed. Without any input about the interrelation of this data but the 
general target, the framework is detecting the root cause for unwanted 
characteristics of products. As described, the AIFind system shows good results 
by identifying interrelated sets of parameters, which are responsible for the 
deviance, out of several hundreds available.  

The next step is planning to use the system in a more limited environment, only 
exploring one or a small number of process steps in a semiconductor fabrication 
(fab). Today, semiconductor fabs typically use control software for Advanced 
Process Control (APC). The task of these packages is the control of customizable 
parameters in recipes, describing the process and variables of a production 
machine. Typically derived or measured results of other process steps are taken 
into account. For -high volume, high throughput- production sites with a small 
number of different products, this approach works fine and needs always to be 
monitored and adapted by specialists. 

For flexible and small production sites this approach does not work well. If all 
products are treated equally, the statistical basis for the control algorithms is fair, 
but if the product data is not that homogeneous, due to the different behaviour of 
different products the results are not as good as desired. Thus if the decision is 
taken to set up a control loop for every different product, the number of data 
available is often not big enough. Even worse, the statistical weight of the 
individual measurements is weighted with the age of the data. By experience the 
reduction of significance by adding a kind of “shelf life” for data, has turned out to 
increase the quality of the results, but it additionally reduces the amount of data 
for the control loop. As a result the success of Run to Run (R2R) and Feed 
Forward solutions is limited. 

The planning for the horizontal enlargement of the usage of AIFind inside the 
company is to develop and set up a standard APC control algorithm frame and 
increases the relevance of the input parameters for the algorithms inside by 
AIFind. This should help to find products with similar behavior regarding a 
specific process step and will enlarge the statistical basis for the control processes 
and could thus overcome the current limitations.  
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Abstract. Increasing demands for high bandwidth electronic systems lead to 
increasing needs for new interconnection concepts and technologies. A promising 
concept is to extend the established electrical interconnection technology by 
optical interconnections on system, module and component level. As printed 
circuit boards belong today as well as in future to the most important interconnect 
devices, the realization of electrical printed circuit boards with integrated optical 
interconnects is a very important interdisciplinary R&D task. This paper addresses 
the ion-exchange technology for realizing optical layers with integrated 
multimode waveguides. The ion-exchange process requires an appropriate 
simulation model which allows to analyze and to optimize all process parameters. 
Based on the principle diffusion characteristics an approach for modeling and 
simulation of the ion-exchange process is presented. The results are used to derive 
a model for calculating the process parameters necessary for obtaining waveguides 
with desired optical characteristics. 

Keywords: Optical interconnects, EOCB, ion-exchange, multimode waveguides, 
electrical optical interconnection technology. 

1   Introduction 

The bandwidth used in broadband technologies rises every year. For example, in 
2011 the total amount of data transferred was about 300 Exabytes (1 Exabyte = 
1018 Bytes), ten times of the value of 2006 [1]. The long-distance data rate using 
optical fibers is up to 100 Gbit/s per channel. The real data rate per fiber is much 
higher taking into account established multiplex technologies like Dense 
Wavelength Division Multiplex (DWDM). This of course results in very high 
bandwidth demands within the nodes. Several new concepts are under 
investigation to enhance significantly the throughput in these nodes. One 
promising approach is to realize the high data-rate interconnects within electronic 
systems by optical interconnects [7]. On printed circuit board level this has to 
done by the integration of optical layers, containing optical waveguides, into 
electrical pc boards as depicted in figure 1.  
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Fig. 1 Concept of an electrical printed circuit board with an integrated optical layer 

During the last years several methods for realizing printed circuit boards with 
integrated optical layers have been developed. The main challenge of all 
approaches is to combine the advantages of optical and electrical interconnects in 
combination with the highest possible compatibility to the established electrical 
interconnection technology [8]. The main compatibility requirements are 
mechanical tolerances to be in the range on PC-board technology and resistance to 
temperature and pressure during the PC-board lamination process. The required 
performance and the compatibility can only be obtained if the expert knowledge of 
electrical and/or electronic engineers, physicists, chemists, and material scientists 
can be merged. 

2   Manufacturing of Optical Layers with Optical Waveguides 
for PC-Board Integration 

A couple of approaches for the fabrication of optical layers are known. All of 
them have in common, that the optical layer is embedded between conventional 
electrical layers. In the following subsections, three technology approaches are 
described very roughly. The processes are of course much more complicated 
taking into account the compatibility requirements mentioned above. Moreover, 
the necessary materials have to be developed and optimized in parallel, in order to 
obtain the necessary optical, temperature and pressure characteristics. 

2.1   Photolithography 

Using photolithography technology, UV-curing polymers are applied to shape 
optical waveguides with rectangular cross sections. As shown in figure 2, the 
carrier material (substrate), mostly glass or FR4, is coated with a polymer with a 
low refraction index. On top of that, a second layer of polymer with a higher 
refraction index is added. For forming the waveguide core, a mask based UV-
curing is used. The cores are covered with the lower reflection index polymer. 
After that step, the carrier material is placed on top. 
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Fig. 2 Polymer optical waveguides realized by photolithography 

2.2   Waveguide Manufacturing by Laser Ablation 

Another method to manufacture optical waveguides is the use of a Laser beam for 
excavating grooves into a glass sheet as depicted in figure 3. The grooves get 
 

 

Fig. 3 Polymer-glass waveguides realized by laser ablation 
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filled by a polymer with a higher refractive index as the glass material. An 
additional polymer layer with a refractive index similar to the glass is coated on 
top. Using this technology is has to be taken care of the surface quality of the 
grooves. In case of roughness high waveguide attenuation is unavoidable. 

2.3   Ion-Exchange Waveguides 

A new and very promising approach for fabricating integrated optical waveguides 
is the ion-exchange technology. While the diffusion of ions into glass is known 
since the middle ages for the coloration of windows [10], the first waveguides 
fabricated by diffusion were presented by Izawa [2] in 1972. Figure 4 shows the 
principle steps of the process. Firstly, a mask is fitted on a glass sheet. This is 
placed in a salt melt containing ions which are able to diffuse into the glass at high 
temperature. The next step is the removal of the mask and a short inverse diffusion 
for burying the ions below the surface. In this step some of the previously 
exchanged ions are removed from the glass sheet again. 

 

Fig. 4 Ion-exchange multimode waveguides in thin glass 

Besides the simplified above described approaches some more methods to 
fabricate optical waveguides for PC-board integration and are known. A good 
overview with advantages and disadvantages is given in [3]. 

3   Modeling of the Thermal Diffusion Process 

From systems design point of view it is of significant importance to get detailed 
information about the index profile caused by the diffusion of ions into the glass 
sheet. Therefore, the ion density inside the material has to be known. The principle 
diffusion process is illustrated in figure 5. 
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Fig. 5 Schematic one-dimensional diffusion process of silver ions in silicate glass 

Considering a planar, one-dimensional diffusion and assuming that the glass 
sheet is located in an AgNO3-melt, the silver ions migrate at high temperature out 
of the melt into the glass substrate. Several other ions can be used for the process, 
but silver ions have the benefit of causing a high increase of the refractive index 
and the melt is nontoxic. In exchange, sodium ions diffuse out of the glass. This 
process can be described by Fick's law for time-variant diffusion: 

 
(1) 

where D is the diffusion coefficient and c the ion concentration. In this one-
dimensional case the solution of (1) is given by 

 
(2) 

where erf is the error function and c1 = c(x<0, t=0) and c2= c(x>0, t=0) are the 
initial conditions. In figure 6 the computed normalized ion concentration as a 
function of the diffusion depth x with the diffusion time t as a parameter is 
illustrated. The corresponding simulation parameters are given in table 1. 

For modeling a graded-index waveguide obtained by using an aluminum mask, 
the two-dimensional diffusion process has to be investigated. These results in the 
fact, that equation (1) cannot be solved analytically and a numerical solution is 
necessary. Figure 7 shows the simulated silver ion density for a buried graded-
index waveguide in comparison to the measured ion density. 
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Fig. 6 Normalized ion-concentration versus diffusion depth 

Table 1 Parameters for the diffusion process 

Diffusion coefficient 0.26·10-14 m/s2 
Glass thickness 100 µm 
Melt concentration 0.02 mol/m3 
Temperature 350 °C 

 

Fig. 7 Simulated (left) and measured (right) ion density of a graded-index waveguide 
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As the ion density cannot be measured directly the comparison of simulation 
and measurement results can only be done indirectly. Therefore, the computed ion 
density has to be transformed to the refractive index profile which can be 
measured using RNF (refracted near-field) equipment. The transformation can be 
done applying the Gladstone-Dale relation [5] 

 
(3) 

where the specific volume vs and the Gladstone-Dale refractive parameter rs are 
material specific constants. For a standard borosilicate glass (Schott, D263T), the 
refractive index results to ns = 1.522. In [5], the index change is given by 

 (4) 

With the known silver-ion concentration, a location-dependent refractive index is 
obtained: 

 (5) 

Using these relations, the diffusion process can be described very accurately. 

4   Modeling of the Field-Driven Diffusion Process 

For realizing optical layers providing the same or more degrees of freedom as 
electrical layers, three-dimensional optical structures, like lenses for coupling, 
tapers and splitters, or optical vias, which are connections between the opposite 
glass layers, are necessary. Such structures cannot be achieved by thermal 
diffusion processes. The idea is to process the basic refractive index profile by 
thermal diffusion. In a following process, an appropriate electrical field is applied 
in order to bury the silver ions deeper with a desired spatial distribution into the 
glass sheet. The electrical field causes both the silver and sodium ions to move in 
the direction of the potential gradient. The concentration profile can be described 
with [6] and erfc as the complementary error function by 

 
(6) 

The initial ion density is defined by CB0. The constant µ  describes the mobility of 
the slower moving silver ions in the glass sheet. It is connected to the diffusion 
constant by the Einstein relation 

 
(7)

where q is the electrical charge of an ion and k the Boltzmann's constant. For large 
values of the electrical field, the second summand of equation (6) turns to zero and 
equation (6) simplifies to 
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(8)

Figure 8 shows the calculated ion concentration as a function of the diffusion 
depth. The ion mobility is given with µ=6.24·10-8 m2/(Vs) and the diffusion 
constant with D=0.26·10-8 m/s2. The electrical field strength is 100 V/m. The 
direction of the electrical field is normal to the glass surface. 

 

Fig. 8 Normalized ion density versus diffusion depth 

5   Deriving Process Parameters 

From manufacturers point of view the derivation of the process parameters from 
the desired position and shape of the refractive index profile is of great interest. 
For that reason, the diffusion process must be investigated in order to obtain the 
dependencies between the different parameters like diffusion time, geometrical 
mask parameters and concentration of the salt melt. The two-dimensional 
refractive index profile can be reconstructed with elementary functions by using a 
few characteristic data like the position xmax and value nmax of the maximum of the 
refractive index, the height and width of the index profile. By means of this 



Modeling the Diffusion Process for Developing Optical Waveguides 255
 

 

values, the dependency of the process parameters can by analyzed with the aid of 
the method shown in section 3. 

Figure 9 shows the dependency of the maximum value of the refractive index 
and its position from the mask width and the temperature. 

 

Fig. 9 Position and maximum value of the refractive index in dependency of temperature 
and mask width 

The maximum value of the refractive index is nearly constant for a wide range 
of the mask width and the process temperature. Only for small mask openings and 
low temperatures a variation can be observed. The position of the maximum value 
is nearly independent from the mask width and shows approximately an 
exponential behavior for changes of the process temperature. 

The ratio between the periods of diffusing ions into and out of the glass layer 
has great influence on the maximum value of the refractive index. Figure 10 
displays on the left side the influence of the diffusion time for three values of the 
back diffusion time. On the right side, the back diffusion time is varied for three 
fixed values of the diffusion time. The maximum value of the refractive index 
changes nearly linear for an increasing diffusion time. For increasing back 
diffusion time with constant diffusion time on the right, nmax decays nearly 
exponentially. 

 

Fig. 10 Maximum value of the refractive index in dependency of diffusion and back 
diffusion time 
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With these correlations, first determinations of process parameters can be 
made, when the position and value of the maximum of the refractive index are 
given. 

6   Conclusions 

The demonstrated approach to develop a model to calculate the process 
parameters for given optical characteristics is very promising. The modeling of the 
thermal and field-driven ion exchange process is a challenging task but it leads to 
very good results. The refractive index profile can be calculated the simulated ion 
concentration with the aid of the Gladstone-Dale relation and is in very good 
agreement with measurement results. Detailed information regarding the 
methodology used is given in [11]. 

The method derived for describing the diffusion process is used to calculate the 
dependencies between the parameters. The results are examined with regard to 
correlations. Most dependencies can be approximately interpolated with analytical 
functions. The first promising results are able to derive process parameters for 
given optical waveguide characteristics. Further work will concentrate on 
extending the approach for being able to derive all process parameters for three-
dimensional optical structures. 
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Abstract. Generation and consumption of heat power for domestic demand should 
consider economical and ecological aspects. Fuzzy Logic provides, by evaluation 
of the thermal behavior of the heating system, a powerful rule base for decision 
making in order to guarantee optimal operation of the heating system. Analysis of 
the dynamically thermal behavior of the Building and the heating system was 
necessary, in order to use measurement information as input variables for different 
Fuzzy Controllers.  

The whole system consists of three different Fuzzy Controllers with the 
following functions: Fuzzy PID- Controller for a supply temperature Control loop, 
a Fuzzy Controller for optimal evaluation of heat power demand, and a Fuzzy 
Controller for the operation of a Cascade Heat Center with high efficiency and 
lowest contaminated exhaust emission.  

1   The Objective Project  

The objective of the project was to combine the advantages of control and energy 
management for cascade heating systems, using fuzzy control with the advantages of 
LOCAL OPEARTING NETWORKS TECHOLOGY (LONWORKS® technology). 
[1] 

1.1   Germany's Share in Final Energy Consumption as the First 
Driving Force for the Project Goals    

Figure 1 shows the major energy consumption sources in Germany. 
As we can see from the figure 1, the major energy consuming sources in 

Germany and also in many countries are the heating systems for buildings and for 
Process industries. We can see from the Figure 1 that the Energy Consumption for 
heating is about 52 % from the total Energy consumption for Germany. The State  
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Fig. 1 Germany's share in final energy consumption [2] 

of the art of the heating technology is, that most of the building are very old and 
do not have efficient operating heating systems. These systems are operating in an 
inefficient way, and produce more energy then, are demanded.   

The focus of this project was to optimize the system behavior for a demand 
oriented energy production from environmental point of view, and to improve the 
quality of the control loop for Supply temperature. 

1.2   Using of Open Network Systems for Building Automation 

As the second driving force for this project, is using the Open Network Systems 
for System Integration. 

For Building Automation, a powerful automation system should offer open 
information exchange based on ISO/ OSI- model for different automation units 
within complex for different aspects/ 3 /. Using intelligent control and 
management technologies converts the building technologies into smart buildings 
for efficient system operation and energy management from the environmental 
point of view. 
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2   State of the Switching Strategies for Start Stop Control  and 
Optimally Operation of the System 

The goal of the developed strategy is to achieve an operation mode for both 
heaters in an optimal partial load utilization range and a low start stop frequency 
in order to reduce environmental pollution. Figure 2 shows the impact Emission 
characteristic of a heating system for contaminated exhaust gas emission. 

 

Fig. 2 Emission characteristic of a heating system for contaminated exhaust gas emission [4] 

One will also seek to prevent overshooting of the supply temperature through 
improved supply temperature control which may well lead to switching off of the 
heater and therefore unnecessary cycles. The autonomous control operation of the 
heaters is used in this case, that is every heater is fitted with its own temperature 
sensor.  

Figure 3+4 show different switching strategy for FLC based cascade heating 
system. None of the strategies fulfill the requirements form the optimally 
operation of the system from economical and environmental point of view. 
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Fig. 3 Serial switching Strategy for 2 heaters cascade 

 

Fig. 4 Parallel switching strategy 2 heaters cascade 

2.1   New Switching Strategy for Optimal Operation of the Cascade 
Heating System 

As we can see from figure 5, the second (following) heater is switched on if the 
burner modulation of the first leading heater is so high that it can be covered by 
the base load of the second heater. 

This avoids the leading heater having to switch into full load mode, which 
increases the thermal efficiency of the heater. In order to avoid switching, the 
second heater should not be directly switched on if there is exceeding of the sum 
of the base loads. It is therefore necessary to implement a hysteresis for.  
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Fig. 5 Optimally switching strategy for 2 heaters cascade 
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Fig. 6 Cascade heating system 
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3   Fuzzy Logic Control and LONWORKS®-Network-System for 
Optimization of the Heating System 

3.1   Introduction 

On the basis of implementation of the LONWORKS technology, integration of  
the Fuzzy Logic Control system should, in principle, is possible in every  
LON-Network in which the control and energy management of a cascade heating 
system is realized. In order to expand use of this Fuzzy Logic Control (FLC) 
system to different types of plant, heater and burner types, parameterability of the 
system is necessary using commercially available network management tools.  

The advantages of control and energy management of a cascade heating system 
using FLC compared to a conventional digital  controller were demonstrated in the 
already completed project “The Switch strategy for cascade heating system and 
supply temperature control using a FLC system for multiple heater system, as well 
as development and commissioning of an “Engineering Tool“ for system 
configuration“ [6].  

This FLC system is realized on a proprietary industrial system controller. Based 
on this project and the positive results which were achieved using “Intelligent  
control and energy management  of an Air conditioning system with LON and 
FLC“[XX],  the FLC for control and energy management of a cascade heating 
system on the basis of LONWORKS technology is implemented in this project. 
The controller nodes (communication participant in a LONWORKS) produced in 
this way is hereinafter referred to as a fuzzy (BA- system).  

There is a cascade heating system (see in figure 6) present in the BA system on 
which trials were run with the FLC-System. This fuzzy controller was integrated 
into an existing BA. -  System  

3.2   The Fuzzy Logic Control System  

Figure 7 shows Fuzzy Logic system for control and energy management of 
cascade heating system. The FLC first takes over autonomous supply temperature 
control of the heater. This is realized using fuzzy block 1. The second function to 
be taken over is switching control of the cascade heating system which is realized 
using fuzzy blocks 2 and 3. The FLC system for control and energy management 
of the cascade heating system is shown in Figure 3. 

Fuzzy block 1 is responsible for the supply temperature control of the system. 
It calculates the output variable for “modulation” of the burner based on the input 
variables “set point value” and “process value”. Every heater has its own 
temperature sensor. A fuzzy block 1 is assigned to supply temperature control for 
each heater which means that each heater autonomously controls the supply 
temperature.  
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Fig. 7 Fuzzy Logic System for control and energy management of cascade heating system  

The set point value for both heaters is determined from a MAX selection of all 
heating circuits. The input variables for the fuzzy block for supply temperature 
control are: 

 
• Set point error  xd 
• Change in the process variable dx/dt  
• Change in the set point error de /dt 
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The set point error is calculated using Equation 1. 

xrefe −=  (1) 

The derivative of the process variable is calculated using Equation 2: 

dx
dt

=
x( k )−x(k−1)

Tc   
(2) 

With: x (k) ≡ process variable in cycle, x (k-1) ≡ process variable in cycle k-1, Tc 
≡ scan time. 

By adapting the maximum speed of change of the control output variable to the 
heater in question, fuzzy block 1 can be adjusted for various different dynamics. 
The definition range for these input variables is freely scalable for a user in order 
to be in a position to adjust the fuzzy controller to different heater characteristics. 
The derivative of the set point error is calculated using Equation 3: 

Tc

ee

dt

de kk )1()( −−
=   (3) 

This input variable has the task of countering small variations in the control value 
within the range e= 0 [5]. Table 1 shows as an example for the Fuzzy Rules, the 
rule base for the Fuzzy Control 1. 

Table 1 Rules for the PID- Fuzzy Control 1 

Fuzzy Input variables Fuzzy Output variables 

Nr. xd dx/dt Δxd ΔyPD Δyi 

1 nb - - nb nb 

2 nb pb - nb nb 

3 nm  - nb nb 

4 nm pb - nm nm 

5 ns nb - nb nb 

6 ns nm - pm pb 

7 ns ns - pm pm 

8 ns zo - ps nm 

9 ns ps - ns ns 

10 ns pm - ns ns 

11 ns pb - nm nm 

12 zo nb - nm nm 

13 zo nm - pm pm 
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Table 1 (continued) 

14 zo ns - pm pm 

15 zo ns n pm ps 

16 zo ns p zo ps 

17 zo zo - zo zo 

18 zo ps n zo zo 

19 zo ps p zo zo 

Fuzzy Input variables Fuzzy Output variables 

Nr. xd dx/dt Δxd ΔyPD Δyi 

      

20 zo pm - zo zo 

21 zo pb - nm ns 

22 ps nb - nm nm 

23 ps nm - pm nm 

24 ps ns - pm ps 

25 ps zo - pm pm 

26 ps ps - pm ps 

27 ps pm - zo pm 

28 ps pm - nm nm 

29 pm pb - nm nm 

30 pm  - pm pm 

31 pm pb - pm nm 

32 pb pm - nb pb 

 
Fuzzy block 1 for supply temperature control has two output variables, these 

are: 
 

• Change in the PD part ΔyPD 
• Change in the I part ΔyI 

 
The control output variable, that is the burner modulation, is calculated from the 
output variable according to equations 4 and 5: 

 

IkIkI yyy Δ+= − )1()(  (4) 

)( kIPDPID yyy +Δ= (5) 
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The Change in the PD part realizes the proportional and differential behavior of 
fuzzy block 1. The set point error influences the P behavior, the change in the 
control variable and the Derivative part considers the dynamic behavior of the 
Process. In the case of a change in the control variable of zero, the output factor 
“change in the PD part“ is assigned a proportional control variable change.  

The linguistic variables for the output are represented by singletons to reduce 
the computational effort. Free scalability of the output variables is again realized 
for parameterability of the fuzzy controller. The change in the Integral part mirrors 
the integral behavior of the controller in that it is added in every clock step. The 
integral behavior of the fuzzy PID controller is not realized using an integral term 
for the input variables, but instead with the output variable “change in the Integral 
part“. Fuzzy blocks 2 and 3 are responsible for switching control of the heaters 
and are used just once because they refer to the whole plant.  

Fuzzy block 2 calculates the heating energy output requirement and 
modulation delay based on the input variables “outdoor air temperature”, 
“modulation”, “set point value“ and “main return flow temperature“. 

The first input value i.e. Current Heating power demand value Q_t, is the most 
important factor for evaluation of the start / Stop - point of the heaters. The second 
input value has been calculated by the first Control block and determines the 
position of the Control range of the heaters. As soon as this value is higher than 40 
%, the Start phase of the second heater will be released. The third input presents 
the set point error of the system as well as the dynamic behavior of the heating 
system because of the PID- characteristic of the controller. The fourth indicates 
the gradient of the thermal energy, which is necessary in order to keep the set 
point temperature of the system constant. The crisp value of this input is 
calculated by equation (9) as follow: 

xd r w x r_ _= −   (6) 

With: w ≡  reference set point temperature, x_r ≡ system return temperature 
Fuzzy Block 3 controls switching of the heaters on and off over the calculated 

threshold value. The threshold value is calculated based on the input variables 
“heating output requirement” (from fuzzy block 2) and “change in the PD part” 
(from fuzzy blocks 1 for the heater).  

4   Implementation of the FLC for Control and Energy 
Management into a LONWORKS Node 

The fundamentals for realization of the FLC for control and energy management of 
a cascade heating system on the basis of LONWORKS technology is use of suitable 
hardware on which the FLC system is implemented. The LONWORKS hardware, 
which appears very usable, is the Easylon® EMC4-4-Channel Multipurpose 
Controller ( EMC4). The Neuron® 3150, which is implemented in the EMC4, offers 
all of the resources needed for implementation based on its 8kByte SRAM and 
48kByte FLASH as well as its 10 MHz clock rate. Figure 8 shows Schema of a 
Neuron Chip host device as the hardware of LON-Technology.  
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Fig. 8 Schema of a Neuron Chip host device as the hardware of LON-Technology 

The software development environment primarily consisted of two programs. 
Echelon NODEBUILDER® 1.5 is used for the programming and loading of the 
source codes onto the Neuron chip. The management tool “Alex“ from MK 
Control Systems (known today as SPEGA) is used to test the nodes (e.g. for 
bindings) and for later integration. The fundamentals for development of a concept 
for programming is that all input and output variables of the FLC should 
exclusively be made available on the network side in order to make integration of 
the building automation system as simple as possible, that is only through 
execution through bindings in the LONWORKS network. The existing automation 
stations (DX9200 industrial controller from Johnson Controls) are programmed in 
such a way, for this purpose, that they provide the required network variables for 
all input and output variables of the FLC. To commission the FLC the network 
integrator must primarily perform the bindings needed for each control circuit 
(process value, set point value and control variable) and activate the FLC. The 
fuzzy system is not mirrored on the Neuron for the integrator on the network side, 
but rather objects are realized instead which bring together the relevant functions 
(supply temperature control and switching of the heater) with network variables. 
From this it follows that three objects are realized on the fuzzy controller which 
are decisive for the function and integration of the fuzzy controller. Figure 9 
Shows Binding Scheme fort Fuzzy Controllers with the existing automation 
stations.  
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Fig. 9 Implementation of the Fuzzy Control system into a LON-Object 

4.1   Description of the Embedded FLC-LON-System 

The objects of the fuzzy controller: The objects are there to summarize together 
network variables and parameters into logical function units. When establishing 
the network variables one must take account of the fact that the standard network 
variables (SNVT) used in the fuzzy controller is also free for assignment in 
DX9200 or is there at all.  

As a result of these circumstances it is not always possible to program to be 
LONMARK® compliant (that is following the FP "Burner and heater Controller"). 
It can only be verifiably designated as being interoperable in the current situation 
with the DX9200 used and the application used on it. However, use of 
SNVT_temp_p, SNVT_lev_percent and SNVT_switch for the most important 
Network Variables (NVs) allows one to assume interoperability with other I/O 
modules. 

 
The Node Object – node management 
Properties of the FLC systems are determined with the aid of variables and 
parameters on the node object. Parameters of the node object allow the fuzzy 
controller to be set up for any cascade heaters with two boilers. All plant-relevant 
data can be parameterized on this object.  
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The heater objects – controlling and regulation 
All variables which are necessary for control and energy management of the 
cascade heating system can be found on the boiler objects. Using the parameters in 
the boiler objects, every boiler object can be set up for the heater in the heating 
cascade system. The leading heater is basically the first heater while the following 
heater is the second heater. The parameters for the heater objects take on a very 
important significance.  

The fact that the fuzzy controller should also be integratable into other systems 
means that the input and output variables for the fuzzy blocks are implemented as 
a freely scalable parameter for heater supply temperature control. 

It is therefore possible to react to a different dynamic for the heater being used. 
The heater objects can be adapted to all installed heater types and heater outputs 
using these parameters. The fuzzy controller with options for parameterization can 
be used universally on the node object through entry of the nominal output of the 
heater and the form of the characteristic curve of the burner. 

5   Results of the System Behavior 

The fuzzy PID Controller (fuzzy block 1) reduces the response time and the 
overshoot range of the process value compared to digital PID- controller. The 
unsharp points in time for switching on and off of the fuzzy system also reduces 
the frequency of switching of the following heater and the heater operates within 
the optimal efficiency range.  

The fuzzy controller realized here can be integrated into all LONWORKS 
networks and therefore into different plants.  

The “Viessmann Vertomat-heater (lead heater) " presents a higher degree of 
difficulty than the “Viessmann Paromat". To prevent strong overshooting of the 
supply  temperature and ensure a smooth control behavior, the definition range for 
the maximum set point error e is scaled to e max= ±22K. Furthermore, the output 
variable “change in the PD part„ is scaled to a maximum of Δ yPDmax= ±55% and 

the “change in the integral part „to a maximum of Δ yImax ±2%, in order to 
prevent excessively strong “integration" of the integral part. Figure 9 shows set 
point step response for the “Viessmann Vertomat-heater by fuzzy control -block 1 
for heater 1. The diagram shows the maximum overshoot range of 2K and control 
time of 360 seconds with the parameters mentioned for fuzzy block 1 for heater 1. 

From Figure 10 one can clearly see the response after set point change for the 
supply temperature and the increase in modulation of the burner. The “Viessmann 
Paromat" presents a lesser degree of difficulty. Figure 10 shows a set point step 
response of the “Viessmann Paromat" by fuzzy control block 1 for heater 2. 

From Figure 11 it is clear to see a strong increase in modulation after the set 
point change for the supply temperature.  
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Fig. 10 Set point step response of the Fuzzy control system for the “Viessmann Vertomat“  
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Fig. 11 Set point step response of the Fuzzy control system for the "Viessmann Paromat-
heater"  

5.1   Comparison of the Results of Boiler Temperature Controller 
Loops 

Despite a different heater dynamic of the Vertomat-heater compared to the 
Paromat-heater, optimal control behaviour for both heaters is achieved through the 
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design of the input and output variables of fuzzy block 1. The overshoot range is 
the same for both heaters, while the control time makes clear the difference in the 
difficulty of the controlled   heaters. 

6   Summary  

The objective of this project was realization of control and energy management of 
a cascade heating system by Fuzzy Logic Control  based on the open network 
standard LONWORKS. Integration of FLC should be achieved in an existing 
buildings automation system. To do this a FLC system was adapted for control 
and energy management of a cascade heating system, under the framework 
conditions which are dictated by the use of LONWORKS technology. The FLC 
system was implemented on a LONWORKS node. The solution is use of the 
Easylon® EMC4 4-Channel Multipurpose Controller from Gesytec in Aachen. The 
Neuron 3150 chip in this hardware fulfills all requirements concerning computing 
power, storage capacity and programmability with the development environment 
available. The nodes were developed from a software point of view on the Node 
Builder. Combined use of Node Builder 1.5 with the binding tool "Alex" 
dispenses with the necessity to use a Lon Builder to test the network behavior of 
the node. The result is a fuzzy controller for  control and energy management 
system of a cascade heating system with two heaters and modulated burners, 
which is available as a Neuron-Chip Hosted Device on the open network  
standard LONWORKS.  Use of the LONWORKS technology allows exclusive 
parameterability of the FLC system over network management. The 
parameterability of the input and output variables of fuzzy block 1 for supply 
temperature control allows optimization of the system behavior of individual 
heaters with differing boiler dynamics. Integration and commissioning of the 
fuzzy controllers are exclusively possible on the network side through use of all 
LONWORKS network management tools available on the market. In this project 
the FLC system for control and energy management of a cascade heating system is 
implemented on one LON node. Extension of this development to a distributed 
system with a number of nodes is very possible. The Fuzzy Control system 
introduced here serves as a Control - and operation management system for a 
Cascade Heating System. Three different Fuzzy controllers have been realized, in 
order to optimize the system’s thermal features from an economical and ecological 
point of view. To fulfill these requirements, analysis of the thermal behavior of the 
Building and the heating system was necessary in order to formulate proper input 
and output variables for the Fuzzy Controller. This operation strategy of the 
Cascade Heating System avoids the thermal loses of the system and reduces the 
start / stop frequency of the burner’s to a minimum. The Supply temperature 
Control loop of the system is designed and commissioned as a non-linear Fuzzy 
PID - Controller for a non linear thermal process. This kind of controller can be 
described as a robust Control System. This control and operation management 
system provides a real demand oriented heating energy with a minimum of fuel 
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consumption and therefore with a minimum of contaminated exhaust gas 
emissions. The most important features of this new system is to expand this 
system to different type of heating systems on Site, with just little changes of the 
Fuzzy Input Variables -scaling and reconfiguration of the System characteristics. 
There is no need to design new rule base for the Fuzzy system, and so the 
requirements of know how about Fuzzy Control for System engineers are very 
little. Therefore it is a success promising solution for the wide use of Fuzzy Logic 
Control and Open Network System within the Building automation and Building 
Energy Management systems. 
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Abstract. This paper highlights some of the issues which have made diagnostics 
of Lithiumion (Li-ion) battery energy storage systems very challenging from the 
both chemical and control engineering perspectives. The application of standard 
observers, Kalman, and particle filters in state estimation of Li-ion batteries are 
fully reviewed. Recent achievements in this field, pros and cons of various 
approaches, and future direction for research are outlined. 

Keywords: Diagnostics, Battery Energy Storage. 

1   Introduction 

The use of Lithium-ion (Li-ion) batteries has increased at an unprecedented rate in 
many devices such as cell phones, laptop computers, hybrid and full electric 
vehicles, etc. This is because of their significant advantages in terms of energy 
density, life time, no memory effects, and a slow self-discharging rate when not in 
use, [22]. However, many micro-scale failure mechanisms have been identified 
which degrade the Li-ion batteries performance. References [3], [4] and [17] 
provide comprehensive surveys of the identified failure mechanisms in Li-ion 
batteries. These failures may lead to abrupt or gradual battery degradation and in 
some cases to irreparable damage or dangerous failure conditions. Thus, it is very 
important to detect these failures as soon as they occur, and to take necessary 
actions and have appropriate protection mechanisms in order to maintain the 
battery performance at a satisfactory level and within the desired specifications 
and operating range. 

The goal of this paper is to introduce model based fault diagnosis problem in 
Li-ion batteries. Fundamentals of the model-based fault diagnosis theory are 
firstly outlined in Section 2. Section 3 deals with modeling of Li-ion batteries. 
Both equivalent circuit and electrochemical model development approaches are 
reviewed. Section 4 highlights some of the issues which make diagnostics in Li-
ion batteries very challenging from both chemical and control engineering 
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perspectives. The application of standard observers, Kalman, and particle filters in 
state estimation of Li-ion batteries are fully reviewed in section 4.2. Along this 
line, recent achievements, pros and cons of various approaches, and future 
direction for research are outlined. 

2   Fundamentals of Model-Based Fault Diagnosis 

The objective of a model based fault diagnosis system is to monitor a dynamical 
system against incipient or complete failures and ensure that that system continues 
its operation safely, efficiently, with more autonomy, and less interruption in 
service for extended periods of time. 

A complete fault diagnosis system has fault detection, isolation, estimation and 
accommodation capabilities and each of these tasks may be accomplished within a 
module. The Fault Detection (FD) module determines whether a fault has occurred 
in the plant. The fault isolation module determines the fault’s type and its location. 
The fault estimation module estimates the extent of failure, and finally the fault 
accommodation is responsible for reconfiguration of the control system so that  
the system can continue to operate until such time that timely repair can be 
performed, [5]. 

Common approaches to fault diagnosis can be grouped into four broad areas: 
 

• Temporal redundancy which uses limit and trend checking on inputs and 
outputs based on some priori information about the system to only detect 
failures. This approach is perhaps the most commonly used one in industry 
today. Expert and knowledge based schemes may also be grouped under this 
classification. 

• Hardware redundancy which uses majority vote ruling logic for FD. Although 
popular in safety and mission critical systems, the cost alone is a major reason 
for not employing this scheme in variety of applications. 

• Analytical redundancy or model based technique which uses the system’s 
model and measurements to generate software quantities, called residuals. The 
residuals are sensitive to the faults, and processed for detection, isolation, 
estimation and accommodation. 

• Algorithmic redundancy which is obtained by combining different algorithms 
from the same or different classes. 

 
With an ability to detect variety of failures at a lower cost with a lot less 
calibration and testing, model-based fault diagnosis has been the focus of many 
research since 1970, [9]. Another important feature of the model-based fault 
diagnosis is that the concept is easily transferable from one application to another. 

In a model-based fault diagnosis system, FD module plays an important role. 
The typical FD module consists of two parts, i.e. residual generation and 
evaluation, as shown in Figure 1. The box labeled “Plant” represents the 
dynamical system that is being monitored. The general nonlinear model of the 
plant is given by: 
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ż (t)=g (z (t) , u(k ) , d (t) , f (k ))  (1) 

y (t)=h(z (t) , u( t) , d (t))  (2) 

where mn u,z ℜ∈ℜ∈ and py ℜ∈ denote system states, input and output vectors, 

respectively. id ℜ∈ and qf ℜ∈ are disturbance and fault vectors, respectively. g 

and h are nonlinear vector functions describing the plant dynamics, respectively. 
The residual generation sub-module receives both output and input 

signals ( )ty and ( ),tu and generates a residual signal which is sensitive to faults. 

The feature of the generated residual signal is that it is almost zero when there is 
no fault in the plant1; when a fault occurs, the residual signal becomes large. The 
task of the residual evaluation sub-module is to produce appropriate fault alarms. 
Typically, the fault alarm is activated when the energy of the residual signal 
becomes greater than a certain threshold value .thJ  In most of FD 

techniques, thJ is set to the supremum of the energy of the residual signal over the 

run-time when there is no fault in the system [13]. For the purpose of fault 
isolation in the presence of multiple failures, a bank of residuals is generated, each 
of which dealing with one fault. 

 

 

Fig. 1 The structure of Fault Detection (FD) module 

                                                           
1 It should be noted that the residual signal is almost zero due to unavoidable noise and 

uncertainties in the plant, otherwise, under ideal conditions, it could be designed to be 
zero. 
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2.1   Residual Generation 

Residual generation process is an important part in the design of a model-based 
FD module. The majority of the proposed techniques are either based on parity-
relation or estimation concepts. In the parity-relation based technique, the fault 
detectability issue is converted into a matrix rank condition, [8]. Although, the 
parity-relation residual generation approaches are simple, they are suitable for 
application to linear systems with certain dynamics. The parity based residual 
generation becomes difficult when nonlinearity, model uncertainty, time-delay, 
etc., are added into the system structure, [6]. 

In the estimation based residual generation, an indirect estimate of the system 
output or fault is obtained by using observers or filtering techniques. The general 
model of the proposed observers estimating the system output with linear injection 
of the error, e, between the estimated and actual measurement is given by: 

 
˙̂z (t )=g ( ẑ (t) , u (t))+ γ e(t )
ŷ (t )=h( ̂z (t) , u( t))
e(t )=y (t )− ̂y (t )

(3) 

 

where nz ℜ∈ˆ and py ℜ∈ˆ denote estimated states and output vectors. The observer 

gain γ is designed such that ( )te  becomes as small as possible when time goes to 

infinity, i.e., minimize e as .∞→t This residual generation/FD methodology is 
well-known as output observer residual generation. 

Since the mid 1990s, more attention has been paid to direct estimate of the 
fault. Typically, a linear FD filter in the form of 

 
( ) ( ) ( ) ( )[ ]
( ) ( ) ( ) ( )[ ]tytuD+twC=tr

tytuB+twA=tw

ff

ff

 

 
 (4) 

 
is designed which takes information from the system output and input y and u 
respectively, and generates a residual signal ( )tr which is sensitive to the fault. In 

(1.4), w denotes the FD filter state vector; fff C,B,A and fD are FD filter 

parameters which are designed such that the error between the fault and the 
residual is minimized, i.e., 

 
                                                       ( ) ( ) ( )tftr=te minimize  (5) 

 

where, f denotes the system fault. 

There is an extensive body of literature addressing the robustness issue in 
relation to model uncertainty and nonlinearity, exogenous disturbances and noise, 
time-delay, packet drop in networked system, etc., which is beyond the scope of 
this paper. Interested readers are directed to consult [9] and [1] for more 
information. 
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In the following, application of the outlined FD techniques to Li-ion battery 
energy storage systems is investigated. First, mathematical models of the battery 
system are reviewed. 

3   Mathematical Models of the Lithium-Ion Batteries 

Two mathematical models for Li-ion batteries have widely been employed in the 
literature. These are: Equivalent Circuit Model (ECM) and Electrochemical Model 
(EM). 

3.1   Equivalent Circuit Model (ECM) 

In the ECM, the battery is modeled as an electric circuit consisting of a number of 
Direct Current (DC) voltage sources, resistors, capacitors, and nonlinear functions 
accounting for the un-modeled dynamics, as shown in Figure 2. The values of 
resistances and capacitances are obtained through electrochemical impedance 

spectroscopy, [22]. The dynamic of nonlinear function, denoted by h in Figure 2, 
also depends on many factors, the battery State of Charge (SOC), State of Health 
(SOH), temperature, etc. 

The Li-ion battery ECM is very popular from a control engineering perspective 
for their simplicity, and Ordinary Differential Equations (ODEs) framework is 
used for modeling. They can easily be converted into state-space models where 
various controls and diagnostics tools are applicable. However, the validity and 
accuracy of the ECMs remain questionable for high power applications such as 
hybrid electric vehicles. For these kind of applications, at least a more complicated 
ECM is desired which leads to the computational burden and design complexities. 
More importantly, the ECM provides no physical interpretation about the 
chemical interactions taking place inside the battery, [10]. 

 

Fig. 2 A sample equivalent circuit model for the battery energy storage 
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3.2   Electrochemical Model (EM) 

In the EM, the battery dynamic is formulated by using electrochemical principles. 
The Li-ion battery has four main components as shown in Figure 3, porous 
negative electrode, porous positive electrode, electrolyte and separator. The 
lithium ions, Li+, leave the positive electrode and enter the negative electrode in 
the charge process, and vice versa during the discharge. The electrolyte enables 
these movements, and the separator is an electrical insulator that does not allow 
electrons to flow between the positive and negative electrodes. 

Several electrochemical models with different degrees of complexity have been 
developed for Li-ion batteries, all of which are based on the model proposed by 
Newman and Tiedemann in [21]. By defining the battery parameters as in Table 1, 
the one-dimensional (1D-spatial) model of the Li-ion battery which only considers 

dynamics along the horizontal axis x and ignores the dynamics along y and z axes 

is given by [7]: 

 

Fig. 3 A schematic of the Lithium-ion (Li-ion) batteries, [12] 
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where, t and r denote the time index and position in the radial coordinates, 
respectively. The molar flux ( )tx,jn is computed according to the Butler-Volmer 

equation. 

Table 1 ISDT Conferences (ISDT "Table description") 

Symbol Definition Unit 

ei  Electrolyte current density 2−Acm  

si  Solid current density 2−Acm  

eΦ  Electrolyte potential V  

sΦ  solid potential V  

eC  Electrolyte concentration 3−molcm  

sC  Solid concentration 3−molcm  

seC  Solid concentration at surface 3−molcm  

maxs,C  Maximum possible solid concentration at each electrode 3−molcm  

nj  Butler-Volmer current density 3Acm  

0j  Exchange current density 2−Acm  

U  Open circuit voltage V  

η  overpotential V  

F  Faraday’s constant 1−Cmol  
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Table 1 (continued) 

R  Gas constant 11 −− molJK  

bT  Temperature K  

I  Battery current A  

V  Battery voltage V  

acf /  Mean molar activity coefficient in the electrolyte -  

κ  Ionic conductivity of the electrolyte 1−− cmΩ 1  

0
ct  Transference number of the cations w.r.t. the solvent 

velocity 
-  

eD  Electrolyte diffusion coefficient 12 −scm  

sD  Solid state diffusion coefficient 12 −scm  

eε  Volume fraction of the electrolyte -  

sε  Active material volume fraction -  

σ  Conductivity of solid active material 1−− cmΩ 1  

0
at  Transference number of the anion -  

fR  Film resistance of the solid electrolyte interphase Ω  

ca α,α  Transport coefficients -  

pR  Particle radius cm  

A  Electrode plate area 2cm  

δ  Electrode thickness cm  

 
in the both electrodes as follows: 
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where, 

( ) ( )( ) ( ) cα
se

aα
semaxs,

aα
e tx,Ctx,CCtx,C=j −0  (8) 
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and, 

( ) ( ) ( )( ) ( )tx,jFRtx,CUtx,Φtx,Φ=η nfseess −−−  (9) 

In the above equations, ( )tx,Cse  is defined as the concentration at the surface or 

interface of the solid state, i.e., 

( )t,Rx,C=C psse  (10) 

Finally, the voltage of the cell is given by: 

( ) ( ) ( ) IR=xΦL=xΦ=tV fss −− 0  (11) 

In order to solve the above Partial Differential Equations (PDEs), the following set 
of boundary conditions is necessary. 
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(12) 

 
Remark 1: To simulate the battery dynamics, the above PDEs have to be solved 
simultaneously for the both positive and negative electrodes. 

4   Challenges and Achievements in Li-ion Battery Diagnostics 

Diagnostics challenges in Li-ion batteries can be divided into two categories: 
those related to the battery chemistry, and systems/control challenges. 

4.1   Challenges of Battery Chemistry 

There are some electrochemistry challenges making diagnostics in Li-ion battery 
very difficult: 
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1. Many degradation (failure) mechanisms have been identified or postulated in 
Li-ion batteries. Table 2 lists a number of those. This issue makes finding a 
unique experiment or modeling strategy that elucidates degradation as a 
general phenomenon very challenging. This remains an open problem in the 
battery research area. 

2. There is no mathematical model for many of the identified faults. This makes 
the task of residual generation very difficult, which adversely affects fault 
isolation and also accommodation.  

3. Many different conditions may lead to the same fault. For instance, the loss of 
connectivity has been attributed to the movement of conductive carbon 
reducing electron transport within the electrode in [19], to particle fracture in 
[14], to precipitation of thick surface films in [23], to gas generation in [28], to 
loss of contact between active material and the current collector in [27] or 
between the current collector and the cell housing in [11], and to degradation 
of the binder in [15]. This is another issue making fault isolation really 
difficult.  

4. Another major issue is related to the threshold value selection in the design of 
the residual evaluation submodule as mentioned in section 2. Clearly, it is 
highly dependent on the battery technology, i.e. what kinds of materials have 
been used inside the battery. These values should be modified by taking the 
battery’s charge-discharge cycles and age into account. To date, there is no 
literature describing how to set up the fault detection threshold values in 
battery energy systems. 

Table 2 A number of identified failures in Li-ion batteries 

Loss of electrical contact between metallic grids and active materials 
Current collector corrosion 
Solid-Electrolyte Interface (SEI) layer 
Electrolyte decomposition 
Positive electrode dissolution 
Electrode distortion, Disorder or fracture in lattice structure of electrodes 
Loss of plate active surface area 
Growth of large inactive materials 
Plating 
Loss of active material 
Decrease in the diffusion coefficient in the negative electrode 
Porosity change of the electrode 
Change of particle size, Electrochemical grinding 
Battery swelling 
Increase of electrode’s impedance 
Binder decomposition 
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Addressing these issues has been the focus of many research themes during the 
past few years. Recently, it was shown in [16] that a general study of the Li-ion 
batteries degradation can begin with the measurement of Lithium ions transport 
and insertion into porous electrodes. From the above statements and by looking at 
the failure listed in Table 2, it is clear that a micro-scale measurement/observation 
of the electrochemical reactions is needed for the design of an efficient fault 
diagnosis in Li-ion batteries. In battery energy storage systems, the commonly 
available data are the battery current, voltage and temperature. These 
measurements themselves do not contain any microstructural information. Thus, 
an important question remains: “is it possible to estimate internal states of the 
battery just by getting feedback from these measurements”. 

4.2   System and Control Related Challenges 

A possible solution to the above question comes from the heart of estimation 
theory. By applying estimation theory, internal states of a dynamical system can 
be obtained by using limited measurement. Standard observers, Kalman and 
particle filters are most widely used estimators in the literature. They have 
successfully been developed and applied to many applications; chemical 
processes, robotics, automotive, power grids and flight systems to name but a few.  

More recently, significant attempts have been made to develop and apply these 
techniques to battery energy storage systems, [2], [12], [18], [20], [24], and [25]. 
However, there are some challenging issues which make the problem very 
difficult to solve from the systems and control perspective.  

The first fundamental issue arises from the fact that the battery dynamic 
consists of highly interconnected nonlinear PDEs. How this issue adversely affects 
the design of standard observers, Kalman, and Particle filters is addressed next. 

 
The Battery Estimation Using Standard Observers 
Observability conditions and stability/convergence of the estimation error are the 
most significant concerns in development of standard observers to the battery 
internal states estimation, [18], [20]. In the standard observers, the error between 
the actual and estimated measurement is injected into the estimator as in (1.3). The 
observer gain is then designed such that the estimation error converges to zero as 
time goes on. There is few literature dealing with the observer design in dynamical 
systems described with PDEs and only certain class of systems have been 
considered, [26]. In battery systems, estimation of the internal states by using the 
original PDEs and standard observer is still an unsolved problem.  

In [18] and [20], the model of battery is firstly simplified, and then an observer 
with the linear injection error is designed. In [18], it is assumed that the Li 

concentration in the electrolyte is constant, i.e., eC = constant, therefore the order of 

the PDE is reduced. In [20], the Single Particle Model (SPM) of the battery is 
employed, for which the whole electrode is considered as a single particle, i.e., 

the x variable is eliminated from the equations. It was shown in [12] that the battery 
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model is weakly observable from the voltage measurement. It is almost impossible 
to estimate internal states of the battery in the both positive and negative electrodes 
by using just one observer. In other words, two separate observers should be 
designed, one for the positive electrode and one for the negative electrode. In order 
to improve the observability conditions, the SPM in [20] is reduced by 
approximating the cathode diffusion dynamics using its equilibrium. 

In [18], the observer gain is designed such that the conservation of mass does 
not change during the system run-time. Therefore, the observer gains in both 
electrodes are exactly the same with an opposite sign. However, estimation error 
convergence has not been addressed yet. In [20], the observer is designed by using 
the backstepping design technique. The stability criterion is converted into some 
conditions in the form of the Klein-Gordon equation, for which its analytical 
solution does exist in the PDEs literature. 

 
The Battery Estimation Using Kalman Filters 
To use Kalman filters, model simplification and local linearizing around the 
equilibrium are necessary. In [12] and [25], the battery single particle and average 
models have been employed such that the use of extended and unscented Kalman 
filters become feasible. Therefore, there would always be an error between the 
estimated and actual states because of the simplifications that have been applied to 
the model. Another issue in the use of Kalman filters is related to their 
computational burden which is relatively high compared to the standard observers. 

 
The Battery Estimation Using Particle Filters 
Given a system with nonlinear and/or non-Gaussian noise, particle filters offer an 
appealing alternative approach compared to Kalman filtering-based methods for 
which no restrictive assumptions about the nature of the dynamics and form of 
conditional density has been made. Particle filters are based on Monte Carlo 
simulation and averaging technique, consisting of prediction and updating 
processes similar to Kalman filters.  

A number of particles are selected at the beginning of estimation process. In the 
prediction stage, the posterior system states and output are calculated for all 
particles. The particles are weighted if needed. The error between the estimated 
and actual system outputs, and the Probability Distribution Function (pdf) of the 
error are then computed. In the updating stage, the likelihood of each a priori 
estimate is firstly normalized. Resampling process is then performed to select the 
particles that result in the best pdf error. The filtered particles are chosen as the 
priori states to be used in the prediction stage. The average of the filtered states 
forms a sub-optimal estimate of the system state.  

Recently, the application of particle filters in states estimation of the Li-ion 
battery has been studied in [2] and [24]. Both full and reduced order models have 
been employed. The results are very satisfactory, however, estimation run-time of 
full order model is very high in comparison with the aforementioned Kalman filters 
and standard observers. Since particle filters are based on averaging, stability of the 
estimation error is also guaranteed provided that the battery is under control.  
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As a concluding remark, particle filtering technique is the only approach that is 
able to estimate the battery internal states by using its full-order model such that 
the stability of estimation error is also guaranteed. However, reducing its 
computational burden to be applicable to diagnostics in battery energy storage 
systems needs more research. 

4.3   Further Issues 

All the aforementioned estimation techniques have been concerned with the 
battery at the cell level. In many applications, a number of battery cells are 
appropriately combined together in order to supply more electric power. As it was 
seen in earlier sections, diagnostics in a battery cell itself leads to a number of 
issues which have not been fully addressed yet. In battery pack diagnostics, 
clearly, it is impossible to work with individual cells; apart from the design and 
computational complexities, huge numbers of sensors are also required which will 
increase the size, wiring, cost, etc. Thus, transferring of the condition monitoring 
and control knowledge from a battery cell to a battery pack based on the 
electrochemical model is still an open problem. 

5   Conclusions 

As discussed in this paper, state estimation is necessary for efficient diagnostics of 
Li-ion batteries, in particular for residual generation and evaluation. Some recent 
achievements in development of standard observers, Kalman and particle filters to 
battery state estimation have been reviewed. Challenging issues and open 
problems have been outlined. In summary, generalization of standard observes and 
Kalman filters to systems described by PDEs remain to be a problem. Although 
particle filter can address this issue, its very high computational burden is a big 
challenge in practice. Moreover, development of all of the proposed techniques to 
battery pack is another open problem which needs more research. 
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Abstract. In recent years, a large emphasis has been placed on the use of 
renewable resources to less heavily rely on petroleum and to better utilize global 
energy needs. However, the lack of rigidity of nature's materials typically limits 
their mass production for high-tech applications. One promising approach to 
address this shortcoming is to introduce a composite material reinforced by high 
purity nanofibers found in nature. Cellulose nanowhiskers (CNWs), the most 
abundant biopolymer on earth, could integrate a viable nanofibrous porous 
candidate resulting in superior structural diversity and functional versatility for 
diverse applications from automotive industry to bioengineering design. Inspired 
by these fascinating properties, a fully cellulose-based composite was designed 
using the CNWs reinforcement and their oriented morphology. Comparable to 
carbon nanotubes or kevlar, CNWs introduced significant strength and directional 
rigidity to the composite even at 0.2 wt% yet doubled that under magnetic field of 
only 0.3T. The tendency of CNWs to interconnect with one another confirmed the 
formation of a three-dimensional rigid percolating network, fact which imparted 
an excellent mechanical rigidity to the entire structure at such low filler content. 
Hence, the green nanobiomaterial with an enhanced microstructure performance in 
this study could potentially increase the biomedical applications of cellulose-based 
materials.  

Keywords: Nanocomposites, Mechanical Properties, Natural Polymers, Cellulose, 
Biomimetic Materials. 
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1   Introduction 

The constant need to better allocate natural resources and to efficiently utilize 
energy supply has received much attention in today's research. As opposed to 
conventional materials, some renewable plant-derived sources can offer unique 
properties such as hierarchical structure, environmental compatibility, low thermal 
expansion, and flexibility for different custom-made applications through 
chemical modifications [1]. The lack of rigidity in traditional nature's materials 
however, limits their applications in industrial practice. To overcome the issue, a 
high purity bio-nanofiller can be used to reinforce the composite material and to 
introduce an enhanced microstructure performance. Among naturally derived 
polymers, cellulose has introduced major advantages given its renewable and 
environmentally benign nature, and its abundance and excellent biocompatibility. 
As a naturally occurring organic compound, cellulose is derived from D-glucose 
units condensing through β(1-4)-glycosidic oxygen bridges into a matrix of 
macro-cellulose fibers (Fig. 1).  

 

Fig. 1 The structural hierarchy of plant fibers and the spatial configuration of glucose 
monomers integrating a nanocrystalline biopolymer network [2] 

Depending on the source of cellulose, the extracted cellulose nanowhiskers 
(CNWs) fabricated through a vigorous multi-stage chemical/mechanical 
processes, are generally 1-100 nm in diameter and 0.5 to 2 µm in length [3, 4]. 
Unlike other coiled and branched polysaccharides, the structural hierarchy of 
cellulose as shown in Figure 1 consists of linear polymer chains adopting a rather 
stiff rod-like conformation [3]. Laterally extended by hydrogen bonding, the 
associated cellulose chains develop a relatively stable polymer network, resisting a 
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facile degradation in typical aqueous solvents. The hydrogen linkage holding the 
glucose residues intact from one chain to another also creates a rigid crystalline 
network imparting a significant strength and a directional rigidity to the polymeric 
structure. This extended rigid chain conformation along with the cooperative 
morphology of hydrogen-bonded layers results in CNWs significant load-carrying 
capacity when compared to other fiber reinforcing agents as summarized in Table 
1. Not only CNWs offer an excellent mechanical properties but also they possess a 
non-toxic environmentally friendly nature [5] as opposed to other potentially toxic 
nanofibers such as carbon nanotubes [6, 7].  

Table 1 The mechanical properties of cellulose nanowhiskers compared to other fiber: 
reinforcing agents [8] 

Reinforcing  
Fibers 

Tensile Strength  
(GPa) 

Elastic Modulus 
 (GPa) 

Glass Fibers 4.8 86 
Kevlar   3.0 130 

Steel Wire 4.1 207 
Graphite Whisker 21 410 
Carbon Nanotubes 11-73 270-970 

Cellulose Nanowhiskers 7.5 145 

 
Given its tensile strength and elastic modulus (shown in Table 1), CNWs could 

integrate into a fibrous network and impart superior structural diversity and 
functional versatility. However, the difficulty associated with the surface 
interactions of CNWs and their acceptable level of dispersions within a polymeric 
matrix still remains as a major dilemma in the design of a cellulose-based 
composite [4]. As a result, the processing conditions, which control the interaction 
and dispersion of CNWs, can significantly affect the final performance of 
nanocomposite material. For instance, fabrication techniques such the pre-
dispersion of nanofibers prior to mixing with the host matrix or the microstructure 
orientation by taking advantages of the susceptibility of CNWs to get aligned as 
exposed to a magnetic field can accordingly tune the mechanical and thermal 
performance of nanocomposite material [9-13]. In fact, the aligned microstructure 
not only could enhance the mechanical/ thermal properties of the system but also 
could extend the final applications of the material especially in biomedical field. 
For example, most naturally-occurring tissues exhibit a preferential alignment and 
a well-ordered structure, such as the parallel and aligned assembly in tendons, the 
concentric weaves in bone, the orthogonal lattices in cornea, the circumferential 
alignment of the smooth muscle cells of large arteries and the mesh-like 
architecture in skin [14-16]. A well-defined oriented microstructure could 
predominantly influence the cell adhesion while effectively could maintain the 
cellular phenotypic shape and its growth with respect to the fiber orientation for 
further tissue engineering applications [14, 17].  
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In order to take advantage of the excellent properties of cellulose and its 
derivatives, a nanocomposite of all-cellulose material was designed in the current 
study where cellulose acetate propionate matrix was embedded and entangled with 
the CNWs. This system was selected to introduce a fully functional green 
biomaterial where both matrix and reinforcing phase were based on natural 
resources and to further extend the applications of cellulose-based composites in 
different industries especially in bioengineering designs.  

2   Experimental Section 

2.1   Materials 

Cellulose acetate propionate (CAP) with 2.5 wt.% acetyl and 46 wt.% propionyl 
content was purchased from Sigma-Aldrich, Milwaukee, WI. Microcrystalline 
cellulose (MCC) was acquired from Avicel-Aldrich. The spectroscopic grade 
acetone was purchased from VWR and preserved as directed. Cellulose 
nanowhiskers were isolated from MCC by acid hydrolysis with a 62 wt.% H2SO4 
solution and a multistage procedure which was previously reported [11].  

2.2   Nanocomposite Design  

A clear solution of 5 wt.% CAP in acetone was prepared overnight. The CNWs 
were either directly added to the CAP solution, pre-dispersed in acetone prior to 
mixing with the host matrix, or pre-dispersed and aligned within a magnetic field. 
To better preserve the dispersion of the CNWs and to control their reaction with 
the matrix material, the CAP suspension was subjected to several minutes of 
sonication, followed by 2 hours of magnetic stirring. The aqueous suspension of 
the non-flocculated CNWs in CAP was then cast into a PTFE mold and was 
allowed to settle at room temperature to form a 200 µm film. The alignment of 
CNWs in the matrix was achieved by pouring the CNW-CAP suspension 
immediately after sonication into a mold, and applying a 0.3 T magnetic field for 1 
hr at room temperature. For the experiments intended to probe the 
mechanical/thermal properties of CAP-CNW composites, the volume fractions of 
CNWs were varied to correspond to 0.2, 1, 3, 6, and 9 wt.%, this in order to better 
evaluate the effect of nanocrystal phase on the properties of cellulose-based 
nanocomposites, particularly at low filler contents. The uniformity and 
smoothness of the resulting membrane evidenced the homogeneous distribution of 
CNWs within the viscoelastic CAP medium.  

2.3   Characterization Methods 

The morphology of the aqueous suspension of CNWs was imaged using an AFM 
NanoScope (Multimode Scanning Probe Microscope (SPM), Veeco 3000).  
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A droplet of the suspension was initially dried on a glass slide prior to imaging 
and the scans were obtained in air with commercial Si Nanoprobe SPM tips of 1.6 
µm in tapping mode. The cross-sections of nanocomposite films were imaged by a 
scanning electron microscope (LEO and ZEISS SEM) at an accelerating voltage 
of 5 kV. The specimens were initially frozen in liquid nitrogen for a few minutes 
before snapping-off the edge to remove the surface soft polymers and to preserve 
the nature of CNWs at the fractured section. Then, the snapped cross-sections 
were sputter-coated with gold for less than a minute prior to imaging. Also, the 
microstructure of nanocomposites were obtained by the same SEMs at 5 kV 
accelerating voltage. Prior to imaging, several drops of the CNW/CAP suspension 
were deposited on silicon wafers that were pre-cleaned with piranha solution (a 
typical mixture of 3 to 1- concentrated sulfuric acid, H2SO4 to hydrogen peroxide, 
H2O2) and ethanol, and allowed to quickly dry in an oven in order to remove the 
moisture from their surfaces. The silicon wafers was then sputter-coated as 
previously described.  

Classical tensile tests were performed on the specimens of neat CAP and 
CNW-CAP composites fabricated at different CNW volume fractions. The 
specimens were cut into a standard dog-bone shape and tested using an MTS 
(Materials Testing Systems) Insight II at a nominal gage length of 20 mm and a 
crosshead speed of 1.2 mm/min. The data was collected at a rate of 20 Hz under a 
100 N loading at body temperature (37 oC) to investigate the potential use of the 
fully cellulose-based material in bioengineering designs. Three specimens from 
each set of films at different filler concentrations were tested to validate the 
consistency of the reported data and the uniformity of the fabricated membranes.  

Additionally, the weight loss and the thermal stability of the CNW-CAP 
composites were measured by thermogravimetric analysis (TGA) using a TGA 
Q50 from TA Instruments. The samples were heated from 40 oC up to 600 oC at a 
heating rate of 10 oC/min, under an argon atmosphere. The TGA measurements 
were tested on three specimens from different regions of each set of films to 
ensure the accuracy of the captured data and the homogeneity of the samples. 

3   Results and Discussion 

In composite science in general, design parameters such as the morphology/ 
geometry, the concentration/ volume fraction and the mechanical/thermal 
properties of each phase with their interface quality, can directly tune the 
performance of the entire composite system. In order to examine the effect of such 
parameters on the mechanical/ thermal performance of the designed 
nanocomposite in this study, three different processing conditions were applied as 
previously explained in details [11]. These methods include: (1) The direct mixing 
of freeze-dried CNWs with the CAP solution, (2) The pre-dispersion of CNWs in 
acetone suspension followed by mixing with the CAP solution, and (3) The 
orientation of CNW-CAP microstructure upon exposure to an externally-applied 
magnetic field of 0.3 T. The general observation was that the processing method 
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had a direct impact on the morphological characteristics of CNWs and the manner 
by which they resided within the host matrix and ultimately, on the mechanical 
performance of nanocomposite as it was also reported in the literature [4]. For 
instance, the tight agglomeration of the synthesized CNWs in Fig. 2 evidenced the 
intermolecular hydrogen bonding which had to be accordingly interfered during 
the fabrication of the CNW-CAP composite to inhibit the subsequent whisker 
flocculation.  

 

Fig. 2 The morphology of CNWs in an aqueous solution: (A) the SEM image representing 
the colloid stability of nanofibers (B) the AFM image illustrating the aggregation of 
nanofibers via hydrogen bonding 

The resulting uniform microstructure of CNW-CAP composite with no 
indication of CNW aggregations confirmed the significant effect of pre-dispersion 
technique on the nanocomposite fabrication (Fig. 3). This can also be observed 
from the tensile stress-strain curve in Fig. 4: A where the various processing 
protocols changed the mechanical behavior of the designed cellulose-based 
composite.   

 

Fig. 3 SEM images of the CNW-CAP composite at 0.2 wt. % nanofibers using the pre-
dispersion processing method: (A) a non-oriented microstructure (B) an aligned structure as 
exposed to a magnetic field of 0.3T 
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Besides fabrication techniques, other design parameters such as the volume 
fractions of nanofiller can also determine the best optimum nanoncomposite 
performance. For the CNW-CAP composite studied here, it turned out that a 
considerable enhancement was observed in the nanocomposite tensile behavior 
(Fig. 4b) where the filler concentration was up to about 3 wt% using samples that 
were fabricated under the pre-dispersion processing condition (method 2 described 
previously). Also, the pore distribution in different films was further investigated 
to ensure the accuracy of the subsequent mechanical comparisons [18]. 

 

Fig. 4 The stress-strain curve of CNW-CAP composites obtained from classical tensile test 
at body temperature (37 0C) by considering (A) different fabrication techniques at 0.2 wt.% 
nanofiber. (B) different nanofiber volume fractions 

Similar to the tensile measurements, the thermal behavior of CNW-CAP 
composite was further investigated for samples fabricated under different 
processing conditions and for samples with changes in the filler volume fractions as 
it was described earlier. From Fig. 5a, the pre-dispersion and alignment methods 
notably reduced the formation of inhomogeneous regions such as air bubbles, while 
also inhibited the CNW flocculation during the nanocomposite fabrication.  
 

 

Fig. 5 The thermal degradation of CNW-CAP composites from TGA thermograms by 
taking (A) different processing methods at 0.2 wt. %  (B) various range of nanofiber 
concentrations 
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Also, the smooth TGA profiles of the fabricated nanocomposites with no indication 
of a separate degradation stage as opposed to the pure CNWs shown in Fig. 5b 
suggested the successful uniform grafting of the CNWs within the host matrix.  

In summary, the formation of a rigid percolating network of CNWs within  
the matrix introduced an unusual stiffening effect on the cellulose-based 
nanocomposite at the low filler content below 3 wt.% as it was studied in the 
previous work [18]. In addition, the likelihood of filler agglomeration due to  
the hydrogen bonding interactions among the nanofibers could further explain the 
degradation in mechanical/ thermal performance of the nanocomposites at higher 
concentration of CNWs (beyond 3 wt.%). It is also expected to inhibit the CNW 
aggregation and to enhance the nanocomposite mechanical/ thermal performance 
at higher filler contents by using a stronger magnetic field higher than 0.3 T which 
was investigated in this study [12, 13]. Moreover, the effect of fiber alignment at 
the lower concentration of 0.2 wt.% was closely comparable to the optimized 
amount of nanowhiskers at 3 wt.% without the magnetic alignment, as is evident 
from the tensile tests in Fig. 4: and the TGA thermograms in Fig. 5. Given this 
fact, the fiber rearrangements due to the magnetic alignment could potentially 
introduce a favorable filler/filler interaction, avoiding the possible adverse effect 
of the fiber aggregations, while at the same time readily provide a better interfacial 
adhesion between the filler and the host matrix. This could also effectively  
change the optimum volume fraction of fillers, which in this study was predicted 
to be 3 wt.%.  

4   Conclusion 

The science of imitating nature with a growing aspect in multidisciplinary fields 
has now a leading role in the fabrication of novel materials with remarkable 
performance. Biopolymer composites of high purity bio-nanofillers can arrange in 
intricate ways to offer a combination of light weight, strength, and 
biofunctionality in a diverse range of applications. Cellulose nanowhisker (CNW) 
as an attractive fiber-reinforcing agent can present a viable biomaterial due to its 
versatility in properties and relatively low cost in fabrication. With these inherent 
advantages of cellulose and its derivatives, a fully cellulose-based material was 
designed where the CNWs were embedded in a matrix of cellulose acetate 
propionate. The well-dispersed CNW phase within the host matrix imparted 
considerable mechanical/thermal stability to the entire composite system at only 
0.2 wt.% and substantially enhanced these properties upon the orientation of 
nanofibers. The aligned features not only improved the directionality of 
nanoparticles within the medium, but also drastically lowered the optimum 
amount of CNWs required to obtain the best composite performance. The 
excellent performance at such low filler content is mainly due to the formation of 
a three-dimensional rigid percolating network of CNWs within the host matrix. 
Thereby, the all-cellulose nanocomposite designed in the current study with an 
oriented microstructure and tunable mechanical/ thermal properties could open 
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new perspectives in the self-assembly of nanobiomaterial for biomedical 
applications while it could make the design of the next generation of fully green 
material a reality.  
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Abstract. In the brazing of ceramic to metal, large coefficient of thermal 
expansion (CTE) mismatch between both materials will induce high residual 
stresses, reducing the strength of the joint. In addition, low wettability between 
ceramic and metal could increase weak phases at the joint interface. A porous 
interlayer is introduced in the brazing process to overcome the effect of residual 
stresses and formation of weak phases between ceramic and metal, in this study, 
the effect of porous interlayer in the brazing of sapphire to Inconel 625 and the 
brazing of diamond to stainless steel were investigated. Active filler material 
containing titanium (Ti) was utilized to enhance the wettability of the ceramic-
metal joint. It was anticipated that utilizing the porous interlayer for direct brazing 
would reduce the thermal expansion between both materials. Preliminary 
experimental results have shown that good bonding between sapphire/filler 
alloy/porous layer/Inconel 625 was achieved and no voids were detected in the 
brazing layer. Similar observation was also detected in the brazing of stainless 
steel/filler alloy/porous interlayer/ diamond.  

Keywords: brazing, porous interlayer, ceramic, metal. 

1   Introduction 

Nowadays, the demand on dissimilar material joints have increased from the 
viewpoints of energy consumption, environmental concern, high performance and 
cost savings. Unique dissimilar materials combinations between ceramics and 
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metals would provide significant advantage in numerous applications. The 
inherent properties of ceramic such as the ability to withstand elevated 
temperatures and good resistance to corrosion make them highly attractive for 
demanding engineering applications. On the other hand, metals have common 
properties such as high strength, excellent heat and electrical conductivity [1], thus 
the combination of both materials will offer unique opportunity for new 
engineering applications.  

As the applications for ceramic-to-metal joint increases, the need for 
improvement in the joining method to obtain highly reliable joining and strength 
becomes more crucial. Traditionally, brazing or soldering processes are used to 
join ceramics to metals. For brazing ceramic to metal, the ceramic surface must be 
coated with a metallic layer in order to achieve good bonding between both 
materials. However, this technique is somehow difficult to be implemented for 
some application such as for nuclear reactor components since it uses intermediate 
metals (ex: manganese) which exhibit poor corrosion and oxidation to the 
conventional reactor environment. Similarly, for silicon-based pressure sensors, 
there is a need to coat the ceramic sensing media with an anti-corrosion film 
before it can be assembled for brazing to metal part, a process which is difficult to 
be achieved [3].  

Currently, in the brazing of ceramic to metal, a reactive filler material is 
utilized to achieve good bonding. Proper selection of brazing temperatures and 
duration are also important to avoid brazing failure during the high-temperature 
process. However, in high temperature brazing of ceramic to metal, there is a great 
possibility of post-process cracking (ex: macro and micro crack) and joining 
failures (adhesive and cohesive failure) occurred. These failures may be the results 
of significant coefficient of thermal expansion (CTE) mismatch between ceramics 
and metals. The differences in CTE could lead to high stresses and subsequently 
intensified thermal gradients that arise from differences in thermal diffusivity. In 
general, ceramic posses high elastic moduli and low-relaxation characteristic that 
prevent redistribution of the stresses. Obviously, the ceramic would not be able to 
resist fracture if high stresses are present at the brazing interface. To overcome 
this problem, a buffer layer, usually in the form of a porous media is sandwiched 
at the interfaces of ceramic and metal. According to A.A. Shizardi et al. [4], the 
utilization of a porous media between the ceramic and metal could give a 
smoother transition in thermal properties during heating and cooling process. In 
addition, brazed sample with interlayer addition was found to have a higher 
bonding strength than the sample without interlayer [5].  

In this study, preliminary investigation were conducted on the addition of 
porous interlayer on direct brazing of sapphire to Inconel 625 and diamond to 
stainless steel 304 (SUS304). The filler material used was an Ag-base filler metal 
foil containing 2 mass% Ti. It was anticipated that utilizing a porous interlayer for 
direct brazing would reduce the thermal expansion between both materials.  
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The microstructure observations as well as micro hardness evaluations of joined 
interface and interfacial reaction between sapphire/Inconel 625 were discussed in 
detail. For the diamond/stainless steel 304 brazed joint, the microstructure and 
shear strength were evaluated accordingly. 

2   Experimental Procedure  

2.1   Brazing of Sapphire/Inconel 625 

A sapphire specimen (single crystal α-Al2O3) with 99.999% purity is selected for 
brazing with Inconel 625. The sapphire is in a disk form with a 15 mm diameter 
and 1mm thickness.  The dimension of Inconel 625 is 23 mm x 23 mm with a 
thickness of 0.5 mm. All the materials were received from Yamatake Corporation, 
Japan. The porous interlayers were formed from two sheets of porous pure copper 
(Cu) and pure nickel (Ni) with the thickness of 400 μm each. The porous sheets 
were sandwiched and rolled together, reducing the combined thickness to 400 µm 
forming a sheet of porous interlayer of Cu/Ni. The eutectic filler alloy 70Ag-
28Cu-2Ti in sheet form having a thickness of 100 µm was used in the experiment. 
Four layers of filler alloy were used to match the thickness of the porous Cu/Ni 
interlayer.  

The specimen was stacked in a sandwich configuration and clamped in a jig to 
hold the various layers in place, as shown in Fig. 1. The interlayer sheet was 
oriented so that the Cu side was placed facing the sapphire while the porous Ni 
faced the Inconel 625. The brazing process was carried out under vacuum 
conditions (10-4 Pa) using a Tokyo Vacuum furnace. The heating cycle involved a 
direct heating up to a brazing temperature of 865°C with a 5°C/min heating rate. 
Upon reaching the brazing temperature, it was held for 30 minutes before cooling 
down to room temperature with a cooling rate of 3°C/min.   

The cross sections of brazed specimens and elemental reaction at the interface 
were analyzed using scanning electron microscopy (SEM) coupled with energy 
dispersive spectroscopy (EDS). 

 

Fig. 1 Schematic diagram of Sapphire/Inconel 625 brazed experiment 
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2.2   Brazing of Diamond Particles/SUS304 

Industrial grade diamonds with particles sizes of 40-50 mesh and stainless steel 
304 with 2 mm thickness were used in this experiment.  The400 µm porous 
interlayer used consisting of pure copper (Cu) and pure nickel (Ni), and the 
eutectic filler alloy, 70Ag-28Cu-2Ti in sheet form (thickness of 100 µm) is 
similarly prepared as those used in the sapphire/Inconel 625 experiment.  
The samples were layered on top of one an other as shown in Fig. 2. Stainless steel 
304 (SUS304) was placed on the outer most layer while the while diamond 
particles, porous metal layer and filler materials were arranged in between.  

The brazing process involved direct heating of the samples using a chamber 
furnace with a full flow of argon gas. The brazing temperatures selected were 
880°C, 920°C and 960°C while the heating rate and holding time was kept 
constant at 5°C/min and 15 minutes respectively.  The bonding shear strength of 
brazed samples was examined using a universal testing machine (UTM) and the 
microscopic analysis was accomplished using scanning electron microscopy 
(SEM) coupled with energy dispersive spectroscopy (EDS). 

 

Fig. 2 The arrangement of the sample in the brazing diamond particles with SUS304 

3   Results and Discussion 

An optical micrograph of rolled porous (Cu/Ni) interlayer is shown in Fig. 3. It 
was observed that the porosity in the interlayer is still present even after the rolling 
process. The sizes of pores were in the range of 200 – 300 µm.  

3.1   Brazing of Sapphire/Inconel 625 

The brazing of sapphire/Inconel 625 was successfully achieved with firm adhesion 
and uniform brazing interlayer, which was free from cracks and voids. The 
microstructure examination of the cross-sectional brazed specimens is shown in 
Fig. 4(a). The results indicated that the  porous Cu/Ni interlayer had diffused into 
the eutectic brazing filler and had  left no voids at the interface. Thus, it can be  
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assumed that the integrity of the joint is sufficiently adequate and porous Cu/Ni 
are able to accomodate the thermal expansion between sapphire and Inconel 625 
and maintained the gap between sapphire and Inconel 625. According to A.A. 
Shirzadi et al. [4], a thicker foam layer would have abetter ability to accommodate 
thermal expansion differences between ceramic and metal. However it would 
reduce the shear strength of the joint and more filler alloy would be required to 
compensate the voids. 

Fig. 4 (b) shows that a thin, continuous, diffusion layer was formed at interface 
of brazed layer and Inconel 625. However, no clear reaction layer was formed at 
the interface of the brazed layer and sapphire, as shown in Fig. 4(c), although a 
good wetting was successfully achieved. Three distinct zones can be identified 
from the cross section of the interface designated as I, II and III in Fig 4. The 
transitions between zones are mainly due to changes in microstructure and EDS 
line analysis as shown in Fig. 5. The following results were obtained from the 
analysis of the joint interface: 

 
a) Zone I  
Brazing interlayer adjacent to Inconel 625/brazing interlayer. This layer consisted 
of rich Ni and Ti elements and moderate content of Cu and Ag elements. Uniform 
diffusion layer had occurred between the metal alloy and the brazing filler 
material. 

 
b) Zone II 
Middle brazing interlayer consisted of rich Ag-Cu content. The porous interlayer 
of Cu-Ni had completely dissolved in the brazing filler. Significant amount of Cu 
and Ni element were detected as shown in the EDS line analysis. 

 
c) Zone III 
Brazing interlayer adjacent to the sapphire and eutectic filler materials. Rich Ni 
and Ti elements contents were detected. 

 
Fig. 5 shows the result of the EDS line analysis of the Inconel 625/sapphire joint. 
In the figure, the dark phase indicates Cu rich areas, which may have been 
produced from brazing filler itself and porous Cu, while the light area indicates 
silver rich phase. The eutectic solidification of filler during the brazing process 
had formed a little island of copper (dark regions) distributed at the middle of the 
brazing interlayer. Insignificant amount Ni-Ti was also detected in the region. The 
analysis of the brazing interface on the sapphire side shows significant amount of 
Ti-Ni elements as compared to Ag-Cu. It is speculated that Ni and Ti elements 
have a tendency to migrate and react towards the adjacent ceramic. This result is 
consistent with the findings of Santella et al. [6], where the concentration of Ti is 
much higher than Cu in the layer adjacent to the ceramic as compared to the  
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middle of brazing layer in which the Ti and Cu at% contents were almost of 
similar. It is also presumed that TiOx and Ti3Cu3O might have been formed in the 
brazed region as seen in the EDS line analysis. S. Mandal et al. [7] reported that 
the formation for Ti3Cu3O occurred immediately after a thin layer of TiO phase in 
the brazing of Al3O2. Referring to the EDS analysis in Fig. 5, a significant 
presence of Cu, Ag, Ni and Ti elements were observed near the sapphire side. It is 
also speculated that the Ti and Cu elements had diffused towards the interfacial 
zone and the diffusion phenomenon is dependent on the brazing temperatures and 
composition. The addition of porous Cu/Ni interlayer may enhance the diffusion 
of the main element towards the ceramic side. Therefore the formation of TiO and 
Ti3Cu3O phases may have occurred in this brazing process. According to  
S. Mandal et al. [6], those phases are important to retain good adhesion between 
filler metal and Al3O2 since TiO solely cannot compensate the mismatched 
thermal expansion strains.  

The micro hardness of the bonding interface was determined using a Vickers 
indenter with 25g load. Fig. 6 shows the results of the micro-indentations 
performed on Inconel 625, brazing interlayer and the sapphire sections. Small 
variations of micro hardness values were observed in the joined region, which can 
be attributed to the microstructure of the brazing interlayer. This interlayer 
consisted of eutectic type structure, which contains hard and brittle intermetallic 
phases. Lower microhardness value near the sapphire might be attributed to the 
absence of hard intermetallic phases between sapphire and brazed layer. Similarly, 
low microhardness value was observed in the reaction layer near Inconel 625 side. 
This is probably due to diffusion of filler material into the base metal, which 
causes decrease in hardness.  

 

Fig. 3 Optical micrograph of porous (Cu/Ni) after rolling process 
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Fig. 4(a) 

 

                       Fig. 4(b)                                                               Fig.4(c) 

Fig. 4 (a): SEM micrograph of the sapphire/Inconel 625 interface, brazed at 865°C with 
soaking time of 30 minutes; (b): magnified brazing interlayer showing reaction layer 
occurred between filler alloy and Inconel 625; and (c): magnified brazing interlayer with 
sapphire 
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Fig. 5(a) and (b) Interface of Inconel625/
brazing layer/Sapphire and EDS line analysis 
profiles of the element 

Fig. 6 Variations of micro hardness from the 
center of brazing interlayer 

 

3.2   Brazing of Diamond/SUS304 

The brazing of diamond particles to SUS304 was successfully obtained for all the 
samples at the brazing parameters chosen. Figure 7 shows that sound joining were 
observed for all samples, in which the diamond particles were tightly mounted 
inside the brazing filler and no significant appearance of voids can be detected. 
The elemental analysis of the joint brazed at 960°C was examined near the 
interface (indicated by the red box) using SEM-EDS and the spectrum is shown in 
Fig. 8. Significant presence of Ti, Ni, Ag and Cu elements were observed near the 
interface layer of diamond and the brazing filler material. According to J.C. Sung 
and M. Sung [8], the active Ti element will migrate and react with the diamond to  
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form carbide (in this case, TiC). The reaction between Ti and C would enhance the 
wetting phenomenon of the brazing alloy on the diamond surface.  In addition, 
strong carbide bonds will also hold the diamond firmly in place at the atomic level. 

The presence of Cu element in the interface between diamond and brazing filler 
is believed to have enhanced the impact strength. J.C. Sung and M. Sung 
mentioned that the diamond’s impact strength may be reduced due to the 
formation of carbide during brazing process. However, the presence of the Cu 
layer might control the formation of carbide without sacrificing the impact 
strength. They have proved that the adherence of the diamond plated with Cu is 
strengthened without compromising the impact strength.  

 

Fig. 7 SEM morphology of the diamond/SUS304 brazed joint with constant brazing time 
and brazing temperature of; (a) 880°C; (b) 920°C; and (c) 960°C 
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Fig. 8 The EDS spectrum of the diamond/SUS304 brazed sample with heating temperature 
of 960°C 

 
Fig. 9 The comparison of shear strength for different brazing parameters 
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The shear strengths of the brazed samples were determined using an Instron 
Universal tensile machine (UTM) and the values are listed in Fig. 9.The shear 
strength data was compared with the results obtained by S. Buhl et al. [9]. The 
highest shear strength was obtained for the brazing temperature of 920°C while 
slightly lower shear strengths had occurred at the brazing temperatures of 880°C 
and 960°C. This result slightly differs from the values obtained by S. Buhl et al. 
[9] where they have found that the shear strength value decreases with increasing 
brazing temperature. However in their study, the porous interlayer was not 
utilized. It is speculated that the bonding strength of the diamond and the SUS304 
is strongly dependent on the interlayers at the diamond/filler alloy and filler 
alloy/SUS304 interfaces. The addition of porous Cu in the brazing filler it is 
believed to have reduced high stress induced from the interaction between the 
diamond particles and filler alloy. 

4   Summary 

The following conclusions can be drawn from the study on the influence of adding 
porous interlayer in the brazing of Sapphire/Inconel 625 and diamond/SUS304: 

 

1. The addition of a porous interlayer isan effective method in preventing thermal 
expansion mismatch between sapphire/brazing filler/Inconel 625 and 
SUS304/filler/diamond/filler/SUS304. This prevented cracks during cooling 
and as a result, good adhesions and sound joints were obtained. 

2. No significant presence of pores at the brazing interlayer which shows that all 
the filler materials were able to compensate and diffuse into in the porous 
layer.  

3. It is believed that the shear strengths of the brazed samples were increased 
with addition of porous interlayer. 
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Abstract. High-energy ball milling (HEM) with subsequent consolidation is a 
suitable method to create particle-reinforced aluminum materials. In addition to 
other parameters, the used PCA (process control agent) as well as the atmosphere 
significantly influence the milling procedure. The present article deals with the 
influence of different milling atmospheres (air, argon, nitrogen) on the high-
energy ball-milling process when milling an Al alloy with SiC particles. The 
investigations show that the reaction of the ground material with air, when rinsed 
with air, changes the milling behavior of the aluminum powder significantly. 
Unlike with inert atmospheres, the use of a process control agent (PCA) is 
therefore no longer necessary. 

Keywords: aluminum, silicon carbide, microstructure, oxide formation, AMC,  
in-situ oxidation. 

1   General Introduction 

Aluminum reinforced with hard particles is expected to show improved 
mechanical properties in comparison to the unreinforced alloy. A fine dispersion 
of particles in the metal matrix and an appropriate interface state are required. In 
this context, the powder-metallurgical production of MMCs has advantages over 
casting methods. High temperatures, as in the processing in the molten state, can 
be avoided. So, the diffusion and chemical reaction between the matrix and hard 
particles is limited or prevented. A suitable method for producing particle-
reinforced aluminum alloys is the high-energy ball milling (HEM) in combination 
with a subsequent consolidation. The milling process is influenced by a lot of 
parameters such as the milling atmosphere. In order to avoid undesirable reactions 
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of the milling material, inert gases are applied frequently [1, 2]. Selective phase 
transformation through a reactive ambient medium such as air is another way. In 
the case of aluminum powder, oxides developing on the powder surface can turn 
into finely dispersed reinforcement particles during the milling.  

In our previous publications [3-6], we discussed materials which were milled 
by means of a closed chamber with a constant small amount of process control 
agent (PCA). This work deals with the influence of rinsing with gas, and varying 
the amount of PCA on the HEM process and the resulting powder for the material 
pairing present. 

2   Experiments 

Spherical Al powder of a diameter ≤ 100 µm (EN AW 2017) was used as 
feedstock material for the matrix. SiC of submicron- and micron-grain size was 
chosen as reinforcement particles. In this work, the milling behavior with and 
without SiC particles was investigated to determine the influence of the milling 
atmosphere on the formation of the composite powder and the composition of the 
matrix material. The starting point was the milling atmosphere, i.e. the residual air 
still in the chamber after charging, which was described in previous publications 
[4-6]. A supply and discharge of gases during the process did not take place. In 
contrast, the other test setups worked with gas rinsing, where the milling chamber 
was initially flooded and continuously rinsed during milling. To control the gas 
flow, a bubble counter was used. Nitrogen and argon were used as inert gases in 
addition to air. The high-energy ball milling was carried out with a Simoloyer 
CM08 mill (Zoz) with steel equipment. The milling parameters used in all 
experiments are listed in Tab. 1. A PCA was added to limit the welding of the 
particles and to avoid unwanted adhesions on the rotor, the balls and the chamber 
wall. The use of stearic acid is very common [7–9]. In the framework of this 
contribution, 0 and 0.5 wt.-% stearic acid were applied as PCA in addition to 0.13 
wt.-% as used in our previous publications. Thus, the influence of stearic acid on 
the ground material and possible interactions with the milling atmosphere were 
examinable. The prepared powder cross-sections were first characterized by 
means of light microscopy (LM, Olympus PMG 3). The main focus of the 
investigations was on the particle-reinforced powders because the degree of 
dispersion and the distribution of the SiC particles in the matrix material can be 
very well represented by light microscopy. However, the size and shape of the 
composite powders are also important characteristics from which conclusions can 
be drawn about the influence of the milling atmosphere and the PCA. The samples 
were further analyzed by scanning electron microscopy (SEM, Zeiss Leo1455VP) 
and energy dispersive X-ray microanalysis (EDXS, EDAX Genesis). 

The composite powder formation is described in detail in [4, 5]. Initially, the 
spherical aluminum particles are deformed into flat particles. Simultaneously, the 
reinforcements attach to the surface of these flakes. In the next stage, the effect of  
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Table 1 Milling parameters 

Parameter (Simoloyer ® CM08) Value 
Mass of steel balls 8 kg 
Ball diameter 4.6 mm 
Ground material / powder mass 0.8 kg 
Rotor speed 400 - 700 1/min (cyclic) 
Milling time 4 h 

 
cold welding starts and leads to the formation of larger composite particles with 
lamellar structure. The resulting structure is a mixture of alternating reinforced 
and unreinforced lamellas. Free particles are no longer existent at that stage. A 
steady deformation of the composite particles causes an increase in mixing and 
thus an improvement of the dispersion degree. The chronological procedure of the 
composite powder formation depends on the milling parameters. Strong welding 
effects due to high rotational speeds lead to premature formation of large, poorly 
mixed particles. They also lead to an increase in the composite powder grain size 
fraction. 

The described process can be significantly influenced by the amount of PCA. In 
the early milling state, a large proportion of PCA leads to an increased flattening 
of the metallic powder without attaching of the SiC particles. The effect of cold 
welding is hindered by the PCA until it is degraded. Thus, the composite powder 
formation is delayed. The effect is particularly evident when milling aluminum 
powder without SiC particles. It results in extremely flattened particles (Fig. 1). 

 

Fig. 1 Optical micrograph of milled AA-2017 without reinforcements and 0.5 wt.-% stearic 
acid after 4 h of milling time 



318 S. Siebeck et al.
 

 

During milling at residual air atmosphere (closed vessel) without PCA, the cold 
welding causes a strong coarsening of the powder (Fig. 2). This limits the possible 
milling time and thus the desired fine distribution of hard particles inside the 
powder particles. Increasing the amount of PCA reduces the effect of cold welding 
and so limits the powder coarsening. When using an inert milling atmosphere, 
similar effects can be observed. 

A completely different behavior of the process is detectable when using air 
rinsing (Fig. 3). The influence of air reduces the cold welding to a favorable level. 
Therefore, the PCA has no significant influence under these conditions. The 
composite powder formation works very well even without PCA (Fig. 3a). 
Adhesions to the milling tools do not take place. The formation of oxide on the 
surface of the aluminum particles is assumed to inhibit the tendency to cold welding 
similar to the PCA. In the literature, alumina is occasionally used as PCA [10].  

It is likely that the atmosphere and the PCA cause changes in the composition 
or contaminations of the ground material. For large amounts of stearic acid (up to 
5 wt.-%), an influence was already detected by means of thermogravimetric 
measurements [11]. Own TGA investigations on powders after milling with  
0.5 wt.-% of stearic acid have not yielded any useful results. 

  

 

Fig. 2 Optical micrograph of milled AA-2017 with 10 vol.-% SiC under residual air: a) 
without PCA, after 3 h of milling time b) with 0.13 wt.-% stearic acid after 4 h of milling 
time c) with 0.5 wt.-% stearic acid after 4 h of milling time 
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Fig. 3 Optical micrograph of milled AA-2017 with 10 vol.-% SiC under rinsing air: a) 
without PCA, after 4 h of milling time b) with 0.13 wt.-% stearic acid after 4 h of milling 
time c) with 0.5 wt.-% stearic acid after 4 h of milling time 

On the basis of EDXS measurements, the oxygen concentration of the powder 
was tested. Analyses were performed on powder cross-sections in the core of the 
powder particles. Tab. 2 clearly shows the influence of the milling atmosphere on 
the oxygen content in the composite. As expected, the oxygen content is 
multiplied by using air rinsing compared to inert gas rinsing. It has to be noted that 
the PCA also inserts oxygen into the ground material. The extent of this effect 
depends on the milling conditions. This is particularly evident in milling tests with 
a closed milling chamber. Due to the high pressure in the chamber, the 
evaporation of the stearic acid only takes place at higher temperatures. 
Additionally, the gaseous stearic acid cannot leave the milling chamber, which 
would be possible with gas rinsing. In this respect, for the closed as well as the 
rinsed experimental setup, different amounts of PCA are involved in the milling 
process. It is assumed that the oxygen content in the case of milling with a closed 
chamber originates from both the residual air and the stearic acid. This has been 
confirmed by the comparison of the oxygen concentrations of 2.4 and 2.9 wt.-% 
for the PCA amounts 0.13 and 0.5 wt.-% respectively. 
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Table 2 EDXS measurements: oxygen concentration in milled AA-2017 powder, 
depending on the atmosphere at constant grinding parameters and 0.13 wt.-% PCA 

Milling atmosphere Oxygen content [wt.-%] 
Closed chamber (residual air) 2.4 
Air rinsing 4.8 
Argon rinsing 0.9 
Nitrogen rinsing 0.9 

3   Summary 

The influence of the milling atmosphere and the amount of PCA on the high-
energy milling of an aluminum alloy with SiC particles (0.2 to <2 microns) was 
studied. As expected, the comparison of the inert gases nitrogen and argon shows 
no significant differences with respect to the grinding behavior. However, the use 
of rinsing air results in different behavior. Whereas the use of inert gases and a 
closed milling chamber principally only works with a PCA in order to limit 
excessive adhesions on the milling tools as well as powder coarsening, this can be 
omitted because of the separating effect of the in-situ-formed alumina. 
Accordingly, air rinsing shows the clearest changes in the increase of the oxygen 
content during milling without SiC. 
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Abstract. Material models are the basis of most numerical simulations in 
mechanical engineering. In the field of elastic deformation, the material models 
are quite simple but plasticity and material destruction are very difficult to 
calculate. For developing and testing material models, an easily and quickly 
accomplishable test is necessary to verify the results. The scratch test is a good 
choice for the modeling of surfaces. For that test, a diamond tip (indenter) moves 
onto the material with either constant or progressive normal force. First, the 
material will be deformed elastically; with increasing force, plastic deformation 
occurs, leading to crack and chip formation, depending on the ductility of the 
material. The result can be directly compared to the simulation of this test.  

The article describes problems and solutions during the simulation of the 
scratch test for the steel C45 (normalized) with and without a nickel coating. The 
comparison with experimental results shows that this approach is successful. In 
the future, a closed material model for this type of stress will be developed.  

1   Introduction  

The scratch test is normally used to determine the quality and performance of 
material surfaces. Therefore, the surface will be scratched by a diamond (mostly 
with a Rockwell geometry) with constant or progressive load. This test is an 
important tool for characterizing the adhesive strength of coatings especially for 
thin PVD/CVD coatings [1, 2] or electro-deposited layers [3], but is used also in 
thermally sprayed coatings [4]. Increasingly, the use of this method is to determine 
the scratch energy density and to quantitatively assess the abrasive wear behavior. 
The scratch tester detects plastic and elastic penetration depth, normal force and 
friction force, and acoustic signals resulting from crack formation. Along with the 
visual evaluation, it results in a comprehensive description of the surface 
properties at scratch load [5-8]. Figure 1 draws an overview of the scratch tester 
with directions of movements and forces. 
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Fig. 1 Schematic of scratch tester 

The scratch test is qualified for fast and simple testing of surfaces. But  
the material behavior is examined only from the outside. The stress state inside the 
specimen in particular in the interfaces is normally unknown. The simulation of  
the scratch process can provide a better understanding of the mechanisms inside the 
bulk material and in one or more coatings during a scratch. The stress state inside 
the system and the resulting material destructions or delaminations can be observed. 
This can provide new evidence for the development of coating systems. Similarly, 
the complex simulations of plasticity and destruction can be easily validated. Figure 
2 shows the correlation of simulation, coating process and scratch test.  

  
Fig. 2 Correlation between simulation coating, scratch test and simulation 

The simulation of a scratch test is a great challenge even with modern FEM 
tools. The reason is the strong deformation of material during the scratching and 
the potential cracking and chipping. Thus, the scratch test can also be used to 
support the validation of new material models in the field of coating, large 
deformation and wear simulation.  
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First, uncoated homogeneous material is simulated and tested. At the moment, 
the simulation of different homogeneous layers on a ductile base material is 
performed. The aim of this research is the simulation of particle-reinforced 
coatings such as electroless nickel-based composite coatings. 

2   Simulation in Detail 

Initial simulations were performed using the simulation software Abaqus. Now the 
FEM system Marc-Mentat is used for a simulation with and without coatings. 
Marc-Mentat includes better remeshing techniques which are very important for 
the computation of high deformations.  

2.1   Model Assembling 

The scratching of the material takes place by a diamond (Rockwell C) with an 
opening angle of 120° and a tip radius of 0.2 mm (Fig. 3). The diamond is a stiff 
(rigid) model, which means it does not deform under the action of forces and 
temperatures. 

  
Fig. 3 Geometrical modeling of scratch test with one layer 

Since the scratch operation proceeds approximately symmetrically (with ideal 
material exactly symmetrical), it could be assumed that only half of the sample 
was modeled. Due to numerical problems in calculations with models for material 
destruction and remeshing, it is reasonable to work with the full model.  

In simulation and experiment, the scratch process was performed for a length of 
10 mm with a progressively applied force of 1 - 100 N. This is the default 
procedure for a scratch experiment. To reduce the simulation complexity and time, 
the scratch length was shortened to 3 mm. Fig. 4 shows different measurements 
with 3 and 10 mm scratch length. The penetration depth is within the tolerance 
range and depends essentially on normal force. 

The size of the simulated material cut-out is 2 x 1 x 5 mm (W x H x D) for 3 
mm scratches. The coating is firmly connected with the base material till a defined  
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Fig. 4 Scratch tests with different scratch lengths 

stress state is reached. The material models that characterize this behavior are 
described in the following section. The modeling of the interface with a functional 
interface layer does not work according to the remeshing algorithms.  

2.2   Material Models 

The behavior of ductile materials under stress can be divided into three sections. 
For small strains up to the yield point, the material deforms only elastically. For 
larger strains, plastic deformation occurs. For metals, this leads to strain hardening 
(dislocation multiplication), resulting in an increase in yield strength. In the third 
state, the strain begins to decrease. Eventually, gradual destruction of the material 
occurs, up to fracture. Each of these states is represented in the simulation system 
by different material models. An overview of the material behavior in these states 
is given in Fig. 5.  

  
Fig. 5 Different material models for different material states 
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In the elastic range, Hooke’s law is used, till the strain drops after a plastic 
deformation. The yield condition is determined due to the stress deviator, i.e. the 
deviation from the hydrostatic axis. Therefore, the yield condition describes a 
surface in the stress space. For the results presented here, the von-Mises yield 
criterion is used, which is represented by a cylindrical surface in the stress space. 
If the yield condition is satisfied, the material state cannot be clearly defined by 
the value of stress. In this case, the strain tensor and its scalar equivalent, the 
effective elastic-strain increment, define the states of the material sections.  

The simulation of the tribological contact between indenter and specimen 
requires special models. The often used Coulomb model with static and dynamic 
friction is difficult to solve in an FEM system. Fig. 6 shows the behavior of the 
Coulomb model and a “softer” model which uses the arc tangent function. Ft is the 
tangential force, vr the velocity between the friction partners. In the Coulomb 
model, a movement starts with the force µ*Fn. This discontinuity is the reason for 
the problems in solving the equations.  

 

Fig. 6 Coulomb and arc tangent model in comparison 

The arc tangent model 

 
(1) 

smooths the hard edges with the parameter Sc. Now there is a dependency between 
velocity and force, and stick-slip effects will be eliminated.  

For simulations with coatings, a mechanism for layer debonding has to be 
implemented. In its initial state, the layer is attached to the base material. If the 
condition 

 
(2) 

is true in an FEM node, the node is counted as disconnected. Sn, St, m and n are 
the interface parameters, σn and σt are the normal and tangential stresses in the 
interface. If m and n are assumed as two, this construct can be imaged as an ellipse 
in the stress space.  
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2.3   Remeshing 

The underlying algorithm for the FE computation is called Lagrange formalism. It 
requires each node to be linked to a unique position in the material. For large 
deformations, like the plastic deformation in a scratch test, the mesh begins to 
degrade and the elements become misshapen. In order to circumvent these 
problems, the mesh will be re-created between the time steps of the simulation. 
The node and element states have to be assigned with interpolation to the new 
mesh. The trigger for remeshing is the aspect ratio, stress or strain gradients or 
penetration depths in contact areas. The disadvantage of remeshing is the growing 
inaccuracy caused by the interpolation algorithm. 

The FEM system Marc contains a tool that can control the density of the mesh 
in “mesh boxes” (Fig. 7). These mesh boxes can be moved and resized in every 
remeshing step. Thus, the mesh density can be controlled in the simulation time. 
This saves computing time and increases the potential for denser meshes in areas 
with high gradients.  

 

Fig. 7 Different mesh densities in different areas controlled by mesh boxes 

3   Results and Comparison with Measurements 

The following sections describe the results of simulation compared with different 
measurements. As a good parameter for comparison, the penetration depth is 
shown in relation to the normal force. 

3.1   Simulation without Coating 

The simulation of scratch tests in homogeneous materials without coating works 
well for different ductile materials. The simulation results are comparable to the 
measurements. The basis of a good simulation is the knowledge of the stress-strain 
behavior from elastic deformation to damage of the material. Fig. 8 shows the 
results of measurement and simulation for two different metals. The spikes in the 
simulation charts result from the remeshing.  
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Fig. 8 Comparison between measurement and simulation of 3 mm scratches without 
coating 

A cross-section at a specific position of a 10 mm scratch is pictured in Fig. 9 
(left). There is also a good analogy between measurement and simulation. The left 
side of this figure shows the formation of cracks at the bottom of the scratch. In 
the case of total material destruction, no stress can be transferred through the 
material and a lower stress is displayed. 

 

Fig. 9 Results of the simulation of a scratch test with steel (C45); comparison of cross-
section (left) and stress distribution during the scratch (right)  

3.2   Simulation with Coating 

The simulation with a coating is more difficult. To be able to exactly assess the 
stress-strain behavior, some information about the interface between layer and 
base material is necessary. Fig. 10 shows the results. It is clearly visible that the 
direction of the curve changes at a depth of 50 µm. This change is much more 
obvious in the simulation than in the measurement. This is an indication that the 
adhesion model is not working correctly at the moment. 
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Fig. 10 Comparison of measurement and simulation of an electroless plated steel (C45) 
with nickel. The thickness of the nickel layer is 50 µm. 

The greatest problem with the remeshing algorithm is that it still has difficulties 
with small coatings. Therefore, we are planning to develop our own algorithm to 
achieve the aim of simulating particle-reinforced coatings and multi-layer 
coatings.  

4   Summary 

The scratch test is an important tool for testing surfaces. By emulating this test in a 
simulation, not only the external change of the material is visible, but also the 
stress state in the interior and the resulting behavior of the material. In addition, 
material models can be tested relatively easy for their ability to simulate the 
scratch tests or other abrasive wear. 

By modeling the various stress areas of ductile materials, the behavior of 
uncoated samples can be calculated very precisely. The greatest problem of the 
simulation of coated systems is to find and implement an applicable remeshing 
algorithm. This is the next step in our research. The future aim is to simulate 
particle-reinforced coatings and multi-layer coatings for a better understanding of 
these systems and the relationship with wear simulations. 
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Abstract. Efficient noise suppression is an important factor in every form of 
sensory data analysis. Data acquired outside controlled lab environment often 
suffer from severe noise interferences that need to be minimized in order to 
perform reliable interpretation and evaluation. Existing solution often employ 
repeated measurements to enhance signal to noise ratios in which case 
measurement time becomes a primary factor. Furthermore iterated measurements 
are difficult if the measured object is destroyed or partially consumed in the 
measuring process. We propose a noise reduction approach that uses wavelet 
transformation in combination with an automatically derived threshold function to 
reduce noise levels while minimizing signal degradation and line broadening. We 
illustrate the achieved results using measurements of explosive materials acquired 
using LIBS and Raman spectroscopy. 

Keywords: Automatic de-noising, Wavelet transformation, Shift invariant, 
Thresholding, LIBS, Raman, OPTIX Project. 

1   Introduction 

Noise is a common source of interference occurring in a wide range, if not all of, 
measuring techniques. Options to reduce the influence of noise and increase the 
signal to noise ratio (SNR) are numerous and range from choosing the experimental 
setup, over optimizing hardware and calibration which affect the measurement 
directly to software based filters which are used to enhance the measurement after 
it has been recorded. A simple and effective way to reduce noise or enhance the 
SNR is repeated sampling. Repeated sampling works under the assumption that 
mean noise energy is zero and signal responses are constant, and thus reduces  
noise distortions by calculating the mean of the accumulated measurements.  
                                                           
* ework Program (FP7/2007-2013) under GrThe research leading to the results presented 
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When repeated sampling is not a possible option due to time or technological 
constrains filters are needed that can enhance single measurements. Technologies 
used for OPTIX include Laser-induced breakdown spectroscopy (LIBS) [1] and 
Raman spectroscopy [2], LIBS consumes small portions of the measured substance 
while Raman measurements which are usually accumulated are limited by the 
available acquisition time. A known drawback of filters that operates on single 
measurements lies in the fact that the underlying signal is altered in the filter 
process - often by broadening and shrinking signals or introducing unwanted 
oscillations - resulting in a trade-off between noise suppression and signal 
preservation. This makes the degree of smoothing a critical parameter as too 
intensive smoothing can result in some signal becoming undetectable or in 
introduce fake signals while weak or no noise suppression cannot remove the 
problems inherent to poor signal to noise ratio. In recent years several noise 
suppression approaches using wavelet transformation have been proposed based on 
the works of Donoho and Johnstone [3],[4],[5]. A general introduction to wavelets 
and discrete wavelet transformation can be found in [6],[7] and [8]. In this paper 
we propose a new approach to automatic smoothing by extending Donoho's 
thresholding scheme for denoising to utilize a redundant form of wavelet 
transformation described by Lang et.al.[9],[10] in combination with automatically 
derived threshold functions to handle variable noise levels within measurements. 

2   Examples 

Real measurement often exhibit noise intensities that are not constant through the 
spectral domain. Filtering such variable noise with constant filter parameters 
naturally leads to sub smoothing effects in areas where only a portion of the noise 
is sufficiently suppressed and over smoothing effects which degrade the original 
signal in areas that suffer from less intense noise. 

 

Fig. 1 Effects of different smoothing techniques tested with a high quality Raman spectrum 
of Explosive substance A. Bottom: Original measurement. Middle: Spectrum treated with 
constant universal threshold. Top: Spectrum treated with variable noise suppression 
technique. 
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Fig. 2 Partial LIB Spectrum of Explosive substance. Bottom: Original Spectrum. Middle: 
Results of noise suppression using constant universal threshold. Top: Spectrum treated with 
variable wavelet thresholding. 

Experiments with real measurements of Raman and LIB spectroscopy show the 
positive effects of variable thres- holds see Figure 1 and Figure 2. In both cases the 
constant threshold (middle) visibly reduces the noise intensity but is not able to 
fully remove the distortions while the variable threshold (top) creates a very 
smooth spectral line without major distortions to visible signals. Figure 3 illustrates 
the different results obtained using constant and variable threshold using a Raman 
spectrum suffering from higher relative noise intensities than the partial spectrum 
seen in Figure 1. Filter results suggest that noise intensity in this real measurement 
is not constant as filtered spectrum displays an increasingly irregular behavior with 
higher Raman shift. Please note that an edge filter was used to suppress the laser 
signal resulting in a strong suppression of all signals left of shift zero. 

 

Fig. 3 Noise suppression on low quality Raman spectrum of an explosive substance. 
Bottom: Original Spectrum. Middle: Results of noise suppression using constant universal 
threshold. Top: Spectrum treated with variable wavelet thresholding. 
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The suppression of variable noise intensities with constant thresholds can also 
lead to complete signal extinction. Figure 4 illustrates this using an artificially 
created signal and strongly modulated noise. The original artificial spectrum 
contains six lorenzian peak signals of different intensities. The spectrum has been 
afflicted with normal distributed noise modulated with a low frequency sine 
function so parts of the spectral domain suffer from high intensity noise while 
other parts are almost noise free. The smallest of the six peak signals has been 
placed in the region of lowest noise intensity. Treating the noise signal with a 
constant threshold filter completely erases the small signal while filtering with 
variable threshold is able to preserve all five signals while still achieving 
comparable noise suppression in the regions suffering from intense noise. 

 

Fig. 4 Artificial spectrum filtered with constant universal threshold (middle) and variable 
threshold (top) 

3   Method 

Wavelet transformation describes a family of transformations which use basis 
functions, so called Wavelets, to decompose data into distinct subspace scales of 
different detail. Other than the Fourier transformation, wavelet transformation 
uses finite basis functions and thus retains a sense of local information in the 
transformed data. Scales are nested satisfying the multiresolution analysis 
requirement, meaning that the space that contains finer scales also contains larger, 
coarser scales. 

ΖjVV +jj ∈∀⊂ 1  (1) 

In the continuous case one has the finest scale 0=V ∞−  and g=V+∞ , with g 
representing the regarded function in its entirety. In the discrete case the finest 
scales usually span two sample points while the coarsest scale spans the entire 
signal. The wavelet transformation of a given signal uses a set of functions (t)ψ kj,  
called wavelets, which span the differences between the spaces spanned by the 
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scaling functions. Each scaling space jV  can thus be described by the scaling 
space 1−jV  and the wavelet subspace 1−jW  which describes the differences 
between jV   and 1−jV . 

11⊕ −− jjj WV=V  (2) 

By extending this idea one can transform the relation of cascading scaling 
subspaces to render: 

nW+++W+W+= 1-n100  W...V  R  (3) 

with R denoting the space of presentable functions, 0V  denoting the coarsest 
scaling space and jW  the wavelet space corresponding to scale j. The definition 
of the discrete wavelet transformation of a signal (t)f k  is closely related to the 
above relation of subspaces and can be written as: 

 ⋅⋅
j

j
jk )ψ((k)d+)(c(k)=(t)f k-t22  k-t j/2  (4) 

)(kϕ  is called the scaling function with the corresponding coefficients c(k) while 
ψ(k)  represents the wavelet function with corresponding coefficients (k)d j . In 
practice this means that given a specific basis function or motherwavelet a 
function f can be fully characterized by the coefficients given in c(k)  and (k)d j , 
similar to the representation as coefficients of the discrete Fourier transformation. 
The stationary or shift invariant wavelet transformation variant requires a storage 
space of N log N and can be computed in O(N log N) increasing both factors by 
log N compared to normal discrete wavelet transformation [11].  

Given the noise standard deviation σ  Donoho and Johnson have proposed the 
universal threshold (N)σ=λ 2log⋅  as an asymptotically optimal solution to 
suppress noise using wavelet transformation [4]. To estimate the non constant 
threshold function we can use the fact that wavelet coefficients, and especially 
those at higher detailed scales, describe a well localized influence on the original 
data. Let (x)fm be the noise modulating function then the universal threshold 
function for modulated noise can be written as: 

(x)fσ(N)=(x)f me ⋅⋅2Loguniversal  (5) 

In practice σ  is usually unknown and has to be estimated from the measured data. 
Donoho and Johnstone propose the following estimation, 

0.6475/|)dmedian(|=σ i , i ∈  finest detail scale [3]. However this methods 
leads to the above mentioned problems if σ  is modulated since large parts of the 
signal are treated with noise suppression parameters that do not fit the actual 
occurring noise. To approximate the universal threshold function in the case of 
modulated noise it is possible to extrapolate σ and (x)fm  individually from a 
given measurement but estimate the behavior of the product (x)fσ m⋅ using a 
windowed median filter. The window-size used to describe the range of the 
median filter becomes an additional parameter which has to match the underlying 
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modulation. Large window-sizes limit the responsiveness and result in slow 
changing threshold functions while smaller window-sizes allow for a more 
dynamic curve but are also more prone to error due to the smaller sample number. 
For window sizes that are large in relation to the noise modulation frequency the 
windowed median function converges towards the global median which we have 
already shown to be disadvantageous for non constant noise levels. To address the 
issue of noise passing the suppression unaltered we therefore used an alternative 
method to extrapolate a threshold function which converges towards an upper-
bound noise intensity threshold instead of the threshold optimal for the median 
noise intensity. This alternative method uses upper and lower linear enveloping 
curves to extrapolate an approximation of the optimal threshold function. 

 

Fig. 5 Illustration of optimal variable noise threshold estimation from the finest detail scale 
of the wavelet transformation. The calculated threshold uses information of noise standard 
deviation and modulation that are usually not available in practice. The estimated threshold 
is based solely on the information contained in the wavelet coefficients. 

The curves are constructed as interpolations between the extreme values 
occurring within a defined window of data-points. The upper-lower(UL) envelop 
is defined as the lower envelop of the upper envelop of the coefficients and the 
lower-upper(LU) envelop respectively as the upper envelop of the lower envelop 
of the coefficient values. The idea of using an aggregation of approximations is 
inspired by the opening and closing operators found in the field of morphology 
[12]. In this case the application of both operations serves the purpose to add 
robustness to the estimation in case fine scale wavelet coefficients contain 
portions of signals mixed with noise. The threshold function is calculated as the 
difference of UL and LU, fthres = UL - LU. Note that in this variant there is no 
longer the need to estimate σ . The window size to calculate the enveloping 
functions used for our experiments was chosen as w=N/50 and has returned 
reliably good results for uniform and normal distributed noise in samples of 
N=1024, 2048, 4096 and 32768 data-points. Larger window-sizes generally result 
in higher threshold values and generally more rigid threshold behavior. Figure 5 
illustrates the finest detail scale obtained by wavelet transformation of the 
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artificial spectrum given in Figure 3 as well as the estimated threshold function 
using the cascaded enveloping functions and the calculated threshold function 
based on the full knowledge of modulating function and noise standard deviation. 

4   Conclusions 

Noise reduction via wavelet thresholding yields high quality results with regard to 
smoothness and signal preservation. Problems like signal degradation and line 
broadening are significantly less severe compared to mean or gauss smoothing. 
The proposed method is able to detect and suppress variable intensities of noise 
within a single measurement without the need for user interaction or repeated 
measuring. These characteristics are well suited for the automatic detection and 
analysis of substances in uncontrolled environments where interference intensity 
and variability are difficult to predict and control. 
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Abstract. In this paper we propose a novel peak detection algorithm for  
2-dimensional analytical data. The proposed algorithm utilizes the properties of 
the second derivative and curvature of (regular) surfaces to perform peak 
detection. Raw data used in this study for performance demonstration were 
obtained by a hyphenated system called gas-chromatographic column ion mobility 
spectrometer (GC-IMS). GC-IMS is a two stage technique for separation of gas-
phased (organic) compounds. Despite the good performance of the MCC-IMS 
separation in general, there are still unsatisfactory cases where the substances 
overlap and the recorded signals nearly merge. Frequently used peak detection 
algorithm for 2-dimensional data, like the watershed algorithm, do not perform 
well in those cases. Preliminary empirical results show good peak detection 
performance of the proposed algorithm. Furthermore the results indicate that the 
proposed algorithm is capable to solve the problem of peak detection even in cases 
of strong peak overlapping.  

Keywords: Ion Mobility Spectrometry, Peak Detection, Overlapping Peaks, 
Signal Processing , Mathematical Differentiation, Differential geometry. 

1   Introduction  

Ion mobility spectrometry (IMS) is an analytical method for the detection of  
gas-phased compounds. The technique is non-invasive and provides excellent 
detection limits of trace compounds from ppmv down to pptv range. Moreover, it 
exhibits short time of analysis and is operated at ambient temperature and 
pressure, thus causing low technical expenditure. The introduction of IMS lies 



342 R. Slodzinski, L. Hildebrand, and W. Vautz
 

almost half a century back, when ion mobility spectrometers were used for 
military purpose (e.g. chemical war fare agents) and later on in  security sensitive 
domains for detection of explosives and drugs [1,2]. In the course of time IMS 
found its way to civilian applications. Today ion mobility spectrometers are 
applied in process control [3-9], environmental and indoor air quality monitoring 
[10-15] and for medical and biological issues. In latter applications, the interest 
lies on the detection of biomarkers and metabolites for early diagnosis and for 
online medication control [16-19].  

In early applications, the focus was on the detection (identification and 
quantification) of one or few specific compounds. For complex samples like 
human breath or the headspace of bacteria the discrimination of sample 
compounds along the ion mobility dimension only is not adequate. Indeed for 
numerous substances the ion mobility is known. However, many of them have 
similar or even equal ion mobility values, thus making identification difficult or 
even impossible. Hence it is an accepted approach for medical and biological 
applications to couple IMS with gas-chromatographic pre-separation techniques. 
Such a hyphenated system (a GC-IMS) generates two dimensional analytical 
signals represented in a matrix form due to both separation dimensions. Ideally, 
sample compounds separated by the GC-IMS appear within the matrix as spatially 
disjoint Gaussian shaped areas of high signal intensity.  

An evaluation of a single measurement or even a complete measurement series 
in the traditional way - considering the huge amount of data – is laborious and 
time consuming. Hence an automated evaluation is desirable, beginning with data 
normalization, noise reduction, peak detection and finally pattern recognition in 
measurements. The stage of the peak detection may be the biggest challenge, even 
for automated approaches, since complex organic samples may contain hundreds 
of substances which can’t be perfectly separated. This paper focuses on peak 
detection and reports preliminary results obtained by novel approach for 2-
dimensional analytical data.  

Numerous peak detection algorithms for data of hyphenated systems like 
MCC-IMS, GC-MS, GC-GC, LC-MS can be found in the literature [20-22]. Most 
of those algorithms utilize the “two step” approach of peak detection. In the first 
stage, peak detection in one dimension is performed, in subsequent stage the 
results are merged to obtain the peak position in both dimensions. Other classes of 
algorithms are based on the drain algorithm, an inversion of the watershed 
algorithm known from digital image processing [23-25], utilize wavelet 
transformations or perform peak detection for several levels of signal intensity and 
merge the levels for final result to uncover locations of sample compounds [26]. 
However, almost all algorithms lack of ability to detect superposed peaks that 
appear as shoulders of dominant peaks.  

The approach presented here utilizes mathematical differentiation on 2-
dimensional data in particular GC-IMS data and exploits the properties of the 
second derivative and curvature of peaks in similar manner as derivatives are used 
for the calculation of maxima of good-natured mathematical functions.  
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Preliminary results indicate good peak detection performance and are 
demonstrated for compiled mixtures of specific substances and for real world data 
like human breath.  

2   Methods and Definitions 

2.1   Multi-capillary Column Ion Mobility Spectrometry  

The working principle of the classical IMS is based on differences in velocities of 
ions which move in a weak electric field in a particular drift gas. Figure 1 
illustrates the design of an ion mobility spectrometer. A gas phase sample is 
introduced into the ionization chamber and undergoes a chemical ionization 
reaction. Radioactive Nickel 63Ni as ionization source is usually applied. The 
source emits beta rays, which ionise the molecules of the carrier gas. This type of 
ions is referred as reactant ions. Their number per time interval is limited and 
depends on the type of ionization source and carrier gas as well. In this study 
synthetic air was used as carrier gas. When the sample molecules enter the 
ionization chamber, proton transfer takes place, thus producing analyte ions and a 
simultaneous reduction of the reactant ions. Recurrent an ion shutter opens and 
ions are exposed to the electric field E. The field’s strength is controlled by the 
length lD of the drift tube and the applied drift voltage UD .The electric field 
instantly accelerates the ions through the drift tube towards the detector located on 
the opposite side. While the ions migrate through the drift tube, they collide 
several times with molecules of a neutral counter flowing gas – termed drift gas – 
and group in swarms of ions. Each collision reduces the velocity of involved ions, 
where the number of collisions depends mainly on ion's size, charge and shape. 
The interaction of collisions and steady acceleration leads to a specific average 
migration velocity vD of the ion swarms. After a specific drift time tD the ion 
swarms reach the detector and the resulting electrical signal is measured in 
equidistant time intervals. Since the ambient temperature and pressure essentially 
impact on the measured drift times, the results are normalized and reported as 
inverse reduced ion mobility 1/Ko.  

Due to the complexity of real world samples, a gas-chromatographic pre-
separation is applied before the sample enters the reaction chamber. In this study a 
multi-capillary column is applied. A MCC contains nearly 1000 parallel 
capillaries, each capillary 40µm in diameter. The MCC is operated at constant 
temperature. While the sample molecules migrate through the column, they 
interact with the coated inner surface of the capillaries. Depending on the 
chemical properties of a sample compound the inner surface bound each 
compound for different time. The migration time from injection to elution is 
termed retention time of a sample compounds. 
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Fig. 1 Hyphenated system of an ion mobility spectrometer coupled with multi-capillary 
column for gas-chromatographic pre-separation 

2.2   Data Format 

A spectrum – the output data of a single IMS measurement - is a vector S = 
(z0,z1,...,zN) of signal intensities zi measured in equidistant time point dti, i א 
{1...N}. If a MCC is coupled with an IMS one obtains an additional dimension of 
retention time. As a consequence the result of a MCC-IMS measurement is a series 
of R one dimensional IMS spectra recorded at equidistant retention time point rtj,  
j א {1...R}. The series of spectra usually is represented as a matrix  

௜௠௦ܯ ൌ ൭ݖଵଵ ڮ ڭேଵݖ ڰ ଵோݖڭ ڮ  ேோ൱ (1)ݖ

Each data point zij of Mims denotes the signal intensity at a specific drift time dti 
and specific retention time rtj. Figure 2 illustrates a single spectrum taken from a 
breath analysis. The prominent peak at 1/Ko  = 0.485 is termed Reactant Ion Peak 
(RIP). As the name denotes, he arises from remaining reactant ions that do not 
take part in the chemical reaction with the sample compounds. Occurring peaks 
with 1/Ko >0.485 on the right of the RIP originate from exhaled sample 
compounds. The region from 0.1·indexRip and 0.8·indexRip is called signal free 
region (SFR). This region is predominated by noise; no analyte has been observed 
in this region in an MCC-IMS measurement up to now. In subsequent figure 3 the 
entire measurement is displayed. In this figure the horizontal axis defines the drift 
time dimension while the vertical axis defines the retention time dimension; the 
signal intensity is coded in an arbitrary but fixed color scheme. The complete data 
format including header information on the experimental setup and on the sample 
is described elsewhere [27]. 
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Fig. 2 Graph of a single IMS spectrum 

 

Fig. 3 Series of IMS spectra merged in a heatmap 

2.3   Partial Differentiation and Differential Geometry 

To clarify the underlying idea of the algorithm, it is suitable, to visualize the 
output data matrix Mims as points in a three-dimensional space. The datum plane is 
spanned by vectors of equidistant data points in inverse reduced ion mobility 
dimension and retention time. The signal intensity determines the elevation of 
each data point above the datum plane. Connecting each point with his direct 
neighbors (Moore neighborhood) in terms of datum plane, a surface in a three 
dimensional Euclidean space is generated. The surface is commonly curved, but 
exhibits neither edges nor folds. It is free from self-intersections as well. In 
differential geometry such benign surfaces are termed regular surfaces [28-29]. 
Interpreting the output data in this way, allows using the resources of the 
differential geometry to determine peaks even in the case of strong overlap. 
Relevant concepts from differential geometry used in this study are the concepts 
of partial derivatives and the notion of curvature. Partial derivative of a function f 
of several variables is its derivative with respect to one of those variables, where 
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the remaining ones are kept constant. Considering a function f(x1,...,xn) in 

Euclidean space ℝn its first partial derivative in direction xi at point P=(p1,...pn) is 
defined as: ߲݂߲ݔ௜ ݂ሺ݌ଵ, … , ௡ሻ݌ ൌ lim௛՜௢ ݂ሺ݌ଵ, … , ௜݌ ൅ ݄, … , ௡ሻ݌ െ ݂ሺ݌ଵ, … , ,௜݌ … , ௡ሻ݄݌  (2) 

If the function f has partial derivatives 
డ௙డ௫೔ with respect to each variable xi at P the 

defined vector is termed gradient ׏ሺ݂ሻ.  
The second partial derivative formed by the two-fold application of derivation 

on the function f(x1,...,xn). In general there are several ways to derive f twice. All 
combinations of the two-fold partial derivatives are arranged in a matrix H, termed 
Hessian:  

ሺ݂ሻܪ ൌ ۈۈۉ
ۇ ߲ଶ݂߲ݔଵଶ ڮ ߲ଶ݂߲ݔଵ߲ݔ௡ڭ ڰ ଵݔ௡߲ݔଶ݂߲߲ڭ ڮ ߲ଶ݂߲ݔ௡ଶ ۋۋی

ۊ
 (3) 

The Hessian matrix H(f) is the analogue to the second derivative of functions with 
one variable. The surface examined in this study depends on two variables due to 
both separation stages. The curvature of a surface at a specific point P indicates 
how strong the surface in the vicinity of the point P derivates from the tangential 
plane E in P. The tangent plane E at P may be spanned by any two linearly 
independent vectors T1 and T2; hence vectors in direction of the coordinate axes – 
the partial derivatives of equitation (2) - may be used. In addition the tangent 
vectors define a normal vector N at P by their cross product. The intersection of 
the examined surface with two planes that are spanned by the normal vector and 
each of the two tangent vectors, result in two intersection curves that cross the 
point P on the surface. The curvature of each curve at P describes the curvature of 
the surface with respect to the tangent vectors T1 and T2 respectively. The 
curvatures are called principal curvatures k1 and k2. The Gaussian curvature K is 
defined as the product of k1 and k2 and the mean curvature M is defined as the 
average of k1 and k2. 

The literature of differential geometry provides formulas which allow direct 
calculation of K and M in a specific point P of an examined surface by utilizing 
the first and second partial derivatives (see ch.7 in [28]). Given a surface defined 
by the function f(x1,x2) the Gaussian curvature K in point P is defined as  

ሺܲሻܭ ൌ ߲ଶ݂߲ݔଵଶ · ߲ଶ݂߲ݔଶଶ െ ൬ ߲ଶ݂߲ݔଵ߲ݔଶ൰ଶ
ቆ1 ൅ ൬ ଵ൰ଶݔ߲݂߲ ൅ ൬  ଶ൰ଶቇଶ (4)ݔ߲݂߲



Peak Detection Algorithm Based on Second Derivative Properties  347
 

And the mean curvature M in point P respectively is defined as  ܯሺܲሻ
ൌ ቆ1 ൅ ൬ ଵ൰ଶቇݔ߲݂߲ ڄ ߲ଶ݂߲ݔଶଶ ൅ ൬2 ڄ ଵݔ߲݂߲ ڄ ଶݔ߲݂߲ ڄ ߲ଶ݂߲ݔଵ߲ݔଶ൰ ൅ ߲ଶ݂߲ݔଵଶ ڄ ቆ1 ൅ ൬ ଶ൰ଶቇݔ߲݂߲

2 ڄ ඨ1 ൅ ൬ ଵ൰ଶݔ߲݂߲ ൅ ൬ ଶ൰ଶయݔ߲݂߲  (5) 

Both curvatures classify a point P on a surface as 
 
Elliptic , if the Gaussian curvature K (P) > 0 
Hyperbolic , if the Gaussian curvature K (P) < 0 
Parabolic , if the Gaussian curvature K (P) = 0 and mean curvature M (P) ≠ 0 
Flat  , if the Gaussian curvature K (P) = 0 and mean curvature M (P) = 0 

The following figure 4 illustrates the surface points determined by different 
curvature properties. 

 

Fig. 4 Types of points on a surface from left to right: elliptic, hyperbolic and parabolic 
surface points 

The idea of the algorithm is to analyze the Gaussian curvature K in each point 
of the examined surface, mark points with elliptic properties that in addition 
exhibit a negative second partial derivative in direction of coordinate axes. The 
elliptic shaped areas are assumed to contain highest levels of concentration for a 
specific sample compound. Moreover, the information of peak location is more 
accurately retained in the curvature property as in the original output data. 
Superposed peaks indicated as shoulders of adjacent prominent peaks become 
detectable using this approach. The figure 5 (a)-(d) illustrates this idea. Figure 5 
displays the cross section of two 2D-Gaussian functions which overlap to varied 
degrees. The red line indicates the raw output data for each point in the cross 
section, the blue curve denotes the curvature in the same point.   
 



348 R. Slodzinski, L. Hildebrand, and W. Vautz
 

 

Fig. 5 Comparison of preservation of information in curvature property and raw output data 
for a cross section of two overlapping 2D-Gaussian functions 

2.4   Algorithm 

In the pre-processing stage the raw output data matrix Mims is smoothed and 
baseline corrected. Data smoothing is performed by applying 2D-Gaussian filter 
[30]. Furthermore the gradient ׏ሺܲሻ and the Hessian H (P) for each point P of the 
surface are calculated using eq. (2) and eq. (3) respectively. Basing on the 
obtained matrices the Gaussian curvature K (P) for each point P is computed 
utilizing the equation (4).To obtain the first differentiation in peak and non-peak 
points, the signal free region (SFR) between 0.1·indexRip and 0.8·indexRip is 
analyzed. For each point PSFR of SFR is tested, if its Gaussian curvature K is 
positive (K(PSFR)>0 ) and, if the first component H11 of its Hessian H (PSFR) meet 
the condition H11 (Ppoint SFR) <0. If the examined point PSFR fulfills both 
conditions, the values of K and H11 and the signal intensity I (PSFR) of the point P 
are stored in designated arrays. After examination of all points in SFR, the median 
value for each parameter is determined.  

This set of parameters Kmed, Hmed, Imed is used as threshold for the subsequent 
analysis of the entire measurement. A point P within the matrix is assumed to be a 
potential peak point, if the conditions K (P)>Kmed, H11 (P) <Hmed and I (P)>Imed 
hold. Examined points that fulfill these conditions, become vertices of an 
undirected graph G. Each vertex V of G is tagged with a coordinate pair. The tag 
is composed of row and column index the primary point P resides in the data 
matrix Mims. Two vertices V1 and V2 are connected by an edge, if the primal points 
of these vertices are adjacent in the data matrix Mims.  

Once the construction of graph G completed, isolated vertices of G are 
discarded. This operation is justified, since it is implausible that true peaks appear 
in such narrow shaped area (here as one point only). For the remaining graph G 
connected components are calculated. By definition, the connected components 
are regions with elliptic curvature properties. They specify local maxima due to 
the properties of Hessian and exhibit certain level of signal intensity. 
Determination of the connected components of G covers the cases  (a) and (b) 
illustrated in figure 5. To solve the case (c) of figure 5, a local drain algorithm on 
each connected component of G is applied. From here the connected components 
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satisfy all mathematical (elliptic shape + local maxima) demands made to true 
peaks in two dimensional space. In consequence detected connected components 
are assumed to contain peaks of sample compounds. For final discrimination 
between peak and non-peak areas a score Scc of each connected component CCi of 
G is calculated. Scc is the sum of curvature values of all points belonging to a 
connected component CCi. Basing on the Scc values of connected components 
from the signal free region SFR a mean score Smean and the standard deviation Sδ is 
calculated and standardized. A connected component is assumed to be a true peak 
region, if its score Scc meets the condition of equation (6), where λ is a user 
defined variable:  

Scc ≥  Smean +  λ· Sδ (6) 

 

Fig. 6 Proposed algorithm outlined as flow diagram 

3   Results 

We demonstrate the algorithm’s detection capabilities on two real world 
measurements. The first data matrix is obtained from a synthetic sample mixture 
of 16 different substances. The ion mobility and the retention time of each 
substance and its possible polymer are given in table 1. The ion mobility and 
retention time values of each analyte in table 1 were obtained by several reference 
measurements for each compound. The result of the proposed peak detection 
algorithm on this mixture is illustrated in figure 7. The figure focuses on the 
important region (1/Ko : 0.45-1.1 and retention time from 0s to 450s) of the 
measurement, where most of analytes appear. All anaytes of table 1 except 
propofol has been successfully detected. The appearance of peaks within the 
figure 7 is indicated by black crosses.  
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Fig. 7 Result of peak detection algorithm performed on the mixture specified by table 1 

Table 1 Ion mobility and retention time of analytes in the tested sample mixture 

analyte 1/Ko Retention time in sec.
Acetone M 0.4960 2.5
Acetone D 0.5440 2.5
2-Hexanone M 0.5820 6.4
2-Hexanone D 0.6410 6.4
2-Heptanone M 0.7940 11.6
2-Heptanone D 0.6170 11.6
2-Octanol M 0.8900 25.9
2-Octanol D 0.6990 25.9
Limonene M 0.5930 29.8
Limonene D 0.6440 29.8
1-Octanol 0.7180 45.4
2-Nonanone M 0.6880 50.6
2-Nonanone D 0.9120 50.6
Isopulegol M 0.6820 70.1
Isopulegol D 0.9230 70.1
Naphthalene 0.5430 81.8
Menthol M 0.9170 89.4
Menthol D 0.6020 89.4
Menthol T 0.7110 89.4
Decanal M 0.7690 128.7
Decanal D 0.9990 128.7
Carvone  M 0.6490 155.7
Carvone  D 0.8880 155.7
1-Decanol 0.7840 259.6
Thymol 0.6270 292.0
2-Undecanol 0.7980 312.8
Propofol 0.6730 441.2
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The second example addresses the issue of detection of overlapped peaks 
within a data matrix. For this purpose we compared the capabilities of the adapted 
watershed algorithm for 2-dimensional analytical data with the proposed 
algorithm. Figure 8 illustrates both results obtained by the adapted watershed (left 
part of figure 8) and the proposed algorithm (right part of figure 8). One clearly 
sees in the ion mobility region from 0.53 to 0.58 and retention time from 2s to 30s 
the watershed algorithm only detected one pronounced peak (at 1/Ko : 0.548 and 
11s retention time). Adjacent peaks in front (at 1/Ko : 0.532) as well as in 
subsequent (at 1/Ko : 0.570 and 0.579), appearing as shoulders of the dominant 
peak has been not detected, due to the working principle of the watershed 
algorithm. 

 

Fig. 8 Comparison of peak detection results on data matrix from breath analysis: obtained 
by watershed algorithm (left) and obtained by the proposed algorithm (right) 

 

Fig. 9 Comparison of raw data matrix (left) and the corresponding curvature matrix (right) 
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In contrast the proposed algorithm performed well case of strong signal 
overlapping. Here, the analysis of the curvature property for each matrix point 
significantly contributed to the improved detection results. The detectability of 
superposed peaks at 1/Ko : 0.532 , 0.570 and 0.579  in addition to the dominant 
peak at 1/Ko : 0.548  can be easily understood by examination of  curvature values 
of each data point calculated by eq. (4). The figure 9 (left) illustrates again the 
result achieved on the data matrix; in addition the corresponding matrix of 
curvature values is displayed in the right of figure 9. In the right part of figure 9 
elliptic curvature properties that describe local extreme values are highlighted in 
different colors. In accordance with considerations made in section 2.3, these 
regions have been marked as true peaks.  

4   Conclusions 

In this paper we proposed a novel algorithm for peak detection on 2-dimensional 
analytical data. The consideration of the curvature properties of examined surfaces 
leads to improved detection of 2D-peaks, even in cases of strong peak 
overlapping. The preliminary results are promising but further examination is 
needed. In particular the impact of noise has to be examined in detail and the 
options for automated selective noise reduction explored.  
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Design of Semiactive Damper in Vehicle 
Suspension Considering the Tire Lift Off 
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Abstract. A quarter car model with magnetorheological (MR) damper is studied 
in this paper. An adopted experimentally verified non – linear hysteretic 
mathematical model is used to represent the MR damper. Approaching road 
disturbances are measured by a sensor. Optimal preview control strategy for fully 
active suspension is derived with respect to road holding, suspension rattle space 
and ride comfort. Continuous inverse mathematical model of the MR damper for 
the use of control is derived. The effect of tire lift off is modeled using a 
continuous mathematical function. 

Keywords: Quarter car, MR damper, Optimal preview control, Tire lift off. 

1   Introduction  

In recent years active and semi-active suspensions have been investigated due to 
their ability to adapt to various types of road excitations. Compared with passive 
suspension systems, which can only dissipate the energy present in the system, 
active suspension systems can supply the flow of energy into the system and can 
generate forces which are independent of the state of the system. Effective 
compromise between passive and active suspension systems are semi-active 
suspensions. Semi-active suspension systems are less expensive than the active 
ones, they require much less energy intensive source and even if the source of 
energy fails they can still operate as passive suspension systems. 

In this paper a semi-active magnetorheological damper is utilized in the 
suspension system. An experimentally verified non-linear hysteretic mathematical 
model is used to represent the dynamics of the MR damper. A basic quarter car 
model is utilized to simulate the vertical dynamics of vehicle. For the use of 
control algorithm a continuous inverse mathematical model of the MR damper is 
derived. Dissipative force generated by the MR damper tries to match the one 
generated by a fictive ideal active system. Optimal preview control strategy for the 
fully active system with respect to road holding, suspension rattle space and ride 
comfort is derived such that it is supposed that approaching road disturbances are 



356 M. Musil and F. Havelka
 

 

measured by a sensor and are known within a certain distance ahead. Active and 
semi-active suspension systems with preview are examined in vehicle traveling 
over a bump and in both cases the effect of tire lift off is investigated. 

2   Quarter Car Model with Idealized Active Suspension and 
with Consideration the Tire Lift Off 

To simulate the vertical dynamics of vehicle, the quarter car model is utilized – 
figure 1a.). The equations of motion with consideration the tire lift off problem are 
follows: 

( )
( ) ( ) ( )

1 1 1 1 2 1

2 2 2 2 2 1 2 1 21

m y k y y u m g

m y k y w H y w k y y u m g

= − − + −

 = − − − − − − − − 



  (1) 

where H(-) is the heaviside step function and u is the force generated by active 
control element, which dynamics is    neglected. The function modeling the tire 
lift off problem can be rewritten into form: 

( ) ( ) ( ){ }2 2 2

1 1
1 1 sgn 1 tanh

2 2 rH y w y w y wβ   − − = − − ≅ − −     (2) 

where now the function tanh(-) is a continuous function and βr is a coefficient 
large enough. 

Noting the relation (2), equations of motion in the matrix form are 

( )tanh r g uβ+ + = +a aA aL aR aN aR a aR ag uM q K q K q e q b b  (3) 

Transformation from absolute to the relative coordinates is realized through the 
equation 

w= +aR aA aA awq T q T  (4) 

Combining equation (3) and differentiated equation (4), state space model of 
system in the figure 1 a.) is obtained: 

( )tanh r uβ= + + +a aL a aN a a a a a gwx A x A x E x B G f  (5) 

where 

1
1

2
2 1
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k
m k

−

−

      
= = = =      − −      

       = = = = =             
   = =  −  
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      = = = −     −        
− −        

= = = = =        −− −        

aN a ag

u aA aR aA aw

K e b

b q q T T

 
(6) 

where Oa and oa are zero matrix and vector respectively of appropriate 
dimensions. 
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a.)                          b.)

Fig. 1 a.) quarter car model with active suspension b.) functions modeling the tire lift off 
problem 

3   Optimal Linear Preview Control of Idealized Active 
Suspension 

As was shown by many authors, e.g. (Hać & Youn, 1991; Hać, 1992; Thompson 
& Pearce, 1998), optimal linear control with preview, i.e. the case when 
approaching road disturbances are known within a certain distance ahead, reduces 
variances of car body acceleration, suspension travel and tire deflection at the 
same time compared with the no preview case. In this section, optimal linear 
preview control of idealized active suspension is derived. Incoming road 
disturbances are measured by a sensor at some distance ahead of the vehicle. The 
tire lift off effect is not considered in the deriving. The equations of motion for 
such a problem are: 

u+ =a aA a aR uM q K q b  (7) 

Combining equation (7) and differentiated equation (4), state space model of 
idealized active suspension with preview and without consideration the tire lift off 
effect is obtained: 

u w= + +a a a a awx A x B G   (8) 

where 

1

1 2

0
,

k

k k

   
= =   −  

a aA
a a-1

a a a

O T
A K

-M K O  (9) 

The state vector xa contains relative displacements qAR (suspension and the tire 
deflections) and absolute velocities qAR (car body and the wheel velocities) – see 
(6). Such a description leads to the velocity of road disturbances at the input. It is 
assumed that the road disturbances w(t) are measured at the distance lp in front of 
the vehicle, i.e. at time t the preview information about incoming road 
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disturbances is available from the time t up to time t + tp, where tp = lp/v is the 
preview time and v is the vehicle velocity. The active force generator is optimized 
in regard to ride comfort, suspension rattle space and road holding. Corresponding 
variables to be minimized are car body acceleration, suspension deflection and tire 
deflection. 

[ ]1 1 2 2

T
y y y y w= − −z   (10) 

and in the state space form 

u w= + +a a a az C x D H    (11) 

Then the performance index involves appropriately weighted variances of 
optimized variables (13) that are to be minimized and weighted variance of active 
control force that is also to be minimized: 

( ) ( ) ( )2 22 2
1 1 2 1 2 3 2

0 0

1 1
lim lim

T T

T T
J q y q y y q y w Ru dt u Ru dt

T T→∞ →∞
 = + − + − + = +   T Tz Qz   (12) 

where 

( )1 2 3diag q q q=   Q  (13) 

Q is weighting matrix and R is control cost constant. Then the Hamiltonian H for 
this issue is in the form 

( ) ( )1 2

1
2 2

2
u R u w Q w u w u w= + + + + + + + −T T T T T T

a 1 a a 1 a 2 a a a aw aH x Q x x N x N λ A x B G x      (14) 

After some manipulations, the active control force is obtained 

u = − −b a fK x K r  (15) 

where 

( )1 1
1 1 1 2

1 1 1
1 1 1

, , , , ,

, , , ,

R R R R Q

R R R

− −

− − −

= + = = = + = =

= = − = − = − = +

T T T T T T T
b 1 a f a 1 a a a a a a 1 a a

T T T T
2 a a n 1 1 1 n a a 1 c n a a r aw 2

K N B P K B Q C QC D QD H QH N C QD

N C QH Q Q N N A A B N A A B B P G PG N
 (16) 

where P is a nonnegative definite symmetric solution of the algebraic Riccati 
equation and r is calculated as follows 

( ) ( )

1
1

0

pt

R

t e w t dσ σ σ

−+ − + =

= +
T
c

T T
n n a a n

A
r

PA A P PB B P Q O

r G   (17) 

4   MR Damper – Hydromechanical and Mathematical Model 

Hydromechanical and mathematical model of the MR damper were identified by 
the author in publication (Úradníček, 2008), where they were designed on the 
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basis of model of an electrorheological damper compiled in publication (Hong & 
Choi, 2005). 

Hydromechanical parameters of the hydromechanical model of the MR damper 
– figure 2 a) – are: 

C1, C2, C4 – compressibility of the volumes front of, behind the piston and of gas 
storage. 
A1, A2, A4, Af – cross-sectional area of the bottom, top part of the piston and area of 
the membrane and of the grooves. 
p1, p2, p4 – pressures of the MR fluid front of, behind the piston and of gas storage 
If – inertia of the MR fluid flowing through the grooves of the piston. 
Rf – hydraulic resistance of the MR fluid flowing through the groove of the piston 
∆pMR – pressure drop in the groove of the piston caused by friction force. 
yr – displacement of the MR fluid flowing through the groove of the piston 
relative to piston. 
yp – displacement of the piston of the MR damper, ym – displacement of the 
membrane separating the MR fluid from gas. 
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a.) b.) 

Fig. 2 a.) hydromechanical model of the MR damper b.) dynamical characteristics of the 
MR damper 

The equation of motion of the hydromechanical model of the MR damper in 
the figure 2 a.) is 

( )
( )

1 2
tanh

tanh

f r f r y d r f r f p

MR f r f r y d r

m y c y F y k y k y

F m y c y F y

β

β

+ + + =

= + +

  

    (18) 
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where 

( )
1 2

1 4 2 1 4 2

1 1 1 1
, , , ,f f f p f f f p y MR p f f p f p fm I A A c R A A F p A k A A k A A

c c c c c c

   
= = = Δ = + = − +   + +   

 (19) 

In publication (Úradníček, 2008) author experimentally identified the parameters 
of the MR damper LORD RD – 1005 – 3 on the basis of mathematical model 
described by relations (49) and (51) as functions of electric current flowing 
through the coil of the MR damper (for the range of electric current 0 – 1.25 A): 

 

( ) ( )
( ) ( )

1 2

3 2
5 1 1 2 2 2 2

2 2
3 3 3 4 4 480

f f c c y c c c c

d f c c c f c c c

m d c I c I d F I a I b I c I d

k I b I c I d k I b I c I dβ

= = + = + + +

= = + + = + +  (20) 

5   Quarter Car Model with MR Damper and with 
Consideration the Tire Lift Off 

The mathematical model of the semi-active MR damper described in the previous 
section is implemented in the quarter car model described in the second section. 
So the idealized fully active suspension is replaced by the MR damper. In the 
equations of motion (1) the control force u is replaced by the one generated by the 
MR damper – FMR. 

( )
( ) ( ) ( )

1 1 1 1 2 1

2 2 2 2 2 1 2 1 21

MR

MR

m y k y y F m g

m y k y w H y w k y y F m g

= − − + −

 = − − − − − − − − 



  (21) 

Dynamics of the MR damper is described by the relations (18) in the previous 
section. 

( ) ( )
( )

1 2

2 1

1 2

1 2

tanhf r f r y d r f r f

MR f f r

m y c y F y k y k y y

F k y y k y

β+ + + = − −

= − − −

  
 (22) 

By substituting the MR damping force from the second relation of (22) into (21) 
the equations of motion of the quarter car model with MR damper and with 
consideration the tire lift off in the matrix form are 

( ) ( )tanh tanhs d r gβ β+ + + + =s sA sL sA N sA sL sR sN sR s sR sgM q B q B q K q K q e q b    (23) 

Transformation from absolute to the relative coordinates is realized through the 
equation 

w= +sR sA sA swq T q T  (24) 

Combining equation (23) and differentiated equation (24), state space model is 
obtained: 

 



Design of Semiactive Damper in Vehicle Suspension Considering the Tire Lift Off 361
 

 

( ) ( )tanh tanhr dβ β= + + +s sL s sr s s s sd s s gwx A x A x E x A x G f  (25) 

where 

, , , ,

1 1 0 0

, , , , 0 1 0 , 1

0 0 1 0

TT      
= = = =       − − − −       

−  
        = = = = = = −                

s sA s s s s s
sL sr sd s-1 -1 -1 -1

s sL s sL s sN s s s sN s

s sw sR
-1s sg sw sg sw s sA sw
s sg s sA

O T O O O O e
A A A E

M K M B M K O O M B o

o T q
G G G G G x T T

M b o q
,


 
 
 

 
(26) 

where Os and os are zero matrix and vector respectively of appropriate 
dimensions. 

6   Continuous Inverse Mathematical Model of the MR Damper 

Mathematical model of the MR damper works such – see relations (22) – that for 
given electric current and for kinematic variables the damping force FMR is 
calculated. An inverse model of the MR damper designed for the use of control 
should calculate the control electric current for given kinematic variables and for 
required damping force. 

In section 3 the optimal preview control and corresponding active control force 
were derived. In this section as required damping force FMR that is trying to be 
matched by the MR damper the active control force u from section 3 is taken. In 
some situations the active force is physically unable to be achieved by the MR 
damper. This problem is solved below. As it was pointed out the active control 
force that would be generated by fully active system is trying to be matched by the 
one generated by the MR damper, so with respect to the second relation of (56) it 
can be written 

( )
2 11 2

MR

f f r

F u

k y y k y u

=

− − − =  (27) 

For the use of control it is appropriate to replace the variables kf1(Ic) and kf2(Ic) 
from relations (20) by linear functions kf1r(Ir) and kf2r(Ir) and for given range of 
control electric current to optimize their parameters by the least squares    method 
– see figure (3) 

( ) ( )
1 23 3 4 4,

r rf r r r r f r r r rk I c I d k I c I d= + = +  (28)

These relations (28) are used only in the inverse model of the MR damper for 
calculating the required electric current. 
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Fig. 3 Comparison of the functions used in mechanical and in inverse model of the MR 
damper – see relations (20) and (28) 

After mentioned replacement the second relation of (27) now has the form 

( )
2 11 2r rf f rk y y k y u− − − =  (29)

By substituting (28) and (15) – relation for calculating the active control force u – 
into (29) we obtain 

( ) ( ) ( ) ( ) ( )
1 2 3 44 4 1 2 3 3 1 2 2 1 2r r r r r r r b b b bc I d y y c I d y K y y K y w K y K y− + − − + = − − − − − − − fK r   (30) 

After some manipulations the required control electric current is obtained 

( )
rI

+ +
= n s

d

I b s f

I s

K K x K r

K x  (31) 

If this fictive required electric current Ir flew through the coil of the MR damper, 
the ideal control active force would be achieved. The required electric current Ir 
calculated from the relation (31) can be any real number (also negative, which is 
physically impossible). But there are some restrictions of electric control current. 
Working range of the electric     current is limited to 0 – 1 A. Instead of commonly 
used saturation a continuous function is utilized for the calculation   of theoretical 
control electric current for used MR damper (Havelka, 2010). 

1 1
1 tanh

2 2ct rI Iα
    = + −   

    
 (32) 

The parameter α was optimized by the least squares method to match the 
commonly used saturation. 

Since the response time of an actual MR damper to the theoretical required 
control electric current Ict is not immediate but time-delayed, this effect can be 
included into the model using a first order filter 

( ) ( ) ( )1
c c ct

MR

I t I t I t
T

 = − − 


 (33) 
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where TMR is the time constant of the MR damper and Ic is the actual electric 
current applied to the model (20) of the MR damper. It further means that the 
system matrices AsL and Asd of the state space model (25) are also dependent on 
the applied electric current Ic. 

7   Simulations and Results 

To significantly demonstrate the benefits of preview control the vehicle model 
was let to travel over a bump and  further it was supposed that all the state 
variables are measured. The bump is described by equation 

( ) ( ) ( ){ } ( )1
1 cos 2

2
h

bs bs b bs
b

b
w t H t t H t t t t t

t
π

    = − − − + − −   
   

 (34) 

where tbs is the “starting” time of the bump, bh is the height of the bump and tb = bl 
/ v  is the duration time of the bump where v is the vehicle velocity. 

The quarter car equipped with fully active idealized suspension was let to travel 
over a bump at velocity 4 m/s –figure 4. The preview distance in front of the front 
wheel was set to 1.6 m. This implies the preview time tp = 0.4 sec. 
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Fig. 4 Responses of the quarter car model traveling over a bump equipped with fully active 
system controlled by ”active” and “active with preview” control strategies 
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In Figure 4 car body acceleration and car body, wheel and tire contact point 
displacements of fully active quarter car model traveling over a bump controlled 
by “active” and “active with preview” control strategies are shown. In all cases the 
active preview control strategy provides lower amplitudes and also smaller 
variances. As shown in Figure 4 c.) – the preview controlled active suspension 
acts the wheel before the bump excitation comes to smoothly lift it over the bump 
and avoids the tire lift off the road compared with the no preview case when the 
undesired tire lift off effect occurs – Figure 4 d.). 

Then the quarter car equipped with the MR damper in suspension was let to 
travel over the bump at velocity 3.5 m/s – figure 5. The preview distance in front 
of the front wheel was set to 1.6 m. This implies the preview time tp = 0.457 sec. 

Figure 5 shows that the semi-active MR damper with the preview case provides 
some small improvement in car body displacement compared with the no preview 
case, but in terms of the wheel displacement no difference between the preview 
and no preview case can be observed. This is because the semi-active MR damper 
is unable to supply energy into the system and cannot generate forces when there 
is no changing suspension deflection, i.e. the MR damper cannot act the system 
before the excitation comes – see figure 6 b.). 

The control electric current is trying to change the MR fluid properties to 
achieve the required active control force – see figure 6 b.) from the time 2.5 sec up 
to time 3 sec – but during this time period there is no changing suspension 
deflection so the MR damper can produce no force – see FMR  in the figure 6 b.) 
during this period. 
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Fig. 5 Responses of the quarter car model traveling over a bump equipped with MR damper 
controlled with ”no preview” and “preview” control strategies 
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8   Conclusions 

The preview controlled active suspension acts the vehicle before the excitation 
comes, i.e. prepares  the vehicle for approaching road disturbances to smoothly 
travel over them and reduces the probability of undesired tire lift off effect. Active 
suspension with preview compared with the no preview case provides lower 
maximum amplitudes and smaller variances of car body acceleration, suspension 
travel and tire deflection at the same time. 

In the case of utilizing the semi-active MR damper in suspension difference 
between the preview and no preview control strategies almost diminishes. This is 
because MR damper is only able to dissipate the energy present in the system and 
cannot generate independent forces when there is no changing suspension 
deflection. 
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