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Preface

NLP&CC (CCF Conference on Natural Language Processing & Chinese Com-
puting) is the annual conference of the CCF TCCI (Technical Committee of
Chinese Information). As a leading conference in the field of NLP and Chinese
computing of CCF, NLP&CC is the premier forum for NLP researchers and prac-
titioners from academia, industry, and government in China and Asia Pacific area
to share their ideas, research results and experiences, which will highly promote
the research and technical innovation in these fields domestically and interna-
tionally. The papers contained in these proceedings address challenging issues
in Web mining, search and ads, social networks, multi-lingual access, question
answering as well as the fundamentals and applications in Chinese computing.

This year, NLP&CC received 151 submissions. After a thorough reviewing
process, 27 English papers and 16 Chinese papers were selected for presentation
as full papers. The acceptance rate is 28%. Furthermore, this year’s NLP&CC
also included nine posters. The Chinese full papers together with posters are
published by ACTA Scientiarum Naturalium Universitatis Pekinensis, and are
not included in this volume. This volume contains the 27 English full papers
presented at NLP&CC 2012.

The high-quality program would not have been possible without the authors
who chose NLP&CC 2012 as a venue for their publications. We are very grateful
to the Program Committee members and Organizing Committee members, who
put a tremendous amount of effort into soliciting and selecting research papers
with a balance of high quality and new ideas and new applications.

We hope that you enjoy reading the proceedings of NLP&CC 2012.

October 2012 Ming Zhou
Guodong Zhou
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Personalized Paper Recommendation

Based on User Historical Behavior

Yuan Wang1, Jie Liu1,�, XingLiang Dong1, Tianbi Liu2, and YaLou Huang1,2

1 College of Information Technology Science, Nankai University, Tianjin, China
2 College of Software, Nankai University, Tianjin, China

{yayaniuzi23,dongxingliang,liutianbi}@mail.nankai.edu.cn,
{jliu,huangyl}@nankai.edu.cn

Abstract. With the increasing of the amount of the scientific papers, it
is very important and difficult for paper-sharing platforms to recommend
related papers accurately for users. This paper tackles the problem by
proposing a method that models user historical behavior. Through col-
lecting the operations on scientific papers of online users and carrying
on the detailed analysis, we build preference model for each user. The
personalized recommendation model is constructed based on content-
based filtering model and statistical language model.. Experimental re-
sults show that users’ historical behavior plays an important role in user
preference modeling and the proposed method improves the final predi-
cation performance in the field of technical papers recommendation.

Keywords: Personalized Recommendation, User Historical behavior,
Similarity, Recommendation Model.

1 Introduction

With the rapid development of the Internet, researchers tend to share and search
for papers in Digital Libraries (DLs). Most latest papers first appear on the Inter-
net for researchers to search for and to read, which means DLs are stepping into
a golden age. Nowadays there are some famous platform providing researchers
rapidly sharing academic achievements, such as arXiv.org, sponsored by Cor-
nell University and Science Paper Online(www.paper.edu.cn),sponsored by the
Ministry of Education of China. However, the number of papers on the Inter-
net grows exponentially, bringing the problems of information overload, which
makes it difficult for researchers to find useful information efficiently. Faced up
with these problems, recommendation technique is one of the most effective
means. So far, Elsevier, PubMed and SpringLink have offered recommendation
service for their users. These sites offer paper recommendation that meets users’
personal interests by sending them emails or through RSS subscription. But all
the recommendation requires users to state their interests explicitly, either to
provide information about their interested categories initiatively.

� Corresponding author.

M. Zhou et al. (Eds.): NLPCC 2012, CCIS 333, pp. 1–12, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



2 Y. Wang et al.

In this paper, we proposed a personalized recommendation model based on
researchers’ expressions of interest through analysis of their historical behav-
ior in which users do not need to specify their preference explicitly. In a paper
sharing system, the users are usually researchers from different areas, and they
have specific preference for certain areas. Therefore, we hypothesize that the
users’ interests can be excavated from their behaviors on the site that are ac-
cumulated spontaneously when they browse the pages, which does not need
extra provision. By collecting and analyzing users’ behavioral information bear-
ing users’ interests, we built a personalized recommendation model and choose
candidate papers for recommendation. The experiment shows that our recom-
mendation model based on users’ behaviors improves the accuracy of paper
recommendation.

For newly registered and inactive users whose behavioral information is scarce
and easy to be noisy, we cannot get thorough knowledge about their preference,
so it’s hard to provide service for them well. Meanwhile, such as user A and
user B share same preference, user B and user C have close preference, but A
and C share a little same content or papers. So it is hard for us to find some
correlation between A and C ,which ignoring potential association between the
two . To solve this problem, we further optimize our model, which will be showed
in detail in Section 3. In the experiment section, we discussed the optimization
of our model.

The paper is organized as follows. Section 1 introduces related work. Section
2 discusses how to build personalized recommendation model based on users’
behaviors. Section 3 makes an analysis on relationship of user preference trans-
mission and we go further into how to optimize the model for new and inactive
users. Section 4 verifies the accuracy of our personalized recommendation model
to recommend through experiments. The last section briefly comes to some con-
clusions and proposes future work.

2 Related Work

Personalized Recommendation is an active service technique, in which servers
collect and analyze user information to learn about their behaviors and interests
to build a model, and provide services that meet their personal needs based on
the personalized interest model. Nowadays, many personalization systems have
been built to achieve personalized service in different ways, among which infor-
mation filtering is a relatively successful one. There are two mainly approaches
in filtering: collaborative filtering and content-based filtering.

Collaborative filtering approach[1] is to filter information based on the
similarity of users. AT&T Lab built PHOAKS[2] and REFERRAL Web[3] rec-
ommendation system in 1997. Kurt[4] introduced personalized recommendation
based on collaborative filtering approach to CiteSeer search engine in 2000.
Being able to filter some complex concepts such as information quality and
taste, which are hard to express, this approach is mainly used in commercial
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recommendation systems like Amazon1 , eBay2 and Douban3 . However, because
of large resource sets and the sparseness of rating data, collaborative filtering
fails to solve the problems of cold start and others. Recently researches focus on
creating virtual users to augment grading for items[5], explain new products with
fuzzy natural language processing[6], or cluster users and apply collaborative
filtering to clustered groups[7].

Content-based filtering approach has a simple and effective structure,
which is mainly used in text recommendation system[8] and hybrid collabora-
tive filtering recommendation[9]. The earliest recommendation system was based
on content-based filtering including Web Watcher[10], LIRA[11], Leticia[12] and
et al. All of them recommended resources by evaluating the similarity between
resource content and user interest.

Personalized recommendation for scientific papers draws the atten-
tion of providing service for researchers. McNee[13] realized recommendation
by building paper reference graph with collaborative filtering. Torres[14] com-
bined collaborative filtering with content-based filtering. Since Torres accepted
recommendation results from other systems before filtering, it was difficult to
implement such input, thus preventing it from being applied to practical applica-
tions. Yang [15]proposed a sort-oriented collaborative filtering approach, which
extracted users’ behavioral preference from users’ web log and coped with the
cold start problem in collaborative filtering. But noises we mentioned above in
web log reduced the credibility of web data and affected the results of recom-
mendation.

Notice that scientific papers consist of text and text can imply rich informa-
tion. Taking into account the issues of sparse data and cold start in collaborative
filtering, we believe that content-based filtering is more effective. Up to now,
recommendation by extracting text reflecting users’ preference from the log and
building preference model for users has proved to be effective. Based on statisti-
cal principles, Chu and Park[16]built users’ personalized model with metadata,
which means treat papers users read as a unit. Kim[17] et al. designed user fre-
quency model according to terms’ weight through users’ web log to recommend
based on content.

The methods mentioned above mainly based on inter-citation by the historical
papers[13][18], or based on use of user’s browse log [16][17][14]. While modeling
based on references between papers didn’t take each researcher’s interest into all-
sided consideration. When considering web log, they treat user as a center, but
overlook the noise problem inside. The method we propose in this paper utilizes
users’ structured behavioral information on the scientific paper sharing site with
content-based filtering to provide personalized recommendation for registered
users.

1 http://www.amazon.com/
2 http://www.ebay.com/
3 http://www.douban.com/

http://www.amazon.com/
http://www.ebay.com/
http://www.douban.com/
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3 Personalized Recommendation Model

To implement user-centered personalized recommendation, we first need to track
users’ behavior to collect sufficient information and figure out what can reflect
users’ features. The selection of behaviors has a great influence on modeling
user preference. By analyzing the structure of the site and its records as well
as existing data, we chose the following behaviors to represent users’ preference:
publishing a paper, marking a paper as favorite, rating a paper, making a com-
ment, and tagging a paper. All above are users’ active operations on papers.
For each user, we extract the title, abstract and keywords of papers that they
operate on to form a text file as their configuration file. The personalize recom-
mendation model we propose in this paper is to use users’ profile, according to
which the paper sets are filtered by content and then recommendation sets are
formed.

We define recommendation task as a triple relationship: (Di, Dx, U), in which
U refers to the current user, Dx is the document set the user is viewing, and
Di is the document set to be recommended to the user. We adopt probability
model to calculate the probability that we recommend Di, given the current user
U and the document set Dx being viewed. We define the similarity between our
recommended resource and user as:

P (di|uk, dx) =
P (uk, dx|di) · P (di)

P (uk, dx)
(1)

To make it easier to calculate P (di|uk, dx), we suppose that users and documents
draw from independent identical distribution. Then,

P (di|uk, dx) =
P (uk|di) · P (dx|di) · P (di)

P (uk, dx)
(2)

Given that the current user is viewing the current paper, P (uk, dx) is constant.
Therefore the similarity between user and paper is proportion to the numerator:

P (di|uk, dx) ∝ P (uk|di) · P (dx|di) · P (di) (3)

Then the solution to the model can be achieved by calculating P (uk|di), P (dx|di),
P (di), in the condition of current user uk and the paper dx being viewed now.
In Equation (3), P (uk|di) denotes users’ preference. Without P (uk|di), it will
become statistical language model which acts as a baseline. We define the above
three as similarity between the user and the paper, similarity between papers
and the priori probability of a document respectively. We discuss details about
them in the following part.

3.1 Priori Probability of Paper

The priori probability of paper here means to evaluate the probability that a doc-
ument will be selected. It is evaluated by users’ historical behaviors to grading
papers throughout the global website. We make a reasonable assumption that a
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document is more valuable when global users operate more on it. First, we de-
fine users’ behavior set: A= {down, keep, visit, tag, score, comment, collect,· · · }
which refers to downloading, marking as favorite, viewing, tagging, scoring, com-
menting and so on. D is the set of all documents in the corpus. Then we have:

P (di) =
∏
a∈A

P (di|a) =
∏
a∈A

C (di|a)∑
dj∈D

C(dj |a) (4)

In the equation, a iterates all behaviors in A, and C (di|a) is the number of oper-
ations users had on document di. We assume that all behaviors are independent
because of the randomness of users’ behaviors. The normalized probability of
behaviors is used as an overall evaluation for documents.

Considering that records for user-registered users are sparse, or that bad-
quality documents might have few users’ behavior records, the value of Eigen
function C (di|a) is 0. To avoid this situation, we adopted a technology named
absolute discount smoothing[19]. It is to subtract a constant value from events
in the model, and distribute the subtracted values evenly into events that do not
appear. In this paper, the value of Eigen function is term frequency and we do
not have to add up the probabilities to 1 when discounting. We assign a small
value (0.1 in this paper) to those whose Eigen function values are 0 to achieve
absolute discount smoothing, so that they can get a lower score.

C(di|a) =
{
C(di|a) , C(di|a) �= 0

0.1 , C(di|a) = 0
(5)

3.2 Similarity between Papers

We mention P (dx|di) as the similarity between paper dx and paper di. We can
easily apply statistical language model on it. The title, abstract, keywords can
give a graphic description of the document, while the domain of area of it is
decided by users who was submitters. So we use the title, abstract, keywords
and domain of area as documents’ feature, and calculate the similarity through
word segmentation:

P (dx|di) =
∑
w∈dx

P (w|di) =
∑
w∈dx

((1− a) · tf (w, di)

tf (di)
+ a · tf (w,D)

tf (D)
) (6)

where w refers to any word in the document dx. tf (w, di) is the frequency in
which w appears in di. tf (di) means the frequency of all words in di. tf (w,D) is
the frequency that w appears in all documents, and tf (D) is the total frequency
that all words appear in all documents. a is a parameter used for smoothing (we
use 0.1 here).

3.3 Similarity between User and Paper

The similarity between the user and the document is represented P (uk|di),
where users’ preference information becomes fully integrated into personalized
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recommendation model. According to VSM (Vector Space Model), we discom-
pose user information and document information into terms, to calculate the
similarity based on probability statistics language model. The representation of
document is the same as discussed in 3.2. Users are represented, as mentioned
above, through the characteristic of preference model built according to users’
behaviors. We can get the similarity between the two:

P (uk|di) =
∑

w∈Wk

P (w, uk|di) =
∑

w∈Wk

P (uk|w, di) · P (w|di) , (7)

whereWk refers to the entry set in user k’s Eigen space. Since the one-dimensional
characteristic of user and document is independent, we have:

P (uk|w, di) ≈ P (uk|w) , (8)

Under our assumption, the final equation is:

P (uk|di) =
∑

w∈Wk

P (w, uk|di) ≈
∑

w∈Wk

P (uk|w) · P (w|di) , (9)

where P (uk|w) refers to the ratio of w appears in user uk and in all users.

P (uk|w) = tf (w, uk)

tf (uk)
(10)

The measurement of P (w|di) is the same as what is mentioned in 3.2.

4 The Optimization of the Model

In practical applications, the amount of terms in documents and the number
of users are quite huge-larger than a hundred thousand. Despite the enormous
total amount, the term vectors for each user are usually rather sparse. For one
user: Firstly, a user has a specific area of interest, and he does not care about
other areas. Therefore, terms in other areas are meaningless for the user, making
the user-word matrix global sparse, local dense. Secondly, if a user has just
registered or has little information, almost all values of his terms are 0. The
above two points both will lead to data sparse. With sparse data, content-based
recommendation will not get a good performance. For example, we suppose
three users:A,B and C, where B focuses on interdisciplinary. When A and B
have high relevance to each other, while B and C share same interests. But
because A and C have a few common preference, we directly consider A and
C don’t have any relevance, which ignores potential associations between them
[20]paper21. When recommendation papers for A, it will male recommendation
results confined to a certain field without C’s field blind to A. This problem
is also recommendation technical difficult problem. Under this circumstance,
we need to get relevant information from other users as global information to
make up complement users with less information. To cope with the problem of
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insufficient information, we have to increase the density of the third part of our
model.[20] predicted the missing items by diffusion and iterative optimization
method to smooth the original matrix, so as to increase the density of matrix.
Here we redefine user-word matrix based on random walk. In Equation (9),
P (uk|w) needs to be calculated from the whole domain. We built a UW matrix,
i.e., user-word matrix as follows:

C (U,W ) =

⎛
⎜⎝

Cu1w1 · · · Cu1wm

...
. . .

...
Cukw1 · · · Cukwm

⎞
⎟⎠ (11)

In Matrix (11),Cuiwj refers to the frequency in which wj appears in ui. Normalize
the matrix by column, and we can get

P (U,W ) =

⎛
⎜⎝

Pu1w1 · · · Pu1wm

...
. . .

...
Pukw1 · · · Pukwm

⎞
⎟⎠ (12)

In Matrix (12), Puiwj is the percentage of the number of occurrence of wj in ui

to that of wj in all user configuration files, i.e., the value of P (uk|wj).
We normalize C (U,W ) by row, and get a new matrix:

P (W,U) =

⎛
⎜⎝

Pw1u1 · · · Pw1uk

...
. . .

...
Pwmu1 · · · Pwmuk

⎞
⎟⎠ (13)

where Pwiuj is a ratio of the number of occurrence of wj in ui to the number of
that of all words in ui.

In order to reduce the number of 0 in the matrix, we randomly walk on UW
matrix which means multiply P (W,U) and P (U,W ) to get a new Cn (U,W ) ,
it’s defined as follows:

Cn (U,W ) = C (U,W ) · [P (W,U) · P (U,W )]n−1 (14)

where C1 (U,W ) = C (U,W ) , as the number of iteration increases, the matrix
will become denser and denser. But on the other side, the deviation with the
original term frequency matrix becomes larger, and comes to a constant number
in the end. Therefore, the number of tighten is determined by the equation (15):

n = argmin
n

|Cn+1 (U,W )− Cn (U,W ) | (15)

If the change exceeds a given threshold, it stops. Maintain each tighten matrix
and we mix the primitive matrix with it. As equation (16) shows, a is influence
factor, which measures the original matrix and iterative matrix how effect the
description in the user preferences.
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Cfinal (U,W ) = (1− a) · C (U,W ) + a · Cn (U,W ) (16)

In this section, we optimize the original user preference modeling based on ran-
dom walk model, where the potential association between users is taken into
account. After optimization, the content for new or inactive users can be com-
plemented, so that we can provide better content-based recommendation. Mean-
while we take advantage of delivery relationship among users’ content, which
improve the performance in predicting users’ potential preference. Beyond that,
we filter more interesting things to recommend to users.

5 Experiments

In this section, we will examine the performance of our content-based method
personalized recommendation model based on users’ behaviors. Here we carry on
three groups of experiments. The first experiment compared the recommendation
results of considering users’ preference and without considering. Beyond that, we
analysis the optimal model based on random walk with different iteration times.
Finally, combining preference information after optimal iteration and original
preference, we get a fusion model to find the better solution for select better
technique papers to recommend. The results show that the optimized model has
a good performance for recommendation as well as good robustness.

5.1 Dataset

Our dataset is provided by Science Paper Online (www.paper.edu.cn), which is
a well-known scientific paper sharing system. On this platform, researchers can
fast share their papers, do some reviewing, tagging, etc. Especially, the section of
”the First Publications ” shares the first published scientific research from users.
Users in the website can publish, keep, download, visit, tag, score and make
comments about papers. In the experiments , we choose five actions to represent
users’ preference: publishing, keeping, tagging, commenting and scoring. The
data we use include users’ behavioral information and first publish of papers
from October 1, 2010 to March 1, 2011.

According to the practical situation of the website, we got test data as
(U,Dx, Di, L) after processing the original data. U refers to user id. Dx is the
paper the user is currently reading, while Di is the paper to be recommended
and L refers to a label. In this paper, we assign L the value 1 when users are
interested in the recommended paper with clicking and the value 0 when they
are not interested. There are 638 data samples, 339 labeled with 1 and 299 with
0. Involved are 26 users and 93 papers. We divide them into 108 groups.

In our personalized recommendation model, papers with a higher probability
mean more confidence to recommend, while papers with a lower probability are
not recommended to users.
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5.2 Quantitative Evaluation

In recommendation, it is necessary as IR to evaluation the top recommendation
results. We utilize the MAP and NDCG in information retrieval to evaluate our
recommendation model. MAP is short for Mean Average Precision:

MAP =

∑
k

avgPk

Nd
, (17)

where Nd is the total number of papers currently viewed , avgPk is the average
accuracy of recommended papers when paper k is viewed. It is defined as:

avgPk =
M∑
j=1

p (j) · l (j)
C (di)

, (18)

where M is size of recommended paper set, p (j) is the accuracy of first j recom-
mended papers, l (j) is label information, which is 1 if the recommended paper
is relevant and 0 if not.C (di) is the total number of related papers to the viewed
one di.MAP reflects the accuracy of recommendation and evaluates the global
effectiveness of personalized model.

The second criterion is NDCG (Normalized Discounted Cumulative Gain),
which is sort-oriented.NDCG is applied to evaluate the accuracy of top results
in recommendation set.

Given a sorted paper sequence, the NDCG of the nth paper NDCG@n is:

NDCG@n = Zn

n∑
i=1

(2r(i)−1)

log(1 + i)
, (19)

where r(i) refers to the relevant grade of ith paper and Zn is a normalized
parameter, which assures and the values NDCG@n of top results add up to 1.
If the number of result set is less than r, the value of NDCG@n is re-calculated.
In this paper, we experiment with the evaluation from NDCG@1 to NDCG@6.

5.3 Experiment Results

Three groups of experiments have been designed. The first experiment compared
the recommendation results of considering users’ preference and without consid-
ering. In this group experiment, we use original user-word matrix to represent
users’ preference. The following is the comparison:

The result of comparison shows that the MAP of personalized recommen-
dation model is improved from 86% to 91%, increased by nearly five percent
. Figure 1(b) shows the recommendation accuracy evaluated using NDCG@1
to NDCG@6, and the average improvement of NDCG is 10.2%. It verifies the
effectiveness of our recommendation model with users’ preference based on their
behavior .
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(a) (b)

Fig. 1. Comparision on MAP (a) and NDCG (b)

(a) (b)

Fig. 2. Comparision between different iterations on MAP (a) and NDCG (b)

For the optimized part of the model, we test different setting of parameter
n of dense matrix with experiment, and results are shown in Fig. 2(different
graphic symbol means different iteration times). Fig. 2 reveal that the perfor-
mance of the model declines as the number of interations increases. When the
number of iterations are 0, 1, 2, 3, the degrees of decrease are similar to each
other. The more iterations, the sharper MAP declines. This is because that the
original information is lost as the number of iterations increases. Users’ person-
alized information will be lost when we random walk on the user-word matrix.So
we adopt the method of weighting to evaluate the model. Having compare orig-
inal user preference to fusion model with weighted iteration information, as per
equation(16). The generalized cross-validation leads to a good selection of reg-
ularization parameters a (In equation (16), here is set 0.35). we get Fig. 3(a)
and Fig. 3(b)(represent as ori+n, where ori means original model, n means the
iteration times): Figure 3(a) shows that when we take the original information
into account and iterate the user-word matrix once, the effect is better than
that without iteration information. When iterating more than twice (such as
twice and third ), fusion model get increasement compared with original model,
approximately 0.1%. But iterating more than three times result in performance
degradation(see in Fig. 3(a) column 5). It’s concluded that fusion model with
one time iteration has got a best performance under our algorithm.
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(a) (b)

Fig. 3. Comparision between fusion model on MAP (a) and NDCG (b)

This section conducted experiments to evaluate the personalized recommen-
dation model based on users’ behavior and got relatively good results, which
verified the effectiveness of the model. It can be concluded from the experi-
ment results that analyzing users’ behaviors is useful to recommendation model,
because it makes the recommendation more personalized and can satisfying to
users’ different needs.

6 Conclusion

In this paper we proposed a personalized recommendation model based on users’
historical behavior, which can effectively represent researchers’ interests. With
users’ preference profile extracted from historical behavior, this paper generates
recommendation with the help of content from user model and paper infor-
mation. Try to avoid recommending one-sided due to modeling only based on
single user himself and ignore the relationship between them, we introduce ran-
dom walk model in original model to helping correlation transformation between
users. Therefore new users and inactive users both benefit from it. Experimental
results verified the effectiveness of our model in the field of technique papers
recommendation. But as the amount of data increases, it is unnecessary to con-
duct global recommendation for users within specific areas. Clustering before
analysis can help to reduce the recommendation set. In the future we will think
about clustering based on content and filtering preference-deviating information
to improve the performance further.
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Abstract. The trend of large scale digitization has greatly motivated the re-
search on the processing of the PDF documents with little structure information. 
Challenging problems like graphic segmentation integrating with texts remain 
unsolved for successful practical application of PDF layout analysis. To cope 
with PDF documents, a hybrid method incorporating text information and 
graphic composite is proposed to segment the pages that are difficult to handle 
by traditional methods. Specifically, the text information is derived accurately 
from born-digital documents embedded with low-level structure elements in 
explicit form. Then page text elements are clustered by applying graph based 
method according to proximity and feature similarity. Meanwhile, the graphic 
components are extracted by means of texture and morphological analysis. By 
integrating the clustered text elements with image based graphic components, 
the graphics are segmented for layout analysis. The experimental results on 
pages of PDF books have shown satisfactory performance. 

Keywords: PDF document, graphic segmentation, graph based method, text 
clustering. 

1 Introduction 

Large-scale digitization projects undergoing at public and commercial digital libra-
ries, such as the Million Book Project and the Google Book Search database, have 
indicated the significance and necessity of large scale processing of electronic docu-
ments. Different from scanned documents, the born-digital documents are generated 
by document processing software such as Microsoft Word, PowerPoint and LaTex. In 
addition, it has reliable typesetting information, such as embedded style and font in-
formation for textual content. However, current digitalization and OCRed format like 
Portable Document Format (PDF) documents contain no logical structure at any high 
level, such as explicitly delimited paragraphs, captions, or figures. By using format-
ting and font features embedded within the document, identifying logical structure of 
the document has attracted much attention both in academic and practical fields.  
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As the premise of robustness of logical layout understanding, various researches on 
layout analysis of PDF format documents were launched [1-2]. ICDAR (International 
Conference on Document Analysis and Recognition) has already held two competi-
tions on Book Structure Extraction Competition focusing on structure recognition and 
extraction for digitized books [3-4]. It is well known that text only documents like 
novels are relatively easy to handle for PDF converters [1]. In applications of convert-
ing PDF to re-flowable formats like ePub or CEBX (Common e-Document of Blend-
ing XML), reliable layout analysis is highly desired to enrich the reading experience 
of e-book on small portable screens of handheld devices, such as mobile phone and 
PDA. Due to the large variety of the documents categories, open problems remain 
challenging for reliable  layout analysis of PDF converters, including graph recogni-
tion integrating with text segmentation [1], tables and equation identification, etc.. 

Current page segmentation methods participating in ICDAR Page Segmentation 
Competitions perform better in separating text than non-text regions [5]. However, it 
is claimed that the leading text segmentation algorithms still have limitations for con-
temporary consumer magazine [2]. Illustrative graphic segmentation receives little 
attention. A complete layout understanding system requires that the full reconstruc-
tion of the document in scale of both high semantic and low-level [6]. For this pur-
pose, the graphics in documents need to be segmented and identified accurately. 

2 Related Work 

Image-based document analysis and understanding has been discussed for decades. 
Most of the existing research concentrates on inputs objects like scanned images or 
camera documents. Image-based document layout analysis segments the document 
image into homogenous geometric regions by using features like proximity, texture or 
whitespace. Most of the research has been done on connect components (CCs) of 
page images. The “docstrum” method [7] exploited the k nearest-neighbor pairs be-
tween connect component centers by features like distance and angle. Kise [8] pointed 
out that connected components of black pixels can be utilized as primitives so as to 
simplify the task of page segmentation by combining connected components appro-
priately. It performed page segmentation based on area Voronoi diagrams by using 
distance and area ratio of connected components for deleting superfluous edges. Si-
mon [9] proposed a bottom-up method based on Kruskal algorithm to classify the text 
and graph. Xiao [10] utilized a Delaunay triangulation on the point set from the 
bounded connected components, and described the page structure by dividing the 
Delaunay triangles into text area and fragment regions. Ferilli [11] used the distance 
between connect component borders for bottom-up grouping method. Recently, Koo 
[12] developed a new approach to assign state estimation on CCs to perform text 
block identification and text line extraction. It claims that the limitation of this me-
thod suffers from non-text objects.  

The methodologies in page segmentation can be extended for digital-born docu-
ments analysis such as PDF documents. A large number of documents are created  
or converted in PDF format. These documents represent characters and images in 
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explicit form, which can be straightforwardly exploited for layout analysis. Graphic, 
also called as figure or illustration in certain context, is a powerful way of illustrating 
and presenting the key ideas or findings. It has various categories such as photograph 
from conventional cameras or microscopes, drawing, 2D or 3D plot, diagram and 
flow chart. In PDF, figures and tables usually need to be recognized through grouping 
page primitives such as lines, curves, images and even text elements. Current digital 
library metadata has little improvement in graphic identification covering all kinds of 
documents. There exist several attempts in graphic identification and understanding. 
Chao [13] proposed a method to identify and extract graphic illustrations for PDF 
documents, which is based on the proximity of page elements. Shao [14] focused the 
research on graphic recognition of figures in vector-based PDF documents by using 
machine learning to classify figures with various grapheme statistics, which aims at 
the application of diagram retrieval. However, the extraction of the figure content 
including graphics and the text inside the figures is accomplished by grouping the 
primitives near the end of the content stream in PDF articles published with a stan-
dard Adobe FrameMaker template, which is not the common case in most of PDF 
books or magazines. The Xed system [15] is proposed to convert PDF to XML, and it 
claimed that traditional document analysis will drastically improve PDF’s content 
extraction. 

It is reported that the detection of graphic components and their integration with 
text segmentation will greatly improve the layout analysis performance [1]. In this 
paper, the goal is to group text into visually homogeneous regions and recognize the 
graph object integrating with text elements. A hybrid method is proposed and its ap-
plication on PDF documents is presented. The preprocessing step and the graph based 
method are presented in Section 3 and 4. Its application on PDF sources is presented 
at section 5. The conclusion is given in Section 6. 

3 Preprocessing 

It is assumed that the inherent meta-data structure information can be provided by 
born-digital documents like true PDFs, other than PDF files embedded with scanned 
document page image. The PDF documents are described by low-level structural 
objects like text elements, lines, curves and images etc., and associated style attributes 
such as font, color, etc.. All the basic low-level elements from a PDF document are 
extracted in preprocessing step. The PDF parser using in this work is provided by 
Founder Corporation to parser the low-level objects, which is introduced in [16].  
Basic objects here imply the elements or primitives in each page, which cannot be 
subdivided into smaller objects, including text, image elements or operations. The 
composite object is constituted by basic objects with certain predefined similarity. A 
graphic object includes picture, geometric graphic or graphic character element. From 
another perspective, text elements can be categorize as body text from the article, text 
belonging to graph or picture (or image), text inside table, and text for footer, header 
or other decorations, etc.. 
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 (a) (b) 

Fig. 1. PDF document pages with bounding boxes on the parsed text elements 

   

 (a) (b) 

Fig. 2. Non-text objects in the “left-over” PDF document images 

The complexity of graphic recognition has become a significant step to be handled 
in building a complete document understanding system. To extract the graphic and 
text primitives corresponding to figures, a hybrid method incorporating both low-level 
structural elements analysis and vision based image analysis is proposed. Firstly, the 
bounding boxes of the parsed text elements embedded by PDF are exported and then 
converted from the metric of logic units to pixels. As Fig.1 has demonstrated, by im-
posing the bounding boxes of text elements on the original document page image, the  
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super-pixel representation of a page image has provided the layout analysis with great 
convenience. The text regions in a page image can be regarded as an array of bound-
ing boxes in two dimensions. As is given in Fig.1 (a), a two-column page in Chinese 
from an electronic book is plotted with all the bounding boxes of the parsed text ele-
ments. It contains a composite graph combining a line graph component with  
surrounded text elements, a photo graph, horizontal body text and vertical marginal 
decoration, etc. Fig.1 (b) is an example page from an English e-book crawled from the 
web. These cases are challenging to segment the graphic components when either the 
graphic has been embedded with text or has touched text elements. For PDF docu-
ments, in fact, the graphic of line drawing in Fig.1 (a) is not parsed as a whole object 
but as numerous paths and sub-images, which is the same case for the flowchart 
graphic in Fig.1 (b). 

To use the layer information provided by low-level structure elements embedded in 
PDF documents, the extracted text elements in each page are subtracted from the 
original input image before passing the cleaned image to graphic region analysis. As 
is shown in Fig.2, all the text elements in pages are covered with white pixels and the 
non-text page images only contains graphic parts, lines and decorations, etc.. 

4 Graphic Segmentation 

After the preprocessing step, the text layer input is analyzed by applying the graph 
based analysis proposed in section 4.1, and the non-text graphic layer is processed by 
texture features and morphological analysis given in section 4.2. 

4.1 Graph Based Analysis 

As perceptual grouping works in human vision, graph-based method [17] developed 
can capture certain perceptually important non-local image characteristics for 
segmentation purposes. In [12], the connect component (CCs) are used as graph 
vertices. Unlike its application on image segmentation in pixel level or CC state, in 
this paper, page element or primitive corresponding to a vertex are constructed in the 
graph. All the text elements can be connected by establishing a neighbourhood system. 
Delaunay tessellation is applied in this regard. It is a convenient and powerful 
neighbourhood representation of 2D image. 

An undirected graph can be defined as ( , )G V E=  whose vertex set is V  and 

( , )i jv v E∈  are the edges connecting two vertexes. The dissimilarity between 

adjacent elements iv  and jv is measured as weights ,( )i jw v v for each edge 

( , )i jv v E∈ constructed. In this application, the elements in V  are the centroids of the 

bounding boxes extracted from PDF parser. 

 ( , ) ( , )i j k k i j
k

w v v f v vλ=  (1) 
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where k  is the dimension of feature dissimilarity ( , )k i jf v v  between adjacent 

elements iv  and jv , and kλ  is the coefficient corresponding to each feature function. 

,( )i jw v v is a linear combination of the selected feature functions. The undirected 

graph constructed can be called as page graph in the field of document analysis [9]. 
Two feature functions are defined based on the Euclidean distance function 
( , )E i jf v v  and an angle dissimilarity function ( , )A i jf v v : 

 
1/22 2( , ) ( ( ) ( )) ( ( ) ( ))E i j i j i jf v v v x v x v y v y = − + −   (2) 

 ,1

, 180

( , ) tan i j
A i j

i j

y
f v v

x
− Δ

=  Δ   

 (3) 

where , ( ) ( )i j j ix v x v xΔ = − , , ( ) ( )i j j iy v y v yΔ = − , [ ]180
⋅  indicates 

0 ( , ) 180A i jf v v≤ ≤  . The weight for each edge ( , )i jv v E∈  is selected as: 

 ( , ) ( , ) ( , )i j E E i j A A i jw v v f v v f v vλ λ= +  (4) 

As are defined in [17], the internal difference ( )Int C  within one composite 

component C V⊆  and the inter-component difference 1 2( , )Dif C C between two 

components 1 2,C C V⊆  play an important role in graph based segmentation, which 

are formulated as: 

 
( , )

( ) max ( )
e MST C E

Int C w e
∈

=  (5) 

 
1 2

1 2 , ,( , )
( , ) min (( , ))

i j i j
i j

v C v C v v E
Dif C C w v v

∈ ∈ ∈
=  (6) 

The measures indicate that when the edge weights are equal or smaller than ( )Int C , 

the vertices connecting them are considered to be in one composite component. If two 
vertices are not in the same component, 1 2( , )Dif C C  is larger than the internal 

difference within at least one components, 1( )Int C  and 2( )Int C . The pairwise 

region comparison predicate is defined as:  

 1 2 1 2
1 2

, ( , ) ( , )
( , )

,

true if Dif C C MInt C C
D C C

false otherwise

>
= 


 (7) 

where the minimum internal difference 1 2( , )MInt C C is defined as: 

 1 2 1 1 2 2( , ) min( ( ) ( ), ( ) ( ))MInt C C Int C C Int C Cτ τ= + +  (8) 
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To identify an evidence for a partition, the difference between two components must 
be greater than the internal difference. The extreme case is that the size of component 
is 1, and ( ) 0Int C = . Therefore, a threshold function τ  can solve this problem: 

 ( ) 1/C Cτ =  (9) 

where C  is the size of C . 

In the graph based method, the edge causing the grouping of two components is ex-
actly the minimum weight edge between the components. That implies the edges 
causing merges are exactly the edges that would be selected by Kruskal’s algorithm 
for constructing minimum spanning tree of each component [17]. The computational 
complexity is reduced by path-compression. 

A spanning tree of a page graph is defined as a tree contains all the vertices of a 
graph, which indicates that when given Vn  vertices or primitives in a page, the 

spanning tree of the page has 1Vn −  edges. In the undirected graph ( , )G V E= , the 

goal is to find an acyclic subset F E⊆  connecting all the vertices. And the total 
weight is minimized: 

 
( , )

( ) ( , )
i j

i j
v v F

w F w v v
∈

=   (10) 

Minimal spanning tree requires that the sum of the edge weights is minimal among all 
other possible spanning trees of the same graph. A minima spanning tree of page 
graph is built by the Kruskal algorithm.  

4.2 Texture Entropy and Morphological Analysis 

The co-occurrence matrix is generally defined over an image. It reflects the distribu-
tion of co-occurring values at a given offset. Mathematically, it is formulated as: 

 , ( , )
1 1

1, ( , ) ( , )

0,

n m

x y i j
p q

if I p q i and I p x q y j
C

otherwiseΔ Δ
= =

= + Δ + Δ == 


  (11) 

where C is a co-occurrence matrix over image I  with size n m× , and ( , )x yΔ Δ  is 

the offset. The texture entropy En  is defined as: 

 logij ijEn p p=  (12) 

where i  and j  are the row and column, ijp is the probability matrix. 

The morphological filter consisting of opening followed by closing is applied to 
eliminate the noise, and region filling is performed on the preprocessed page image 
containing non-textual graphic objects. The outside bounding box of graphic object 
can be identified on the specific connected component.   
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5 Graphic Segmentation Results and Analysis 

5.1 Delaunay Triangulation and Text Elements Clustering 

To construct the neighborhood system of text elements, Delaunay triangulation is 
generated by conventional incremental method. The features from all the vertices of 
triangles are extracted, including font dissimilarity, Euclidean distance, orientation 
angle, which can be utilized for further segmentation. In these two cases, the text 
elements are clustered into the right graphic regions. 

 

   
 (a) (b) 

Fig. 3. Delaunay triangulation tessellation of page text elements and graph based partition 

As can be seen, the super-pixel representation and Delaunay triangulation of Fig.1 
(a) and (b) are illustrated in Fig.3 (a) and (b) respectively. The clustering of text ele-
ments is based on the algorithm proposed in Section 4.1 according to predefined thre-
shold of feature dissimilarity, which is a combination of font similarity and Euclidean 
distance. The clusters of the elements are presented in different marker face color. 
The text elements belonging to the body text area, title, foots and notes, graphic com-
ponents are clustered into separate classes. Similarly, the outside bounding boxes of 
each class can be identified on the page images for the purpose of integrating text 
elements and graphic object. 

5.2 Segmentation of Graphics 

The graphic segmentation results in Fig.4 are satisfactory. By region grouping tech-
nique, the line drawing in Fig.4 (a) of an architecture integrating with surrounded 
illustrative text elements is accurately detected, so are the photo graph, separating 
lines and marginal graph. The composite graph in Fig.4 (b) is identified as a whole 
component with all the pictorials texts. 
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The proposed hybrid segmentation algorithm was tested on two Chinese e-books, 
one English e-book and one consumer magazine. As is pointed out in [1], precise 
quantitative evaluation for books and magazines requires ground truth. Although the 
construction of evaluation set is very time-consuming, preliminary work has been 
already initiated, which will be further carried out in evaluation of both low-level and 
high-level page segmentation. However, we manually counted the integration of text 
and graph. It can achieve over 80% accuracy by means of counting the number of 
graphics. 

 

   
 (a) (b) 

Fig. 4. Graphic segmentation results of PDF document pages in Fig.1 

6 Conclusions 

In this work, a hybrid segmentation scheme is proposed to segment the graphics in 
PDF documents. By utilizing inherent advantages of born-digital documents embed-
ded with characters and images in explicit form, the provided structural information 
can benefit the layout analysis. Delaunay tessellation is applied on the centroids of the 
page elements to build the neighborhood system for parsed text elements. The pro-
posed hybrid method uses graph based concept to group the text elements according 
to edge weights like the proximity and font information. Graphic segmentation inte-
grating with texts is accomplished by text clustering and connected components seg-
mentation. The experimental results on document pages of PDF books and magazines 
have shown satisfactory performance. 
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Abstract. Prior knowledge of Chinese calligraphy is modeled in this paper, and 
the hierarchical relationship of strokes and radicals is represented by a novel 
five layer framework. Calligraphist’s unique calligraphy skill is analyzed and 
his particular strokes, radicals and layout patterns provide raw element for the 
proposed five layers. The criteria of visual aesthetics based on Marr’s vision  
assumption are built for the proposed algorithm of automatic generation of Chi-
nese character. The Bayesian statistics is introduced to characterize the charac-
ter generation process as a Bayesian dynamic model, in which, parameters to 
translate, rotate and scale strokes, radicals are controlled by the state equation, 
as well as the proposed visual aesthetics is employed by the measurement equa-
tion. Experimental results show the automatically generated characters have 
almost the same visual acceptance compared to calligraphist’s artwork. 

Keywords: Chinese character, automatic generation, human vision, prior know-
ledge of calligraphy, Bayesian statistics. 

1 Introduction 

The automatic generation of Chinese character attracts researchers’ attention[1-7]. It 
is significant to explore underlying principles on Chinese character glyph in various 
aspects. Chinese script, which has evolved along with change of society and culture, 
transmitted information in daily life and provided aesthetic perception in art. Its geo-
metrical shape in particular historical period implied Calligraphic trend and distinc-
tive civilization feature. Moreover, a calligraphist’s unique handwriting skills infer his 
own emotion and experience. This paper employs visual aesthetics and prior know-
ledge of calligraphy to generate Chinese character. 

Two types of organizations paid most attention on Chinese glyph: font compa-
nies[8-11] and Chinese character research groups. Font companies must supply suffi-
cient new fonts to China media market in time. The new fonts need to match the 
commercial requirements as well as satisfy the Chinese government standard, such as 
GB2312, GBK and GB13000.1 etc. These companies employ a large amount of glyph 
designers and workers to manufacture elaborate Chinese font. The production process 
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of font is time-consuming and costly. During the whole process, firstly, basic strokes 
of originality are created by font designer to decide stroke style of the new font. Se-
condly, radicals are composed of the created strokes. Finally, radicals construct Chi-
nese characters. The three steps are logical. In fact, the production process is dynamic 
and iterative, in other words, the design of stroke, the composition and the decompo-
sition of radicals or characters are iterative so that the number of characters increases 
gradually and dynamically. 

In order to speed up font manufacture and realize calligraphic manifestation using 
information technology, innovative models[1-6, 12] and systems[7, 13-15] were pro-
posed to automatically generate Chinese character. In general, methodologies broadly 
exploit two categories of ideas: imitating handwriting procedure[1-3, 6, 13, 16] and 
composing new characters with samples[4, 5, 17, 18]. Being different from previous 
work, this paper considers automatic generation of Chinese character from a novel 
perspective on visual aesthetics and prior calligraphic knowledge. One research goal 
is to provide an effective and efficient way to build a prototype for a new style font. 
The prototype would assist font designer to make or adjust blueprint immediately 
avoiding failure of the whole production process. Another goal is to fast generate 
customized Chinese character for digital entertainment in cyberspace. 

The remainder of this paper is organized as follows. In next section, previous work 
on automatic generation of Chinese character is reviewed. Prior knowledge of calli-
graphy is modeled in Section 3, which reveals unique individual handwriting pattern. 
In Section 4, visual aesthetics is investigated, which is applied with the proposed 
model of calligraphic prior knowledge for a novel algorithm to automatically generate 
Chinese character. The experiments and discussion are presented in Section 5, and 
Section 6 concludes this paper. 

2 Previous Work 

Classical Chinese character generation algorithms are reviewed in this section, as 
mentioned above, which can be generally classified into two categories: handwriting 
imitation and samples based character generation. The methodology of handwriting 
imitation extracts geometric and topological features, on which based strokes are 
drawn. As a topological feature, skeleton of glyph was extracted by Yu et al.[19], and 
Zhuang et al.[20] explored orientation of strokes using Gabor filter. On the other 
hand, contour of glyph is a critical geometric feature. Xu et al.[21] extracted contour 
feature using a weighted mask which slipped along contour of glyph. Moreover, a 
heuristic method using configured ellipses along skeleton to represent contour was 
proposed by Wong et al.[12]. After feature extraction, a natural methodology is to 
imitate handwriting process. Mi et al.[7, 14] designed a virtual brush to draw calli-
graphic artwork. Bai et al.[1, 2] proposed more complicated brush geometry and  
dynamic models to represent deformation of brush. Whereas, in order to reduce com-
putational complexity, Yao et al.[16] applied B-Spline to generate Chinese calligra-
phy instead of sophisticated brush model. For the automatic generation of more  
elegant character, Xu et al.[15] presented a robust algorithm drawing calligraphy 
along stroke trajectories.  
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The other important methodology is to construct new characters using samples. 
This partly inherits the idea of font production process. Lai et al.[17, 18] utilized the 
hierarchical relationship of strokes and radicals to compose Chinese character. To 
further exploit contour feature of glyph, Xu et al.[4, 5] considered both topology be-
tween strokes and shape of stroke, etc. 

The strategy of handwriting imitation emphasizes the reconstruction of handwrit-
ing progress according to extracted geometric and topological features, such as skele-
ton and contour. It partly considers prior knowledge of calligraphy: the stroke style 
and the structure of character, however, this paper considers more on calligraphy 
training process in which the unique individual handwriting pattern of calligraphist is 
formed. The sampled based character composition exploits correlation between  
characters depending on statistics. Nevertheless, the research on this paper exceeds 
statistical correlation, which takes an attempt that using visual aesthetics to generate 
Chinese character. A character generation algorithm based on calligraphic prior 
knowledge and visual aesthetics is proposed in the next two sections. 

Character

Radical

Different Form
of Radical

Stroke

Different Form
of Stroke  

Fig. 1. Five layers framework to represent Chinese character 

3 Modeling Prior Knowledge of Calligraphy 

In the training process of Chinese calligraphy, a learner practices the sophisticated 
cooperation between mind and hand. It is always a very long period for a learner and 
even a whole life for a calligraphist. In this section, the prior knowledge of Chinese 
calligraphy includes two parts. The first part is the structure of Chinese character, 
which has been taught to every Chinese pupil for a few years. A five layers frame-
work is proposed in this section to represent the structure of Chinese character, as 
shown in Fig. 1. The five layers are Character layer (C layer), Radical layer (R layer), 
Different Form of Radical layer (DFR layer), Stroke layer (S layer), and Different 
Form of Stroke layer (DFS layer). In the top layer, each element is a Chinese  
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character, which belongs to a layout pattern. Characters “一” and “也” belong to Sin-
gle-Component layout pattern, “寺” belongs to Top-Bottom layout pattern, and “地” 
belongs to Left-Right layout pattern. The character “寺” can be decomposed to a top 
radical “土” and a bottom radical “寸” in R layer. In fact, each radical is a meaning 
unit which can not be decomposed to smaller radical. However, each radical may 
have different forms in DFR layer, such as radical “土” has at least two different 
forms. The two lower layers are S layer and DFS layer. Each element in DFR layer 
can be decomposed to one or more strokes in S layer, and each stroke may have dif-
ferent forms in DFS layer. The second part of prior knowledge of calligraphy is con-
cerned with calligraphist’s unique handwriting skills, on which more details are given 
in next two sub-sections. 

3.1 Modeling Stroke and DFS 

Traditionally, a calligraphist practices his unique handwriting skills in whole life, 
hence the stroke style and layout pattern are stable. As shown in Fig. 2, six characters 
are written by a calligraphist Yan Zhenqing. The main horizontal lines in each charac-
ter have big ends on the right, which reveals the calligraphist’s handwriting skill: 
press down the brush hardly at the end of horizontal line. The stable stroke style pro-
vides superior samples for DFS layer. A stroke is  is defined as a set of different 

forms of the stroke ijdfs : 

 { }i ijs dfs=   1,2,...,j J=  (1) 

All six main horizontal lines in different characters shown in Fig. 2 are six different 
forms strokes of the stroke: horizontal line, here, 6J = . An element in DFR layer 
can be composed from stroke using (2): 

 ( )1 2, , ,...,mk k ndfr RCom rl s s s=  (2) 

where different forms of strokes are chosen for strokes 1 2, ,..., ns s s  according to radi-

cal layout krl , and ( )RCom ⋅  composes the chosen different forms of strokes to 

mkdfr , where m  indicates the radical mr . 

 
 

 

Fig. 2. Six characters written by a famous calligraphist Yan Zhenqing (Tang Dynasty, A.D. 
709-785). The right ends of main horizontal lines (red strokes), which are marked with dash 
circles, indicate the calligraphist’s handwriting skill: press down the brush hardly at the end of 
horizontal line. 
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3.2 Modeling Radical and DFR 

As mentioned in the above sub-section, the layout pattern of a calligraphist’s charac-
ter is stable. As shown in Fig. 3, the same character “感” has two kinds of layout pat-
terns: partially surrounding pattern and top-bottom pattern. In Fig. 3(a)~(c), the radi-
cal “心” is partially surrounded by radical “咸”, and in Fig. 3(d), the top radical “咸” 
is just above the bottom radical “心”. The core is not concerned with which pattern is 
correct but which one is your pattern. Hence, the calligraphist’s personal layout pat-
tern, as shown in Fig. 3(a)~(b), provides unique layout style for C layer, and also 
determines krl  in (2). A character pc  in C layer can be composed by radicals in R 

layer using (3): 

 ( )1 2, , ,...,p p mc CCom cl r r r=  (3) 

where different forms of radicals are chosen for radicals 1 2, ,..., mr r r  according to 

character layout pcl , and the character pc  can be composed with the chosen differ-

ent forms of radicals using ( )CCom ⋅ . 

In brief, the structure of Chinese character is modeled using the proposed five lay-
ers framework, and the calligraphist’s unique handwriting skills provide effective 
composition strategies for (1)~(3). Two kinds of prior knowledge of calligraphy are 
made well used to compose Chinese character. An automatic generation algorithm of 
Chinese character based on visual aesthetics is proposed in next section. 

 

 (a) (b) (c) (d) 

Fig. 3. The same character with different layout pattern. (a) Yan Zhenqing’s character “感”; (b) 
Yan Zhenqing’s character “感” with the same layout pattern of (a); (c) a Kai Ti font “感” with 
the same layout pattern of (a); (d) another Kai Ti font “感” with a different layout pattern. 

4 Automatic Generation Algorithm of Chinese Character 

Chinese character can be composed based on prior knowledge of calligraphy using (1) 
~ (3). Five layers framework illustrated in Fig. 1 gives a top-down strategy to guide 
stroke and radical composition. However, formula (2) and (3) only have conceptual 
solutions. In this section, numerical solutions for (2) and (3) are given using a bottom-
top nonlinear and non-Gaussian algorithm based on Marr’s vision assumptions[22]. 
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4.1 Modeling Stroke and DFS 

The spatial arrangement of objects in an image was investigated by Marr[22] accord-
ing to a series of physical assumptions. The conclusion of the investigation can be 
summarized as six points: 1. Average local intensity; 2. Average size of similar ob-
jects; 3. Local density of the objects; 4. Local orientation of the objects; 5. Local dis-
tances associated with the spatial arrangement of similar objects; 6. Local orientation 
associated with the spatial arrangement of similar objects. It is inspired from Marr’s 
investigation on spatial arrangement that visual aesthetics is proposed in this sub-
section. 

According to Marr’s points 1~3, average stroke intensity and stroke intensity are 
defined as: 

 ( )ij ijArea dfsρ =  (4) 

 
( )
( )

mk
mk

mk

Area dfr

RNum dfr
ρ′ =  (5) 

where ( )Area ⋅  is the function to calculate area of stroke or radical, and ( )RNum ⋅  

returns the number of strokes in mkdfr . ijρ  is a constant which represents the area of 

each element in DFS layer. mkρ′  is the ratio of the area of mkdfr  to the number of 

strokes. 
The orientation of stroke ijθ  and the orientation of radical mkθ ′  are proposed cor-

responding to Marr’s points 4 and 6. Obviously, it’s easy to calculate ijθ  of ijdfs . 

mkθ ′  is equal to the ijθ  of the main stoke in mkdfr . Here, the main stroke of mkdfr  is 

the stroke which has the biggest area among all strokes. The orientation of layout krl  

and pcl  can be represented respectively by: 

 ij i jθ θ ′ ′−  (6) 

 mk m kθ θ ′ ′′ ′−  (7) 

Moreover, the distance between strokes in radical or radicals in character are defined 
as: 

 ( ) ( ),ij i j ij i jcenter dfs center dfsδ ′ ′ ′ ′= −  (8) 

 ( ) ( ),mk m k mk m kcenter dfr center dfrδ ′ ′ ′ ′′ = −  (9) 
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where ( )center ⋅  calculates the center point of a stroke or a radical. And intersection 

between strokes and radicals are detected using ( )ij i jArea dfs dfs ′ ′∩  and 

( )mk m kArea dfr dfr ′ ′∩ . Formula (6)~(9) match Marr’s point 5. 

As discussed above, krl  and pcl  are quantified through (4)~(9) inspired by 

Marr’s vision assumption. A nonlinear Bayesian algorithm is proposed in next sub-
section to implement (2) and (3). 

4.2 Nonlinear Bayesian Algorithm to Generate Character 

In order to generate Chinese character satisfying the proposed visual aesthetics, three 
transformation operators are defined to adjust strokes and radicals described in Fig. 1. 
The three operators include scaling S , rotation R , and translation T : 

 

0 0 cos sin 0 1 0

0 0 sin cos 0 0 1

0 0 1 0 0 1 0 0 1

sx tx

SRT sy ty

ϕ ϕ
ϕ ϕ

−     
     = ⋅ ⋅     
          

 (10) 

The core of character generation is to figure out proper parameters sx , sy , ϕ , tx , 

ty , on which depending strokes and radicals are adjusted so that the group of coeffi-

cients on visual aesthetics: ijρ , mkρ′ , ij i jθ θ ′ ′− , mk m kθ θ ′ ′′ ′− , ,ij i jδ ′ ′ , ,mk m kδ ′ ′′ , 

( )ij i jArea dfs dfs ′ ′∩ , and ( )mk m kArea dfr dfr ′ ′∩  etc, satisfy prior knowledge of cal-

ligraphy. Obviously, this is an optimal problem. 
Firstly, consider the condition that character is composed with two radicals, as de-

scribed in (3). The Bayesian dynamic models[23] is introduced to solve the optimal 
problem. The state vector x , ′x  and the measurement z  are defined as: 

 [ ], , , ,
T

sx sy tx tyϕ=x   [ ], , , ,
T

sx sy tx tyϕ′ ′ ′ ′ ′ ′=x  (11) 

 ( ),, , ,
T

mk mk m k mk m k mk m kArea dfr dfrρ θ θ δ′ ′ ′ ′ ′ ′′ ′ ′ ′ = − ∩ z  (12) 

The state equation and the observation equation are: 

 [ ] [ ]( )1 1, ,k k k k kf − −′ ′=x x x x  (13) 

 ( ) ( )( ),k k k mk k m kh SRT HCdfr SRT HCdfr ′ ′′= ⋅ ⋅z x x  (14) 

where ( )kSRT x  is transformation matrix in (10), and mkHCdfr  represents homo-

geneous coordinates of pixel in mkdfr . Formulae (13) and (14) indicate the states 

vectors kx  and k
′x  update along time k  until the coefficients on visual aesthetics 
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calculated from two radicals mkdfr  m kdfr ′ ′  match prior knowledge of calligraphy. 

The solutions to (13) and (14) are concerned with estimation of probability density 
function (pdf) using Bayesian theory. Generally, it is hard to figure out analytical 
solution. Instead, Particle Filter[24], Sequential Importance Sampling (SIS)[25] algo-
rithm, Markov Chain Monte Carlo (MCMC)[26] method, and Sampling Importance 
Resampling (SIR)[27] filter etc are used to approximate the optimal solution. 

The above automatic generation algorithm of Chinese character is concluded as 
follows:  

Step 1: Input prior information of target character and absent radicals. 
Step 2: If all radicals to compose the character exist, then turn to Step 4. 
Step 3: Compose the absent radicals using the Bayesian dynamic models, similar to 

(11)~(14). 
tep 4: Compose the target character with necessary radicals using the Bayesian dy-

namic models. 
Step 5: Output the target character. 

5 Experiments and Discussion 

In order to evaluate the proposed algorithm, Yan Zhenqing’s 130 calligraphy charac-
ters are collected to build a data set. These calligraphy characters are converted into 
vector graphics and decomposed to radicals and strokes for DFR layer and DFS layer, 
as illustrated in Fig. 1. The two processes of conversion and decomposition are both 
executed manually. As shown in Fig. 4, the first row contains ten samples from the 
calligraphy data set, the second row illustrates vector graphics corresponding to the 
ten samples in the first row, and the third row demonstrate two radicals and seven 
strokes of the character “判”. 

The 14 automatically generated Chinese characters are mixed with Yan Zhenqing’s 
14 calligraphy characters to quantify the visual acceptance of characters. And 17 per-
sons are invited to pick characters with the worst visual acceptance. The number of 
picked characters is in the range from 0 to 28. The picking result is visualized in  
Fig. 5. The horizontal arrow and the vertical arrow indicate characters and invited 
persons respectively. The black grid represents the picked character as well as the 
person who picked it. Intuitively, the picked characters are sparse. In fact, the picked 
probability values of Yan Zhenqing’s calligraphy and generated characters are 0.45 
and 0.55 respectively. In other words, the proposed algorithm in this paper could gen-
erate Chinese characters with almost the same visual acceptance of Yan’s calligraphy. 
To further explore the reason that characters were picked out, five characters are 
numbered including three calligraphy characters (No.1~3) and two generated charac-
ters (No.4~5). Actually, the No.1 character is Yan’s calligraphy, and people always 
subconsciously believe Yan’s calligraphy is elegant because of his reputation. The 
essential reason to pick out No.1 character is that the form of No.1 character in mod-
ern age is “珎”, of which the right radical is different with Yan’s. Hence, the lack of 
prior knowledge of calligraphy guides people to pick out the No.1 character. The 
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bottom of the No.2 character isn’t sealed so well that a hook is exposed. This pheno-
menon is caused by Yan’s handwriting style, which directly lead to the No.4 and No.5 
were picked out with the same reason: the exposed hook. As can be seen, the No.3 
character and the No.5 character have the same layout pattern “top-bottom”, and even 
the same bottom radical “心”. It is a potential reason resulting in that the two charac-
ters were picked, whereas, it proves that the proposed algorithm successfully main-
tains Yan Zhenqing’s handwriting style. 

In brief, the characters generated by the proposed algorithm get almost the same 
visual acceptance relative to Yan Zhenqing’s calligraphy. The lack of prior know-
ledge of calligraphy results in contrary visual aesthetics. And the handwriting style of 
calligraphist can be remained in the generated characters using the proposed  
algorithm. 

       

         

                 

Fig. 4. Ten calligraphy samples, vector graphics and decomposition of character. The first row 
shows ten samples from the collected Yan Zhenqing’s calligraphy data set. The second row 
illustrates vector graphics corresponding to the first row. And the third row demonstrates two 
radicals and seven strokes of the character “判”. 

 

 

Fig. 5. Visualization of picking results. 17×(14×2) girds are employed to illustrate the visual 
acceptance of characters. The horizontal arrow and the vertical arrow indicate characters and 
invited persons respectively. The black grid represents the picked character as well as the per-
son who picked it. The numbered five characters (three calligraphy characters and two generat-
ed characters) with high picked probability are showed at two sides. 
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6 Conclusions 

In this paper, prior knowledge of Chinese calligraphy is modeled, and a five layers 
framework is presented to represent Chinese character. Considering a calligraphist’s 
unique handwriting skills, strokes, radicals and layout pattern are modeled, which 
provides raw elements for each layer. Marr’s vision assumption is deeply analyzed to 
propose the visual aesthetics for the proposed automatic generation algorithm of Chi-
nese character. The whole generation process can be described as a Bayesian dynamic 
model, in which, the state equation control the update of parameters to adjust strokes, 
radicals and their layout, and the proposed visual aesthetics is employed by the mea-
surement equation. Experimental results show the automatically generated characters 
have almost the same visual acceptance compared to Yan Zhenqing’s calligraphy. 
One reason affecting visual acceptance is the extent of mastering prior knowledge of 
calligraphy. 
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Abstract. Natural language understanding module and dialogue man-
agement module are important parts of the spoken dialogue system. They
directly affect the performance of the whole system. This paper proposes
a novel method named action-group finite state transducer (FST) model
to cope with the problem of natural language understanding. This model
can map user utterances to actions, and extract user’s information ac-
cording to the matched string. For dialogue management module, we
propose dynamic Bayesian network (DBN) model. It can reduce the de-
mands for the corpus compared with Markov decision process (MDP)
model. The experiments on the action-group FST model and DBN model
show that they significantly outperform the state-of-the-art approaches.
A set of subjective tests on the whole system demonstrate that our ap-
proaches can satisfy most of the users.

Keywords: spoken dialogue system, natural language understanding,
dialogue management, FST, DBN.

1 Introduction

Spoken dialogue systems abstract a great deal of concern from its appearance in
the 1990s. In the past two decades, spoken dialogue systems developed rapidly.
However, due to the difficulties of natural language understanding and dialogue
management, most spoken dialogue systems still stay in the laboratory stage.

As the prior part of the dialogue management, natural language understanding
plays an important role in spoken dialogue system. In previous studies [1,2], the
user utterance is usually mapped to the system state vector, and the dialogue
strategy depends only on the current system state. Natural language parsing
is relatively simple keyword matching or form filling based on syntax network.
These natural language understanding methods have a poor ability in describing
language, and these mapping methods will lose a wealth of language information
in user utterances.
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As the center of spoken dialogue system, dialogue management has been a
hot academic research area for many years. Early spoken dialogue systems are
entirely designed by experts. The systems usually employ a finite state ma-
chine model [3] including a large number of artificial designed rules. These arti-
ficial rules are written in a very good expression and they describe the specific
applications correctly, but the preparation and improvement of the rules will
become increasingly difficult when the dialogue task becomes complex. In re-
cent years, data-driven based dialogue management model gradually attracts the
researchers’ attention. This kind of dialogue management model obtain knowl-
edge through the annotated dialogue corpus automatically. Dialogue manage-
ment mathematical model based on Markov decision process (MDP) is proposed
in [4], and the reinforcement learning (RL) is proposed to learn the model pa-
rameters in the same study. Studies in [5] propose a partially observable MDP
(POMDP) dialogue management model. These models have become hot topics
of the dialogue management approaches since they are proposed.

However, there remain many problems when these models are used in the
actual applications. Firstly, the system uses a reinforcement learning mechanism.
Interaction with the actual users is very time-consuming, and is hard to achieve
the goal. Many systems get the optimal parameters from the interaction with
the virtual users, so there are some difference between the optimal strategy and
the real dialogue. Secondly, the dialogue models obtained by this method lack
of priori knowledge of dialogue, so they are difficult to be controlled.

In this paper we propose the finite state transducer (FST) model to solve
the natural language understanding problem. The FST model maps the user
utterances to user actions, and extracts the attribute-value information in user
utterances. For dialogue management problem, we propose dynamic Bayesian
network (DBN) model. It generates the dialogue strategy not only considering
the system state, but also depending on the user actions.

The paper is organized as follows: the action-group FST model and the de-
tails of using action-group FST model to detect the user actions are presented in
section 2. Section 3 describes the dynamic bayesian network and dialogue man-
agement based on DBN model. Section 4 presents our spoken dialogue system
and the performance of the two modules. Finally, conclusions are presented in
section 5.

2 User Action Detection Based on Action-Group FST

2.1 User Action-Group FST Model

Each utterance corresponds to a single action. We annotate the utterances by
action labels, and mark out the information contained in the utterances. Then we
collect the utterances which have the same action label together to generate an
action-group. We use the “determinize” and “minimize” operation described in
the openFST tools [6] to unite and optimize the action-group FST. Fig.1 shows
the building process of an action-group FST for a particular action-group.
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Fig. 1. The building process of action-group FST

It is unrealistic to establish a multiple action-group FST by many action-
groups which are built through dividing all of the daily utterances into different
action groups. In this paper, the proposed action-group FST is only used in
the fields identified by the dialogue scenes. The utterances used for building the
action-group FST are collected in these particular fields.

These utterances are labeled in two stages, the first stage only marks which
action-group the utterances belong to, while the second stage needs to mark out
the information contained in every utterance. We use attribute-value pairs [7]
to describe the information contained in utterances, such as “currency=dollar”.
The purpose of the second-level label is to parse the user utterances automati-
cally according to the string sequence in the FST model that matches the user
utterance properly. If the action-group is labeled according to domain knowledge,
the model will be too sparse, and the portability will be poor. However, it is un-
able to accomplish the dialogue management tasks if the action-group is labeled
based on sentence structure. Therefore, we design the action-group according to
[7]. Table 1 lists the major action-groups that we used in our system.

Table 1. Action-group list

Action Description

hello(a=x,b=y) open a dialog and give information a=x, b=y,. . .
inform(a=x,b=y) give informationa=x, b=y,. . .
request(a,b=x,. . . ) request value for a given b=x . . .
reqalts(a=x,. . . ) request alternative with a=x,. . .
confirm(a=y,b=y,. . . ) explicitly confirm a=x,b=y,. . .

confreq(a=x,. . . ,d) implicitly confirm a=x,.. and request d
select(a=x,b=y,. . . ) select either a=x or a=y
affirm(a=x,b=y,. . . ) affirm and give a=x, b=y,. . .
negate(a=x) negate and give further info a=x
deny(a=x) deny that a=x
bye() close a dialogue

2.2 User Action Detection Based on Action-Group FST

We hope to find the most similar word sequence as the user utterance in the
action-group FSTs. Then we consider the user utterance belongs to the action-
group where the word sequence is in. In this paper, the edit distance is used to
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measure the degree of similarity between the two word sequences. The decoder’s
work is to find the optimal word sequences’ path in action-group FST that can
make the edit distant minimum.

The most common method used to calculate the edit distance is the Wagner-
Fischer algorithm [8]. This is a string to string edit distance calculation method,
and its core idea is dynamic programming. We improve the Wagner-Fischer
algorithm to compute the edit distance between the string and the network. The
algorithm is also based on the idea of dynamic programming. It calculates the
edit distance between user word string and each node in the FST respectively.
The pseudo-code for this dynamic programming process is shown in Table 2.

Table 2. Improved Wagner-Fischer algorithm

inputs: W is a word string
F is a FST model with M states

Initial:Compute minEDcost(n0,W )
For each state ni in F , 0 < i ≤

Compute cost(ni−1,ni)
minEDcost(ni,W ) = min(minEDcost(ni−1,W ) + cost(ni−1, ni))

Output: S is the road that has the least EDcost with W in F

In table 2, minEDcost(ni,W ) represents the accumulated minimum edit dis-
tance from state 0 to state i and cost(ni−1, ni) represents the increased edit
distance from state i− 1 to state i.

When the user utterance matches a string sequence which has the smallest
edit distance with the utterance from an action-group FST, we assume the user
utterance belongs to the action-group. At the same time we can automatically ex-
tract the attribute-value information in user utterance according to the matched
string.

3 Dialogue Management Based on DBN

3.1 DBN

Dynamic Bayesian network (DBN) is a probabilistic graphical model that can
deal with the data with timing characteristics. It is formed by adding time
information in the conventional Bayesian network. In the DBN, the topology of
the network in each time slice is the same. Time slices are connected through a
number of arcs which represent the relationship between the random variables
in different time slices. Fig.2 shows the topology of a DBN model.

Bayesian network learning consists of two categories: parameter learning and
structure learning. Parameter learning is to estimate the conditional probability
distribution of each node by the training data when the network structure is
known. The structure learning, also known as model selection, is to establish
the network topology through training data. Structure learning problem is very
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Fig. 2. The topology of DBN

complex, so we manually define the network structure and mainly consider the
problem of parameter learning in this paper. Under the conditions of a given net-
work structure, parameter learning can be divided into two categories according
to the observability of nodes.

If all nodes can be observed, the model parameters can be obtained directly by
a large number of data samples. However, in most cases the data we collected is
not enough, then the Dirichlet distribution can be used as the prior distribution
of parameters. We update the model through the “evidence” until we get the
ultimate posterior probability parameters. We use the notation Bh to represent
the Bayesian network topology, and X = x1, . . . , xn to represent a set of n
discrete random variables in the network, where each xi has ri possible values
x1
i , x

2
i , . . . , x

ri
i . Then the joint probability distribution of X can be shown as the

following equation:

P (X |θs, Bh) =
n∏

i=1

P (xi|parents(xi), θi, B
h) (1)

where p(xi|parents(xi), θi, B
h) is the local probability distribution that corre-

sponding with node xi, and θs = (θ1, . . . , θn) is the parameters of the network
model. We assume the training data set D = {d1, . . . , dN} has a total of N
samples, and each sample includes all the observable nodes. Then the Bayesian
network parameter learning problem can be summarized as follows: calculate the
posterior probability distribution P (θs|D,Bh) when given the data set D. We
get the following equation:

θijk = P (xk
i |parentsj(xk

i ), θi, B
h) (2)

where θi = ((θijk)
ri
k=2)

qi
j=1 and qi =

∏
parents(xi)

ri. We define θij = (θij1, . . . ,

θijri) and assume that parameter vectors θij are independent with each other,
then the posterior probability of the model parameters is shown as the following
equation:



A Spoken Dialogue System Based on FST and DBN 39

P (θs|D,Bh) =
n∏

i=1

qi∏
j=1

p(θij |D,Bh) (3)

The prior distribution of Parameters θi is Dirichlet distribution, and then we get
the follow equation:

P (θij |D,Bh) = Dir(θij |αij1 +Nij1, αij2 +Nij2, . . . , αijri +Nijri) (4)

where Nijk is the number of occurrences of xi = xk
i ,parents(xi) = parentsj(xi)

in the data set D, and αijk is the number of occurrences of the events in priori,
and αij =

∑
αijk, Nij =

∑
k Nijk. Finally, according to equation 3 and equation

4, we obtain the following equation[9]:

P (X |D,Bh) =
n∏

i=1

αijk +Nijk

αij +Nij
(5)

When there are hidden nodes in the network, the parameters of the model can
be estimated via the EM algorithm. In the E-step the expectations of all nodes
are calculated, while in the M-step these expectations can be seen as observed,
and the system learns new parameters that maximize the likelihood based on
this. After a number of iterations, the system will converge to a local minimum.

3.2 Dialogue Management Based on DBN

In this paper, we do not use the complex state space in the spoken dialogue
system. We just put the user action into the dialogue management model to
affect the dialogue action [10]. Similarly, we assume that the dialogue process
has the Markov property, and then get the following equation:

P (at|St
1, A

t−1
1 , U t

1) = P (at|st, ut) (6)

where St
1, A

t−1
1 , and U t

1 represent the system state, the system action, and the
user action that from the initial moment to time t, respectively. st, at, and ut

represent the system state, the system action, and the user action at time t. The
DBN model will take the system input at every time into account, so we add
the user action into every time slice in order to make the model depend on the
user action. The system action at time t depends on the system state st and the
current user action ut. Meanwhile, the current user action ut as a system input
also directly affects the system state st. We retain the transfer connection arc
between the states in adjacent time slices. The DBN model structure described
above is shown in Fig.3.

According to the above description, the DBN model consists of four parts:
the system state space S, system dialogue action space A, the DBN network
topology B and the user action space U . We collect a series of dialogue corpus
as “evidence” to learn the model parameters and infer the optimal system action.

If the system state vector st is observable, we can update st according to
the attribute-value information that extracted by the action-group FST model.
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Fig. 3. The DBN Model with user action

Then we can estimate the model parameters directly from the data according to
the parameter learning method described in section 3.1. To inference the system
action, we directly calculate the joint conditional probability distribution of the
system action under the conditions of the system state vector s and user action
vector u, and take the maximum probability of action as the current system
action. This idea is described by the following equation:

ât = argmax
ai∈A

P (ai|st, ut) (7)

If the system state vector is unobservable, we have to use the EM algorithm to
estimate model parameters from the “evidence”. The current system action is
calculated by the following equation:

ât = argmax
ai∈A

P (ai|ut)

= argmax
ai∈A

∑
k

P (ai|ut, S = sk)P (S = sk|ut)
(8)

4 System Structure and Experimental Results

The previous content describes the modeling method of natural language under-
standing module and the dialogue management module. This section presents
the overall design of the spoken dialogue system, and provides several experi-
ments to verify the performance of each module. Finally, the experimental results
are analyzed.

4.1 Overall Structure of the Spoken Dialogue Systems

A typical spoken dialogue system not only includes the natural language under-
standing (NLU) module and the dialogue management (DM) module, but also
contains the automatic speech recognition (ASR) module, the text to speech
(TTS) module, and the natural language generation (NLG) module. For the
spoken dialogue system in particular scene, it also contains a database or net-
work database for inquiry. Our spoken dialogue system structure is shown in
Fig.4.
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Fig. 4. The structure of our spoken dialogue system

The implementation of the ASR module and the TTS module in Fig.4 uses
the open source HTK tools [11] while the NLG module uses template filling [3]
method. We use mysql to bulid the database and use query to build communi-
cation between the database and DM module. The NLU module and dialogue
strategy in the shaded blocks are the focus of our studies. This system receives
the user voice x, and uses the ASR module to convert it to the text sequence
w. Then the action-group FST model in the NLU module maps the word se-
quence w to the user action u and attribute-value information k. The dialogue
management module has two functions: to maintain the system state and to
give the dialogue strategy. We use form filling method to represent the system
state [1]. The dialogue management module uses the attribute-value information
k to update the system state s, and then uses the DBN model to calculate the
dialogue strategy based on the system state s and the user action u. If a user re-
quests for information, the dialogue management module needs to interact with
the database to query information q. Then the dialogue management module
sends the system action a and the information q to the NLG module where the
information will be integrated into the response text m. Finally, the synthetical
voice y generated by the TTS module is passed to the user.

4.2 Experimental Results

Experiments on Action-Group FST Model. In this section, we will present
the action-group FST model built by openFST toolkit. The annotated data
is divided into the training and testing set. The training set consists of 100
dialogues, with a total of 671 rounds data, while the attribute-value pairs in
user words are 846. The testing set consists of 20 dialogues, with a total of 138
rounds data, while the attribute-value pairs in the user words are 185. In the
annotating process, words that cannot be listed have an alternative, such as
the amount of money in the currency exchange scene is replaced by “amount”.
We use the classification accuracy of user action and the precision, recall and
F-measure of the attribute-value pairs in user utterance to evaluate the action-
group FST model.

The experiments are divided into two groups. We test the effect of the action-
group FST model and the traditional keyword matching respectively. The rules
of keyword matching method are studied from the training set only, and they
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are used to identify user action and extract user information. The results are
shown in Table 3.

Table 3. The performance of action-group FST Model

classification attribute-value pairs extraction
precision precision recall F-measure

action-group FST model 92.75% 92.05% 87.57% 89.75%

keyword matching 90.58% 96.25% 83.24% 89.27%

The experimental results prove that the action-group FST model outperforms
the keyword matching method. The keyword matching method has better preci-
sion, but its recall is worse than that of the action-group FST model. The overall
effect of the action-group FST model has a slight improvement compared with
the manual keyword matching method. However, the keyword matching method
needs experts to spend much time to write the rules, and this work will become
very difficult when the amount of data increases. The action-group FST model
will perform better if the amount of data increases, and it has good portability.
In summary, the action-group FST model has more advantages.

Experiments on DBN Model. This section presents the DBN model built
by the BNT toolkit [12]. The annotated data is also divided into the training
and testing set, and the data size is the same as described above.

In the training phase, 671 rounds of dialogue data are sent to the DBN model
by sequence to estimate the model parameters. The priori parameters of the
initial model are obtained by the Dirichlet distribution. In the testing phase, we
send the user utterances to the DBN model by their sequence in the dialog. The
difference between the system output action and real data is recoded. When the
system generates a wrong action, we send the user utterance by sequence just
as there is not any error. Finally, we use the precision of the system output to
evaluate the performance of the DBN model.

In this section, we test the DBN model and the MDP model separately, and
the experiments on the DBN model are divided into three groups. We assume all
nodes in the DBN model are observable in the first experiment. Therefore, there
are three variables in the training data. They are the user action, the system
state and the system action. The testing data include only the user action and
the system state, and the DBN model infers the most suitable system output
action according to these two variables. In the second experiment, we set the
system state in the previous time slice as evidence both for training and testing.
Therefore, the DBN model infers the most suitable system output action based
on three variables. We hide the system state in the third experiment. Therefore,
there are only the user action and the system action in the training data. We use
EM algorithm to estimate the parameters of the DBN model and the DBN model
infers the most suitable system output action based only on the user action.
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Table 4. The performance of DBN model

DBN MDP
P (at|st, ut) P (at|st−1, st, ut) P (at|ut) P (at|st, ut)

precision 90.58% 89.13% 88.41% 81.88%

Table 4 shows the results of these experiments. The last experimental result in
Table 4 is obtained by the MDP model [4] on the same data set described above.
In the training phase, the award value of each step is set to −1. If the dialogue
ends with satisfaction, then the system rewards 20 for the whole dialogue. There
are about 10 rounds in each dialogue, so the whole dialogue gets a positive
award sum if the dialogue ends with satisfaction, otherwise it gets a negative
award sum. The final jump probability is obtained according to the normalized
award value.

From the results shown in Table 4, we can see that the DBN model in the
first experiment outperforms the model in the second experiment. This proves
that the simple DBN model performs better than the complex model in short
dialogue. In the third experiment, the performance degrades significantly when
the system state is hidden. This means the system state is very important for
DBN model. In related work [7], more complex method is used to describe and
maintain the system state, which is consistent with our experimental results. In
addition, the performance of the MDP model is poor. This is probably because
the MDP model is to get the global award maximum while the DBN model is
to seek a single round of local optimal. In the case of limited training data, it
is difficult to get the optimal solution for the MDP model. This conclusion is
consistent with the related work in [4].

4.3 The Overall Performance of Our Spoken Dialogue System

Natural language understanding and dialogue management, as two of the most
important modules in spoken dialogue systems, have good performance sep-
arately through the action-group FST model and the DBN model. However, a
conclusion concerning the performance of the whole system cannot be drawn eas-
ily through these results. A subjective experiment on our overall system proves
that the system can basically meet user’s needs. A survey of the user of our sys-
tem is shown in Table 5. The results show that the performance of the system is
related to the users, and researchers’ test results are much better than those of
the other users. The main reasons for the errors are that the user utterances is
beyond the training data, and ordinary users are more likely to say words outside
the training set. Fig.5 is an instance of the spoken dialogue system interaction
with human in a currency exchange scene.

5 Conclusion

This paper focuses on the natural language understanding and dialogue manage-
ment in spoken dialogue system. To cope with these tow problems, we propose
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Fig. 5. An instance of our spoken dialogue system

Table 5. A user survey of the spoken dialogue system

user types
total dialogues end

dialogues with satisfaction

researcher 30 27

ordinary user 30 22

the action-group FST model and the DBN model. The advantages of these two
models include: (1) the model can work on a small-scale data set, while the
model will perform better on a large-scale data set; (2) these two models have
good portability because there is little artificial work in model designing.

Although the action-group FST model and DBN model show good perfor-
mance in some specific fields of spoken dialogue systems, there remains much
to improve. If the concept of word similarity is added into the action-group
FST model, the edit distance calculation results of the synonyms will be a deci-
mal. Then the action-group FST model can perform better when matching user
utterances. In addition, the form filling method used for representing the sys-
tem state cannot meet the system’s needs when the system becomes complex.
Furthermore, the DBN structure design and parameter learning will be more
complex when the system state becomes a high-dimensional vector. These issues
will be addressed in future work.
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Abstract. Sentiment analysis is an important research domain for NLP, and 
currently it mainly focuses on text context. While our research concentrates on 
the thinking modes, which influence the formation of language. “Spiral graphic 
mode”, “concreteness” and “scattered view”, are taken into consideration to as-
sist sentiment analysis and classification in this paper. According to these expli-
cit Chinese modes, a Chinese sentiment expression model (CSE) is proposed, 
which can effectively improve the accuracy of emotion classification. In order 
to solve the implicit Chinese sentiment expression, Latent Semantic Analysis 
(LSA) is applied when the CSE model could not classify the implicit emotions 
accurately. By comparing with two traditional sentiment analysis methods, ex-
perimental results show that the performance of sentiment analysis included the 
Chinese thinking mode factors is significantly better than which not included.   

Keywords: Chinese thinking mode, Chinese sentiment expressing model, LSA. 

1 Introduction 

Sentiment analysis is a popular research topic in NLP in recent years. It aims to assist 
computers to recognize the human emotions, which is more widely used in industry and 
academia. For example, whenever we need to make a decision, we often seek out the 
opinions of others. Qiu et al [1] constructed the double propagation between opinion 
word and target aspect to get the sentiment orientation of the opinion to the target as-
pect. Wang et al [2] proposed a rating regression approach to analyze the rating text 
review data, which could generate summaries about aspects for consumers. Another 
example is the word-of-mouth on social media, such as Blog and Micro-Blog, and min-
ing the tendency of a group of peoples’ opinions is badly needed. There has been some 
work by researchers. Such as Wang et al [3] presented a graph-based hashtag sentiment 
classification approach to analyze the sentiment tendency in Twitter.  

In China, researchers concentrate on phrase level and sentence level sentiment 
classification recently, such as COAE (Chinese Opinion Analysis Evaluation) [4]. 
Less work has been done on passage level comparing with the former two levels, for 
the structures and patterns of emotion expressions are more complex. Turney [5] pro-
posed a lexicon based method to identify the passage’s emotion by using the average 
score of emotion word and phrase. Tan et al [6] constructed a group of domain lex-
icons to guarantee the accuracy. Although the existing lexicon based method gets a 
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good result, its flexibility and human annotation accuracy are still a potential problem. 
Xu et al [7] proposed a method based on semantic resources, and Condition Random 
Field (CRF) is applied to label emotion sentence by sentence; after the emotion chain 
formed, the emotion of the passage is determined. 

In this paper, we analyze relationships between thinking modes and language, and 
three Chinese thinking modes are taken into consideration to assist sentiment analysis 
and emotion classification. Then a Chinese sentiment expression model (CSE) is pro-
posed based on the thinking modes, and DUTIR affective ontology [8] is also com-
bined to identify the explicit emotions. Finally Latent Semantic Analysis (LSA) is 
applied when the CSE model could not classify the implicit emotions accurately. 

The paper is organized as follows: Section 2 introduces the Chinese and Western 
Thinking Modes and their features. Then Section 3 describes the quantification of 
Chinese thinking modes and the Chinese sentiment expression model (CSE). In sec-
tion 4, implicit emotion mining method based on Latent Semantic Analysis (LSA) is 
explained.  Section 5 presents experiments and results. Finally, we conclude this 
work and point out some directions for future research in Section 6. 

2 Thinking Modes 

In Wikipedia, thought (or thinking) [9] generally refers to any mental or intellectual 
activity involving an individual’s subjective consciousness. It can refer either to the 
act of thinking or the resulting ideas or arrangements of ideas. Different civilizations 
cradle different thinking mode, and thinking modes determine the expression way of 
languages. From the concept of thinking, we can find that thinking and language are 
inseparable. Language is the expression way of thinking, and it carries the abstraction 
of the reality. When we express our thinking, to a large degree, the features of think-
ing play a decisive role. Every nation has its own thinking mode, so researches on 
thinking mode are essential to sentiment analysis. Later, we will introduce Western 
and Chinese thinking modes respectively. 

2.1  “Spiral Graphic Mode” and “Straight Line Mode” 

“Spiral graphic mode” is one of Chinese thinking modes, and it commonly reflects in 
the passage organization aspect. Because of the implicit characteristic, Chinese nor-
mally introduces the topic in an indirect way like a spiral graphic, so the topic of the 
passage is discussed after examples. On the other hand, “Straight Line Mode” is the 
feature of  English passage organization, for Western thinking is influenced by the 
Roman philosophy, so they focus on deduction and thinking in a straight line way. On 
passage organization aspect, they tend to state their views directly and frankly. Take 
these sentences below as examples: 

(1) Chinese: “他被眼前的一幕震惊了。” 
      English: “He was shocked by what he saw.” 
(2) Chinese: “经过反复的思考，我终于得到了完美的答案。” 
      English: “I got a perfect answer after deeply thinking.” 
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Form the above mentioned examples, we can find that the key emotion words 
“shocked” and “perfect” appear in the front part of the sentence, but the Chinese emo-
tion word “震惊” and “完美” locate at the end part of the sentences.  

2.2  “Concreteness” and “Abstractness” 

The second Chinese thinking mode is called “concreteness”, for Chinese is a hierog-
lyphic language, which means that quantities of specific words, shapes, sounds and 
description are used in Chinese to illustrate abstract things, and some character com-
ponents can reflect this characteristic. But the English lay emphasize on “abstract-
ness”, which is another western thinking mode. They tend to implement general  
vocabularies and their variants to express abstract feelings or opinions, such as “-ion”, 
“-ance” and “-ness”, but concrete things are seldom applied to explain.  

(3) Chinese: “土崩瓦解。” English: “Disintegration.” 
(4) Chinese: “有志者，事竟成。” English: “Where there is a will, there is a way.” 

From example (3), we found that concrete things, soil, tile, appeared in Chinese 
idiom, while only the variant of disintegrate is used to explain these meaning in Eng-
lish. And in example (4), we could get an overview that verb has advantages in Chi-
nese, but noun is more frequent used flexibly in English.   

2.3  “Scatter View” and “Focus View” 

“Scatter view” [10] is the third Chinese thinking modes. From the angle of ontology, Chi-
nese tend to emphasize unified whole, which means think from more to one. When Chi-
nese express their feelings or comments, they are usually inclined to use various words to 
enhance their emotion. “Scatter View” is usually applied in the Chinese expression, for 
example, we can frequently find that more than one verb is used in one Chinese sentence, 
but the sentence is still fluent. While English pay more attention to logical reasoning or 
deduction, they tend to express their feelings or emotions briefly, and it is a kind of focus-
ing thinking, which is called “Focus View”. “Focus view” can be reflected by the only one 
verb, which normally is the core of one sentence. “Focus view” is widely adopted in Eng-
lish. Here are two examples about “Scatter view” and “Focus view” below: 

(5)Chinese:  “他拿着课本走进了教室。”   
     English: “He walked into the classroom with a textbook in hands.”  
(6)Chinese:  “他们俩青梅竹马，两小无猜。”  
     English: “The boy and the girl were playmates in their childhood.” 

From the examples (5), we can clearly find that more than one word are implemented 
in Chinese sentence, but each English sentence only contain one word, and it is the 
core of the sentence. In example (6), “Scatter View” is embodied in Chinese expres-
sion, which is reflected by more words used to express the same meaning.  

To sum up the above mentioned Western and Chinese thinking modes [11], we 
find that “Scatter view” and “Focus View” is the feature of sentence structure;  
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“concreteness” and “abstractness” are the characteristic of vocabulary usage; “Spiral 
graphic mode” and “Straight line mode” are reflections on passage expression model. 
“Scatter view” and “Spiral graphic mode” are explicit in Chinese articles, such as 
vocabulary variants, while “concreteness” mostly appears in an implicit way. These 
thinking modes provide us a new angle to analyze text sentiment orientation.  

3 Description of Chinese Sentiment Expression Model 

3.1 External Resource 

So far, there is no standard in emotional classification, the paper uses DUTIR Emo-
tion Ontology [8] as the external resource. Because human emotion is complicated 
and changeable, and people have insufficient cognition about it, so the emotion is 
divided into 4, 6, 8, 10 and 20categories etc. While in DUTIR Emotion Ontology, the 
emotion is classified into 7 categories and 20 subcategories, and it can be applied 
widely in sentiment analysis and emotion classification. 

To recognize the affective lexicon, we calculate mutual information between the 
lexicon and ontology in the resource, and then we combine some affective lexicon 
rules, such as part-of-speech rules, co-occurrence rules, and context rules at el. Ma-
chine learning method is also used to automatically expand the emotion ontology. 
Conditional Random Fields [12, 13] (CRFs) is adopted as the automatic acquisition 
method, the formula is defined as follows: 

 , ,

( | ) exp( ( , | , ) ( , | , )k k e k k v
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∈ ∈

= + 
 (1) 

Where x is a data sequence and y a label sequence, y|v is the set of components of y 
associated with the vertices in sub graph S. The features fk and gk are given and fixed. 

While in Chinese Opinion Analysis Evaluation (COAE) [4], emotion is classified 
into 4 categories, which are “happy”, “angry”, “sad” and “fear”, and opinion evalua-
tion consists of positive and negative. So we made some adjustments on DUTIR 
Emotion Ontology to complement the standard of COAE. 

3.2 Quantification of Similarities between Thinking Modes  

Although there are differences between Western and Chinese thinking modes, there 
are still some similarities. For example, no matter what Chinese or English articles 
are, the negative words locate in front of emotion or opinion words to express con-
trary feelings or attitudes; adverb of degree is placed before adjective to enhance or 
decrease the its intensity; if an adversative occurs, the emotion of the sentence is de-
termined by the part after the adversative. 

Sentence is the foundation of constructing paragraph and passage, and it is the mini-
mum level to meet sentiment phenomenon on the above mentioned part. So sentence 
level is chosen as minimum research object level. Modifier window strategy is adopted 
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to analyze the emotion of a sentence and its score. In this strategy, negative words, ad-
verb of degree and adversative are detected if they exist in the modifier window.  

3.2.1 Quantification of “Spiral Graphic Mode” 
“Spiral graphic mode” is a Chinese sentence or passage organization characteristic, 
the topic of article is introduced in an indirect way. Demonstration comes first, and 
the theme usually locates the tail of the sentence or passage. On the contrary to the 
above mentioned, the nearer emotion words locate the tail of the sentence, the more 
important they are to determine the emotion of the sentence. For example: 

(7)Chinese: “这个酒店什么都好，就是服务让人失望。” 
     English: “Every aspect about the hotel is ok except the disappointing service.” 

Although the former part presents a positive opinion, the word “失望” (disappointing) 
in later part determines the emotion of the whole sentence. So the example sentence 
shows a negative opinion. Based on the statistic data of our corpus, we find that the 
emotion-determining words mostly locate the end part of Chinese sentences. And this 
conclusion is still useful to paragraphs and passages [14].  

In order to simulate the “spiral graphic mode”, equation (2) is applied: 

 ( ) ( ) ( )( ) ( )1 |i i
i

score A position a count a A score a= + ×  (2) 

Where A can be a passage, paragraph or sentence, a can be a paragraph, sentence 
or a word. score(A) is the emotion score of A, and position(ai) is the position of 
the emotion unit ai .  

From the equation (2) we can find that if the closer ai locates the tail, the larger the 
score(ai) will be. Take example (7), the word “失望” (disappointing) locates near the 
tail of the sentence, it can get a larger score than the word “好” (good) after compu-
ting by equation (2), so different emotion words regain new emotion weights, so this 
sentence tends to have a negative tendency. 

3.2.2 Quantification of “Concreteness” 
Based on the analysis of the differences between “abstractness” and “concreteness”, 
we find that the characteristic or property of a certain word is helpful to sentiment 
analysis. In all nations, adjective tends to have a better performance to express feeling 
or emotion than the other part of speech word. While in Chinese sentiment expres-
sion, verb also plays an important role, such as “溃败” (be defeated) and “脸红” 
(blush). The former tries to express a “fear” feeling and the latter means shy or em-
barrassed. In order to simulate this thinking and language characteristic, different part 
of speech word and sentence structure are adopted different tactics. The details can be 
seen as follows in equation (3). 
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Where a is a sentence, and score(a) is the score of sentence a. Wi
adj is the i th adjec-

tive, Wj
verb is the j th adjective, and Wk is other part of speech word in sentence a. 

In equation (3), it does not simply add all these part of speech words’ weights to-
gether, but give the highest priority to adjective, then the higher priority is given to 
the verb, finally other words are processed. “Concreteness” is implemented by the 
priority to the verb, and which meets the Chinese thinking explicitly. 

3.2.3 Quantification of “Scatter View” 
In Chinese writing, authors are likely to use a number of similar expressions to ex-
press the same sentiment or emotion. And a great number of nouns or adjectives are 
used as predicate and this has been discussed above. In order to simulate the Chinese 
thinking mode “scatter view”, view-window is adopted, which means that in specific 
position different sizes of windows are applied to reflect this characteristic. Based on 
our experiment, when the size of window is fixed at 6, we can get the best result. If 
the size of view-window is too small, it cannot capture the words which significantly 
assist the sentiment analysis; on the contrary, too much noise will be introduced, 
which will also mislead the analysis.  

3.3 Chinese Sentiment Expression Model 

After analyzing the features of Western and Chinese thinking modes and their specific 
quantification methods, in this part, we will introduce a Chinese sentiment expression 
model, which is the combination of Chinese thinking modes. When we try to get the 
sentiment or emotion tendency of the text content, all of the Chinese thinking modes 
are taken into consideration.  

“Scatter view” and “Spiral graphic mode” are conclusions on Chinese expression, 
and they are both explicit features of Chinese thinking modes. “Scatter view” is the 
feature of sentence structure, and “Spiral graphic mode” is a characteristic of passage 
organization. While in English expression, only one verb is contained in one sentence, 
so the emotion of this sentence is easy to determine after analyzing the key verb. But 
due to the “Scatter view” thinking mode, Chinese tend to use more verb and their 
variants to express emotions. 

In order to enrich the vocabulary, DUTIR Emotion Ontology [8] is adopted. In 
Chinese Opinion Analysis Evaluation (COAE) [4], the emotions are classified into 
four group, which are “happy”, “angry”, “sad”, and “fear”, and opinion-bearing words 
are classified into “positive” and “negative”. For this coarse granularity partition can 
avoid the intersection among different emotions, which can significantly reduce the 
classification error rate and improve the accuracy. 22773 emotion words and 6 groups 
are chosen manually to testify the influence of “Scatter view” on sentiment analysis. 
Therefore the number of emotion words can explain the characteristic “Scatter”, but 
the emotion groups can maintain that every passage has an explicit topic.  

Due to the complexity of the sentence structure, sometimes sentiment analysis or 
emotion classification would be misled by negative words and degree words. For 
example, the negative words can change the emotion tendency, and the degree words 



52 L. Yang, H. Lin, and Y. Lin 

can enlarge or lessen the emotion intensity. So in this article, degree words, negative 
words and adversative are all taken into consideration.  

After integrating the two Chinese thinking modes, “Scatter view” and “Spiral graphic 
mode”, the Chinese sentiment expression model is proposed. DUTIR Ontology [8] and 
classification principle are applied to implement the characteristic of “Scatter view”, and 
“spiral graphic mode” is simulated based on the position-influenced strategy. 

4 Implicit Chinese Sentiment Expression Mining Based on LSA 

The above mentioned Chinese sentiment expressions are extracted based on the expli-
cit Chinese thinking mode “Scatter view” and “spiral graphic mode”. But the Chinese 
thinking mode “concreteness” mostly appears in an indirect way. If the emotion of the 
sentence cannot be analyzed by using explicit features, the thinking mode “concrete-
ness” is helpful. Chinese express their emotions or feelings influenced by “concrete-
ness” thinking mode, and they tend to make use of familiar and similar object. So it is 
an implicit feature for implicit emotion mining. In this paper LSA is used to deter-
mine the emotion of the implicit emotions, and it has been widely applied to calculate 
the similarity between word and word, word and passage, or passage and passage. In 
section 4.1, we discuss what kind of texts is labeled as implicit emotion text. Then we 
introduce the method to determine the emotion of implicit emotion text. 

4.1 The Criterion of Implicit Emotion Sample  

When people express their emotions or feelings, some articles can be identified just 
by analyzing the tendency of emotion words, but others are not. The articles, which 
cannot be determined by emotion words, are implicit emotion articles. Because the 
implicit emotion articles mostly have low scores comparing with the explicit ones, so 
the threshold is needed to classify the explicit emotion sample and the implicit ones.  

In this paper, a group of samples are chosen to determine the threshold, and we call 
them threshold sample. The threshold samples are the sentences which only contain 
one explicit emotion word, and its intensity is 9 in DUTIR Emotion Ontology [8]. The 
strong intensity of the emotion ontology is applied to guarantee the explicitness of 
sentiment expression. The scores are implemented to determine the threshold. 

4.2 Implicit Emotion Classification Based on LSA  

LSA (Latent Semantic Analysis) is proposed by Dumais et al in the year 1988, which 
is used in statistic method to analyze mass texts, and get the latent semantic relation-
ships among words. The main object of LSA is to map the higher dimension Vector 
Space Model (VSM) to lower dimension latent semantic space. 

The main reason why the implicit samples exist is that the no emotion words are 
indexed in emotion lexicon. For the implicit emotion samples express emotion in an 
indirect way, so we need to further analysis, and the samples which scores are larger 
than the threshold are chosen as seed samples [15]. Then LSA is implemented to mine 
the latent semantic relationships between the implicit samples and the seed samples.  



 Sentiment Analysis Based on Chinese Thinking Modes 53 

After the above steps, we can obtain the emotion tendency of the implicit samples. 
Equation (4) is used to compute the score of the implicit sample, and then identify the 
emotion of the sample： 

 
( ) ( ) ( ),j i i jk jk

k

score A sim A s score s= ×
 (4) 

Where Score(Ai) denotes the score of implicit sample Ai in Emotion j; Sjk is the k th 
sample in Emotion j; sim(Ai, Sjk) denotes the similarity of implicit sample Ai and sam-
ple Sjk; score(sjk) is the score of sample Sjk in Chinese sentiment expression model. 

5 Experiment Setting and Evaluation 

5.1 Experiments of Chinese Thinking Modes in Different Domains 

In order to test and verify whether the Chinese thinking modes can assist sentiment 
analysis, three group experiments have been done on Evaluation data set provided by 
Tan [16]. The data set contains three domains, which are 4000 hotel reviews, 1608 
electronics reviews and 1047 stock reviews, and each domain has its positive and 
negative subset. The reviews in the data set cover sentence level, paragraph level, and 
passage level, and this can avoid the particularity of sentence structure. The baseline 
is the method proposed by Turney [5], and three thinking modes are integrated to see 
whether they are helpful to assist sentiment analysis. The results of thinking modes 
method and method proposed by Turney are shown in figure 1, and the columns in it 
from 1 to 6 respectively represent the subsets: elec-neg, elec-pos, hotel-neg, hotel-pos, 
stock-neg and stock-pos. 

 

Fig. 1. Precision Results between Turney and Chinese thinking modes 

From the results in figure 1, we can get a conclusion that no matter positive or neg-
ative review subset are, there is still an increase in all domains. It proves that the  
Chinese thinking modes can assist the sentiment analysis indeed, and they have inde-
pendence to different fields. Other three groups of experiments have been done to 
analyze the three Chinese thinking modes in different domains. 

The first group experiments are adopted on electronics negative and positive re-
views. The reviews in elec-neg data set are relatively longer and rich in verbs. From 
figure 2, we can find that after adding each Chinese thinking mode the precision has 
increased. The precision of elec-pos reviews is not increasing obviously. That is be-
cause too much nouns are in the text context and less emotion words are used to ex-
press the only one emotion. 
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Fig. 2. Precisions on Elec-Neg data set and Elec-Pos data set 

The second group experiments are implemented on negative and positive hotel re-
views. Adding the “spiral graphic mode”, the results on hotel-neg and hotel-positive 
data sets are basically remained the same level. But after the “concreteness” is taken 
into consideration, the results are much higher than before. It verifies that “concrete-
ness” is much helpful in Chinese sentiment analysis. The size of view-window is 
decided by the specific data set to get the best result. The experiment results of hotel 
reviews are shown in figure 3 as follows. 

Stock reviews are used to do the third group of experiments results. The result of 
stock-neg data set is not good in figure 4. After we analyze the errors, we find the 
reason that a great number of specialized words exist and part of them does not appear 
in DUTIR emotion ontology [8]. That is also the limitation of lexicon based method. 
From figure 4, there is an improvement after adding these three Chinese thinking 
modes. Due to most stock reviews are passage-level passages, the length of the review 
is relatively long than the former two electronic and hotel data sets. And it can expli-
citly reflect the Chinese thinking modes – spiral graphic mode and its advantage. 

 

  

Fig. 3. Precisions on Hotel-Neg data set and Hotel-Pos data set 

5.2 Experiment of Chinese sentiment Expression Model and LSA 

In this experiment part, the experiment data set is ChnSentiCorp [17], and it is about 
hotel evaluation, which consists of hotel service quality, food quality, surrounding  

 

 

Fig. 4. Precisions on Stock-Neg data set and Stock-Pos data set 
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and so on. There are 2000 positive passages and 2000 negative passages in it. After 
checking the label result, the noisy texts are removed and parts of the passages are 
relabeled. Then we get 1828 positive passages and 2163 negative passages. 

For comparison, we implement two baseline methods: one is lexicon based method 
proposed by Turney [5], which decides the passage polarity only by its emotion 
words. If they are positive-orientated, then the passage is positive-orientated. The 
same goes for a negative-orientated passage; the other method is based on semantic 
resource proposed by Xu [7], which takes semantic resource into consideration, such 
as negation and transition. The result is listed in table 1.  

From the results in table 1, we find that the precision of lexicon based method is 
close to that of CSE. After we analyze the error list, the main reason is the implicit 
emotion samples. Due to the emotions of implicit samples are unclear, the method 
applied in experiments have a higher probability to be misclassified by them, and that 
will decrease the precision in the long run. Some statistic jobs on implicit emotion 
samples have also been done. Later we will illustrate them. 

Semantic method focuses on the sentence level, and we can see that there is a pre-
cision increase of our proposed method - CSE from the comparing results. In order to 
identify the opinion tendency of the whole passage, the semantic method proposed by 
Xu [7] has to count the numbers of positive sentences and negative ones, and the larg-
er number determines the opinion orientation of the passage. So we can see that the 
CSE model has a better performance in binary opinion classification than Xu [7]. 

Table 1. Experiment results on ChnSentiCorp 

 Lexicon Semantic  CSE 
Pos 1575/1828(86.16%) 1502/1828(82.17%) 1575/1828(86.16%) 
Neg 1727/2163(79.84%) 1811/2163(83.73%) 1827/2163(84.47%) 
Total 3302/3991(82.74%) 3313/3991(83.01%) 3402/3991(85.24%) 

 
Implicit emotion sample classification is a difficult problem in sentiment analysis. 

Based on the classification results of the former experiment in 5.2, and we can find 
that although the precisions are close, the correct classification number of implicit 
emotion sample is not good comparing with lexicon based method. So the implicit 
emotion classification based on LSA is necessary. Some statistic jobs have been done 
by us, and the details are listed in table 2. 

Table 2. Statistic data of implicit samples 

 Lexicon CSE 
Pos-Implicit 751/1575(47.68%) 640/1575(40.63%) 
Neg-Implicit 836/1827(45.76%) 624/1827(34.15%) 

Total 1587/3402(46.65%) 1264/3402(37.15%) 

In order to solve the implicit emotion problem, LSA is implemented. Each implicit 
emotion sample is used as a query to index the relevant seed sample in latent semantic 
space. Based on the opinion orientation of seed sample, the emotion of the implicit 
sample is determined.  To capture the higher similarities between implicit emotion 



56 L. Yang, H. Lin, and Y. Lin 

sample and seed sample, the similarity threshold value is given 0.8 empirically. Fig-
ure 5 is the results after secondary classification in positive and negative data sets in 
ChnSentiCorp [17]. Figure 6 is macro-average precision of the former two data sets. 

From figure 5 to 6, we can find that after secondary classification by implementing 
LSA, there is a significant increase. And the precision of the whole data set reaches 
higher than 90%.   

 

Fig. 5. Precisions on ChnSentiCorp Pos-Data-Set and Neg-Data-Set        

 

Fig. 6. Macro-Average-Precision of different methods in ChnSentiCorp 

Chinese sentiment expression model is applied to get the emotion tendency of the 
explicit emotion sample from Chinese thinking modes, “spiral graphic mode” and 
“scatter view”, and the results show that it cannot only guarantee the precision, but 
also make sure the credibility of emotion classification. LSA is adopted in secondary 
classification to do the mining work between seed sample and implicit sample in la-
tent semantic space based on the “concreteness” thinking mode. 

After analyzing the error samples, we find that classification errors in this paper 
mainly focus on the following two aspects: First, some of the seed samples are mis-
classified. There are 8 misclassified seed samples in positive data set and 15 of that in 
negative data set; second, due to the variety of implicit emotion samples, some of the 
implicit emotion samples cannot index the samples with higher similarities. 

6 Conclusion  

The contribution of this paper is to propose the Chinese sentiment expression model, 
which focuses on the thinking modes. Three Chinese thinking modes, “spiral graphic 
mode”, “concreteness” and “scattered view”, are applied to assist sentiment analysis 
and emotion classification. According to these explicit Chinese modes, a Chinese 
sentiment expression model (CSE) is proposed. From the experiment results, it can 
effectively improve the accuracy of emotion classification. Thinking mode “concrete-
ness” mostly exists in implicit emotion expressions. In order to solve this, Latent Se-
mantic Analysis (LSA) is applied to implement “concreteness” when CSE model 
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could not classify the implicit emotions accurately. Two traditional sentiment analysis 
methods are used to verify the effectiveness of proposed method, CSE and LSA. Ex-
perimental results show that the performance of sentiment analysis included the Chi-
nese Thinking mode factors and LSA mining is better than that not included.  
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Abstract. Describing and extracting event semantic information is es-
sential to build an event knowledge base and applications in event and
semantic level. However, most existing work deals with documents so
they fail to provide sufficient semantic information about events in news
articles. In this paper, considering What, Who, When, Where, Why
and How, the 5W1H elements of a piece of news, we propose a News
Ontology Event Model (NOEM) which can describe 5W1H semantic el-
ements of an event. The model defines concepts of entities (time, person,
location, organization etc.), events and relationships to capture temporal,
spatial, information, experiential, structural and causal aspect of events.
A comparison to existing event models and an empirical case study show
that NOEM can effectively model the semantic elements of news events
and their relationship; and has a strong ability to represent knowledge
facts and easily adapt to new domains.

Keywords: Ontology, 5W1H, Event Model, Ontology Population.

1 Introduction

In the past decade, event has emerged as a promising research field in Natural
Language Processing (NLP), Information Retrieval (IR) and Information Ex-
traction (IE). In online news services domain, event-based techniques which can
extract entities, such as time, person, location, organization etc. from news sto-
ries and find relationship among them to represent structural events, have been
paid wildly attention. Based on the identification and extraction of these valu-
able event facts, more convenient and intelligent services can be implemented to
facilitate online news browsing in event and semantic level.

However, the definition and representation of event are different in various re-
search areas. In the literature, there are a number of event models nowadays. For
example, event templates used in Message Understanding Conference (MUC) [1],
a structural event representation in Automatic Content Extraction (ACE) [2], a
generic event model E [3] [4] in event-centric multimedia data management, and
ontology-based event models, such as ABC [5], PROTON [6] and Event-Model-F
[7] in knowledge management. But these models are not suitable for semantic

M. Zhou et al. (Eds.): NLPCC 2012, CCIS 333, pp. 58–68, 2012.
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understanding of news events. In order to support semantic applications, for
example, event information extraction and semantic relation navigation, we pro-
pose a News Ontology Event Model (NOEM) to describe entities and relations
among them in news events.

As we know, 5W1H (including What, Who, When, Where, Why, How), a
concept in news style is regarded as basics in information gathering. The rule of
the 5W1H originally states that a news story should be considered as complete
if it answers a checklist of 5W1H. The factual answers to these six questions,
each of which comprises an interrogative word: what, who, when, where, why
and how, are considered to be elaborate enough for people to understand the
whole story [8].

In NOEM, in order to address the whole list of 5W1H, we define concepts of
entities (time, person, location, organization etc.), events and relationships to
capture temporal, spatial, information, experiential, structural and causal aspect
of events. The comparison of NOEM with existed event models shows that it
has a better knowledge representation ability, feasibility and applicability. By
automatically extracting structural 5W1H semantic information of events and
populating these information to NOEM, an event knowledge base can be built
to support event and semantic level applications in news domain.

The rest of the paper is organized as follows. We first review related work
in Sec. 2 by discussing event definitions and event modelings. The proposed
ontology event model NOEM is introduced in Sec. 3. In Sec. 4, we evaluate the
representative ability of NOEM by comparing it with existing event models and
demonstrate its feasibility and applicability by means of case study. In Sec. 5,
we conclude this paper.

2 Related Work

2.1 Event Definitions

The notion of an event has been widely used in many research fields related to
in natural language processing, although with significant variance in what ex-
actly an event is. A general definition of event is “something that happens at a
given place and time”, according to WordNet [9]. Cognitive psychologists look
events as “happenings in the outside world”, and they believe people observe
and understand the world through event because it is a suitable unit in accor-
dance with aspect of human cognition. Linguists have worked on the underlying
semantic structure of events, for example, Chung and Timberlake (1985) stated
that “an event can be defined in terms of three components: a predicate; an in-
terval of time on which the predicate occurs and a situation or set of conditions
under which the predicate occurs.” In [10], Timberlake further supplements it
as “events occur in places, under certain conditions, and one can identify some
participants as agents and some as patients.”

In recent years, some empirical research have been developed on the cognitive
linguistics theoretical basis. TimeML [11] is a rich specification language for
event and temporal expressions in natural language text. Event is described as
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“a cover term for situations that happen or occur. Events can be punctual or
last for a period of time”. In event-based summarization, Filatova et.al. [13]
define a concept of atomic event. Atomic events link major constituent parts
(participants, locations, times) of events through verbs or action nouns labeling
the event itself. In IE community, an event represents a relationship between
participants, times, and places. The MUC extracts prespecified event information
and relates the event information to particular organization, person, or artifact
entities involved in the event. The ACE describes event as “an event involving
zero or more ACE entities, values and time expressions”.

The event extraction task in ACE requires that certain specified types of
events that are mentioned in the source language data be detected and that
selected information about these events be recognized and merged into a unified
representation for each detected event. According to the requirements of seman-
tic understanding of news and the characteristics of news story, we define event
as “an event is a specific occurrence which involves in some participants”. It has
three components: a predicate; core participants, i.e., agents and patients; auxil-
iary participants, i.e., time and place of the event. These participants are usually
named entities which correspond to the what, who, whom, when, where elements
of an event. The relationships among entities and events are also concerned. By
analyzing the connections between the predicates, we can get the why and how
elements which are cause and effect of the event.

2.2 Event Modeling

Event modeling involves event definition, event information representing and
storing. There have been several event models in different application domains.

Probabilistic Event Model. In [12], a news event probabilistic model is pro-
posed for Retrospective news Event Detection (RED) task in Topic Detection
and Tracking (TDT). In the model, news articles are represented by four kinds
of information: who (persons), when (time), where (locations) and what (key-
words). Because news reports are always aroused by news events, a news event is
modeled by mixture of three unigram models for persons, locations and keywords
and one Gaussian Mixture Model (GMM) model for timestamps.

Atomic Event Model. In event-based summarization, Filatova et.al. [13] de-
note atomic events as triple patterns <nm, ti, nn>. The triples consist of an
event term ti and two named entities nm, nn. This event model was adopted by
a number of work in event-based summarization [14] [15].

Structural Event Model. In IE domain, event model is a structural template
or frameset in MUC and ACE respectively. In MUC, the event extraction task
is a slots filling task for given event templates. That is, extracting pre-specified
event information and relating the event information to particular organization,
person, or artifact entities involved in the event. In ACE, the event is a complex
event structure involving zero or more ACE entities, values and time expressions.
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Generic Event Model. Jain and Westermann propose a generic event model
E for event-centric multimedia data management applications [3]. The model is
able to capture temporal aspect, spatial aspect, information aspect, experiential
aspect, structural aspect and causal aspect of events [4].

Ontology Event Model. Ontology is an explicit and formal specification of a
shared conceptualization [16]. It is an important strategy in describing semantic
models. ABC ontology [5] developed in Harmony Project1 is able to describe
event-related concepts such as event, situation, action, agent, and their relation-
ships. PROTON, a base upper-level ontology developed from KIMO Ontology
in Knowledge and Information Management (KIM) [6] platform, has the ability
to describe events which cover event annotation types in ACE. In [7], a formal
model of events Event-Model-F is proposed. The model can represent arbitrary
occurrences in the real world and formally describe the different relations and
interpretations of events. It actually blends the six aspects defined for the event
model E and interrogatives of the Eventory system [17] to provide comprehensive
support to represent time and space, objects and persons, as well as mereological,
causal, and correlative relationships between events.

We mainly concern about ontology-based event models in this paper.

3 News Ontology Event Model

On the basis of analyzing existing event models, we build NOEM for seman-
tic modeling news event in this work. The main advantages of ontology-based
modeling lie in two aspects: 1) It is able to provide common comprehension of
domain knowledge, determine commonly recognized terminologies, and imple-
ment properties, restrictions and axioms in a formulated way at different levels
within certain domains. 2) Implicit knowledge can be acquired from known facts
(events, entities and relations) by using inference engine of ontology.

3.1 The Design of NOEM

Our goal of designing NOEM is to provide a basic vocabulary for semantic
annotation of event 5W1Hs in news stories. So classes and properties are carefully
selected to guarantee NOEM’s compactedness as well as to supply abundant
semantics. In accordance with Jain’s generic event model, our model also tries to
capture temporal, spatial, information, experiential, structural and causal aspect
of events. The proposed event model is able to cover information of events in
three levels.

– Event information: Based on existing event models, we select general
concepts such as ‘space’, ‘time’, ‘events’, ‘objects’, ‘agents’, etc. to represent
an event and its 5W elements. The ACE event hierarchy is imported to
identify event’s types by trigger words. We only capture actions which can

1 The Harmony Project, http://metadata.net/harmony

http://metadata.net/harmony
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uniquely identify an event. Since events are spatial and temporal constructs,
the event information component necessarily contains the time period of
the activity and its spatial characteristics. Additionally, entities like people
or objects that participate in an event are described. Concepts defined in
NOEM is shown in Table 1.

– Event relations: Events (and the activities underlying them) may be re-
lated to other events (activities) that occur in the system. Examples of such
relations can be temporal and spatial co-occurrences, temporal sequencing,
cause-effect relations, and aggregations of events. By defining new concepts,
for example, ‘situation’ and ‘constellation’, and properties such as ‘precedes’
and ‘follows’, the model achieves the ability of describing an event in a fine-
grained manner, and of relating and grouping events. Relations defined in
NOEM is shown in Table 2.

– Event media: Events can be described in various media, e.g. audio, video,
text. Since we only care about news stories, we define concepts of ‘document’
and ‘topic’ to capture the characteristics of the news articles. Information
such as news types, resource locators, or indexes corresponding to specific
document that support the given event are modeled. CNML (Chinese News
Markup Language) is imported to represent a news article’s topic so that we
can connect an event to its category in document-level.

Table 1. Concepts in NOEM

| Thing | Entity | Happening | Time | Place| Document | Topic | Phisical | Abstracts
| Event | Situation | Action | Constellation | Agent | LogicalTime | PhysicalTime |
RelativeTime | Logical Place | Physical Place | Relative Place |

Table 2. Relations in NOEM

| hasSubject | hasObject | hasCause | hasResult | isSubeventOf | involvesIn | atTime|
inPlace | predeces | follows | hasAction | describedIn | hasTopic | hasClass | hasType |

3.2 Main Concepts and Properties in NOEM

In this section, we discuss main concepts, properties of NOEM and how they are
used to represent 5W1H semantic elements of an event in detail. The designed
News Ontology Event Model is shown in Fig. 1, for the sake of clarity, only main
concepts and properties are included.
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Fig. 1. News Ontology Event Model

– Happening is the superclass of all types of eventuality. It has four sub-
classes: ‘Event’ denotes dynamic event, ‘Situation’ denotes static status, ‘Ac-
tion’ denotes an activity and ‘Constellation’ denotes an event set. Properties
‘hasCause’ and ‘hasEffect’ of ‘Happening’ represent cause-effect connections
between events. This is helpful for future work of analyzing why among
events.

– Event is a concept denotes dynamic ‘Happening’. An event always has a
type which can be used to specify what. We import all types of ACE event,
‘Business’, ‘Conflict’, ‘Contact’, ‘Justice’, ‘Life’, ‘Movement’, ‘Personnel’ and
‘Transaction’. They appear as a component in Figure 1.

– Situation describes static status preceding or following an event. Properties
‘precedes’ and ‘follows’ can be used to represent how.

– Constellation is a set of happenings with some relations among them, e.g.,
cause-effect and core-peripheral. It describes a complete happening caused
by a key event and developed by sub-events.

– Agent is a concept to represent who and whom. It is the superclass of ‘Group’
and ‘Person’.

– Time apparently represents when. Its subclasses ‘logicalTime’, ‘physical-
Time’ and ‘relativeTime’ are reserved for our future work of time normal-
ization and inference.

– Place represents where. Its subclasses ‘logicalPlace’, ‘physicalPlace’ and ‘rel-
ativePlace’ are reserved for our future work of location normalization.

– Document is the media aspect of an event. It has an URI (Universal Re-
source Identifier) refers to a news article.

– Topic is a concept in document level. It is related to category of a news story,
for example, ‘Sports’, ‘Law’, ‘Politics’ and so on. We import 2082 subclasses
from CNML taxonomy for topic classification.
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4 Evaluation

Janez Brank et. al. [18] classified ontology evaluation methods into four cate-
gories: (1) Comparing the ontology to a “golden standard”; (2) Using an ontology
in an application and evaluating the results; (3) Comparing with a source of data
about the domain to be covered by the ontology; (4) Evaluation is done by hu-
mans who try to assess how well the ontology meets a set of predefined criteria,
standards, requirements.

In this section, we evaluate the representative ability, the feasibility and ap-
plicability of NOEM using a combination of above methods.

4.1 Comparison with Existing Event Models

When designing the NOEM, we analyzed existing event-based systems and event
models with respect to the functional requirements. These models are motivated
from different domains such as the Eventory system for journalism, the structural
representation of event in MUC and ACE, the event model E for event-based
multimedia applications and Ontology-based models, such as the Event Ontology
as part of a music ontology framework, ABC, PROTON for knowledge manage-
ment and Event-Model-F for distributed event-based systems. All models are
domain-dependant and they are too simple or too complicated for news event
understanding task in this paper.

By analyzing the representative ability of existing Event models, we obtain six
factors: action, entity, time, space, relations (here we concern structural, causal
and correlation among events) and event media. An overview of the analysis
results and comparison to the features of NOEM along the representative ability
is listed in Table 3. It shows that NOEM has a better representative ability
than structural event models, i.e., probabilistic, atomic and MUC/ACE models.
In addition, NOEM’s representative ability is as good as PROTON and Event-
Model-F, two classic ontologies. At the same time, NOEM has a more compact
design with only a few classes and relations, and is suitable to modeling Chinese
News.

4.2 Manually Evaluation

To evaluate NOEM in a practical environment, four postgraduate students are
invited to manually analyze 6000 online news stories from XinHua and Peo-
ple news agency. These news stories cover 22 topics of CNML such as politics,
economy, military, information technology, sports and so on. With the help of
headline of each news item, one topic sentence that contains the key event is
identified. Then 5W1H elements of the key event are labeled from the head-
line and the topic sentence according to the NOEM definition. The annotation
result shows that 85 percent of online news story can be described by NOEM
appropriately.
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Table 3. Comparison of Event Models

Representative Ability
Event Model Domain Relation

Action Entity Time Space Str. Cau. Cor. Media

Probabilistic TDT/RED Y Y Y Y N N N N

Atomic Event-based Sum. Y Y N N N N N N

MUC/ACE IE Y Y Y Y Y N N N

Eventory Journalism Y Y Y Y Y Y N N

E Multimedia Mana. Y Y Y Y Y Y Y Y

Event Ontology Music Mana. Y Y Y Y Y Y Y N

ABC Knowledge Mana. Y Y Y Y Y Y Y N

PROTON IR Y Y Y Y Y Y Y Y

F Event-based Sys. Y Y Y Y Y Y Y Y

NOEM EE Y Y Y Y Y Y Y Y
Abbreviations: Str.=Structural, Cau.=Causal, Cor.=Correlation,

Mana.=Management, Sum.=Summarization, Sys.= System

4.3 A Case Study

Here we take a story from Xinhua news agency September 9, 2005 as an example
to extract and describe the key event elements. The snippet of the news is shown
in the left part of Fig. 2. We first use a machine learning method in our previous
work [19] to identify the topic sentence about the key event of this story. And
then we use a verb-driven method, along with Name Entity identification and
semantic role labeling method proposed in work [20] to get the key event’s 5W1H
information from the story.

 
Title: President Hu Arrives in Ottawa for state visit 
1. 9 8

 
Chinese President Hu Jintao arrived in the Canadian capital of 
Ottawa on Thursday for a state visit. 
2. 

 
In a written statement delivered at the airport on arrival, Hu said 
that China is ready to work with Canada to further expand 
exchanges and cooperation in various fields, push forward the 
China-Canada strategic partnership and bring even more benefits 
to the people of the two countries and around the world. 
3.  ...... 

Event: [Chinese President {Hu Jintao}P]ARG0 

[arrived]TARGET in [{Canadian capital of 

Ottawa}L]ARG1 on [{Thursday}T]ARGM−TMP 

for a state visit 

hasAction 
hasObject 

atTime inPlace 

hasTopic 

Agent 

Event 

Action 

Time Place 

Topic 

hasSubject 

Fig. 2. Snippet of a news story, the identified key event and its 5W1H elements
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From the key event of the news, “Chinese President Hu Jintao arrived in
the Canadian capital of Ottawa on Thursday for a state visit.”, we get an
ACE “Movement” event and its 5W1H elements (right part of Fig. 2). The
extracted 5W1H semantic event information, their types and semantic relations
are denoted in RDF (Resource Description Framework)2 triples. For the exam-
ple event, we get triples <Chinese President Hu Jintao, arrive, Canadian capital
of Ottawa>, <arrive, isTypeof, Movement/Transport>, <Chinese President Hu
Jintao, isTypeof, Person>, <2005-09-08T00:00:00, isTypeof, Time> (Thursday
is normalized as 2005-09-08) and <Ottawa, isTypeof, Place>.

4.4 Population of NOEM

The proposed NOEM is built on Protégé3. By using a predefined template, an
OWL (Web Ontology Language)4 file is automatically generated in which triples
are mapped to the concepts and relations according to NOEM. By this means,
the event 5W1H elements can be populated into Protégé as instances.

A snippet of automatic generated OWL file of the example story is listed
below.

<Event rdf:ID="NewsEvent_588">

<rdfs:comment>

Hu Arrives in Ottawa.

</rdfs:comment>

<inDocument>

<Document rdf:resource="#588"/>

</inDocument>

<hasAction>

<Action rdf:ID="<Chinese President Hu Jintao,arrive,

Canadian capital of Ottawa>"/>

</hasAction>

<hasSubject>

<Agent rdf:ID="Chinese President Hu Jintao"/>

</hasSubject>

<hasObject>

<Agent rdf:ID="Canadian capital of Ottawa"/>

</hasObject>

<hasType>

<ACE_Event_Type rdf:resource="#Movement/Transport"/>

</hasType>

<atTime>

<Time rdf:ID="2005-09-08T00:00:00"/>

</atTime>

<inPlace>

2 http://www.w3.org/TR/REC-rdf-syntax/
3 http://protege.stanford.edu/
4 http://www.w3.org/TR/owl-ref/

http://www.w3.org/TR/REC-rdf-syntax/
http://protege.stanford.edu/
http://www.w3.org/TR/owl-ref/
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<Place rdf:ID="Ottawa"/>

<Place rdf:ID="Canada"/>

</inPlace>

</Event>

Besides the key event, <Chinese President Hu Jintao, deliver, a written state-
ment > is also identified as a subevent and associated to the key event by rela-
tionship “follows”. The automatically mapping and populating the 5W elements
and relations into Ontology shows the feasibility and applicability of NOEM.

5 Conclusions and Future work

In this paper, NOEM, an event Ontology which describes concepts of 5W1H
event semantic elements and relationships of events is proposed. NOEM is able
to capture temporal, spatial, information, experiential, structural and causal
aspect of an item of news. By taking advantage of logical reasoning ability of the
NOEM ontology, the output of why and how elements together with relationships
among who, what, whom, when and where of events can be used to build a
multidimensional news event network. This will largely facilitate online news
browsing in event and semantic level.

Our future work is to build a news events knowledge base and a semantic
retrieval engine on NOEM. This will strongly support semantic information re-
trieval on event level and other event level semantic applications.

Acknowledgment. This work is supported by the National High-Tech Project
of China (Grant No. 2012AA011101).
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Abstract. Dependency Grammars prove to be effective in improving
sentiment analysis, because they can directly capture syntactic relations
between words. However, most dependency-based systems suffer from
a major drawback: they only use 1-best dependency trees for feature
extraction, which adversely affects the performance due to parsing errors.
Therefore, we propose an approach that applies dependency forest to
sentiment analysis. A dependency forest compactly represents multiple
dependency trees. We develop new algorithms for extracting features
from dependency forest. Experiments show that our forest-based system
obtains 5.4 point absolute improvement in accuracy over a bag-of-words
system, and 1.3 point improvement over a tree-based system on a widely
used sentiment dataset. Our forest-based system also achieves state-of-
the-art performance on the sentiment dataset.

Keywords: dependency forest, sentiment analysis.

1 Introduction

Dependency grammars have received a lot of attention in sentiment analysis
(SA). One important advantage of dependency grammars is that they can di-
rectly capture syntactic relations between words, which are key to resolving most
parsing ambiguities. As a result, employing dependency trees produces substan-
tial improvements in sentiment analysis [12,6,10].

However, most dependency-based systems suffer from a major drawback: they
only use 1-best dependency trees for feature extraction, which adversely affects
the performance due to parsing errors(93% [8] and 88% [3] accuracies for English
and Chinese on standard corpora respectively). To make things worse, sentiment
corpora usually consist of noisy texts from web, which will lead to a much lower
parsing quality. As we will show, the tree-based systems still commits to using
features extracted from noisy 1-best trees. Due to parsing error propagation,
many useful features are left out of the feature set.

To alleviate this problem, an obvious solution is to offer more alternatives.
Recent studies have shown that many tasks in natural language processing can
benefit from widening the annotation pipeline: using packed forests [13] or de-
pendency forests [20] instead of 1-best trees for statistical machine translation,
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packed forests for semantic role labeling [22], forest reranking for parsing [2],
and word lattices reranking for Chinese word segmentation [4].

Along the same direction, we propose an approach that applies dependency
forest, which encodes exponentially many dependency trees compactly, for tree-
based sentiment classification systems. In this paper, we develop a new algo-
rithm for extracting features from dependency forest. Experiments show that
our forest-based system obtains 5.4 point absolute improvement in accuracy over
a bag-of-words system, and 1.3 point improvement over a tree-based system on
a widely used sentiment dataset [18].

2 Related Work

Our research builds on previous work in the field of sentiment classification and
forest-based algorithms. For sentiment classification, the design of lexical and
syntactic features is a fundamental step. There has been an increasing amount
of work on feature-based algorithms for this problem. Pang and Lee [18] and
Dave et al. [9] represent a document as a bag-of-words; Matsumoto et al. [12]
extract frequently occurring connected subtrees from dependency parsing; Joshi
and Penstein-Ros’e [6] use a transformation of dependency relation triples; Liu
and Seneff [10] extract adverb-adjective-noun relations from dependency parser
output while Wu et al. [21] extract features from phrase dependency parser.

Previous research has convincingly demonstrated forests ability to offer more
alternatives, which is useful to solving parsing error propagation problem, and
has led to improvements in various NLP tasks, including statistical machine
translation [13,20], semantic role labeling [22], and parsing [2].

3 Background

In this section, we present the baseline system that extracts features from 1-best
dependency trees.

Figure 1(a) shows a dependency tree of the English sentence the film is
sick, slick fun. The dependency tree expresses relation between words by head-
dependents relationships of nodes. The arrow points from the dependent to its
head. For example, in Figure 1(a), fun is the head of slick.

Inspired by the previous work [12], we extract connected subtrees from depen-
dency trees. A connected subtree is a more general form obtained by removing
zero or more nodes from the original dependency tree. Figure 1(b) shows some
examples. The top left subtree is obtained by removing the node slick, and the
bottom left subtree is obtained by further removing the node the.

Recent studies show that this kind of partial subtrees could capture the syntac-
tic information between words quite well [12,14,5]. For example, in Figure 1(b),
to express the relation between the words film and fun, a subtree t does not
only show the co-occurrence of film and fun, but also make sure that they are
syntactically connected by the word is.
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Fig. 1. A dependency tree of the sentence the film is sick, slick fun and examples of
corresponding dependency substructures

Since the number of dependency features tends to be very large, we only
remain the features that occur frequently in the corpus.

4 Dependency Forest

As the tree-based system relies on 1-best trees, the quality of features might
be affected by parsing errors and therefore ultimately results in classification
mistakes. We propose to encode multiple dependency trees in a compact rep-
resentation called dependency forest, which provides an elegant solution to the
problem of parsing error propagation.

Figure 2(a) and 2(b) show two dependency trees for the example English
sentence in Figure 1. The word sick can either be an adjective as an attribute
of the film, or be a modificatory word like slick for the word fun. The two
dependency trees can be represented as a single dependency forest by sharing
common nodes and edges, as shown in Figure 2(c).

Each node in a dependency forest is a word. We assign a span to each node to
distinguish among nodes. For example, the span of the word sick is (3,4) because
it is the fourth word in the sentence. Since the seventh word fun dominates the
word slick, the span is (5,7). Note that the position of fun itself is taken into
consideration.

The nodes in a dependency forest are connected by hyperedges. While a
edge in a dependency tree points from a dependent to its head, a hyperedge
groups all dependents of their common head. For example, the hyperedge e2:

e2: 〈is0,7, (film0,2, fun3,7)〉
denotes that both film0,2 and fun3,7 are dependents of the head is0,7.

Formally, a dependency forest is a pair 〈V,E〉, where V is a set of nodes,
and E is a set of hyperedges. For a given sentence w1:n = w1 . . . wn, each node
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Fig. 2. (a) the dependency tree in Figure 1, (b) another dependency tree for the same
sentence, and (c) a dependency forest compactly represents the two trees.

v ∈ V is represented as wi,j , denoting that the word w dominates the substring
wi+1 . . . wj . Each hyperedge e ∈ E is a pair 〈head(e), tails(e)〉, where head(e) ∈
V is the head of the hyperedge and tails(e) ∈ V are its dependents.

We followed the work [20] to construct dependency forest from k-best parsing
results, and transform a dependency forest into a hypergraph.

5 Forest-Based Subtree Extraction

In tree-based systems, we can extract dependency subtrees by simply enumer-
ating all nodes in the tree and combining the subtrees of their dependents with
the heads. However, this algorithm fails to work in the forest scenario because
there are usually exponentially many subtrees of a node.

To solve this problem, we develop a new bottom-up algorithm to extract
dependency subtrees. Our approach often extracts a large amount of dependency
subtrees as each node has many hyperedges. To maintain a reasonable feature
set size, we discard any subtrees that dont satisfy two constraints:

1. appear in at least f distinct sentences in the dataset [12];
2. the fractional count should not be lower than a pruning threshold p;
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Here the fractional count of a subtree is calculated like in the previous work
[13,20]. Given a tree fragment t, we use the inside-outside algorithm to compute
its posterior probability:

αβ(t) = α(root(t)) ×
∏
e∈t

p(e)×
∏

v∈leaves(t)

β(v) (1)

where root(t) is the root of the subtree, e is an edge, leaves(t) is a set of leaves of
the subtree, α(·) and β(·) are outside and inside probabilities, respectively. For
example, the subtree rooted at fun3,7 in Figure 2(c) has the following posterior
probability:

α(fun3,7)× p(e4)× β(sick3,4)× β(,4,5)× β(slick5,6)

Now the fractional count of the subtree t is

c(t) =
αβ(t)

αβ(TOP )
(2)

where TOP is the root node of the forest. As a partial connected subtree might
be non-constituent, we approximate the fractional count by taking that of the
minimal constituent tree fragment that contains the connected subtree.

We observed that if a subtree appears in at least f distinct sentences, then
each edge in the subtree should also occurs at least f times. According to this
observation, we can first enumerate all edges that appear in at least f distinct
sentences, then we can check whether the edge in this set when dealing with a
head and a dependent. Take the edge 〈sick, fun〉 in Figure 2(c) for example, if
the occurrence of the edge is lower than f, then any subtree that contain this
edge could not be possible appear in at least f times.

Algorithm 1 shows the bottom-up algorithm for extracting subtrees from a
dependency forest. This algorithm maintains all available subtrees for each node
(line 12). The subtrees of a head can be constructed from those of its dependents.
For instance, in Figure 2(c), as the subtree rooted at fun3,7 is

(slick) fun

we can obtain another subtree for the node is0,7 by attaching the subtree of its
dependent to the node (EnumerateSubtrees in line 8)

is ((slick) fun)

Note that we only keep the subtrees that appear in at least f distinct sentences
(line 6), and have a fractional count not lower than p (line 10).

6 Experiments

We carried out experiments on the movie review dataset [18], which consists of
1000 positive reviews and 1000 negative reviews. To obtain dependency trees,
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Algorithm 1. Algorithm of extracting subtrees from a dependency forest. All
subtrees should appear in at least f distinct sentences and have a fractional
count not lower than p.

Input: a forest F , and f and p
Output: minimal subtree set T

1: avail edges ← [edges that appear in at least f distinct sentences]
2: for each node v ∈ V in a bottom-up order do
3: for each hyperedge e ∈ E and head(e) = v do
4: avail nodes ← ∅
5: for each node w ∈ tails(e) do
6: if edge 〈v, w〉 ∈ avail edges then
7: avail nodes.append(w)

8: S ← EnumerateSubtrees (v, avail nodes)
9: for each subtree t ∈ S do
10: if c(t) � p then
11: T .append(t)

12: keep subtrees for v

we parsed the document using the Stanford Parser [7] to output constituency
trees and then passed the Stanford constituency trees through the Stanford
constituency-to-dependency converter [11].

We consider two baselines:

1 Unigrams: using unigrams that occur at least 4 times [18]
2 Unigrams+Subtree1−best: Unigrams features plus partial connected sub-
trees extracted from 1-best dependency trees

We construct dependency forest from 100-best parsing list.1 We set the pa-
rameter f = 10 for both dependency trees and forests, and pruning threshold
p = 0.01 for dependency forests.2 All experiments are carried out using the Max-
Ent toolkit3 with default parameter settings. All results reported are based on
10-fold cross validation.

Table 1 shows the result on the movie review dataset. The first column Fea-
tures indicates where the features are extracted from: 1-best dependency trees,
100-best list or dependency forests. The second column denotes the averaged
number of extracted features, while the last column is the averaged time of sub-
tree extraction. We compare our method to previously published results on the
same dataset (rows 9-11), showing that our approach is very competitive. We
find that using subtrees from 100-best list or forests achieve significant improve-

1 The speed of construction is approximately dozens of milliseconds per sentence. Most
of the time cost is attributed to the calculation of inside and outside probabilities.

2 We only use fractional count pruning for dependency forest, because the inside-
outside algorithm for computing fractional count is only available for hypergraphs.
As we extract features from the trees in k-best list individually, we cannot use it for
k-best list scenario.

3 http://homepages.inf.ed.ac.uk/lzhang10/maxent_toolkit.html

http://homepages.inf.ed.ac.uk/lzhang10/maxent_toolkit.html
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Table 1. Result on the movie review dataset. Here “Number” (column 2) indicates the
averaged number of features used and “Time” (column 4) denotes the averaged subtree
extraction time (second/document). “Subtreestructure” denotes that the subtrees are
extracted from 1-best tree, 100-best list or forest. The baseline system (row 2) used the
unigrams that occur at least 4 times, and another baseline system (row 4) furthermore
incorporates dependency subtrees extracted from 1-best trees. We use “†” to denote a
result is better than baseline “Unigram” significantly, and “‡” denote better than both
“Unigram” and “Unigram + Subtree1−best” significantly, at p < 0.01 (sign test).

Features Number Accuracy Time

Unigram 17,704 86.2 –

Subtree1−best 12,282 74.2 0.33
Unigram + Subtree1−best 29,986 90.3† –

Subtree100−best 24,006 81.9 35.47
Unigram + Subtree100−best 41,710 90.2† –

Subtreeforest 18,968 81.2 6.93
Unigram + Subtreeforest 36,674 91.6‡ –

Pang et al. [18] – 87.1 –
Ng et al. [17] – 90.5 –
Yessenalina et al. [23] – 91.8 –

ment over 1-best trees, validating our belief that offering more alternatives could
produce substantial improvements. Using 100-best list produce only double sub-
trees in over 100 times longer than using 1-best trees, indicating that a k-best
list has too few variations and too many redundancies [2]. When incorporating
unigrams features, forest-based system obtains significant improvement of 5.4
point in accuracy over the bag-of-words system, and 1.3 point improvement over
the tree-based system. An interesting finding is that combining subtrees from
100-best list and unigrams features doesnt achieve any improvement over 1-best
tree. We conjecture that: (1) as most syntactic information is already captured
by 1-best trees, using 100-best list can introduce little new information, (2) more
noisy information would be introduced when extracting features from 100-best
list, because there would be some low-quality parsing trees in the 100-best list
(e.g. the trees at the foot of 100-best list). In contrast, we can extract new sub-
trees from dependency forests, which could not be extracted from any single
tree in 100-best list (e.g. a subtree that consists of two parts from two different
dependency trees). On the other hand, with the help of fractional count pruning,
we would discard most low-quality subtrees.

7 Conclusion and Future Work

In this paper, we have proposed to extract features represented as partial con-
nected subtrees from dependency forests, and reduced the complexity of the
extraction algorithm by discard subtrees that have low fractional count and
occurrence. We show that using dependency forest leads to significant improve-
ments over that of using 1-best trees on a widely used movie review corpus.
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In this work, we still select features manually. As convolution kernels could
exploit a huge amount of features without an explicit feature representation
[14,5,1,16,15,19], we will combine dependency forest and convolution kernels in
the future.
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Abstract. The transliterating Tibetan characters used specially to transliterate 
foreign scripts have two collations: collation with the rules of native Tibetan 
dictionary and with that of transliterating Tibetan dictionary. This paper pro-
poses two general structures for transliterating characters. Based on these  
general structures, a collation scheme is developed so that all transliterating 
characters can be collated correctly and effectively.   

Keywords: Tibetan, character, collation, structure. 

1 Introduction 

The Tibetan script is an alphasyllabary, a segmental writing system in which conso-
nant-vowel sequences are written as a unit. Tibetan has two alphabets: the native  
Tibetan alphabet used in daily life of Tibetan people and the transliterating Tibetan 
alphabet used specially to transliterate foreigner scripts especially the Sanskrit. 

The native Tibetan has 30 consonants and four vowels. The 30 consonants are ķ, ĸ, 
Ĺ, Ļ, ļ, Ľ, ľ, Ŀ, Ņ, ņ, Ň, ŉ, Ŋ, ŋ, Ō, Ŏ, ŏ, ő, Ő, œ, Ŕ, ŕ, Ŗ, ŗ, Ř, ř, Ś, Ŝ, ŝ, and Ş while the four 

vowels are ŞŢ, ʊ, ŞŪ, and ŞŬ. In addition to native Tibetan alphabet, a special alphabet was 

invented so as to transliterate the Buddhist scripture written in Sanskrit. Because of 

the exact one-to-one correspondence between this special invented alphabet and the 

Sanskrit alphabet, any Sanskrit sentence can be converted into the Tibetan sentence 

exactly and vice versa. This transliterating alphabet has 34 consonants and 16 vowels. 

The 34 consonants are ķ, ĸ, Ĺ, ĺ, Ļ, ŏ, Ő, ő, Œ, Ŀ, ŀ, Ł, ł, Ń, ń, Ņ, ņ,Ň, ň, ŉ, Ŋ, ŋ, Ō, ō, Ŏ, ŗ, Ř, 
ř, œ, Ś, ś, Ŝ, ŝ, and ş, and the 16 vowels are Ş, ;š, ŞŢ, ;šŢ, ʊ, ;ϼϺ, ˵Ű, ҎϼŰ, ;ƞŰ, ΦϱϼŰ, ŞŪ, Şū, ŞŬ, Şŭ, ŞŮ, and Şů. 

As shown in Fig. 1, the two alphabets are different but they share 28 letters ķ, ĸ, Ĺ, Ļ, 
Ņ, ņ, Ň, ŉ, ŏ, Ő, ő, Ŀ, Ŋ, ŋ, Ō, Ŏ, ŗ, Ř, ř, œ, Ś, Ŝ, ŝ, Ş, ŞŢ, ʊ, ŞŪ, and ŞŬ in common.  

The transliterating Tibetan is different from the native Tibetan in many ways. One 
difference is that the transliterating Tibetan has two kinds of collation. The first kind 
is that all the characters need to be collated are just the transliterating characters and  
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 Collation of Transliterating Tibetan Characters 79 

 

 

Fig. 1. The native Tibetan alphabet (left) and the transliterating Tibetan alphabet (right) 

the collation of these characters follows the sorting rules of the transliterating Tibetan 
dictionary [1]. The second kind involves the collation of both the transliterating cha-
racters and the native Tibetan syllables, and the collation follows the sorting rules of 
the native Tibetan dictionary [2]. 

Di Jiang et al. have proposed a sorting algorithm of Tibetan script [3]. Heming 
Huang et al. have evaluated each Tibetan letter or symbol with the Unicode collation 
element and proposed a general structure for collation of Tibetan syllables [4-5]. As a 
matter of fact, they just collate both the transliterating characters and the native Tibe-
tan syllables with the sorting rules of the native Tibetan dictionary. Although, not 
used so frequently, the transliterating characters are great in number: there are more 
than 6600 transliterating Tibetan characters [6-7]. By far, it is still an open problem to 
collate the transliterating Tibetan characters with the sort rules of the transliterating 
Tibetan dictionary. 

2 The Judgment of the Transliterating Tibetan Characters 

To realize the second kind collation accurately, it is necessary to distinguish the trans-
literating characters from the native Tibetan syllables correctly. 

It is easy to distinguish a transliterated sentence from a native Tibetan sentence. As 
shown in Fig. 2, there is an inter-syllable separator ‘ā’ between every two syllables of 
a native Tibetan sentence while there is no such separator in a transliterated sentence.  

 

ŜŮāŌŬŇāȄāĹʀŎāŚŉāɚŘāǼŢāŐƼĹāŎőǑŇă 
ŜŮǴŰŅōŬŀͰšƼŉȤŢͬ ϼϺͤ ƛ̨ ŚͮƌķŬă 

Fig. 2. A native Tibetan sentence (row 1) versus a transliterated sentence (row 2) 

Some transliterated characters or phrases are used as a common syllable in a native 
Tibetan sentence. For example, the first syllable “ŜŮ” in the first row of Fig. 2 is a 
transliterating character; however, it is separated by ‘ā’ from others as if it is a native 
syllable. Therefore, it is not easy to distinguish a transliterating character from the 
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native Tibetan syllables under this circumstance. It should be judged with the native 
Tibetan orthography. Generally, a pre-composed character is a transliterating charac-
ter if it meets one of the following conditions. 

1) A pre-composed character has the transliterating vowel ◌š, ◌šŢ, ◌šŤ, ◌ƝŰ, ◌ƝšŰ, ◌ƞŰ, ◌ƞšŰ, ◌ū, ◌ŭ, ◌Ů, 
or ◌ů. 

2) A pre-composed character has the diacritic sigh ◌Ŵ, ŵ, ◌Ŷ, ◌ŷ, Ÿ, Ź, ź, or Ż. 

3) A pre-composed character has the transliterating consonants ĺ, Œ, ŀ, Ł, ł, Ń, ń, ň, 
ō, ś, or ş. 

4) A pre-composed character has two consonants, but the first consonant is none of 
Ř, ř, and Ŝ while the second consonant is none of ◌Ƙ, ◌Ɯ, ◌Ɲ, and ◌ƞ. Examples of such 
characters are ͜żŪ, ͜ƕ, ΄ϥϻ, and ͪƌŢ. 

5) A pre-composed character has three consonants, but the first one is none of Ř, ř, 
and Ŝ while the third one is none of ◌Ƙ, ◌Ɯ, ◌Ɲ, and ◌ƞ. Examples of such characters are Βԛ, 
Χϗϖ, ͐Ţ, and ΣԀ. 

6) A pre-composed character has more than three consonants. Examples of such 

characters are θН,֓ ϏЉ֐, and ϏЉН.֓ 

7) A horizontal combination of several consonants, but there is no prefix consonant 
or suffix consonant according to the restriction rules of native Tibetan Standard or-
thography to these positions. Examples of such combinations are ķřķř, ķŇŎ, ķřř, and 
ĸŘŘŜ. 

8) A horizontal combination of a consonant and a pre-composed character, but the 
consonant is neither the prefix consonant nor the suffix consonant. Examples of such 
combinations are ķřŢ, ķȷ, ķ͸Ɠ, ķȂ, and ĻŘ. 

9) A horizontal combination of several pre-composed characters, but the last one is 
none of ŖŢ, ŖŬ, and ɹ.Examples of such combinations are ķŢķŢ, ķŢŐƼ, and ǣʔ. 

3 The General Structure of Transliterating Characters 

The collation of a transliterating character is not decided by its component letters 
directly. A transliterating character may be decomposed into several syllables firstly 
and then its collation is decided by those syllable series. Therefore, it is necessary to 
describe the syllable of transliterating characters. 

3.1 The Collation Rules of the Transliterating Tibetan Dictionary  

A transliterating character may be the vertical composition of basic consonant, foot 
consonant, and vowel and there are no concepts of prefix consonant, suffix consonant, 
and superscript consonant. Therefore, the phrases ĹŅŢ, ŎȬŠ, and Ōŏŉ belong to the chap-
ters Ĺ, Ŏ, and Ō respectively; and the phrases Ǫͫƌ, ȨŌ, and ǰͫƌ belong to the chapters Ř, ř, 
and Ŝ respectively. Furthermore, a transliterating syllable may have two foot conso-
nants and two vowels. For example, the syllable ʔů has two vowels. The first one is ◌š 
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and the second one is ◌ů. The diacritics ◌Ŵ, ŵ, ◌Ŷ, ◌ŷ, Ÿ, Ź, ź, and Ż should be treated as the 
first vowel either. 

Before collation, a transliterating character or phrase should be decomposed into 
syllable series. For example, to collate the phrase ǰͫƌ, it should first be decomposed 
into syllable series ŜāķāŉāŇ and then the collation of the phrase ǰͫƌ is decided by the 
corresponding syllable series ŜāķāŉāŇ. 

The collation of the single transliterating syllable is as follows. 

1) The syllables with ķ as the basic consonant are sorted as  
ķāķŮāķů ķŢāķƹāķŢů ʔŢāʔƹāʔŢů ǣāǣŮāǣů ͜ϼϺā͜ϼϺŮā͜ϼϺů ǦŰāǦǜǦŰů ѬϼŰāѬϼǜāѬϼŰů ǨŰāǨǜāǨŰů ķŪāķǀāķŪů ķūāķǇāķūů ķŬāķǎāķŬů ķŭāķǕāķŭů (followed  

with those syllables that are the vertical combination of Ǥ, Ǧ, and ʟ with the vowels 
respectively). 

2) The syllables with ĸ as the basic consonant are sorted as 1). 
…… 

3) The syllables with Ş as the basic consonant are sorted as 1). 

3.2 The General structure of All Transliterating Characters 

As mentioned above, a transliterating syllable is a pre-composition of a basic conso-
nant with no more than two foot consonants and no more than two vowels. So, it has a 
general structure as shown in Fig. 3. 
 
 

 

Fig. 3. The general structure of a transliterating syllable (left) and its sort order (right). Where 
V stands for the vowel, BC stands for the basic consonant, and FC stands for the foot  
consonant. 

If a transliterating character cannot be represented by the general structure, it 
should be further decomposed into several syllables so that each of them can be 
represented by the general structure. For example, the character γտИ cannot be 
represented by the general structure directly but it can be decomposed into syllable 
series Ņāфϯ, and both the syllables Ņ and фϯ can be represented by the general structure. 

4 Collation of Transliterating Characters 

The transliterating characters have two kinds collation: 1) collated with the rules of 
the native Tibetan dictionary and 2) collated with the rules of the transliterating cha-
racter dictionary. 
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4.1 Collated with the Rules of the Transliterating Character Dictionary 

When two transliterating characters are collated with the rules of the transliterating 
character dictionary, the scheme of the transliterating character collation consists of 
the following five steps as shown in Fig. 4.  
 

 

Fig. 4. The scheme of the transliterating character collation 

Step 1: Decompose each transliterating character into syllable series first.  
Step 2: Expand each syllable further into the letter series according to the sort order 

shown in Fig. 3. If there is no letter in a certain position, a space ‘□’ is used instead.  
Step 3: Replace each letter in the letter series with the corresponding collation element. 
Step 4: Compress the collation element series.  
Step 5: Compare the two compressed collation element series and we have got the 

collation result of two transliterating characters.  

However, this paper just focuses on the first three steps. 
To collate the two characters ԛ́ and ά֧У, for example, they should firstly be expanded 

into syllable series ‘ķāǤ’ and ‘ķāǧ’ respectively; and then each syllable is further ex-
panded into letter series, thus we have got ‘ķ□□□□ķ ◌Ɯ□□□’ and ‘ķ□□□□ķ ◌Ɲ ◌Ť□□’; Final-
ly, compare the two letter series as we compare two English strings and we have got 
the collation result of two characters ԛ́ and ά֧У. Table 1 gives some more examples of 
this kind collation. 

Table 1. The collation of the transliterating characters with the rules of the transliterating 
character dictionary 

Characters Syllable series Letter series 

΄ԛ ķǤ ķ
□□□□

ķ ◌Ɯ
□□□

ά֧У ķǧ ķ
□□□□

ķ ◌Ɲ ◌Ť
□□

͜ƕ ķŐ ķ
□□□□

Ő
□□□□

 

΄ԘŮ ķʿŮ ķ
□□□□

Ŝ ◌Ƙ
□□

◌Ů

ѮϯŮ ѮϯŮ Ĺ ◌Ɲ ◌Ɯ
□

◌Ů  

γտИŮ ĿфϯŮ Ŀ
□□□□

Ś ◌Ƙ ◌Ɯ
□

◌Ů  

˿ƹ şͯšƹ ş
□□□□

Ŏ
□□

◌šŢ ◌Ů

4.2 Collated with the Rules of Native Tibetan Syllable Dictionary 

A typical Tibetan syllable, such as ŌȌŢĹŜ, is a two-dimensional combination of its let-
ters. To syllable ŌȌŢĹŜ, the letter Ĺ at the center is the base consonant, the letter Ŝ above 
the base consonant is the head consonant, the letter Ō in the prefix position is the  

Transliterating 
character 

Syllable series Letter series Collation 
element series 

Compressed 
collation element 
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prescript consonant, the letter ◌Ɲ, a variant of the letter Ř, is the foot consonant, the 
sign ◌Ţ is a representation of the vowel ŞŢ, and the two letters Ĺ and Ŝ after the base 
consonant are the postscript consonant and the post-postscript consonant respectively. 
The Tibetan orthography has strict restrictions to the letters in each position, for ex-
ample, only the letters Ĺ, Ň, Ō, Ŏ, and Ŗ can appear in the prescript position. 

A few native Tibetan syllables have two foot consonants. For example, the syllable 
ʋ has two foot consonants ◌Ɲ and ◌Ƙ and the syllable ʏ has two foot consonants ◌Ɯ and ◌Ƙ. 
Furthermore, many transliterating characters, collected in the national standards of  
P. R. China on Tibetan Character Set, have two foot consonants. 

When a transliterating character is collated with the rules of the native Tibetan syl-
lable dictionary, a generalized structure should be constructed so that it can represent 
both the transliterating syllables and the native Tibetan syllables. The left part of  
Fig. 5 is such general structure. 

 

 

Fig. 5. The generalized syllable structure (left) and the sort order of the component letters 
(right). Where PC stands for the prefix consonant, HC stands for the head consonant, BC stands 
for the basic consonant, FC stands for the foot consonant, V stands for the vowel, PC stands 
fort the postscript consonant, and PPC stands for the post-postscript consonant. 

When a transliterating character compares with a native Tibetan character or 
another transliterating character with the rules of the native Tibetan dictionary, it 
firstly should be decomposed into a serial of transliterating syllables as shown in the 
middle column of Table 2; and then each syllable is decomposed into a letter series by 
following the sort order shown in the right part of Fig. 5. If there is no letter in a cer-
tain position, a space ‘□’ is used instead; Finally, compare the two letter series shown 
in the right column of Table 2.  

Table 2. The collation of the transliterating characters and the native Tibetan characters 

Characters or syllables Syllable series Letter series
΄ԛ ķǤ £

□□□□□□□
£
□□

◌Ŗ
□□

ά֧У ķǧ £
□□□□□□□

£
□□

◌ŗ
□

◌œ
□

͜ƕ ķŐ £
□□□□□□□

¼
□□□□□

΄ԘŮ ķ Ůʿ £
□□□□□□□

È
□□

◌Ŕ
□□

◌Ú

ѮϯŮ ѮϯŮ ¥
□□

◌ŗ ◌Ŗ
□

◌Ú
□

 

ŌȌŢĹŜ ŌȌŢĹŜ ¥ ¸ È  ◌ŗ □ ◌Î ¥ È  

γտИŮ ĿфϯŮ «
□□□□□□□

Æ
□□

◌Ŕ  

˿ƹ şͯšƹ Ë
□□□□□□□

º
□□□□

◌ŒÎ

V1 

V1/V2 

HC 
BC 

FC2 

FC1 

PC PC/V2 PPC

6

6/7

3
1

5

4

2 7 8
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5 Conclusion 

Compared with the native Tibetan characters, the transliterating characters are used 
not so popularly; however, there are more than six thousands of them. Therefore, it is 
necessary to study the collation of these transliterating characters. The paper proposes 
two structures that can deal with the two kinds of collation of transliterating charac-
ters: collated with rules of native Tibetan dictionaries and with the rules of translite-
rating dictionaries. Based on the proposed structures, all transliterating characters can 
be collated successfully and effectively with the rules of two different dictionaries.  
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Abstract. To solve the problem of topic absence at the beginning of Chinese 
Punctuation Clause(abbreviated as PClause), this study, with due regard to the 
characteristics of topic structure and the stack model having been clearly ex-
plained by Generalized Topic Theory, proposes a scheme for identifying the 
topic structure of PClause sequence. The accuracy rate for open test is 15 per-
cent higher than the baseline, which proves the effectiveness of employing Ge-
neralized Topic Theory in identifying the topic structure of PClause sequence. 

Keywords: PClause sequence, generalized topic, topic structure, topic clause. 

1 Introduction 

The study of discourse structure plays a crucial role in language engineering, includ-
ing but not limited to summarization, information extraction, essay analysis and scor-
ing, sentiment analysis and opinion mining, text quality assessment, as well as ma-
chine translation[1]. A common practice adopted by present studies is to decompose 
the text into small units such as sentences, phrases and words, which are selected as 
features in statistical methods or machine learning approaches. However, the charac-
teristics of the discourse structure are rarely exploited. 

Chinese discourses are characterized with a high frequency of anaphora, especially 
zero anaphora[2], so that when a Chinese discourse is decomposed into sentences, 
some anaphoric components will be missing. This has been a big problem affecting 
the discourse-related NLP applications. Chinese linguists have done a lot of theoreti-
cal researches on the zero anaphora in Chinese from four aspects, namely, syntax, 
pragmatics, discourse analysis and cognitive linguistics. But the characteristics and 
distribution rules of zero anaphora having been found are hard to formalize and hence 
inapplicable in computerization. On the other hand, many insightful statistics-based 
and rule-based studies on anaphora resolution in Chinese by the NLP researchers 
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exploiting linguistics knowledge are largely focused on the resolution of pronouns 
and nouns, with quite little research on the resolution of zero anaphora[3]. 

With regard to the characteristics of Chinese discourses, Generalized Topic 
Theory[4] sets punctuation clauses (PClauses hereafter), which have clear boundaries, 
as basic units of Chinese discourse, and proposes the concepts of generalized topic 
and topic clause, so that such characteristics as the discourse structure and topic 
clauses are explicitly described. Within this framework, a stack model of the dynamic 
generation of topic clauses is devised, providing theoretical basis and formal approach 
for Chinese discourse analysis.  

Based on the Generalized Topic Theory, a study on identifying the topic clause of 
individual PClause has been done[5]. In that work, a topic clause corpus has been 
constructed and a scheme for constructing a candidate topic clause(CTC) set has been 
devised. Then semantic generalization and editing distance are employed to select 
the correct topic clause. Experiments yield an accuracy rate of 73.36% for open test, 
which has great significance for discourse related Chinese processing. On the basis of 
this work, this paper presents a study on identifying the topic structure of PClause 
sequences. 

In the rest of the paper, section 2 briefly introduces the Generalized Topic Theory 
and its concepts relevant to this study; section 3 describes the scheme for identifying 
the topic structure of a PClause sequence; section 4 presents the corpus, baseline and 
evaluation criteria of the identification experiment; section 5 shows the experiment 
result and the analysis on it; and the last section provides a summary and future work.  

2 Generalized Topic Theory 

2.1 PClause Sequence 

The basic unit of Chinese discourse is PClause, which is a string of words separated 
by punctuation marks of comma, semicolon, period, exclamation mark or question 
mark or direct quotation marks. [6] 

E.g.1. (Fortress Besieged by Ch'ien Chung-shu) 
这几个警察并不懂德文，居然传情达意，引得犹太女人格格地笑，比他们的外

交官强多了。 
(These policemen knew no German, but were trying to flirt, made the Jews women 
giggle, were much better than their diplomats.)1 

In E.g.1, the discourse fragment consists of four PClauses, and its PClause se-
quence can be represented as below: 

c1. 这几个警察并不懂德文，     (These policemen knew no German,) 
c2. 居然传情达意，             (but were trying to flirt,) 

                                                           
1  Since word order differs significantly in Chinese from in English, which directly affects the 

topic clause recognition, the translation of examples in this paper will be direct, keeping as 
much syntactic information in Chinese as possible. 
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c3. 引得犹太女人格格地笑，   (made the Jews women giggle,) 
c4. 比他们的外交官强多了。     (were much better than their diplomats.) 

Some PClauses can stand alone as a sentence, having a complete structure of topic-
-comment. For example, in c1, the topic is “这几个警察(these policemen)”, the 
comment is “并不懂德文(knew no German)”. But some PClauses, which may miss 
sentence components, cannot stand alone. c2, for example, is just a comment. Its topic 
“这几个警察(these policemen)” is in c1.  

2.2 Topic Structure 

The topic structure of Chinese is the syntactic structure of PClause sequence, which is 
composed of a generalized topic and one or more comments. A comment itself can be 
a topic structure too, so that one topic structure can be nested in another topic struc-
ture. Such a structure can be represented by indented new-line representation[6]. For 
instance, E.g.1 can be represented as below. 
 
 

(0,0) x
{

{

 

 
In the above graph, what is quoted by the “[]”marks is comment, the left of which 

is the topic. And what is quoted by the “{}”marks is the topic structure. The left part 
of c1 is at x=0, and the other PClauses are indented to the right edge of its topic. 

In the indented new-line representation, if the x value of the topic of a topic clause 
is 0, then it is the outmost topic of the topic structure. 

2.3 Topic Clause 

If all the missing topic information, including the outmost topic, of each PClause is 
filled up, then the complete structure is termed as a topic clause. 

Given a PClause ci and its topic clause ti, each PClause and its respective topic 
clause are: 
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c1.这几个警察并不懂德文，    t1.这几个警察并不懂德文， 
   (These policemen knew no German,) 
c2.居然传情达意，            t2.这几个警察居然传情达意， 
   (These policemen but were trying to flirt,) 
c3.引得犹太女人格格地笑，    t3.这几个警察居然引得犹太女人格格地笑， 
   (These policemen but made the Jews women giggle,) 
c4.比他们的外交官强多了。    t4.这几个警察比他们的外交官强多了。 
   (These policemen were much better than their diplomats.) 

Below is the generating process of the above topic clauses. 
t1=c1; 

The topic of c2 is“这几个警察(these policemen)” in t1. Remove the right side of 

this topic in t1 and concatenate the rest with c2, and we will have t2; 

The topic of c3 is “居然(but)” in t2. Remove the right side of this topic in t2 and 

concatenate the rest with c3, and we will have t3; 

The topic of c4 is“这几个警察(these policemen)” in t3. Remove the right side of 

this topic in t3 and concatenate the rest with c4, and we will have t4. 

If we regard the beginning and the end of a topic clause respectively as the bottom 
and top of a stack, then the removing and concatenating actions in the generating 
process of topic clause are typical stack operations. Therefore, the generating process 
of topic clause can be formalized by a stack model. 

From the above procedure, given a PClause c, its topic clause t can be c itself, but 
it can also be a string concatenating the former part of the preceding topic clause tpre 
with c. Hence a topic clause can be defined as 

 t=tw1

i∽c (1) 

Here tw1

i is a string of i words in the former part of tpre, i∈[0,n], and ∽ is an opera-
tor that concatenates the two strings together. When i=0, tw1

i is an empty string. In the 
following part of the paper, i will be referred to as PClause depth. 

3 Identification Scheme 

Strategies employed in identifying the topic clause of individual PClause[5] include the 
following strategies: using stack model to generate CTCs, using Edit Distance to calculate 
similarity, using semantic generalization to solve the problem of data sparse, and using 
completeness of topic clause restriction to select the optimum CTC. This will be the basis 
for our work to devise the topic clause identification scheme of PClause sequence. 

3.1 Identification Objective 

For a PClause sequence, if its topic clause sequence can be identified, then the topic 
structure of the PClause sequence can be obtained. Therefore, the objective of this 
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paper is to identify the topic clause sequence for a given PClause sequence, viz., giv-
en a PClause sequence c1,…,cn, where the topic clause of c1 is c1 itself, then the objec-
tive is to identify the topic clause of each PClause t1,…,tn. 

3.2 Identification Process 

The process of identifying the topic clauses of a PClause sequence can be stored and 
represented as a tree. E.g.2 is the first four PClauses (in word-segmented form) from 
an article about “raja kenojei”. The identification process of this PClause sequence is 
shown in Fig.1. 

E.g.2. raja kenojei (from China Encyclopedia) 
c1. 斑鳐 是 鳐形目 鳐科 鳐属 的 １ 种 。 
c2. 吻 中长 ， 
c3. 尖 突 。 
c4. 尾 细长 ， 
(c1. raja kenojei is rajiformes  rajidae raja de one species, 
c2.  snout medium-sized, 
c3.  tip projecting. 
c4.  tail slim and long.) 

The topic clause of c1 is t1, same as c1, which is the root node in Fig.1.  
According to formula (1), for the given t1 and c2, since there are eight words in t1, 

the value range of i in tw1
i that generates t2 is [0,8], and the following strings can be 

generated as the CTCs of c2.  

[1].吻 中长 ， 
[2].斑鳐 吻 中长 ， 
[3].斑鳐 是 吻 中长 ， 
[4].斑鳐 是 鳐形目 吻 中长 ， 
[5].斑鳐 是 鳐形目 鳐科 的 吻 中长 ， 
[6].斑鳐 是 鳐形目 鳐科 鳐属 吻 中长 ， 
[7].斑鳐 是 鳐形目 鳐科 鳐属 的 吻 中长 ， 
[8].斑鳐 是 鳐形目 鳐科 鳐属 的 １ 吻 中长 ， 
[9].斑鳐 是 鳐形目 鳐科 鳐属 的 １ 种 吻 中长 ， 
([1].snout medium-sized, 
[2].raja kenojei snout medium-sized, 
[3].raja kenojei is snout medium-sized, 
[4].raja kenojei is rajiformes snout medium-sized, 
[5].raja kenojei is rajiformes rajidae snout medium-sized, 
[6].raja kenojei is rajiformes rajidae raja snout medium-sized, 
[7].raja kenojei is rajiformes rajidae raja de snout medium-sized, 
[8].raja kenojei is rajiformes rajidae raja de one snout medium-sized, 
[9].raja kenojei is rajiformes rajidae raja de one species nout medium-sized,) 
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They form the nodes on the second level in the tree shown in Fig.1. (For conveni-
ence, only 3 nodes are displayed.) 

Similarly, the CTCs of c3 can be generated by using c3 and the CTC of c2 (although 
t2 still uncertain yet, it must be a node on the second level in the tree). For instance, 
given a CTC on the second level in the tree, such as “斑鳐 是 鳐形目 吻 中长 
(raja kenojei is rajiformes snout medium-sized)”, and c3, we can have the CTCs 
shown in Fig.1 A part; given “斑鳐 是 吻 中长 (raja kenojei is snout medium-
sized)”, and c3, we can have the CTCs shown in Fig.1 B part; given “斑鳐 吻 中长 
(raja kenojei snout medium-sized)”, and c3, we can have the CTCs shown in Fig.1 C 
part. They form the nodes on the third level in the tree shown in Fig.1. By the same 
token, a tree of CTCs can be generated for the text 斑鳐(raja kenojei). 

 

Fig. 1. Part of the CTC Tree of  Example 2 

Adopting proper strategies to calculate the value of each node in the CTC tree, we 
can then calculate the path value of each leaf node to the root node. The path with the 
largest path value can be found and the nodes on it from the root node to the leaf node 
are the topic clause sequence to be found.  

In this way, the task of identifying the topic clause of a PClause sequence is con-
verted to searching the maximum path in the tree.  

3.3 Recognition Algorithm 

Input: PClause Sequence c1,…,cn 
Output: topic clause sequence t1,…,tn 
1. Generate CTC tree of a PClause Sequence 

As section 3.2 describes, given a PClause sequence c1,…,cn, a CTC tree can be 
constructed correspondingly, which has n levels. On each level, there will be a num-
ber of nodes, and each node can be described with the 5-tuple <k,ct,v,n1,n2>, which 
corresponds to one CTC of ck , where k is the level id, with 1≤k≤n, ct is the string 
sequence of the CTC, v is the path value from the root node to the current node, n1 is 
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the sequence number of the node in level k, and n2 is the sequence number of the fa-
ther node in level k-1. 

Level 1: [<1,ct1,0,1,0>], ct1=c1. 

Given level k-1 is [<k-1,ct1,v1,1,n1>, <k-1,ct2,v2,2,n2>,…, <k-1,ctm,vm,m,nm>], the 
kth level will be generated by three steps. 

Step 1: Crude Generation – to construct all possible CTC nodes from every node 
on level k-1 and ck. Supposing p nodes have been generated on level k from the i-1 
nodes on level k-1, and the word sequence cti, of the CTC on the ith node on level k-1 
is [tw1,…,tws], then the jth node on level k generated from node <k-1,cti,vi,i,ni> is 

<k,tw1
j-1
∽ck,vi+score(tw1

j-1
∽ck),p+j,i> 

where 1≤j≤s+1, tw1
0=nil, tw1

j=[tw1,…,twj], and score is a scoring function for 
CTC, the definition of which please refer to section 3.4. 

Step 2: Pruning – to delete the nodes of low score by some strategies. 
Two pruning strategies are adopted. 
a. single-node-based pruning: For all the CTC nodes constructed from a node on 

level k-1 and ck,  if the number of nodes is greater than 3, only the top 3 nodes with 
the largest node value are kept, the rest being pruned. If two CTCs have the same 
value, then the shorter one is given priority. 

b. level-based pruning: If the number of nodes on level k-1 is greater than 50, then 
the top 50 nodes with largest path value are kept and the rest are deleted. 

Step 3: Sorting – After the above steps, the nodes on level k are sorted in descend-
ing order by v value. The sorted nodes on this level are then numbered starting from 
one. 

2. Generating CTC Sequence 
Given that the set of CTC nodes on level i in the tree is marked as tcs(i), then 

tn=cti, where <n,ctj,vj,j,nj>∈ tcs(n), and vj=max{vp|<n,ctp,vp,p,np>∈tcs(n)}. 
For a known tk (2≤k≤n), then tk-1=ctr, where <k,tk,v,j,nj>∈tcs(k),  

<k-1,ctr,vr,r,nr>∈tcs(k-1), r=nj. 
So that t1=c1. 

3.4 CTCs Scoring Function 

In the previous work[5], a Topic Clause Corpus (Tcorpus) is used and two approaches 
of similarity calculation and semantic generalization are adopted to select the opti-
mum topic clause from the CTCs. 

Given a CTC d of PClause c, a topic clause most similar to d is found from the 
corpus, whose similarity is marked as sim_CT(d). For any two strings x and y, given 
that their similarity is sim(x,y). sim_CT(d) is defined as 

 
)t,d(simmaxsim_CT(d)

Tcorpust∈
=

 (2) 
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From the CTC generating process it can be seen that the topic clause of a PClause is 
related to the PClause itself and the topic clause of precedent PClause which are the 
context of the topic clause. Therefore, when identifying the topic clause of a PClause, 
the context in which the topic clause is generated must be taken into account. 

Given a CTC d, the PClause d_c from which d is generated, and the topic clause of 
the PClause preceding d_c is d_tpre, the context similarity of d is defined as 

))tc_t,tc_d(sim)c_t,c_d(sim)t,d(sim(max)d(CT_Simctx prepre321
Tcorpust

λλλ ++=
∈

 (3) 

where t is the topic clause in Tcorpus, t_c is the PClause from which t is generated, 
and t_tpre is the topic clause of the PClause preceding t_c.(Please note that in Tcorpus, 
for the sake of calculating the context similarity of d, t_c and t_tpre are kept as well as 
the information of topic clause t. ) 

Experiments have been done which separately adopted sim_CT(d) and ctxSim_CT(d) 
as the scoring functions, and the result shows that the accuracy rate using the latter is 
11.3% higher (see section 4). For E.g.3: 

E.g.3.  
d_tcpre： A  一般 均 具 H 或 H C ， 
  (A usually is equipped with  both H or H C ,) 
d_c：  用以 引诱 食饵 。(for baiting.) 
t1：  A 一般 均 具 H 用以 引诱 食饵 。 

(A usually all is equipped with  H for baiting.) 
st1：  A C 一般 具 H ，(usually   A C is equipped with H,) 
t2：  A 一般 均 具 H 或 H C 用以 引诱 食饵 。 

  (A is usually be equipped with H or H C for baiting.) 

The above is the generalized form of some sentences, which is used in similarity 
calculation. Alphabet symbols are the generalized mark for words, e.g. A stands for 
fish terms, H for appearance and C for body parts. The none-alphabetical words are 
not generalized in current stage. t1 is the topic clause of d_c identified by sim_CT, but 
is not the correct one. The topic clause most similar to t1 is st1 in Tcorpus, but the 
similar parts of them (the shaded words) has nothing to do with d_c. 

The correct topic clause is t2, which is identified by ctxSim_CT. The topic clause in 
Tcorpus most similar to t2 in E.g.3 and its context are as below: 

t_tcpre： A 有些 B C 具 C ，(A has some B C is equipped with C,) 
t_c：  以 引诱 食饵 ，(for baiting.) 
t：  A 有些 B C 具 C 以 引诱 食饵 ， 

(A has some B C is equipped with C for baiting,) 

It can be seen that d_c is very close to t_c, t2 and t share many similar components, 
and that d_tpre and t_tpre also have some components in common (similar components 
are underlined). Therefore the topic clauses in Tcorpus identified by ctxSim_CT can 
more objectively test whether the CTC is the right one for the PClause at hand. In 
other words, ctxSim_CT is better than sim_CT in CTC evaluation. 
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4 The Experiment Process 

4.1 Corpus 

This study exploits 202 texts about fish in the Biology volume of China Encyclope-
dia, which consists of 9508 PClauses whose topic clauses are manually tagged. A 
modern Chinese general-purpose word segmentation system[7] developed by Beijing 
Language University is used for word segmentation and generalization. To ensure the 
accuracy rate for word segmentation, the original GPWS vocabulary bank, ambiguous 
word bank and the semantic tag bank are extended. 

15 texts are used for test in the experiment. When identifying the topic structure of 
one text, the topic clauses in the rest 201 texts constitute the training corpus Tcorpus. 
There are 717 PClauses and 46 topic structures in these 15 texts. On average, each 
topic structure consists of 15.59 PClauses. In the 717 PClauses, 452 share the compo-
nent of fish names, a proportion of 63.04%.   

4.2 Baseline 

In the texts about fish in the encyclopedia, the topic clause of a PClause is mostly 
obtained by simply concatenating the fish name (the title of the text) to the beginning 
of the clause. Therefore, the baseline is defined as 

baseline=number of PClauses whose topic is the text title/total number of PClauses (4) 

According to the statistics on the topic clauses of the 9508 PClauses in the 202 
texts about fish, the number of PClauses whose topic clause is the PClause conca-
tenated with the text title is 5786. Therefore, the baseline is 5786/9508=0.6085. 

4.3 Evaluation Criteria 

For N PClauses, if the number of PClauses whose topic clauses are correctly identi-
fied is hitN, then the identification accuracy rate is hitN/N. 

5 Experiment Result and Analysis 

5.1 Experiment Result 

The result of open test on 15 texts is shown in Fig.2. If sim_CT(d) is used as the scor-
ing function, the accuracy rate is 64.99%, 4.14 percent points higher than the baseline. 
But if ctxSim_CT(d) is used as the scoring function, when λ1=0.5, λ2=0.4, λ3=0.1, the 
accuracy rate reaches 76.25%, 15.44 percent points higher than the baseline. 

5.2 Analysis 

(1) The reason for the low accuracy rate for texts about barbinae  
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Fig. 2. PClause Count and Accuracy Rate for Topic Clause Identification about 15 texts 

Most PClauses have only one topic clause, so that in the experiment there is only 
one correct answer for each PClause. However, some PClauses may have more than 
one CTCs that can be regarded as the correct answer. For example: 

E.g.4. 

tcpre. 本亚科 鱼类 通称 鲃 。 

(Fish of this subfamily are generally called barbels.) 

c. 体 近 纺锤形 ，(have a spindle-shaped body,) 

ctc1. 本亚科 体 近 纺锤形 ，(this subfamily have a spindle-shaped body,) 

ctc2. 本亚科 鱼类 体 近 纺锤形 ， 

(Fish of this subfamily have a spindle-shaped body,) 

In E.g.4, ctc1  and  ctc2 are two correct answers. However, ctc2 is the specified 
right answer while ctc1 is the one selected by program. In text about barbinae, there 
are 23 such “mistakes” have taken place. Taking this into consideration, the number 
of correctly identified topic clauses should be 25, reaching an accuracy rate of 
78.13%. Other texts also have similar issues. 

(2) On some levels in the CTC tree, there may be nodes with the same CTC string. 
In extreme cases, all the nodes in one level have the same CTC string. 

For example, on the 3rd level in Fig.1, the node “斑鳐 尖 突(raja kenojei tip pro-
jecting)” appears three times. In some texts for testing, there are cases that in the CTC 
tree, some levels may have nodes that contain identical CTC information. If the CTC 
is not the correct one, and the topic information for the subsequent PClauses is absent, 
a chain of errors will be caused. 

Therefore, to ensure the heterogeneity of the nodes on each level is an issue to be 
considered in future work. A plausible approach could be that when constructing the 
nodes on each level in the CTC tree, same brother nodes, if any, will be merged into 
one node while keeping the total number of nodes on each level unchanged. The CTC 
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tree will thus be transformed into a CTC graph, which preserves more path informa-
tion with the space complexity unchanged. 

(3) The relation between accuracy rate and the PClause position(Sequence number 
of the PClause in the text).  

From the PClause identification process, esp. the construction process of CTC tree, 
it can be seen that the accuracy rate on an upper level may affect that on the lower 
levels. It appears that the farther a PClause is from the beginning, the lower the  
accuracy rate for its topic clause identification. But as a matter of fact, there is no 
positive correlation between the PClause position and the accuracy rate for topic 
clause identification. 

 

 

Fig. 3. PClause Position, PClause Count and the Accuracy Rate for Topic Clause Identification 

(4) The relation between the accuracy rate and the PClause depth 
Fig. 4 shows that the PClause depth may contribute to the decline of accuracy rate. 

There are as many as 139 PClauses with depth of 2, the accuracy rate for their topic 
clause identification being as low as 53.96%. 

 

 

Fig. 4. PClause Depth, PClause Count and the Accuracy Rate for Topic Clause Identification 
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6 Summary and Future Work 

This paper briefly describes Generalized Topic Theory, on the basis of which it pro-
poses a research scheme for identifying the topic structure of PClause sequence. Cor-
respondingly, experiments are devised and completed. In the study, tree structure is 
adopted to store the CTC sequence generation process. Edit Distance and semantic 
generalization are employed as the basis for context-based similarity calculation to 
evaluate the CTC nodes in the tree. Finally, by building the scoring function for the 
nodes and with proper pruning strategies, the topic structure of PClause sequence is 
identified with satisfying experiment results. 

However, there are some aspects where this work needs to be improved.  First, the 
values of λ1, λ2 and λ3 are given empirically in the context similarity calculation. More 
scientific methods should be found to calculate the values reasonably. Second, it is a 
question how to keep heterogeneity of the nodes on each level in the tree. In addition, 
the achievement of topic clause identification in encyclopedia texts about fish can be 
extended to other encyclopedia corpora. Further efforts should be made to probe into 
the application of this experiment scheme to more fields.  
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Abstract. This paper explores a tree kernel-based method for nominal semantic 
role labeling (SRL). In particular, a new dependency-driven constituent parse 
tree (D-CPT) structure is proposed to better represent the dependency relations 
in a CPT-style structure, which employs dependency relation types instead of 
phrase labels in CPT. In this way, D-CPT not only keeps the dependency rela-
tionship information in the dependency parse tree (DPT) structure but also  
retains the basic structure of CPT. Moreover, several schemes are designed to 
extract various kinds of necessary information, such as the shortest path be-
tween the nominal predicate and the argument candidate, the support verb of the 
nominal predicate and the head argument modified by the argument candidate, 
from D-CPT . Evaluation on Chinese NomBank shows that our tree kernel-
based method on D-CPT achieves comparable performance with the state-of-art 
feature-based ones. This indicates the effectiveness of the novel D-CPT struc-
ture for better representation of dependency relations in tree kernel-based me-
thods. To our knowledge, this is the first research of tree kernel-based SRL on 
effectively exploring dependency relationship information, which achieves 
comparable performance with the state-of-the-art feature-based ones. 

Keywords: Semantic Role Labeling, Dependency Parse Tree, Tree Kernel. 

1 Introduction 

Semantic role labeling (SRL) has been drawing more and more attention in recent 
years due to its fundamental role in deep NLP applications, such as information ex-
traction [1], question answering [2], co-reference resolution [3] and document catego-
rization [4]. Given a sentence and a predicate (either a verb or a noun) in a sentence, 
SRL recognizes and maps the constituents in the sentence into their corresponding 
semantic arguments (roles) of the predicate. According to predicate type, SRL can be 
divided into SRL for verbal predicates (verbal SRL) and SRL for nominal predicates 
(nominal SRL). 

Usually, there are two kinds of methods for SRL. One is feature-based methods, 
which map a predicate-argument structure to a flat feature vector. The other is tree 
kernel-based methods, which represent a predicate-argument structure as a parse tree 
and directly measure the similarity between two predicate-argument parse trees in-
stead of the feature vector representations. Although feature-based methods have been 
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consistently performing much better than kernel-based methods and represent the 
state-of-the-art in SRL, tree kernel-based methods have the potential in better captur-
ing structured knowledge in the parse tree structure, which is critical for the success 
of SRL, than feature-based methods. In the literature, however, there are only a few 
studies [5-8] employing tree kernel-based methods for SRL and most of them focus 
on the constituent parse tree (CPT) structure. 

Although some feature-based methods [9-10] have attempted to explore structured 
information in the dependency parse tree (DPT) structure, few tree kernel-based me-
thods directly employ DPT due to its sparseness in that DPT only captures the depen-
dency relationship between two words. While both DPT and CPT are widely used to 
represent the linguistic structure of a sentence, however, there still exist some impor-
tant differences between them. For example, DPT mainly concerns with the depen-
dency relationship between individual words, instead of the phrase structure in a  
sentence as done in CPT. Therefore, these two kinds of syntactic parse tree structures 
may behave quite differently in capturing different aspects of syntactic phenomena.   

In this paper, we explore a tree kernel-based method for Chinese nominal SRL us-
ing a new syntactic parse tree structure, called dependency-driven constituent parse 
tree (D-CPT). This is done by transforming DPT to a new CPT-style structure, using 
dependency relation types instead of phrase labels in the traditional CPT structure. In 
this way, our tree kernel-based method can benefit from the advantages of both DPT 
and CPT since D-CPT not only keeps the dependency relationship information in 
DPT but also retains the basic structure of CPT. Evaluation of Chinese nominal SRL 
on Chinese NomBank shows that our tree kernel-based method achieves comparable 
performance with the state-of-the-art feature-based methods.  

The rest of this paper is organized as follows: Section 2 briefly reviews the related 
work on SRL. Section 3 introduces our tree kernel-based method over the novel  
D-CPT structure. Section 4 presents the experimental results. Finally, Sections 5 
draws the conclusion. 

2 Related Work 

Since this paper focuses on tree kernel-based methods for SRL, this section only 
overviews the related work on tree kernel-based methods for SRL. For an overview 
on feature-based methods for SRL, please refer to Xue [11] and Li et al [12]. 

• Tree Kernel-Based Methods for SRL 

Moschitti [5] pioneers the research of tree kernel-based methods for English verbal 
SRL. In his work, a Predicate Argument Feature (PAF) structure is extracted from 
CPT to include salient substructures in the predicate-argument structure. Then, the 
similarity between two PAFs is computed using a convolution tree kernel, proposed 
by Collins and Duffy [13]. Motivated by this work, more and more tree kernel-based 
methods are proposed and explored in SRL since then [7,8,14].  

Moschitti et al [7] improves the PAF structure by simply differentiating the node 
which exactly covers the argument to denote its boundary property. Che et al [14] 
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further separates the PAF structure into a path portion and a constituent structure por-
tion. Then, a composite kernel is proposed to combine two convolution tree kernels 
over these two portions. Zhang et al [8] proposes a grammar-driven convolution tree 
kernel to better explore grammatical substructures by considering the similarity be-
tween those non-identical substructures with similar syntactic properties. 

To our knowledge, there are no reported studies on tree kernel-based methods for 
SRL from the DPT structure perspective. However, there are a few related studies in 
other NLP tasks, such as semantic relation extraction between named entities [15] and 
co-reference resolution [16], which employ DPT in tree kernel-based methods and 
achieve comparable performance to the ones on CPT. For example, Nguyen et al [15] 
explore three schemes to extract structured information from DPT: dependency words 
(DW) tree, grammatical relation (GR) tree, and grammatical relation and words 
(GRW) tree. 

• SRL on Chinese 

With recent release of Chinese PropBank and Chinese NomBank for verbal and no-
minal predicates of Chinese, respectively, Xue and his colleagues [11,17,18] syste-
matically explore Chinese verbal and nominal SRLs using feature-based methods, 
given golden predicates. Among them, Xue and Palmer [17] study Chinese verbal 
SRL on Chinese PropBank and achieve the performance of 91.3 and 61.3 in F1-
measure on golden and automatic CPT structures, respectively. Xue [18] extends their 
study on Chinese nominal SRL and attempts to improve the performance of nominal 
SRL by simply including the Chinese PropBank training instances into the training 
data for nominal SRL. Xue [11] further improves the performance on both verbal and 
nominal SRLs with a better constituent parser and more features.  

Since then, Li et al [12] improve Chinese nominal SRL by integrating various fea-
tures derived from Chinese verbal SRL via a feature-based method on CPT, and 
achieve the state-of-art performance of 72.67 in F1-measure on Chinese NormBank. 
Li et al [19] further present a feature-based SRL for verbal predicates of Chinese from 
the views of both CPT and DPT. 

To our knowledge, there are no reported studies on tree kernel-based methods for 
Chinese SRL from either CPT or DPT perspectives. 

3 Tree Kernel-Based Nominal SRL on D-CPT 

Syntactic parsing aims at identifying the grammatical structure in a sentence. There 
are two main paradigms for representing the structured information: constituent and 
dependency parsing, which produces different parse tree structures. In particular, the 
DPT structure encodes grammatical relations between words in a sentence, with the 
words as nodes and corresponding dependency types as edges. An edge from a word 
to another word represents a grammatical relation between these two words. Every 
word in a dependency tree has exactly one parent except the root. 

Fig. 1 shows an example of the DPT structure for sentence (中国 进出口 银行 与 
企业 加强 合作/The Import & Export Bank of China and the enterprise strengthen 
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the cooperation). It also shows a nominal predicate and its respective arguments an-
notated. Specifically, the nominal predicate “合作 /cooperation” with “加强
/strengthen” as the support verb has a argument, “中国 进出口 银行 与 企业/the 
Import & Export Bank and the enterprise ”, as Arg0. In addition, W, R and G denote 
the word itself, its dependency relation with the head argument, and its part-of-speech 
(POS), respectively. In this section, we first describe how to construct the D-CPT 
structure. Then, we explore different ways to extract necessary structured information 
from this new parse tree structure. Finally, we briefly present the convolution tree 
kernel for computing the similarity between two parse trees and its combination with 
a feature-based linear kernel via a composite kernel for further performance  
improvement. 

 

Fig. 1. Example of DPT structure with nominal predicate and its related arguments annotated 

3.1 D-CPT 

Just as described in the introduction, both DPT and CPT have their own advantages. 
The new D-CPT structure benefits from the advantages of both DPT and CPT since  

 

 

Fig. 2. Example of achieving D-CPT structure from DPT structure 
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D-CPT not only keeps the dependency relationship information in DPT but also re-
tains the basic structure of CPT. This is done by transforming the DPT structure to a 
new CPT-style structure, using dependency types instead of phrase labels in the tradi-
tional CPT structure. In particular, two transformations are done to achieve the  
D-CPT structure from the DPT structure: 

1. For each node in DPT, create a new node by moving its contained word W and 
part-of-speech G as its left-most child while only keeping its contained dependency 
relation type R. Fig. 2(a) illustrates an example of the resulted parse tree, corres-
ponding to Fig. 1.   

2. For each terminal node, create a new node by moving its contained word W as its 
(only) child while only keeping its contained part-of-speech. Fig. 2(b) illustrates an 
example of the resulted parse tree, corresponding to Fig. 2(a). 

3.2 Extraction Schemes 

Given a predicate and an argument candidate, the key is to extract an appropriate 
portion of the D-CPT structure in covering necessary information to determine their 
semantic relationship. Generally, the more substructures of the tree are included, the 
more structured information would be provided at the risk of more noisy information.  

In our study, we examine three schemes for this purpose, considering the specific 
characteristics of nominal SRL. Since D-CPT takes the advantages of both CPT and 
DPT, these schemes can directly encodes the argument structure of lexical units popu-
lated at their nodes through corresponding dependency relations. 

1) Shortest path tree (SPT) 
This extraction scheme only includes the nodes occurring in the shortest path con-

necting the predicate and the argument candidate, via the nearest commonly-
governing node. Fig. 3(a) shows an example of SPT for nominal predicate “合作
/cooperation” and argument candidate “企业/enterprise”. 

 

Fig. 3. Extraction schemes 

2) SV-SPT 
(Chinese) NomBank adopts the same predicate-specific approach in representing 

the core arguments of a predicate as (Chinese) PropBank, with special treatment for 
nominal predicate-specific phenomena, such as support verbs, which cover much 
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useful information in determining the semantic relationship between the nominal 
predicate and the argument candidate. Specifically, there is a specific label, Sup, to 
indicate the support verb of the nominal predicate. Fig. 1 includes an example support 
verb “加强/strengthen”, in helping introduce the arguments of the nominal predicate “
合作/cooperation”. Normally, a verb is marked as a support verb only when it shares 
some arguments with the nominal predicate. Statistics on NomBank and Chinese 
NomBank shows that about 20% and 22% of arguments are introduced via a support 
verb, respectively. This indicates the importance of support verb in nominal SRL. 
Since the support verb of a nominal predicate normally pivots outside the nominal 
predicate and its arguments in the D-CPT structure, e.g. the one as shown in Fig. 2(b), 
it is necessary to include the support verb information in nominal SRL. Fig. 3(b) 
shows an example of SPT after retaining the support verb information. We call the 
new structure as SV-SPT. 

3) H-SV-SPT  
It is well proven that the head argument of the argument candidate plays a critical 

role in verbal SRL. In our study, we also consider the head argument information in 
nominal SRL. Fig. 3(c) illustrates an example after attaching the head argument in-
formation to SV-SPT. We call the new structure as H-SV-SPT. 

3.3 Kernels 

Given a parse tree structure, this paper employs the well-known convolution tree ker-
nel [13] to compute the similarity between two parse trees. In principle, the convolu-
tion tree kernel works by counting the number of common sub-trees as the syntactic  
 

Table 1. Features explored in the feature-based linear kernel 

Feature  Remarks (Feature instance with regard to Fig. 1 ) 
Dependent word and its POS tag: the modifying word and its POS tag in the dependency relation. (企业
/enterprise,  NN) 

Dependency relation type: the type of the dependency relation. (CJT) 

Predicate word and its POS tag: the current predicate and its POS tag. (合作/ cooperation, NN) 
Head word and its POS tag: the modified (head) word and its POS tag in the dependency relation. (与
/and, CC) 

DepSubCat: the subcategorization frame of the predicate. (COMP->-) 

DeprelPath: the path from predicate to argument concatenating dependency labels with the direction of 

the edge. (CJT↑CJTN↑SBJ↑ROOT↓COMP) 
POSPath: same as DeprelPath, but dependency labels are exchanged for POS tags. (NN↑CC↑NN↑
VV↓NN) 
Family membership: indicating how the dependency relation is related to the predicate in the family. 
(siblings’ grandchildren) 

ChildDepSet: the set of dependency labels of the children of the predicate. (None) 

ChildPOSSet: the set of POS tags of the children of the predicate. (None) 

SiblingDepSet: the set of dependency labels of the siblings of the predicate. (SBJ) 

SiblingPOSSet: the set of POS tags of the siblings of the predicate. (NN) 

Position: the position of the argument with respect to the predicate. (before) 
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similarity between two parse trees. Thus, this tree kernel implicitly defines a large 
feature space. 

Besides, in order to capture the complementary nature between feature-based me-
thods and tree kernel-based methods, we combine them via a composite kernel, which 
has been proven effective in the literature [8]. In particular, our composite kernel is 
combined by linearly interpolating a convolution tree kernel KT over a parse tree 
structure and a feature-based linear kernel KL as follow: 

CK = α· KL +  (1-α) · KT            where  α is a coefficient for KL 

Table 1 shows a list of features in the feature-based linear kernel extracted from the 
DPT structure. Here, we only select those features widely used in CoNLL-2008 and 
CoNLL-2009 shared tasks, which aim at performing and evaluating SRL using a de-
pendency-based representation for both syntactic and semantic dependencies on Eng-
lish and other languages. 

4 Experimentation 

4.1 Experimental Setting 

Following the experimental setting in Xue [11] and Li et al [12], 648 files (chtb_081 
to 899.fid) are selected as the training data, 72 files (chtb_001 to 040.fid and chtb_900 
to 931.fid) are held out as the test data, and 40 files (chtb_041 to 080.fid) as the de-
velopment data, with 8642, 1124, and 731 propositions, respectively. 

To save training time, we use a simple pruning strategy to filter out the dependency 
nodes that are less likely to be semantic arguments to the predicate according to the 
specific characteristics of Chinese NomBank. In particular, given the nominal predi-
cate as the current node, we only keep its father, grandfather, grandfather’s siblings, 
grandfather’s children, siblings, siblings’ children, siblings’ grandchildren, children, 
grandchildren with respect to the DPT structure. As a result, our pruning strategy 
effectively reduces the number of instances for semantic role labeling by approx-
imately 2-3 folds at the risk of 2% loss of semantic arguments. After pruning, we first 
do argument identification for those remaining candidates, and then classify the posi-
tive ones into their corresponding semantic roles. 

We use the SVM-light toolkit with the convolution tree kernel function SVMlight–
TK as the classifier. In particular, the training parameters C (SVM) and λ (tree kernel) 
are fine-tuned to 4.0 and 0.5 respectively. For the composite kernel, the coefficient α 
is fine-tuned to 0.5. Since SVM is a binary classifier, we apply the one vs. others 
strategy to implement multi-class classification, which builds multiple classifiers so as 
to separate one class from all others. The final decision of an instance in the multiple 
binary classifications is determined by the class which has the maximal SVM output.  

To have a fair comparison of our system with the state-of-the-art ones, we use the 
widely-used segment-based evaluation algorithm, proposed by Johansson and Nugues 
[10]. To see whether an improvement in F1-measure is statistically significant, we 
also conduct significance tests using a type of stratified shuffling which in turn is a 
type of computation-intensive randomized tests. In this paper, ‘>>>’, ‘>>’, and ‘>’ 
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denote p-values less than or equal to 0.01, in-between (0.01, 0.05], and bigger than 
0.05, respectively. 

4.2 Experimental Results on Golden Parse Trees 

Table 2 shows the performance of our tree-kernel-based method using different ex-
traction schemes on the D-CPT structure. Here, the golden CPT structure is converted 
into the DPT structure using the same conversion toolkit as adopted by the CoNLL-
2009 shared task. 

Table 2. Performance of our tree-kernel-based method using different extraction schemes on 
the D-CPT structure of golden parse trees 

Scheme P(%) R(%) F1 
SPT 76.07 58.26 65.98 

SV-SPT 79.64 62.27 69.89 

H-SV-SPT 79.79 62.86 70.32 

Table 2 shows that:  

1) SPT achieves the performance of 65.98 in F1-measure with a much lower recall 
of only 58.26%, compared to 76.07% in precision. This indicates the necessity of 
incorporating more structured information into SPT. 

2) SV-SPT achieves the performance of 69.89 in F1-mesure. This means that SV-
SPT performs significantly better than SPT by 3.91 (>>>) in F1-measure, much 
due to the gain in both precision and recall. This indicates the discriminative abil-
ity of the support verb in determining the semantic relationship between the no-
minal predicate and the argument candidate.  

3) H-SV-SPT further slightly improves the performance by 0.43 (>) in F1-measure, 
due to considering the head argument information, which has been proven useful 
in feature-based methods. 

Table 3. Comparison of different kernels on golden parse trees 

Kernel P(%) R(%) F1 

Linear kernel 79.96 60.02 68.57 
Tree kernel 79.79 62.86 70.32 

Composite Kernel 80.85 67.03 73.29 

Table 3 illustrates the performance comparison with different kernel setups on gol-
den parse trees. It shows that: 

1) Our tree kernel on the new D-CPT structure using the extraction scheme of H-
SV-SPT performs much better than a popular feature-based linear kernel by 1.75 
(>>). This denotes the effectiveness of our D-CPT structure in representing the 
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dependency relations in a tree kernel-based method, which may perform well 
without complicated feature engineering.  

2) The tree kernel and the feature-based linear kernel is quite complementary that 
the combination of them via a simple composite kernel improves the performance 
by 4.72 (>>>) and 2.97(>>>) in F1-measure over the feature-based linear kernel 
and the tree kernel. 

4.3 Experimental Results on Automatic Parse Trees 

In previous subsection, we assume the availability of golden parse trees during the 
testing process. In this subsection, we evaluate the performance using automatic parse 
trees. In this paper, we firstly get the CPT structure using the word-based Berkeley 
parser and then convert it to the DPT structure using the same conversion toolkit as 
adopted by the CoNLL-2009 shared task. Table 4 and Table 5 present the perfor-
mance on automatic parse trees. 

Table 4. Performance of our tree-kernel-based method using different extraction schemes on 
the D-CPT structure of automatic parse trees 

Scheme P(%) R(%) F1 

SPT 63.17 46.30 53.44 

SV-SPT 66.06 50.17 57.03 

H-SV-SPT 67.51 50.91 58.04 

Table 5. Comparison of different kernels on automatic parse trees 

Kernel P(%) R(%) F1 

Linear kernel 66.89 48.90 56.50 
Tree kernel 67.51 50.91 58.04 

Composite Kernel 66.59 55.07 60.28 
 

Table 4 and Table 5 show that: 

1) For each extraction scheme on D-CPT of automatic parse trees, our tree kernel-
based method shows the performance tendency similar to golden parse trees. For 
example, our tree kernel-based method achieves the best performance of 58.04 in 
F1-measure when including the support verb and the head argument into SPT. 

2) For each kernel, the performance on automatic parse trees drops by about 12 in 
F1-measure, compared with that on golden parse trees. This indicates the depen-
dency of Chinese nominal SRL on the performance of syntactic parsing. 

4.4 Comparison with Other Tree Kernel-Based Methods on DPT Structure 

Nguyen et al [15] propose a dependency words (DW) tree, a grammatical relation 
(GR) tree, and a grammatical relation and words (GRW) tree, extracted from the DPT 
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structure, to a similar task of semantic relation extraction between named entities. In 
their work, the DW tree is simply constituted by keeping the words in the DPT struc-
ture. The GR tree is generated by replacing the words in the DW tree with their de-
pendency relations. The GRW tree is formed by combining the DW and GR trees, 
where the latter is inserted as a father node of the former. 

Table 6. Comparison with other tree kernel-based on DPT structure 

structure P(%) R(%) F1 

GR  79.42 28.17 41.59 

DW 77.80 52.72 62.85 
GRW 77.47 54.22 63.79 

D-CPT (SPT) 76.07 58.26 65.98 

 
Table 6 compares our D-CPT structure with the DW, GR and GRW trees on  

Chinese nominal SRL, using the same convolution tree kernel on golden parse trees. 
Table 6 shows that even SPT, extracted from the D-CPT using the simplest scheme, 
significantly outperforms the GR (>>>), DW (>>>) and GRW (>>>) trees. This indi-
cates the effectiveness of our D-CPT structure in that D-CPT not only keeps the de-
pendency information of the DPT structure but also retains the CPT structure. 

4.5 Comparison with Other Systems 

Finally, Table 7 compares our proposed method with the state-of-the-art ones on Chi-
nese NomBank, Xue [11] and Li et al [12]. Both of them are feature-based ones with 
various features derived from the CPT structure via extensive feature engineering. 

Table 7 shows that our tree kernel-based method achieves comparable performance 
with the state-of-the-art feature-based ones on either golden parse trees or auto parse 
trees. One advantage of our proposed tree kernel-based method on the novel D-CPT 
structure lies in its simplicity and effectiveness. Another advantage is its flexibility for 
further performance improvement. In this paper, we propose three simple extraction 
schemes to extract necessary information from D-CPT. It will be easy to incorporate 
other useful information, such as competitive information from other argument  
candidates. 

Table 7. Comparison to the state-of-the-art systems 

System Golden ( F1 ) Auto ( F1 ) 

Linear kernel (Ours):feature-based 68.57 56.50 

Tree kernel (Ours):D-CPT 70.32 58.04 

Composite Kernel (Ours) 73.29 60.28 

Xue[11]:feature-based 69.6 57.60 

Li et al [12]:feature-based 70.63 58.66 
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4.6 Experimentation on the CoNLL-2009 Chinese Corpus 

To further illustrate the effectiveness of the novel DR-CPT structure for better repre-
sentation of dependency relations in tree kernel-based methods, we also do the expe-
rimentation on the CoNLL-2009 Chinese corpus.  

Table 8. Performance of our tree-kernel-based on the CoNLL-2009 Chinese corpus 

System F1  

Tree kernel (Ours):SPT 76.88 

Tree kernel (Ours):H-SPT 77.43 

Composite Kernel (Ours) 78.47 

Bjorkelund et al[20]:feature-based 78.60 

Meza-Ruiz and Riedel[21]:feature-based 77.73 

 
Since most predicates in the CoNLL-2009 Chinese corpus are verbal and do not 

have the support verbs, here we only apply the SPT and H-SPT extraction schemes. 
Furthermore, we only select those simple features widely used in CoNLL-2008 and 
CoNLL-2009 shared tasks in the composite Kernel. 

Predicate disambiguation is a sub-task of the CoNLL-2009 shared task. In order to 
better compare the results of SRL-only, we simply employ the predicate disambigua-
tion module as proposed by Bjorkelund et al [20], who obtained the best F1 score on 
the Chinese corpus. 

Table 8 compares the performance of different kernel setups on the CoNLL-2009 
Chinese corpus. It shows that: 

1) Our tree-kernel method achieves comparable performance with Meza-Ruiz and 
Riedel [21], who obtained the second best performance on the Chinese Corpus. It 
further denotes the effectiveness of our DR-CPT structure in a tree kernel-based 
method on SRL of verbal predicates. 

2) Our composite kernel (without global re-ranking) achieves comparable perfor-
mance with Bjorkelund et al [20], who employed a global re-ranking strategy and 
obtained the best performance on the Chinese Corpus. 

5 Conclusion and Future Work 

This paper systematically explores a tree kernel-based method on a novel D-CPT 
structure, which employs dependency types instead of phrase labels in the traditional 
CPT structure for nominal SRL. In particular, we propose a simple strategy, which 
transforms the DPT structure into a CPT-style structure. Generally, D-CPT takes the 
advantages of both DPT and CPT by not only keeping the dependency relationship 
information in DPT but also retaining the basic structure of CPT. Furthermore, sever-
al extraction schemes are designed to extract various kinds of necessary information 
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for nominal SRL and verbal SRL (CoNLL-2009 corpus). Evaluation shows the effec-
tiveness of D-CPT both on Chinese NomBank and CoNLL-2009 corpus.  

To our knowledge, this is the first research on tree kernel-based SRL on effectively 
exploring dependency relationship information, which achieves comparable perfor-
mance with the state-of-the-art feature-based ones.  

In future, we will explore more necessary structured information in the novel D-
CPT structure. Besides, we will explore this structure to similar tasks, such as seman-
tic relation extraction between named entities and co-reference resolution. 
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Abstract. This paper presents a new domain-adaptive Chinese Word Segmenta-
tion (CWS) method. Considering the characteristics of the territorial Out-of –
Vocabularies (OOVs), both the contextual information table and the semantic 
information are utilized based on Conditional Random Fields (CRFs) model to 
recall more OOVs and promote the performance of the CWS. This method is 
evaluated by the simplified domain-adaptive Chinese testing data from 
SIGHAN Bakeoff 2010. The experimental results show that the F-value and the 
recall of OOVs of the testing data in Computer, Medicine and Finance domain 
are higher than the best performance of SIGHAN Bakeoff 2010 participants, 
with the recall of OOVs of 84.3%, 79.0% and 86.2%, respectively. 

Keywords: domain-adaptive CWS, Conditional Random Fields (CRFs),  
contextual variable table, semantic resources. 

1 Introduction 

CWS (Chinese Word Segmentation) is a fundamental task in Chinese Language 
processing. In recent years, widespread attention has been paid to CWS. Researchers 
in this field have made significant breakthrough with the rise of machine learning 
methods. Meanwhile, the Chinese word segmentation evaluations organized by 
SIGHAN (Special Internet Group of the Association for Computational Linguistics) 
play a prominent role in promoting the development of CWS, providing researchers 
with uniform training and testing data to compare their different methods of CWS in 
the same test platform. In previous SIGHAN Bakeoff, most of the systems with high-
performance are based on machine learning methods to implement sequence labeling 
[1-2]. Among those methods, the character-based labeling machine learning methods 
[3-5] has got more and more attention and become the mainstream technology of 
CWS. However, Refs. [6-8] employed another sequence tagging based machine learn-
ing methods, namely, a word-based segmentation strategy, which is also based on the 
character-base sequence annotation. 

With the development of the Internet, an increasing number of non-standard text, 
containing lots of new words, has been generated, which has brought many challenges 
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to the CWS. Although many methods have shown impressive results in some segmen-
tation evaluation tasks, they are limited to corpus on specific area. Their accuracy will 
obviously decrease when used in a different domain. In practical applications, it is 
impossible for a CWS system to train all types of text beforehand. Additionally, the 
vast majority of the texts, which need to be segmented, do not have feature tags, such 
as Source, Subject, Part-of-speech, and so on. It is when it deals with the corpus 
which is different from the training data, or has a large number of OOVs that the 
CWS system can contribute the maximum value [9]. Therefore, SIGHAN-CIPS has 
set up to examine the ability of the cross-domain word segmentation since 2010. In 
that task, participants are demanded to test the corpus from four different domains, 
including computer, medical, financial and literary. The CWS systems need to be 
adaptive to different domains by training on only one domain corpus, namely, the so-
called cross-domain CWS. One important thing the Cross-domain CWS should take 
into account is that there are many common-used words and terminologies in a 
specific area, and those words, a big inevitable challenge for CWS systems, are 
usually regarded as OOVs in other areas. Different from common OOVs, most of 
those territoriality OOVs belong to a specific area, and usually appear several times in 
the context of their respective areas. No matter how large the vocabulary of the seg-
mentation system is, it is unable to include all the new words, thus a good cross-
domain CWS should have a great ability to identify OOVs. Ref. [6] proposed a new 
cross-domain segmentation method based on a joint decoding approach which com-
bined the character-based and word-based CRF models, made good use of the chapter 
information and fragments of the words, and achieved an impressive result. In the 
evaluation of SIGHAN Bakeoff 2010, some other excellent cross-domain word seg-
mentation systems emerged. Among those systems, Ref. [10] introduced a multi-layer 
CWS system based on CRFs, integrating the outputs of the multi-layer CWS system 
and the conditional probability of all possible tags as the features by SVM-hmm. This 
system achieved the best performance in the opening tests, while it is a little bit com-
plicated. In Ref. [11], the hidden Markov model HMM (Hidden Markov Models) was 
used to revise substrings whose marginal probability was low, and achieved high 
performance in both closed and open tasks, but its recall of OOV was not outstanding. 
Ref. [12] proposed a new CWS approach using the cluster of Self-Organizing Map 
networks and the entropy of N-gram as features, training on a large scale of unlabeled 
corpus, and it obtained an excellent performance. However, most of the participating 
systems are dealing with the OOVs, which have their own distinct territorial characte-
ristics, as the general ones instead of the cross-domain ones on the basis of ensuring 
the overall performance of the CWS. However, most of the participating systems are 
dealing with the OOVs, which have their own distinct territorial characteristics, as the 
general ones instead of the cross-domain ones on the basis of ensuring the overall 
performance of the CWS. 

According to the characteristics of the territoriality OOVs, we propose a new sta-
tistic variable, the Contextual Variable table, which records the contextual informa-
tion of a candidate word and can affect the cost factor of the candidate words. Those 
candidate words are selected by the character-based CRFs. At the same time, we 
utilize the information of the synonym in the system dictionary instead of the 



112 J. Zhang, D. Huang, and D. Tong 

information of the OOVs in the candidate words, because of the similarity of syntax 
and context in the sentence environment. Moreover, we put all the candidate words 
into a set, which is called the word-lattice, and then we complete the word-lattice 
taking full advantage of the contextual information and the synonym information 
mentioned above. At last, we use the word-based CRFs to label the words in the 
word-lattice and select the best path as the final segmentation results. 

The rest of this paper is organized as follows. Section 2 presents the machine 
learning models that we utilize in our experiments. In Section 3, we describe the 
Cross-Domain CWS algorithm. Section 4 shows the experimental results. Finally, 
some conclusions are given in Section 5. 

2 Machine Learning Models 

Conditional random fields (CRFs), a statistical model for sequence labeling, was first 
introduced by Lafferty et al in Ref. [2]. It is the undirected graph theory that CRFs 
mainly use to achieve global optimum sequence labeling. It is good enough to avoid 
label bias problem by using a global normalization. 

2.1 Character-Based and Word-Based CRFs 

In previous labeling task of character-based CRFs, the number of the characters in the 
observed sequence is as same as the one in the annotation sequence. However, for 
CWS task, the input of n-character will generate the output of m-word sequence on 
such a condition that m is not larger than n. But this problem can be well solved by 
word-lattice based CRFs, because the conditional probability of the output sequence 
depends no longer on the number of the observed sequence, but the words in the 
output path. For a given input sentence, its possible paths may be various and the 
word-lattice can well represent this phenomenon. A word-lattice can not only express 
all possible segmentation paths, but also reflect the different attributes of all possible 
words in the path. Refs. [13-14] have successfully used the word lattice in Japanese 
lexical analysis. 

Our paper adopt the word-lattice based CRFs that combines the character-based 
CRFs and the word-based CRFs, and specifically, we put the candidate words se-
lected by the character-based CRFs into a word-lattice, and then label all the candi-
date words in the word-lattice using word-based CRFs model. When training the 
word-lattice based CRFs model, the maximum likelihood estimation is used in order 
to avoid overloading. In the end, Viterbi algorithm is utilized in the decoding process 
which is similar with Ref. [6]. 

2.2 Feature Templates 

The character-based CRFs in our method adopt a 6-tag set in Ref. [15] and its feature 
template comes from Ref. [11], including C-1, C0, C1, C-1C0, C0C1, C-1C1 and T-1T0T1, 
in which C stands for a character and T stands for the type of characters, and the  
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subscripts -1, 0 and 1 stand for the previous, current and next character, respectively. 
Four categories of character sets are predefined as: Numbers, Letters, Punctuation and 
Chinese characters. Furthermore, the Accessor Variety in Ref. [16] (AV) is applied as 
global feature. 

Two kinds of features are selected for the word-based CRFs, like Ref. [6]: unigram 
features and bigram features. The unigram ones only consider the attributes informa-
tion of current word, and bigram ones are also called compound features, which util-
ize contextual information of multiple words. Theoretically, the current word’s  
context sliding window can be infinitely large, but due to efficiency factors, we define 
the sliding window as 2. The specific features are W0, T0, W0T0, W0T1, T0T1, W0W1, 
where W stands for the morphology of the word, T stands for the part-of-speech of the 
words, and subscript 0 and subscript 1, respectively, stand for the former and the latter 
of two adjacent words. 

3 Cross-Domain CWS algorithm 

The recognition of the OOVs will be limited, because the construction of the word-
lattice depends on the dictionary. That can be solved by adding all the candidate 
words selected by the N-Best paths of the character-based CRFs into the word-lattice, 
so there could exit more OOVs in the word-lattice. What is more, the words in the 
dictionary and the OOVs can be treated equally by the character-based CRFs, which 
is of great help to recall OOVs. In our experiment，we finally choose 3-Best paths, 
because too many incorrect candidate words will be added into the word-lattice if we 
chose more than 3-Best paths, which not only put bad impact on the performance of 
the segmentation, but also affect the efficiency. When we choose less than 3-Best 
paths, the segmentation system does not work well on recalling the OOVs. 

In the process of building the word-lattice, if the POS and the Cost of the words 
can not get from the system dictionary, then it will be treated as one of four different 
categories: Chinese characters, letters , numbers and punctuation, whose POS is, re-
spectively, conferred as a noun, strings, numbers, punctuation. Additionally, the cost 
of the words equals the average of the costs of the words with the same POS in the 
dictionary. 

Taking the characteristics of the territorial OOVs into account, we apply the  
contextual information and semantic information to improve the recall of the cross-
domain OOVs. 

3.1 Contextual Information 

The territorial OOVs may repeatedly emerge in the specific domain, but it is hard to 
segment them correctly every time. As a result, we propose the contextual informa-
tion to record the some useful information about the out-of-vocabulary candidate 
words. This approach is mainly based on the following assumptions: 

Assumption 1: The occurrence of a word will increase the possibility of emerging of 
the word in the same chapter. 
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In other words, if a string of characters is regarded as a candidate word in multiple 
contexts, then it is probably a word, in that case, the Contextual Variable is proposed 
to quantify this assumption. The Contextual Variable consists of the morphology of 
the word (w), part of speech (t), the difficulty of the emerging of a candidate word 
(Cost), the frequency of being a candidate word (Frequency), the frequency of being 
the node in the final segmentation path (rNum). 

The acquisition of the contextual information is throughout the entire segmentation 
algorithm, and the specific process is as follows: 

Firstly, put all the candidate words w included by 3-Best paths into the set S ( w1 , 
w2 , …, wn ). Secondly, search for each word w in set S from the system dictionary, if 
exists, then the information in the dictionary, such as the POS, the cost and so on, of 
the word w will be copied into the contextual information table. Otherwise, the con-
textual information table will be searched, and if there exits the candidate word w, 
then the Frequency in the table of the word increases by 1, and if not neither, then we 
will deal with the word as one of the four classification of the OOVs mentioned 
above. At last, repeat these steps until the last word wn in set S has been searched. 

It can be seen from the above process that the higher the frequency of the candidate 
word is, the more likely it tends to be a word. Considering that the Frequency and the 
rNum can affect the Cost, we adjust the Cost of the word w, according to Eq. (1), 
where cost0 (w) stands for the original cost of the words. 
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3.2 Semantic Information 

The number of Chinese words is tens of millions, while the types of semantic rela-
tions are limited, so we utilize the synonym relations, one kind of semantic informa-
tion, to identify the OOVs, considering the similarity in syntax and grammar in the 
sentence environment. When building the word-lattice, we propose the synonym in-
formation to obtain the property and cost of the candidate words selected by the cha-
racter-based CRFs via selecting the 3-Best paths, because the property and the cost of 
OOVs can not be found in the system dictionary, but can be substituted by the infor-
mation of their synonyms. 

To illustrate, the word fragment "劳模", an Out-of-vocabulary, is in the word-
lattice, but not in the system dictionary. So we can not get the information of the can-
didate word such as the POS, the cost and so on. In this case, the synonym forest is 
very useful if it includes a synonym which is also in the system dictionary. For this 
example, the information of the word "模范", a synonym of the candidate word "劳模
", can take the place of the information of "劳模". 

Al 05A 01= 模范标兵表率榜样师表轨范楷范英模典型丰碑  
Al 05A 02= 劳模劳动模范 
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The semantic resources we used in this paper is synonym forest (extended version), 
containing a total of 77,343 items, which have been organized into tree-like hierar-
chical structure and divided into three categories.  In the expanded version of the 
synonym forest with five-level coding, for each word information, there is a eight bit 
semantic encoding, which can represent each single word in the synonym forest. 
From left to right, the encoding is expressed like this: the first level with capital let-
ters, the second level with lowercase letters, the third level with two bytes of decimal 
integer, the fourth level with capital letters, and the fifth level with two bytes of de-
cimal coding, the end with the sign of "=", "#" and "@". The specific coding rules are 
shown in Table 1: 

Table 1. The Rule of Word Coding 

Code Bit 1 2 3 4 5 6 7 8 
Example D a  1    5 B 0       2 =\#\@ 
Signifi-
cation 

General 
class 

Middle 
class 

Sub-
class 

Word 
group 

Atomic Word 
group 

 

Level 1 2 3 4 5  

Except for the synonym and the classification information, the synonym forest also 
includes some self-governed words, which do not have any synonyms. In order to 
enhance the search efficiency, we delete those self-governed words. Because the clos-
er the distance of two synonym sets are, the more similar their meanings are, we fol-
low the principle of proximity when search for the synonym of the candidate words. 

The search process is as follows: first, find the synonym set of the candidate word, 
and then look up each synonym of that synonym set into the system dictionary to find 
if the synonym exists. If there it is, then we will replace the candidate word with the 
synonym and the information of it, and if not, then the fifth level of the synonym sets 
will be searched, and if not neither, then the fourth level. If the fourth level does not 
contain the synonym of the candidate, then we would like to stop looking up rather 
than search further. There are two reasons, one is the efficiency factor, the other one 
is that if the set of the word is too far away, the meaning of the words in two different 
sets will be much different, so we would rather giving it up than using it and bringing 
a negative impact. 

3.3 Word Segmentation Process 

With the contextual information and synonyms information added, the cross-domain 
word segmentation process is as follows: 

Step1. Put all the candidate words in 3-Best paths selected by the character-based 
CRFs model into the word-lattice. 

Step2. To build the word-lattice, in other word, give properties and costs to each 
node, the candidate words selected by character-based CRFs in Step1, in the word-
lattice, which is divided into four cases to deal with: ①If the candidate words are in 
the system dictionary, then assign the properties and cost of the words in the system 
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dictionary directly to the candidate words in the word-lattice. ②If the candidate 
words are not in the system dictionary, but in the dictionary of contextual information, 
then the properties of the words in the contextual information dictionary will be as-
siged to the candidate words, and a weight value, calculated by Eq. (1), will be added 
to the cost of the candidate words. ③If the candidate words is not in the system dic-
tionary, neither in the contextual information dictionary, then we will search the syn-
onyms forest to find a synonym of the candidate words. If the synonym exits in the 
system dictionary, we’d like to replace the candidate word with it. ④If the above 
cases are not suitable for the candidate words, then the candidate words will be classi-
fied according to the classification mentioned above. 

Step3. To find the optimal path, the least costly path of word segmentation, in the 
word-lattice using the Viterbi algorithm according to Eq. (4), and the values of Tran-
sCost(ti,ti+1) and Cost(wi) can be calculated by Eq. (2) and Eq. (3), respectively. Since 
all feature functions are binary ones, the cost of the word is equal to the sum of all the 
weight of the unigram features about the word, and the transition cost is equal to the 
sum of all bigram features about the two parts of speech. 
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Where U(w) is the unigram feature set of the current word, B(t1, t2) is the bigram fea-
ture set of the adjacent words t1 and t2. λfk is the weight of the corresponding feature fk 
and factor is the amplification coefficient.  
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It can be seen from the above process that the factors of recognizing the territorial 
words are considered in Step2. Contextual information as well as synonym informa-
tion is used to adjust the cost and the properties of the candidate words in the path, 
which can contribute to the follow-up Step3 to select the best path.  

4 Experimental Results and Analysis 

4.1 Data Set 

Our method is tested on the simplified Chinese domain-adaptive testing data from 
SIGHAN Bakeoff 2010. And it accords with the rules of the open test, since only a 
system dictionary and synonym forest is used in our method, without using any other 
manually annotated corpus resources. Thus, the experiment results are evaluated by P 
(Precise), R (Recall) and F-value. The system dictionary we used is extracted from the  
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People’s Daily from January to June, in 2000, containing 85000 words, with the POS 
being the Peking University POS system. The word-based CRFs model is trained by 
the corpus with POS tag provided by the evaluation, which is from the People's Daily 
of January, in 1998).  

4.2 Experimental Results 

In order to prove the effect of the contextual information and semantic information 
described above, we have conducted four groups of experiments. Experiment 1 is the 
base experiment that does not include these two types of information. Experiment 2 is 
the +CV experiment with only contextual information added. Experiment 3 is the 
+CiLin experiment that add only synonyms information. Experiment 4 is the experi-
ment with both two types of information added. 

Table 2~5 give the segmentation results of four groups of experiments, respective-
ly, in four different fields, including computer, medicine, finance and literary. It can 
be clearly seen from Table 2 to Table 5 that the performance in F-value and Roov im-
proves after the introduction of context and synonyms information, separately. And 
the improvement is more considerable when adding both of the two information si-
multaneously, with Roov increasing by 1.6 to 5.6 percentage. 

The following sentence fragments can help us analyze the impact of contextual in-
formation on the CWS: 

“日本金融特任大臣①龟井静香  (Shizuka Kamei) 周五 (3月19日) 发表讲
话……②龟井静香此前就一直呼吁推出新一轮的大规模经济刺激计划……③龟
井静香表示，昨日发布的土地价格调查报告显示……④龟井静香还呼吁日本央
行直接买入国债来为政府赤字提供融资……金融市场对⑤龟井静香的评论应该
不会有太大反应……”. 

In the above five sentence fragments, the word “龟井静香”(name) appears five 
times totally in the context. If not bring the contextual information in the segmenta-
tion system, only three times that the word “龟井静香” is segmented correctly, while 
it is cut correctly all five times after adding the contextual information. Therefore, the 
contextual information is very helpful to identify such candidate words that repeat in a 
chapter, because its probability will be affected by the impact of the frequency of 
occurrence in the previous paragraph. 

 

Table 2. The P, R and F value of computer 

Computer     F     R     P  Roov 
Base 0.9507 0.9562 0.9452 0.8233 
+CV 0.9530 0.958 0.9481 0.8342 

+CiLin 0.9515 0.9568 0.9462 0.83 

++Both 0.9553 0.9591 0.9516 0.8428 
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Table 3. The P, R and F value of medicine  

Medicine     F     R     P  Roov 
Base 0.9424 0.946 0.9388 0.7563 
+CV 0.9437 0.947 0.9404 0.7693 

+CiLin 0.944 0.9473 0.9408 0.7788 

++Both 0.9463 0.9492 0.9435 0.79 

Table 4. The P, R and F value of finance  

Finance     F     R     P  Roov 
Base 0.9605 0.9585 0.9626 0.8458 
+CV 0.962 0.9608 0.9631 0.852 

+CiLin 0.9608 0.9592 0.9623 0.8517 

++Both 0.9625 0.9609 0.9641 0.8618 

Table 5. The P, R and F value of literature  

Literature     F     R     P  Roov 

Base 0.9421 0.9385 0.9458 0.6504 
+CV 0.9433 0.9393 0.9473 0.6649 

+CiLin 0.9437 0.9394 0.948 0.6839 

++Both 0.946 0.9418 0.9506 0.7073 

 
Table 6. Comparison with the open test results of Bakeoff 

Corpora Participants   F ROOV 

 
Computer 

1[10] 0.95 0.82 
2[12] 0.947 0.812 
3[11] 0.939 0.735 
ours 0.955 0.843 

 
Medicine 

1[12] 0.938 0.787 
2[10] 0.938 0.768 
3[11] 0.935 0.67 
ours 0.946 0.790 

 
Finance 

1[10] 0.96 0.847 
2[11] 0.957 0.763 
3[12] 0.951 0.853 
ours 0.963 0.862 

 
Literature 

1[11] 0.955 0.655 
2[17] 0.952 0.814 
3[12] 0.942 0.702 
ours 0.946 0.707 
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Table 6 shows the results of our method compared with the top three outstanding 
systems of the SIGHAN Bakeoff 2010 evaluation in F-value and Roov. The experi-
mental results show that the performance of our system in both F-value and Roov is 
better than the best results of the SIGHAN Bakeoff 2010 evaluation in the three areas 
of the computer, medicine and finance. 

5 Conclusions 

In this paper, a new cross-domain CWS method is proposed. Due to the recurrences 
of the territorial OOVs in their specific areas, we bring up the contextual variable 
table to record the contextual information of the candidate words which are selected 
by the character-based CRFs, including the morphology of the word, the part-of-
speech, the difficulty degree of appearing, the frequency as a candidate, and the 
frequency as the word node in the final segmentation path. Additionally, in order to 
approximate the cost of the candidate word in the entire path, we replace the property 
information and the cost of OOVs with their synonyms. As we know, the closer the 
sets of two synonyms are, the more similar their meanings are. Therefore, when we 
search for the synonym of a candidate word in the synonym forest, we follow the 
principle of proximity. At first, we get the 3-best paths with the help of character-
based CRFs, and add all the words included by the 3-best paths into the word-lattice. 
And then, we make use of the contextual and semantic information to construct the 
word-lattice to recall more OOVs. At last, the word-based CRFs are utilized to select 
the least costly path from the word-lattice as the final segmentation results. 

Our method not only take full advantage of character-based CRFs model to gener-
ate more OOVs, but also make good use of the lexical information of the territorial 
words. Our method is evaluated by the simplified Chinese domain-adaptive testing 
data from SIGHAN Bakeoff 2010. The experimental results show that the F-value and 
the recall of OOVs of the testing data in Computer, Medicine and Finance domain are 
higher than the best performance of SIGHAN Bakeoff 2010 participants, with the 
recall of OOVs of 84.3%, 79.0% and 86.2%, respectively. 
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Abstract. A key problem in Chinese Word Segmentation is that the performance 
of a system will decrease when applied to a different domain. We propose an 
approach in which n-gram features from large raw corpus are explored to realize 
domain adaptation for Chinese Word Segmentation. The n-gram features include 
n-gram frequency feature and AV feature. We used the CRF model and a raw 
corpus consisting of 1 million patent description sentences to verify the proposed 
method. For test data, 300 patent description sentences are randomly selected and 
manually annotated. The results show that the improvement of Chinese Word 
Segmentation on the test data achieved at 2.53%. 

Keywords: Chinese Word Segmentation, CRF, domain adaptation, n-gram 
feature. 

1 Introduction 

Chinese Word Segmentation (CWS) methods can be roughly classified into three types: 
dictionary-based methods, rule-based methods and statistical methods. Due to the large 
number of new words appearing constantly and the complicated phenomena in Chinese 
language, the expansion of dictionaries and rules encounter a bottleneck. The first two 
methods are therefore difficult to deal with the changes in language usages. Since the 
statistical method can easily learn new words from corpora, Chinese Word Segmenta-
tion systems based on such methods can achieve high performance. For this reason, the 
statistical method is strongly dependent on annotated corpora. Theoretically, the larger 
amount of the training data with higher quality annotation will bring about the better 
performance for Chinese Word Segmentation systems. 

Texts to be processed may come from different domains of the real world, such as 
news domain, patent domain, and medical domain, etc. When switching from one 
domain to another, both vocabulary and its frequency distribution in texts usually vary 
because the ways of constructing words from characters are different. This fact brings 
great challenges to Chinese Word Segmentation. The accuracy of a developed system 
trained on one domain will decrease obviously when it is applied to the texts from 
other different domains. 
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A solution is to develop domain-specific system for each domain by using corres-
ponding annotated data. In application, the target domain of a text to be processed is 
recognized first and then the corresponding system is applied. In this way, the best 
results can be expected. However, manual annotation is a time-consuming and hard 
work. At present, a large amount of annotated data with high quality is not available for 
each domain and therefore it is not practical to develop domain-specific system in this 
way.  

In order to solve the problem of the domain adaptation for Chinese Word Segmen-
tation, many methods have been proposed, such as data weighting algorithm and 
semi-supervised learning algorithm. (Meishan Zhang et al., 2012) propose an approach 
that can incorporate different external dictionaries into the statistical model to realize 
domain adaptation for Chinese Word Segmentation. However, these methods have 
limitations because the annotated corpora and domain-specific dictionaries are not 
resources readily available.  

This paper proposes an approach in which n-gram features from large raw corpus are 
explored to realize domain adaptation for Chinese Word Segmentation. Compared with 
annotated corpus and domain-specific dictionary, a raw corpus is more easily to obtain. 
Our experimental results show that the proposed approach can effectively improve the 
ability of the Chinese Word Segmentation system for domain adaptation.  

2 Chinese Word Segmentation Based on Conditional Random 
Fields 

Conditional random fields (CRF) is a probabilistic framework for labeling and seg-
menting sequential data, which is first proposed by (John Lafferty et al.,2011) on the 
basis of the maximum entropy models and hidden Markov models. CRF are undirected 
graphical models in which the parameters are estimated by maximizing the joint 
probability over observation and label sequences given an observation sequence. Li-
near-chain CRF is most widely used in machine learning tasks.  

2.1 Conditional Random Fields 

A linear-chain CRF with parameters Λ= (λ1,λ2,…,λn) defines a conditional probability 
for a label sequence Y= (y1,y2,…,yn) given an input sequence X= (x1,x2,…,xn) to be: 

 1
1

1
( | ) exp{ ( , , , )}
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k k t t
t kX

P Y X f y y X t
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λΛ −
=

=   (1) 

Where fk (yt-1, yt, X, t) is a feature function which is often binary-valued, λk is a learned 
weight associated with feature f and ZX is the normalization factor over all state  
sequences. 
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The most probable label sequence for an input X can be efficiently determined using 
the Viterbi algorithm. 

 * arg max ( | )
Y

Y P Y XΛ=  (3) 

For the sequence labeling task like Chinese Word Segmentation, CRF and ME per-
formed better than HMM. In addition to the advantages of the discriminative models, 
CRF optimizes parameters and decodes globally by taking state transition probabilities 
into account and consequently can avoid label bias problem. CRF is one of the most 
effective machine learning models for sequence labeling task.  

We use CRF++ (version 0.55)1 in this paper. 

Table 1. Description of 6-tag tagset 

Tags Tag sequences for words of different lengths 

S; B; B2; B3; M; E. S;  BE;  BB2E;  B B2 B3E;  B B2 B3ME;  B B2 B3M…ME.  

Table 2. Feature templates 

Type Feature Description 

Unigram C-2 , C-1, C0 , C1 , C2 C0 denotes the current character; Cn(C-n) denotes the character n 

positions to the right (left) of the current character. 

Bigram C-2C-1 , C-1C0 , C0C1 , C1C2 , C-1C1 ditto 

Punctuation IsPu(C0) Current character is punctuation 

Character Type K(C-2)K(C-1)K(C0)K(C1)K(C2) Types of character: date, numeral, alphabet, others 

2.2 Tag Set and Feature Template 

We apply CRF to Chinese Word Segmentation by regarding it as a sequence labeling 
task. This is implemented by labeling the position of each Chinese character in word 
that the character belongs to. (Zhao et al., 2006) reported that a 6-tag set can achieve the 
best performance among the tag sets for Chinese Word Segmentation. Therefore we 
also use the same 6-tag set, whose definition is descripted in Table 1 in detail.  

                                                           
1  http://crfpp.sourceforge.net/ 
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Following the work of (Low et al., 2005), we adopt feature templates and a context 
of five characters for feature generation. The feature templates used in our model are 
shown in Table 2. Character Type in the bottom of Table 2 is the types of Chinese 
characters. Four types are defined in Table 3.We call the information as basic features. 

3 N-gram Features 

In this paper, n-gram refers to a sequence of n consecutive Chinese characters. A word 
can be considered as a stable sequence of characters. In a large enough corpus, words 
with some meanings will occur here and there repeatedly. This implies corresponding 
sequences of characters will be repeated in the corpus. Reversely, the sequences re-
peated in a large number of texts are more likely to be words. This is the basis on which 
n-gram features are used for word segmentation. In different domain, the ways of 
constructing words from characters are some different. When a target domain is  
 

Table 3. Four types of Chinese characters 

Type Character set 

date 年、月、日 

numeral 1,2,3,4,5,6,7,8,9,0,一，二，三，四，五，六，七，八，九，零 

alphabet a,b,c,d,e,f,g,h,i,j,k,l,m,n,o,p,q,r,s,t,u,v,w,x,y,z,A,B,C,D,E,F,G,H,I,J,K,L,M,N,O,P,Q,R,S,T,U,V,W,X,Y,Z 

others Other characters 

 

shortage of large annotated corpus, an approach proposed in this paper can be applied 
for automatic domain adaptation by exploiting the n-gram features from the raw corpus 
of the target domain. 

In this work, we examined two kinds of n-gram features: n-gram frequency feature 
and AV feature. Our experimental results show that these simple statistical features are 
indeed effective in improving the ability of CWS system for domain adaptation. 

3.1 N-gram Frequency Feature 

We define n-gram frequency as the number of occurrences of n-gram in a corpus. The 
reason for considering this information is that the higher the frequency of n-gram, the 
greater the possibility of it being a word. 

N-gram frequencies are extracted from raw corpus of target domain for (2=<n<=5) 
in this paper. In fact,we also tried n=6,but the results were not satisfied.Considering 
efficiency in computing, n-grams whose frequency values are less than five are filtered 
out. In order to alleviate the sparse data problem, we group all the frequency values into 
three sets: high-frequency (H), middle-frequency (M), and low-frequency (L) (Yiou 
Wang et al, 2011). The grouping way are defined as follows: if the frequency value of a 
n-gram is one of the top 5% of all the frequency values, the frequency value of this 
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n-gram is represented as H; if it is between top 5% and 20%, it is represented as M, 
otherwise it is represented as L. In this way, n-gram frequency lists are produced. We 
regard the n-gram as words in the following processing. 

For CRF training and decoding, the features of current character are generate as 
follows. We retrieve the n-gram lists for candidate words that contain the current 
character. From a candidate word, a feature is generated in the form of “A-B”, where A 
is the position of the current character in the candidate word and B is the frequecy of 
this candidate word. Then, the feature generated from each candidate word is conca-
tenated with each other by “|” as one n-gram frequency feature. Note that the conca-
tenating order follows the position orders of the current character in candidate words, 
i.e. B、B2、B3、M、E, for standardization. 

 

Fig. 1. Generation of 2-gram frequency feature 

Fig.1 shows the generation process of 2-gram frequency feature for the sentence “
这个数据可以…” (The data can …).  The feature for the current character “数” 
(numeral), displayed in a square frame, is generated as follows. First, candidate words “
个数” (number) and “数据” (data) are retrieved from the 2-gram frequency list. From 
the candidate word “个数” a feature “E-M” is generated because its frequency is “M” 
and “数” is the last character of the word. After that, another feature from the candidate 
word “数据” is generated as “B-H” because the frequency is “H” and “数” is the first 
character of the word. Finally, the 2-gram frequency feature is represented as 
“B-H|E-M”. 

3.2 N-gram AV Feature 

AV (Accessor Variety) is a statistical standard used in (Feng et al., 2004) to determine 
whether a character sequence is a word when extracting words from Chinese raw texts. 
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(Hai Zhao and Chuyu Kit, 2007; Hai Zhao and Chuyu Kit, 2008) has explored an 
approach to extract AV global features from raw corpus for CRF learning. Following 
the work of (Luo and Huang, 2009), we focus on improving the way of generating 
features for CRF learning and on avoiding data sparseness at the same time.  

Different from the n-gram frequency，the n-gram AV has a selection for frequency. 
The main idea of the AV is that if a character sequence appear in a variety of context, 
then the sequence is likely to be a word. The AV of a sequence s is defined as: 

 ( ) min{ ( ), ( )}av avAV s L s R s=  (4) 

Where Lav(s) and Rav(s) are defined, respectively, as the numbers of distinct prede-
cessor and successor of s. 

At first, AV feature of n-gram (2=<n<=5) are extracted from raw corpus. Then 
following the grouping way described in 2.1, the AV feature are grouped into three sets, 
high-frequency (H), middle-frequency (M), and low-frequency (L) and thus n-gram 
AV lists are produced. In generation of n-gram AV feature, candidate words containing 
current character will be retrieved out from the n-gram AV lists and then features of the 
candidate words are concatenated as the final n-gram AV feature for CRF training and 
decoding. 

4 Case Study—Domain Adaptation of Chinese Word 
Segmentation to Patent Domain 

In order to verify the proposed approach, we specify patent domain for CWS to adapt 
to. The raw corpus of the patent domain is taken from the Chinese part of the NTCIR-91 
Chinese-English parallel patent description sentences. Such formed Chinese patent 
corpus consists of 1 million sentences. There are two phases in the domain adaptation 
implementation, construction of n-grim statistical information base and generating of 
n-gram features. In the first phase, n-gram frequency features and n-gram AV features 
are extracted from the corpus and n-gram statistical information base including n-gram 
frequency lists and n-gram AV lists is produced.In the second phase, n-gram features 
are generated for the sentences.  

4.1 Construction of N-gram Statistical Information Base 

According to the definitions of n-gram frequency feature and the n-gram AV feature 
described in section 2, we extracted character sequences of n-gram (2=<n<=5) from the 
Chinese patent corpus for construction of n-gram statistical information base. The 
overview of the construction of n-gram statistical information base is shown in Fig.2. 

                                                           
1  http://research.nii.ac.jp/ntcir/ntcir-9/ 
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Fig. 2. Construction of n-gram statistical information base 

 

Fig. 3. Framework of domain adaptation of CWS system to patent domain 

4.2 Generation of N-gram Features 

In CRF training and decoding, n-gram features are generated for each character of 
sentences. The method of generating n-gram features has been described in 2.1 and 2.2, 
respectively. The framework of domain adaptation of CWS system to the patent  
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domain is shown in Fig.3. The part surrounded by the dotted line is the core component 
for the CWS system to adapt to the patent domain. 

5 Experiments and Analyses 

In order to verify the contribution of the n-gram features to domain adaptation of 
Chinese Word Segmentation, we evaluate the segmentation results of the new CWS 
system incorporated with the n-gram features of the patent domain and then compare 
the results with those of the baseline CWS system that uses only basic features. 

5.1 Data 

We used the Penn Chinese Treebank (CTB) as annotated corpus and defined data sets 
as follows: chapter 1-270, chapter 400-931 and chapter 1001-1151 for training data set; 
chapter 270-300 for test data sets. The proportion of unknown words is 3.47%. Since 
the data of the corpus is mainly from newswire, the domain of CTB may be regarded as 
news domain. 

The unlabeled data of the patent domain is the Chinese patent corpus. The n-gram 
statistical information base is built from this raw corpus. 

For test data of the patent domain, we randomly selected 300 sentences from the 
Chinese patent corpus and manually annotated word segmentations following the 
specification of Penn Chinese Treebank Project. As a result, 10636 Chinese words are 
obtained. By referring to the training data of CTB, we found that the proportion of 
unknown words in this patent test data is 22.4%. 

5.2 Results and Analyses 

We used recall (R), precision (P), and F1 as evaluation metrics and also measured the 
recall on OOV (ROOV) tokens and in-vocabulary (RIV) tokens. 

Table 4 shows the performances of the baseline system on the test data of CTB and 
the patent domain. The baseline system is developed on the training data of CTB by 
using the basic features. The proportions of unknown words in test data of CTB and the 
patent domain are respectively 3.47% and 22.4%. 

Table 4 shows that the baseline system performed very well on CTB test data. This 
can be explained that the test data and the training data are from the same domain, i.e. 
the news domain. When test data changed to the patent domain, F1value of the baseline  
 

Table 4. Performances of baseline CWS system on test data from different domains 

CWS System Source of test data R P F1 ROOV RIV 

Baseline 
CTB(news domain) 98.02% 97.21% 97.62% 75.18% 98.85% 

NTCIR(patent domain) 86.05% 81.83% 83.89% 63.70% 92.51% 
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Table 5. Performances of different CWS systems on test data from the patent domain 

CWS System R P F1 ROOV  RIV  

Baseline 86.05% 81.83% 83.89% 63.70% 92.51% 

+(a)n-gram frequency feature  87.95% 84.32% 86.09% 69.15% 93.37% 

+(b)n-gram AV feature 88.29% 84.28% 86.24% 69.15% 93.82% 

+(a)+(b) 88.31% 84.61% 86.42% 69.91% 93.63% 

 
 

system greatly decreased to 83.89% from 97.62%. For a more detailed investigation, 
ROOV decreased to 63.70% by 11.48% and RIV decreased to 92.15% by 6.34%. The 
degree of decline on OOV is about twice that on in-vocabulary. These investigation 
results demonstrated the serious impacts brought to the performance of Chinese Word 
Segmentation by the changes of domain. The task of domain adaptation is therefore 
very important for Chinese Word Segmentation. 

The performances of the CWS systems developed by using the proposed approach 
are shown in Table 5, where “a” refers to using n-gram frequency feature and “b” refers 
to using n-gram AV feature. The test data is the 300 sentences of the patent domain. For 
comparison, the result of the baseline system on the same test data is also shown in 
Table 5. The results show that both n-gram frequency feature and n-gram AV feature 
contributed to the improvement in performance from the view of each metric, and that 
the combination of (a) and (b) achieved further improvements.  

Through the observation of Table 4 and Table 5, we may conclude as follows. 

 The impact of interdisciplinary on Chinese Word Segmentation is very obvious, 
and the introduction of a large number of OOV will cause a serious decline in 
the performance of CWS system. 

 The n-gram features including n-gram frequency feature and n-gram AV feature 
are very effective in each evaluation metric and the combination of them can 
achieve further improvement. 

 In terms of F1 measure, the improvement contributed by n-gram AV feature is 
greater than that contributed by n-gram frequency feature. In terms of recall, 
n-gram AV feature is more effective than n-gram frequency feature, while 
n-gram frequency feature is more effective than n-gram AV feature in terms of 
precision.  

 N-gram features can effectively increase the recall of OOV in CWS system. 

It is further observed that some scientific and technical terms were successfully recalled 
after n-gram features of the raw corpus have been added into the system. For instance, 
one manually annotated sentence “它 /可用于 /驱动 /电光层 /到 /显示 /数据…” 
(…which may be used to drive the electro-optic layer to a state in which display da-
tum…) was segmented as “…/电光/层到/…” by the baseline system, while the new 
system obtained the correct result. For another manually annotated sentence: “而/不/
使用 /压电 /元件 /或 /楔板 /换能器” (…without piezoelectric element or wedge  
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transducer…), the baseline system segmented the word “换能器” into two parts, “换” 
and “能器” , while the new system avoided this erroneous segmentation. The word “
电光层” and “换能器” are both physics terms which seldom occur in the news domain. 
The original intention of the paper is to explore n-gram features of the target domain 
corpus for a CWS system to be able to recognize the new words and the CWS system 
on the patent domain performed as we expected. 

Through the above experimental results and analyses, we observed that n-gram 
features are effective for the CWS system to adapt to the patent domain from the news 
domain. 

6 Conclusion 

This paper proposes an approach in which n-gram features from large raw corpus are 
explored to realize domain adaptation for Chinese Word Segmentation. The n-gram 
features include n-gram frequency feature and AV feature. Our experiments on the 
patent domain show that the n-gram features are effective in domain adaptation of 
Chinese Word Segmentation. This approach can be easily implemented because the 
n-gram features can be extracted from a raw corpus of the target domain. Compared 
with an annotated corpus and a domain-specific dictionary, a raw corpus of the target 
domain is easily obtained with low cost. 

In the future, we will conduct further study on how to explore more effective fea-
tures from large raw corpus and how to incorporate them into statistical learning 
model for domain adaptation of Chinese Word Segmentation. 
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Abstract. For the issue that existing methods for Chinese Named En-
tity Recognition(NER) fail to consider the long-distance dependencies,
which is common in the document. This paper, Fusion of long distance
dependency, proposes a method for Chinese Named Entity Recogni-
tion(NER) based on Markov Logic Networks(MLNs), which comprehen-
sively utilizes local, short distance dependency and long distance de-
pendency features by taking advantage of first order logic to represent
knowledge, and then integrates all the features into Markov Network for
Chinese named entity recognition with the help of MLNs. Validity of
proposed method is verified both in open domain and restricted domain,
experimental result shows that proposed method has better effect.

Keywords: Chinese Named Entity Recognition; Markov Logic Network-
s; Long distance dependency; Statistic Rational Learning; Natural Lan-
guage Processing

1 Introduction

Named Entity Recognition (NER) is one of the key techniques in the fields of
Information Extraction, Question Answering, Parsing, Metadata Tagging in Se-
mantic Web, etc. NER task is to identify the three categories (entity, time and
digital), seven subclasses (person, organization, place, time, date, currency and
percentage) of named entities in the text [1-2]. Because of word flexibility of per-
son, organization and place, their recognition is very difficult, while, composition
of time, date, currency and percentage tends to have more obvious rules. There-
fore, NER generally refers to the recognition of person, organization and place.
As early as in 1995, MUC-6 established the special evaluation of NER, greatly
promoted the development of English NER technology. MUC-6 and MUC-7 also
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established a multi-language entity recognition evaluation task MET (Multilin-
gual Entity Task), including Japanese, Spanish, Chinese and other languages.
BAKEOFF-3 and BAKEOFF-4, Held in 2006 and 2008, established a special
evaluation task for Chinese NER. In 2003 and 2004, ”Chinese information pro-
cessing and intelligent human-machine interface technology evaluation” task,
held by ”863 Program”, established Chinese Named Entity Recognition evalua-
tion task. These evaluation tasks had played a very important role in promoting
the development of Chinese Named Entity Recognition. Compared to English
NER, Chinese NER is more difficult [2]. The main differences between Chinese
NER and English NER lie in: (1) Unlike English, Chinese lacks the capitalization
information which can play very important roles in identifying named entities.
(2) There is no space between words in Chinese, so we have to segment the text
before NER. Consequently, the errors in word segmentation will affect the re-
sult of NER. In this paper, we propose a Chinese NER model based on Markov
Logic Networks with emphasizes on (1) Combining local feature, short distance
dependency feature and long distance dependency feature into a unified statisti-
cal relational learningmodel; (2) Integrating probabilistic learning and relational
learning for Chinese NER by MLNs. In order to deduce the complexity of the
model and the searching space, we divide the recognition process into two steps:
(1) word segmentation and POS tagging; (2) named entity recognition based
on the first step. Proposed method is tested on the open domain and restricted
domain corpus. The Precision, Recall and F1 in open domain and restricted do-
main are respectively (78.39%, 85.89%, 81.97%) and (85.39%, 88.89%, 87.10%).
Experimental result shows that proposed model is better than Condition Ran-
dom Fields when only use local and short distance dependency features, and
long distance dependency features can effectively improve the recognition effect.

2 Related Work

Early approaches to Named Entity Recognition involve a lot of human effort,
require researchers to write a series of complex regular expressions to match
candidate entity, and need to develop a large dictionary of common entities.
Moreover, these approaches could only be engineered to suit a specific domain
[1]. These limitations motivate the development of machine learning systems in
natural language processing. Bikel, et al first proposed a named entity recogni-
tion method based on Hidden Markov Models (HMM) [3]. While, because HMM
is a generative model, theres only one feature variable with each state. However,
we may want to incorporate more output features in our model to improve the
accuracy of the tagger. For example, for a given token, we do not only want
to consider the identity of the word. We would also want to take more output
features into account such as the previous token, the next token, whether the
token includes any digits or symbols etc. To maintain tractability of computa-
tion, HMM have to assume that observation features are independent of each
other. In real life, most observations do have complex dependencies, and assum-
ing independence between the features can severely impair the performance of
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the model. To handle the limitation of HMM, Liao, et al proposed many meth-
ods for NER based on linear-chain Conditional Random Fields (CRF) [4]. Even
though linear chain CRF has many advantages over some of the more traditional
models, it also has weaknesses. In a linear chain CRF, we assume that the only
dependencies are between the labels of adjacent words. Thus, linear chain CRF
is not able to use information from longer distance dependencies to assist label.
While in real life, there are many long distance dependencies in a document.
For example, if a word is tagged as a category, when the subsequent sections in
the document again or repeatedly involved this word, it always appears in the
same or similar form and its labeling is often the same. J Liu, et al, integrated
long distance dependencies, proposed a method for biomedical named entities
recognition based on skip-chain CRF [5]. Skip-chain CRF can handle relatively
simple long distance dependencies, while, in real life, there are many complex
long distance dependencies, skip-chain CRF is also unable to handle them.

As a result, researchers have turned to using a variety of statistical rela-
tional learning methods to increase the accuracy of English NER, while, related
researches for Chinese NER is still rare. Statistical Relational Learning (SR-
L) is a combination of probabilistic learning and relational learning [6]. The
strength of probabilistic models is that they can handle uncertainty in learning
and reasoning. Meanwhile, first order logic or relational databases can effectively
represent a wide range of knowledge. SRL techniques attempt to combine the
strength of the two approaches. This combined strength of probabilistic learn-
ing and relational learning gives SRLs more power in learning and inferences.
Recently, there have been some studies in the application of SRL techniques
to information extraction. Bunescu and Mooney have used Relational Markov
Networks to identify protein names in biomedical text [7]. Domingos and Poon
have applied Markov Logic Networks for the segmentation and entity resolution
of bibliographic citations [8].

Here, we propose to use the power of Markov Logic Networks to model long
distance dependencies for Chinese NER. To the best of our knowledge, this is the
first research work that, integrated long distance dependencies, applies Markov
logic Networks to Chinese NER. This paper is organized as follows. In section
3 we will review the related definitions of MLNs. In section 4 we will introduce
our method for Chinese NER, followed by the experiment in section 5. The
conclusions are given in section 6.

3 Markov Logic Review

Among many statistical relational learning methods, Markov Logic Networks
(MLNs) is a powerful, direct approach. It is a first-order knowledge base with a
weight attached to each formula which can be viewed as templates for features
of Markov networks. It is defined as follows [9-10]:

A Markov Logic Network L is a set of pairs{(Fi, wi)}
m

i=1, where Fi is a formula
in first-order logic and wi is a real number. Together with a finite set of constants
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C = {C1, C2, C3, ..., C|c|} , it defines a Markov network ML,C =< X,E, {ϕk} >

as follows:
1.ML,Ccontains one binary node for each possible grounding of each predi-

cate appearing in L. The value of the node is 1 if the ground atom is true and
0 otherwise.

2.ML,Ccontains one feature for each possible grounding of each formulaFi

in L. The value of this feature is 1 if the ground formula is true and 0 otherwise.
The weight of the feature is wi associated with Fi in L.

For simplicity, a Markov logic network ML,C is a set of weighted first-order
clauses. Together with a set of constants, it defines a Markov network with one
node per ground atom and one feature per ground clause. The weight of a feature
is the weight of the first-order clause that originated it. The probability of a state
x in such a network is given by the log-linear model:

P (X = x) =
1

Z

nc∏
k=1

φk(xk) =
1

Z

m∏
i=1

(ewi)ni(x) =
1

Z
exp{

m∑
i=1

[wi · ni(x)]} (1)

Where Z is normalization constant, wi is the weight of the i-th formula, and
ni(x) is the number of satisfied groundings.

4 Chinese Name Entity Recognition ased on MLNs

4.1 Feature Selection and heir First Order Logic Representation

Local Features. Word itself, part of speech, word context and some specific
dictionaries can be taken into consideration when select local features. However,
for the reason that dictionary and some others external resources are the com-
mon entity resources by manual sorting, they have very small contribution to
verity the effectiveness of proposed approach. Therefore, in order to better verify
the validity of the method, we only select the inherent features of the document.
Basic features we selected as follows: �
�1) Independent Feature: Represent information in the words of candidate en-
tity. It includes word itself and its POS tag and it aims to inspect the internal
information in candidate entity. For example, if a candidate entity includes word
” ��(Corporation)”, the probability that it is labeled as organization will be
increased. First-order logic formula that represents this feature as follows:

Word(+x) ∧ Tag(x, t) ⇒ Label(x,+l)

��Denote that the labels of words in the text rely on the word itself and
its POS tag information. ”+” means separate weight is learned for different
grounding formulas. �
�2) Local Context Feature: Represent information between current word and its
adjacent words. For example, ”���������������(Well-known
scholar in the field of machine learning, ”Zhou Zhihua” Professor)”, suppose the
word we want to tag is ”���(Zhou Zhihua)”. It is very difficult to directly label
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the word, however, if we consider its previous adjacent word ”��(scholar)” and
its next adjacent word ”��(professor)”, the probability that the word ” ��
�(Zhou Zhihua)” tagged as person will be increased. First order logic formula
that represents this feature as follows:

Neighbour(x, y) ∧Word(+x) ⇒ Label(y,+l)

Neighbour(x, y) ∧Word(+y) ⇒ Label(x,+l)

Neighbour(x, y) denotes that x is the previous adjacent word of y. The formulas
denote that candidate entities’adjacent words have impact on its label.

Short Distance Dependency Features. Local features are the information
that can be extracted directly from the corpus, while it does not take into ac-
count the dependencies between the labels of candidate entities. However, there
is a wealth of relationship between the labels in a document. Such as, the label of
an entity’s previous word always is non-entity label, etc. For example, In the sen-
tence ”������������200����������������(200
person in charge from Peking University, Tsinghua University and other insti-
tutions to the scene to accept the students and parents consulting.)”, ”���
�(Peking University)” and ”����(Tsinghua University)” are organization-
s, labels of their previous words (” ��”(”from”) and ”�”) are all non-entity
label. Therefore, dependencies of the labels of candidate entities should be used
effectively. CRF is able to handle these short distance dependent features, and
achieves fairly good result in the entity recognition task [12]. So we follow the
idea of CRF, assume that the label of current word only relies on the label of
its previous adjacent word and its next adjacent word. First order logic formula
that represents this feature as follows:

Neighbour(x, y) ∧ label(x,+l) ⇒ Label(y,+label)

Neighbour(x, y) ∧ label(y,+l)⇒ Label(x,+label)

The two formulas denote that the label of current word depend on the label of
its previous adjacent word and its next adjacent word.

Long Distance Dependency Features. If a candidate entity is tagged as a
category in a document, when the entity again or repeatedly involved in the
subsequent sections of the document, it usually appears in the same or similar
form. And some of the candidate words themselves has ambiguity, if there is no
prior knowledge, it is very difficult to recognize. For instance:

1). ” �����������������������������
�����(Yunnan University, Kunming University of Science and Technolo-
gy, Yunnan Normal University and other provincial key universities graduate
enrollment plan announced yesterday)”
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2). ”��������������������������(Yunnan
University, Kunming University of Science and Technology are still the two uni-
versities whose enrollment is the largest in our province)”

3). ”����������������17�������������
�(In our province, there are 17 universities and research institutions, including
, that including Yunnan University, Kunming University of Science and Tech-
nology and the Observatory, that recruit graduate students )”

The three sentences above are extracted from one news report in accordance
with the original order. In sentence 1), ” ����(Yunnan University)” and
”������(Kunming University of Science and Technology)” can be judged
as organization. The two entities are repeated in 2), we can obtain the correc-
t category by the result of 1). ”��(YunDa)” and ”��(KunGong)” are the
abbreviation of ”����(Yunnan University)” and ”������(Kunming
University of Science and Technology )”, and it is very difficult to label them
only based on the local features as well as short distance features. While, once
taking advantage of long distance features, they can be labeled straightforward
by the correct category by the result of 1) and 2). Therefore, long distance fea-
tures are very useful in the identification of candidate entities. This paper takes
two types of long distance dependencies into consideration: 1) Homomorphism
Repetition. Donate that if a candidate entity appears in different locations of the
same document, the label of these entities should be labeled as the same. Regular
expression is used to match homomorphism repetition to get the entity repeti-
tion information. 2) Abbreviation Repetition. Donate that if an entity appears
in a document, and in the follow-up portion of the document, the abbreviation
of the entity appears, the two candidate entities should be labeled as the same
category. However, identification of the abbreviation of a name entity also is a
difficult problem in NER task. In order to ensure the system’s recognition accu-
racy, accuracy of extracting abbreviation repetition should be guaranteed, while
recall rate of abbreviation repetition should be relatively relaxed. Abbreviation
repetition can be identified by matching candidate word with the key words
of entity’s full name. In both cases, first order logic formulas can be uniformly
represented as follows:

SameToken(x, y) ∧ label(x,+l) ⇒ Label(y,+l)

4.2 Weight Learning

Weight Learning in MLNs is to estimate the weights of formulas utilizing the
training data [8-10]. We adopt Discriminative Weight Learning (DWL) to learn
formulas’weights. The prerequisite of DWL is that it must be known priori that
which predicates will be evidence and which ones will be queried. For the problem
of Chinese NER, this is known. DWL divides grounding atoms in the domain
into two sets: a set of evidence atoms X and a set of query atomsY . In our
approach,Y is all the grounding atoms of Label(y,+l); others all belong toX .
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The conditional likelihood (CLL) of Y given X is:

P (y|x) =
1

Zx

exp(
∑
i∈Fy

wini(x, y)) =
1

Zx

exp(
∑
j∈Gy

wjgj(x, y)) (2)

Where Zx is the partition function given X , Fyis the set of all MLNs clauses
with at least one grounding involving a query atom, ni(x, y) is the number of
true groundings of the i−th clause involving query atoms,Gy is the set of ground
clauses in ML,C involving query atoms, and gj(x, y) = 1 if the j − th ground
clause is true in the data and 0 otherwise. By taking partial derivation of log-
likelihood function of the formula above, we can obtain:

∂

∂wi

log pw(y|x) = ni(x, y)− Ew[ni(x, y)] (3)

The time complexity of calculating Ew[ni(x, y)] accurately is enormous. Its ap-
proximate value can be calculated by calculating ni(x, y

∗
w),y

∗
w represents predi-

cates in its Markov Blanket. Therefore, it translates into counting ni(x, y
∗
w) in

the maximum posteriori hypothesis state y∗w(x). Then, we can obtain the weight
of the formulas.

4.3 Inference

Inference in Markov Logic Networks includes maximum likelihood inference, cal-
culating marginal probabilities and calculating conditional probability [8-11].
This paper only needs the maximum possible explanation (MPE) which involves
only the maximum likelihood inference. The following is a brief introduction to
the method of maximum likelihood inference we used in Markov Logic Network.
The maximum likelihood inference process can be stated as: given evidence set
of X , seek the most probable state of the world Y . That is:

max
y

p(y|x) (4)

According to Markov logic network’s joint probability distribution, the equation
above can be transformed into:

max
y

∑
i

wini(x, y) (5)

Therefore, the MPE problem in Markov logic reduces to finding the truth assign-
ment that maximizes the sum of weights of satisfied clauses. The most commonly
used approximate solver is MaxWalkSAT, a weighted variant of the WalkSAT
local-search satisfiability solver, which can solve hard problems with hundreds
of thousands of variables in minutes. While, One problem with MaxWalkSAT is
that they require propositionalizing the domain (i.e., grounding all atoms and
clauses in all possible ways), which consumes memory exponential in the arity of
the clauses. By taking advantage of the sparseness of relational domains, where
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most atoms are false and most clauses are trivially satisfied, MPE inference can
be conducted by LazySAT algorithm which only ground atoms and clauses that
is needed and can save memory exponentially. Therefore, we adopt LazeSAT for
inference in proposed method.

5 Experiment

To objectively evaluate the effect of proposed method, we organize two set of
experiments in open and restricted domain. Open domain experiment is based on
People’s Daily’s open corpus in January 1998. For the reason that there are more
repetitions of attractions, places and other entities in the fields of tourism which
could reflect the effect of proposedmethod better, restricted domain experiments
are based on the corpus in tourism field of Yunnan by manual collection.

5.1 Data

In open domain experiment, effectiveness of proposed method is tested on Peo-
ple’s Daily’s open corpus in January 1998, in which the average repetition of
entities in each document is about three times. we select three types of entities
(person, place and organization), and then process the corpus in specific way:
First, each word in the corpus is divided into a separate row, then, tag the label
behind the corresponding word and its POS tag, which each entity tag is labeled
in the form of beginning, intermediate and end label, each non-entity is labeled
by non-entity label. Example of corpus after pre-processing is as follows:
Original corpus:

[���(Qian Nan Zhou) /ns��(nationality) /n ��(cadre) /n �
�(school) /n]nt

Processed corpus�

���(Qian Nan Zhou) /ns ntb
��(nationality) /n ntm
��(cadre) /n ntm
��(school) /n nte

Experiment in restricted domain is based on artificially collected 2000 docu-
ments in the field of Yunnan tourism. Firstly, pre-process the corpus utiliz-
ing word segmentation and POS tagging tools. Then, manually tag the corpus
into eight categories: Attraction (jd), Number (Numbers in Chinese, e.g. ”�
��(Fifty-three)”)(m), Person (pn), Snack(xc), Place(dd), Specialty(tc), Fes-
tival(jr),Time(Time in Chinese, e.g. ” �����(Twenty-first century)”)(t).
Example of the corpus after pre-processing is as follows:

Ǳ�(Maybe) /d o
�(You) /r o
�(visit) /v o
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�/u o
���(Shu He Bai) /nr jdB
�(Sha)/nr jdE
��(Xue Song) /nr jdB
��(Shi Gu) /n jdE

The first column is the segmentation result of original text, the second column
is corresponding POS tag, and the third column is corresponding entity label
tagged by manual where ”o” indicates a non-entity label. The average repetition
of entities in each document is about fifteen times. Detailed statistics of data
collections are shown in Table 1.

Table 1. Table1 statistic of corpus

Number of Documents Train Corpus Open Test Corpus Closed Test Corpus

2000 800 1200 400

Attractions(jd) Number(m) Person name(pn) Snack(xc)

76 130 306 51

Place name(dd) Specialty(tc) Festival(jr) Time(t)

128 31 79 61

5.2 Experimental nalysis

Three comparative experiments are organized for each of the two experiments:
the first experiment is based on Conditional Random Fields; the second experi-
ment is based on Markov Logic Networks which only use local features and short
distance features; the third experiment is also based on Markov Logic Networks
with comprehensive utilizing local, short distance dependency and long distance
dependency features. Closed and open comparative experiments both are orga-
nized for each of the three types of experiments. Evaluation of the two sets of
experiments is based on the following three indicators:

Precision =
NumberCorrect

T otalTagged

Recall =
NumberCorrect

ExpectedLabels

F1 =
2 ∗ (Precision ∗Recall)

Precision+Recall

Table 2 gives detailed statistics of the comparative experimental result.
The experimental result shows that the Precision, Recall and F1 of pro-

posed method in open domain and restricted domain are respectively (78.39%,
85.89%, 81.97%) and (85.39%, 88.89%, 87.10%). The reason why the accuracy
of the experimental result is not very prominent is that, in order to verify the
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Table 2. Table 2: Detailed comparative experimental result

Open Open Domain Restricted Domain
/Closed Precision/% Recall/% F1/% Precision/% Recall/% F1/%

CRF
Closed 70.30% 82.22% 75.79% 84.30% 87.22% 85.74%
Open 66.33% 79.75% 72.42% 81.33% 78.75% 80.02%

MLNs(Local Closed 85.19% 87.47% 86.31% 86.19% 87.47% 86.83%
+ Short) Open 73.28% 81.62% 77.23% 81.28% 82.62% 81.94%

MLNs(Local+ Closed 88.27% 93.46% 90.79% 90.27% 92.46% 91.35%
Short+ Long) Open 78.39% 85.89% 81.97% 85.39% 88.89% 87.10%

validity of the proposed method, we only select some inherent basic features
in the document regardless of any excessive rules and more contexts (e.g. 2 or
more gram model). Experimental result shows that using only local and short
distance dependences features, experiment result of MLNs is better than CRF.
When long distances dependency features are integrated into MLNs, experiments
result both in open domain and restricted domain are all improved and more
obvious in restricted domain. Increase of precision, Recall and F1 in open do-
main and restricted domain are respectively (5.11%, 4.27%, 4.66%) and (4.11%,
6.27%, 5.16%). This is because entities have more repetitions in restricted do-
main and then, long distances dependence features contribute more to improve
the experimental result in restricted domain.
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Abstract. This paper is concerned with data selection for adapting lan-
guage model (LM) in statistical machine translation (SMT), and aims
to find the LM training sentences that are topic similar to the trans-
lation task. Although the traditional methods have gained significant
performance, they ignore the topic information and the distribution of
words in calculating the sentence similarity. In this paper, the authors
propose a topic model to discover the latent topics in the content of sen-
tences, and combine the latent topic based similarity with TF-IDF into a
unified framework for data selection. Furthermore, the authors combine
a cross-lingual projecting method with the topic model, which makes
the data selection depend on the source input directly. Large-scale ex-
perimental results demonstrate that the proposed approach significantly
outperforms the traditional approaches on both LM perplexity and SMT
performance.

Keywords: topic information, cross-lingual projection, data selection,
language model adaptation, statistical machine translation.

1 Introduction

Over the past few years, selecting training data which are similar to the transla-
tion task from the large corpus has become an important approach to improve the
performance of language model (LM) in statistical machine translation (SMT)
[1-5]. This would empirically provide more accurate lexical probabilities, and
thus better match the translation task at hand[5].

The major challenge for data selection is how to measure the similarity be-
tween the queried sentence and the LM training corpus. To solve this problem,
many researchers proposed various kinds of similarity measures to select similar
sentences for LM adaptation, such as TF-IDF[1-3, 6], centroid similarity[4], cross-
entropy difference[5], cross-lingual information retrieval[7], and cross-lingual sim-
ilarity (CLS)[8]. Unfortunately, they all take the similarity measure without
considering the topic information and the distribution of words in the whole LM
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training corpus. These information have been successfully used for LM adapta-
tion in SMT[9, 10] and been proved very useful. This approach infers the topic
posterior distribution of the source text, and then applies the inferred distri-
bution to the target language LM via marginal adaptation. However, it focus
on modify the LM itself, which is different from data selection method for LM
adaptation.

To address this problem, we propose a more principled latent topic based data
selection model for LM adaptation in SMT. To the best of our knowledge, this
is the first extensive and empirical study of learning the latent topic informa-
tion for data selection to adapt LM. We employ the topic model (e.g., Latent
Dirichlet Allocation) to discover the latent topics in the whole content of LM
training corpus. Then we calculate the topic-similarity between the first pass
translation hypotheses1 and the sentences in the LM training corpus based on
the latent topic information. Moreover, we propose a cross-lingual projecting
method, which projects the source input sentences in the translation task to the
target language representation, and then we combine it with the topic model.
Therefore, when given the source input sentence, we can select the topic-similar
sentences directly without the first pass translation hypotheses. TF-IDF and
latent topic information are based on different knowledge, we assume they are
complementary to each other, and the performance can be further improved by
combining them, as we will show in the experiments.

The remainder of this paper is organized as follows. The next section intro-
duces some related work of LM adaptation. Section 2 describes our proposed
latent topic based data selection model for LM adaptation. Section 3 presents
large-scale experiments and analyses, and followed by conclusions and future
work in section 4.

2 Related Work

A variety of latent topic models have been used for LM adaptation in speech
recognition (SR)[11-19], which show the latent topic information are very useful
for LM adaptation. The previous works have primarily focused on customizing
a fixed n-gram LM for each lecture by combining n-gram statistics from general
conversational speech, other lectures, textbooks, and other resources related to
the target lecture[11-14]. Moreover, they focus on in-domain adaptation using
large amounts of matched training data[19]. However, most, if not all, of the
data available to train an LM in SMT are cross-topic and cross-style. Therefore,
these previous latent topic based LM adapting methods in SR are not suitable
for SMT, and we will illustrate a novel latent topic based data selection model
for LM adaptation in this paper.

To the best of our knowledge, none of the existing studies have addressed data
selection for LM adaptation in SMT by learning the latent topics. In the next

1 Following [2, 4], we call the initial translations hypotheses which are generated by
the baseline SMT system as the firs pass translation hypotheses.
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section, we explore a new approach to discover the latent topic information into
the similar data selection for LM adaptation.

3 Latent Topic Based Data Selection for LM Adaptation

For the first pass translation hypotheses or the source input sentences in the
translation task, we estimate the bias LM, from the corresponding similar LM
training sentences. Since this size of selected sentences is small, the corresponding
bias LM is specific and more effective, giving high probabilities to those phrases
that occur in the selected sentences.

The generic LM Pg(wi|h) and the bias LM Pb(wi|h) is combined using linear
interpolation as adapted LM Pa(wi|h) [2,7], which is shown to improve perfor-
mance over the individual models:

Pa(wi|h) = γPg(wi|h) + (1− γ)Pb(wi|h) (1)

where the interpolation factor γ can be simply estimated using the Powell Search
algorithm[20] via cross-validation, and the bias LM is of the same order and
smoothing algorithm as the generic LM.

The resulting adapted LM is then used in place of the generic LM in the
translation process, would empirically provides more accurate lexical probabili-
ties, and thus better matches the translation task at hand. Our work focuses on
latent topic based data selection model, and the quality of this model is crucial
to the performance of adapted LM.

3.1 Latent Topic Based Data Selection Model

Before introducing our proposed method, we first briefly describe the LDA
model[21]. LDA models the generation of document content as two indepen-
dent stochastic processes by introducing latent topic space. For an arbitrary
word w in document d, (1) a topic z is first sampled from the multinomial dis-
tribution θd, which is generated from the Dirichlet prior parameterized by α; (2)
and then the word w is generated from multinomial distribution φz , which is
generated from the Dirichlet prior parameterized by β. The two Dirichlet priors
for documents-topic distribution θd and topic-word distribution φz reduce the
probability of overfitting training documents and enhance the ability of inferring
topic distribution for new documents.

In latent topic based data selection model (LT), the first pass translation
hypotheses and the sentences in the LM training corpus can be considered as
documents. In this paper, we employ state-of-the-art topic model - LDA to
discover the latent topics information and the distribution of words in them.
We consider the first pass translation hypotheses as a question sentence s, and
assume that s and the LM training sentence S are represented by a distribution
over topics. |s| represents the length of s, and we obtain the topic distribution
of s by merging the topic distributions of words:

PLT (z|s) = 1

|s|
∑
w∈s

P (z|w) (2)
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Then, we assume that s and S have the same prior probability, K represents the
number of topics, N represents the numbers of s, so the score function can be
written as:

PLT (s|S) =
∑
z

PLT (s|z)PLT (z|S)

=
∑
z∈K

PLT (z|s)P (s)

P (z)
PLT (z|S)

=
K

N

∑
z∈K

PLT (z|s)PLT (z|S) (3)

3.2 Parameter Estimation

After introducing our proposed LT method, we will describe how to estimate the
parameter used in the model. In LT, we introduce the new parameters, which
lead to the inference not be done exactly. Expectation-Maximum (EM) algorithm
is a possible choice for estimating the parameters of models with latent variables.
However, EM suffers from the possibility of running into local maxima and the
high computational burden. Therefore, we employ an alternative approach -
Gibbs sampling[22], which is gaining popularity in recent work on latent topic
analysis.

After training the model, we can get the following parameter estimations as:

θ̂sz =
nsz + αz − 1∑K

z′=1(nsz′ + αz′)− 1
(4)

φ̂zw =
nzw + βw − 1∑V

v=1(nzv + βv)− 1
(5)

where nsz and nzw are the number of times of sentence s and word w which are
assigned to the topic z, and V represents the number of unique words.

Next, we concentrate on how to select proper topic number to obtain our
model with best performance and enough iteration to prevent the overfitting
problem. We calculate the perplexity on LM training corpus C to estimate the
performance of our model, which is a sequence of tuples (s, w) ∈ C:

Perplexity(C) = exp{−
∑

(s,w)∈C lnP (w|s)
|C| } (6)

where, the probability P (w|s) is calculated as follow:

P (w|s) =
K∑
z=1

P (w|z)P (z|s) (7)
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3.3 Combining Latent Topic with TF-IDF for Data Selection

Since the LT model and TF-IDF use different strategies for data selection, we
assume that this two models are complementary to each other, it is interesting to
explore how to combine their strength. In this section, we propose an approach
to linearly combine the LT model with the TF-IDF model for data selection. In
this paper, we choose TF-IDF as the foundation of our solution since TF-IDF
has gained significant performance for LM adaptation in SMT[1-3, 6]. Formally,
we have

PLT TF−IDF (s|S) = μPLT (s|S) + (1− μ)PTF−IDF (s|S) (8)

where, the relative importance of LT and TF-IDF is adjusted through the inter-
polation parameter μ.

3.4 Latent Topic Based Cross-Lingual Data Selection Model

Inspired by the work of CLS[8], we assume the following processing. The source
sentence u and the target sentence v lie in two different vector space, we need to
find a projection of u in the target vocabulary vector space before similarity can
be evaluated. We estimate the bilingual word co-occurrence matrix Σ from an
unsupervised, automatic word alignment induced over the SMT parallel training
corpus. We use the GIZA++ toolkit to estimate the parameters of IBM Model 4,
and combine the forward and backward viterbi alignments. Then, the projection
of the source sentence u in the target vector space can be calculated by the
vector-matrix product, as show:

v̂ = uΣ (9)

The target term in v̂ will be emphasized that most frequently co-occur with the
source term in u. v̂ can be interpreted as a ”bag of words” translation of u. Next,
we extend v̂ into latent topic based cross-lingual data selection model (CLLT)
for LM adaptation. We consider v̂ as the first pass translation hypotheses ŝ, so
CLLT can be written as follows:

PCLLT (ŝ|S) = K

N

∑
z∈K

PCLLT (z|ŝ)PCLLT (z|S) (10)

We use CLS to calculate the source sentence u to each target sentence S. How-
ever, due to the lack of optimization measures for sparse vector representation,
the similarity is not accurate. In our model, we add the optimization measures
(TF-IDF), called CLSs, which improves the performance, as we will show in the
experiment. What is more, we apply this criterion for the first time to the task
of cross-lingual data selection for LM adaptation in SMT. This model can be
written as follow:

PCLSs(ŝ|S) =
ST · ŝ
‖S‖‖ŝ‖

=
ST · uΣ
‖S‖‖uΣ‖ (11)
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Lastly, we combine CLLT and CLSs into a cross-lingual data selection framework
by the linear interpolation parameter, as follows:

PCLLT CLSs(ŝ|S) = λPCLLT (ŝ|S) + (1− λ)PCLSs(ŝ|S) (12)

where, the relative importance of CLLT and CLSs is adjusted through the in-
terpolation parameter λ.

4 Experiments and Results

We measure the utility of the proposed LM adaptation approach and the tra-
ditional approaches in two ways: (a) comparing the reference translations based
perplexity of adapted LMs with the generic LM, and (b) comparing SMT per-
formance of adapted LMs with the generic LM.

4.1 Corpus

We conduct experiments on two Chinese-to-English translation tasks: IWSLT-07
(dialogue domain) and NIST-06 (news domain).

IWSLT-07. The bilingual corpus comes from BTEC and CJK corpus, which
contains 3.82K sentence pairs. The LM training corpus is from the English side
of the parallel data (BTEC, CJK and CWMT2008), which consists of 1.34M
sentences. IWSLT-07 test set consists of 489 sentences with 4 English reference
translations each, and development set is the IWSLT-05 test set with 506 sen-
tences.

NIST-06. The bilingual corpus comes from LDC2, which consists of 3.4M
sentence pairs. The LM training corpus is from the English side of the English
Gigaword corpus3, which consists of 11.3M sentences. NIST-06 MT Evaluation
test set consists of 1664 sentences with 4 English reference translations each, and
development set is NIST-05 MT Evaluation test set with 1084 sentences.

4.2 Iteration and Topic Number Selection

Fig. 1(a) shows the influence of iteration number of Gibbs sampling on the
topic model generalization ability. Empirically, we set the topic number as 96 on
IWSLT-07 and 168 on NIST-06, respectively, and change the iteration number
in the experiments. Note that the lower perplexity value indicates better gener-
alization ability on the holdout LM training corpus. We see that the perplexity
values decreases when the iteration times are below 1000 on IWSLT-06 and 1400
on NIST-06, respectively. Fig. 1(b) shows the perplexity values for different set-
tings of the topic number. We see that the perplexity decreases when the number

2 LDC2002E18, LDC2002T01, LDC2003E07, LDC2003E14, LDC2003T17,
LDC2004T07, LDC2004T08, LDC2005T06, LDC2005T10, LDC2005T34,
LDC2006T04, LDC2007T09

3 LDC2007T07
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(a) interation number (b) topic number

Fig. 1. Perplexity vs. the number of different iterations and topics on two LM training
corpus

of topics starts to increase. However, after a certain point, the perplexity val-
ues start to increase. Based on the above experiments, we train our latent topic
model using (a) 96 topics and 1000 iterations on IWSLT-07 and (b) 168 topics
and 1400 iterations on NIST-06, respectively.

4.3 Perplexity Analysis

We randomly divide the development set into five subsets and conduct 5-fold
cross-validation experiments. In each trial, we tune the parameter γ in Equation
(1) with four of five subsets and then apply it to one remaining subset. The
experiments reported below are those averaged over the five trials.

(a) IWSLT-07 (b) NIST-06

Fig. 2. English reference translation based perplexity of adapted LMs vs. the size of
selected data on two test sets
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For both IWSLT-07 and NIST-06, we estimate the generic 4-gram LM with
the entire LM training corpus as a baseline. Then, we apply the proposed method
and other traditional methods to select the top-N similar sentences which are
similar to the test set, train the bias 4-gram LMs (with the same n-gram cutoffs
tuned as above) with these selected sentences, and interpolate with the generic
4-gram LM as the adapted LMs. All the LMs are estimated using the SRILM
toolkit[23]. Perplexity is a metric of LM performance, the lower values indi-
cates the better performance. So we estimate the perplexity of English reference
translation according to adapted LMs.

Fig. 2 shows the LM perplexity experiment results. We can see that the En-
glish reference translation based perplexity of adapted LMs decreases consis-
tently when the size of selected top-N sentences increases, and also increases
consistently after a certain size in all approaches. So proper size of similar sen-
tences with the translation task make the LM perform well, but if too much
noisy data take into the selected sentences, the performance become worse. Sim-
ilar observations have been done by the previous work[1, 5]. The experiment
results indicate that adapted LMs are significantly better predictors of the cor-
responding translation task at hand than the generic baseline LM.

4.4 Translation Experiments

To show the detailed performance of selected training data for LM adaptation
in SMT, we carry out the later translation experiments with the lowest perplex-
ity situation according to the above perplexity experiment, top 8K sentences on
IWSLT-07 and top 16K sentences on NIST-06. We conduct translation experi-
ments by HPB SMT[24] system, as to demonstrate the utility of LM adaptation
in improving SMT performance by the BLEU[25] score, and use minimum er-
ror rate training[26] to tune the feature weights for maximum BLEU on the
development set.

(a) IWSLT-07 (b) NIST-06

Fig. 3. The impact of parameters μ and λ to SMT performance on two development
sets
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Fig. 3 illustrates the impact results of parameters μ and λ to SMT performance
on two development sets. TF-IDF, CLSs, LT and CLLT are used for reference.
We see that the combined model LT TF-IDF and CLLT CLSs perform better
than each other alone when they are between 0 and 0.6, the best performance
gains when they are 0.3 on IWSLT-07 and 0.4 on NIST-06, and we use these
parameters on two test sets.

Table 1. SMT performance with different data selection models for LM adaptation
on two test sets

Method #
BLEU

IWSLT-07 NIST-06

Baseline 1 33.60 29.15
TF-IDF 2 34.14 29.78
CLS 3 34.08 29.73
CLSs 4 34.18 29.84
LT 5 34.07 29.65

CLLT 6 34.05 29.69
LT TF-IDF 7 34.32 29.96
CLLT CLSs 8 34.37 30.03

Table 1 shows the main SMT performance of LM adaptation. The improve-
ments are statistically significant at the 95% confidence interval, and we see some
clear trends:

(1) Our proposed CLSs performs better than CLS (row 4 vs. row 3), be-
cause of the added smoothing measure which makes similarity computation more
accurate.

(2) Our proposed LT and CLLT do not outperform the baseline method TF-
IDF (row 5 and row 6 vs. row 2). This demonstrates that the knowledge extracted
from LT is not as effective as that extracted from TF-IDF. However, LT models
word-topic information and word-distribution information from the whole LM
training corpus. The knowledge extracted from LT is much noisier than that of
TF-IDF. We suspect the above reason leads to the poor performance of LT and
CLLT.

(3) Our proposed LT TF-IDF significantly outperforms LT and TF-IDF (row
7 vs. row 2 and row 5), and CLLT CLSs significantly outperforms CLLT and
CLSs (row 8 vs. row 4 and row 6). This demonstrates that the latent word-topic
and word-distribution information extracted from LT is complementary to the
knowledge extracted from TF-IDF on data selection for LM adaptation.

(4) Our proposed CLLT CLSs outperforms LT TF-IDF (row 8 vs. row 7), and
CLSs outperforms TF-IDF (row 4 vs. row 2). This demonstrates that the first
pass translation hypotheses have lots of noisy data[27, 28], which mislead the
selected similar sentences[9, 16, 27, 28], and take noisy data into the selected
sentences. However, cross-lingual data selection model can avoid this problem,
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and makes the sentence selection depend on the source input translation task
directly.

5 Conclusions and Future Work

In this paper, we propose a novel latent topic based data selection model for
LM adaptation in SMT. Furthermore, we expand it into cross-lingual data se-
lection by a cross-lingual projection. Compared to the traditional approaches,
our approach is more effective because it takes the distribution of words and the
latent topic information into the similarity measure. Large-scale experiments
conducted on LM perplexity and SMT performance demonstrate that our ap-
proach significantly outperforms the traditional methods.

There are some extensions of this work in the future. We will utilize our
approach to mine large-scale corpora by distribute infrastructure system, and
investigate the use of our approach for other domains, such as speech translation
systems.
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Abstract. The authors explore the fast query techniques for n-gram
language model (LM) in statistical machine translation (SMT), and then
propose a compact WFSA (weighted finite-state automaton) based LM
motivated by the contextual features in process of model queries. It is
demonstrated that the query based on WFSA can effectively avoid the
redundant queries and accelerate the query speed. Furthermore, it is
revealed that investigating a simple caching techni que can further speed
up the query. The experiment results show that this method can finally
speed up the LM query by 75% in relative. With the LM order increasing,
the performance benefits by WFSA will be much more significant.

Keywords: N-gram Language Model, WFSA, Fast Query, SMT.

1 Introduction

N -gram languagemodel is one of the important components in modern statistical
machine translation systems. It helps to generate the reasonable translations
which are corresponding to grammar and common usage of natural language.
Using higher order LM models and more training data can significantly improve
the translation performances [1]. However, decoding a single sentence can trigger
hundreds of thousands of queries to the LM. Therefore, the LM must be fast for
the actual SMT systems. Previous proposed techniques [2,3,4] employed the LM
with trade-offs among time, space and accuracy. In this paper, we try to deal
with this case by a compact WFSA based LM.

The weighted finite-state automaton has been introduced successfully in many
natural language processing applications, as many of them have been possible to
break down, both conceptually and literally, into cascades of simpler probabilistic
finite-state transition [5]. We consider the LM query process as a sequence of
state transitions in WFSA, which draws a uniform framework [6] for LM without
almost any redundant operations and speeds up the queries substantially. Our
WFSA based LM is organized with a trie structure which makes the LM stored
in a compact way. We also introduce a simple LM cache by hash table to further
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speed up the queries. The results show that our method can finally improve the
query speed by about 75%.

2 Related Work

The current research efforts to speed up the query typically follow the context
features of query process in n-gram LM [7,8,9]. Pauls [7] presented several lan-
guage model implementations that were highly compact and fast to query. They
introduced a language model that took a word-and-context encoding for the suf-
fix of the original query to accelerate the scrolling queries. They also exploited
the scrolling nature of queries in the n-grams encoded tries with last-rest in-
stead of the reverse direction, although they found the speed improvement from
switching to a first-rest encoding was modest. This has also been exploited by
Li [8], who proposed equivalent language model states to explore the back-off
property of n-gram language model. Heafield [9] presented a KenLM that im-
plemented two data structures, the PROBING data structure and TRIE data
structure, for efficient language model queries.

Mathias [10] and Kolak [11] captured the nature language model with a WFSA
in speech translation. They used the concept of WFSA to represent the knowl-
edge in a uniform, and broke the complex problems into a cascade of simple
WFSA. Nasr [12] introduced the WFSA to construct a new kind of LM by sev-
eral local models and a general model using a greedy finite state partial parser.
Chiang [6] investigated Bayesian inference for WFSA and demonstrated the
genericity of this framework which improved performance over EM. Most of cur-
rent studies reduced the WFSA by a standard operation as minimization. Our
WFSA based LM is designed with trie structure, which has already stored the
LM in a compact way.

The rest of this paper is organized as follows: Sect. 3 introduces the motivation
for our approach with the basic concept of LM and WFSA; Sect. 4 describes the
system implementation, including the data structure of WFSA based LM and
query method. Sect. 5 reports and analyzes the experimental results; and the
conclusions are given in Sect. 6.

3 Motivation

3.1 N-gram Language Model

Generally, statistical language model are used to assign probabilities to string
of words or tokens. Let wL

1 denote a string of L tokens over a fixed vocabulary.
The n-gram language model assigns a probability to wL

1 according to

P (wL
1 ) =

L∏
i=1

P (wi|wi−1
1 ) ≈

L∏
i=1

P̂ (wi|wi−1
i−n+1) (1)

where the approximation reflects a Markov assumption that only the most recent
n− 1 tokens will be considered when predicting the next word.
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The smoothing techniques [13,14] are usually introduced with back-off to avoid
the sparse data problem in modeling the LM. The context-dependent back-off is
used as follows

P (wi|wi−1
i−n+1) =

{
π(wi

i−n+1) wi
i−n+1 ∈ LM

λ(wi−1
i−n+1) · P (wi

i−n+2) others
(2)

where π(·) are pre-computed and stored probabilities, and λ(·) are back-off
weights of the history. The LM file contains the parameter π(·) for each listed
n-gram, and the parameters π(·) and λ(·) for each listed m-gram, 1 ≤ m < n;
for unlisted m-grams, λ(·) = 1.0 by definition.

3.2 Query Problems in N-gram LM

The state-of-art language model toolkit SRILM [15] uses trie to organize the
n-grams. Querying in trie can be usually composed by two types: forward query
and back-off query. However, both of the two query types will be a waste of time
as: 1) if the forward query reaches the leaf node of trie, it has to do the forward
query from the beginning of trie when the next word comes in. 2) if the n-gram
is not involved in the LM, it has to do the back-off query still from the beginning
of trie. Thus many nodes in trie are traversed with out any use.

Fig. 1. The comparison of 4-gram LM query methods for “I want to eat apples” and
“I want to drink”

A sample of traditional LM query is shown on the left side in Fig.1. The
arrows in trie represent the query tracks. Although we only need the probability
of want to eat apples when calculating the 4-gram LM of “I want to eat apples”,
the nodes such as “want”, “want to” and “want to eat” are traversed completely
useless. Moreover, because of the fragment “I want to drink does not involved
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in LM, it has to query the sub fragment “want to drink” according to (2). Thus
the nodes “want” and “want to” still traversed uselessly.

We do not consider the query in LM as a random procedure but a continuous
process. Still take the case in Fig.1 as an example. If we use a roll-back pointer
to guide the query directly to an equivalent state [8], the next query can simply
proceed by only one search. This gives us the instinct to use a WFSA to solve
this problem. Figure 1 at the right side shows the query method in a WFSA
based LM. We can see the WFSA will also speed up the back-off queries by the
introduction of roll-back pointer. Thus both of the two query problems in LM
can be successfully resolved with the concept of WFSA.

4 N -gram Language Model Based on WFSA

4.1 WFSA

A WFSA is conceived as an abstract automaton with a finite number of states.
The state it is in at any given time is called the current state. It can change from
one state to another when initiated by a triggering event or condition which is
called the transition, and carry out weights for each transition.

Normally, a typical WFSA can be assigned by a 5-turple M = (Q,Σ, I, F, δ),
where Q is a set of states, I ⊆ Q is a set of initial states, F ⊆ Q is a set of
final states, Σ is the alphabet which represents the input and output labels, and
δ ⊆ Q× (Σ ∪ ε) is the transition relation. A transition is labeled with ε if it can
be traversed without input symbol. The label wi in a input string L is accepted
by the automation M is defined to be

L(M) ≡ {wi ∈ Σ, q ∈ Q|δ(q, wi) ∩ F �= ∅} (3)

The state is traversed according to the input labels until it reaches one of the
final states. For each transition step, there will be an output which represents
the weighted element.

4.2 WFSA Based LM Structure

We use trie as the basic structure of our compact WFSA language model. The
nodes in trie are the set of finite state Q, and the root of trie is the initial state I.
Each node of trie except the root is the set of final state F . The input label Σ is
the alphabet of input sentences, and the weights are the probabilities for n-gram
and back-off. The transition relation δ is composed by forward transition Tf and
roll-back transition Tb. The forward transition traverses along the path of trie
which is corresponding to forward query and the roll-back transition traverses
with the roll-back pointer which points to the equivalent position in trie. It
should be noted that the roll-back transition triggers spontaneously without any
input when it reaches to the leaves of trie or carries out back-off queries, which
represents the ε transition in WFSA.
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Fig. 2. The structure of a 4-gram WFSA based LM

Figure 2 shows an example of 4-gram LM based on the compact WFSA. Nodes
in the trie are based on the sorted arrays [16] with probability, back-off, and an
index (the solid line in Fig.2) into higher order of n-gram LM. Different with
the previous work, the nodes of our WFSA based LM store a roll-back pointer
(the dash line in Fig.2) for the m-order (3 ≤ m ≤ n). It is just because of these
roll-back pointers that make our LM act as WFSA, which will be illustrated
later in the next section. The 2-order omits roll-back pointer to 1-order as it can
be easily queried by the vocabulary identifier. The nodes of w5 at the 3-order
and w6 at the 4-order are pointing to the corresponding equivalents which is not
shown in Fig.2. Notice the roll-back pointer in w6 at the 4-order can safely point
to the one at the 2-order, for the back-off probability is restricted to 1.0 if the
direct back-off is not involved as described in Sect 2.1.

4.3 Query with WFSA Based LM

For a given input of word sequence wL
1 , the query process of LM can be seen as

a series of state transitions based on WFSA. Take the 4-gram language model
in Fig.2 as an example. The transition of query state is triggered by each input
word wi(1 ≤ i ≤ 6) in w6

1, and each state is corresponding to the node in trie.
The state transition process is shown in Fig.3. The state sji is represented by
the node in LM, and i and j are the beginning and ending identifier of query
fragments respectively.

It can be found that each transition triggered with the input of word (or null).
The forward transition Tf is triggered for each of the input words. If the state
is not involved in LM, the query process will continue traversing to the current
state and trigger a roll-back transition Tb, until it successfully makes a forward
transition. The roll-back transition Tb is just corresponding to the ε transition
in WFSA.

The example of LM query process in Fig.3 is processed as follows: After ini-
tializing the query process, the current query state firstly traverses to the initial
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Fig. 3. N-gram LM query based on WFSA

state s00. Then the state traverses forward to s11, for the fragment w1 exists in
the language model. The same situation happens when w2 and w3 input, and
the current state has reached s31. Then the state transfers to s41 and rolls back
to s42 spontaneously according to the roll-back pointer as it has reached the leaf
node of trie. When word w5 inputs, the state continues rolling back to s43, as
the state s52 does not exist, until it traverses forward to the state s53. At last, the
current state gets to the final state s63 and quits the query process after the last
word w6 inputs.

The pseudo code of query WFSA based LM is shown as follows:

Algorithm. Query WFSA based LM

Input: word string wL
1

Output: LMscore of wL
1

for i = 1 to L do
while(1)

if wi
i−n+1 ∈ LM

LMscore ∗ = π(wi
i−n+1) and break

else
LMscore ∗ = λ(wi

i−n+1)
end while

end for
return LMscore

4.4 Hash Cache

To make further speed up of queries, we add a simple hash cache to our WFSA
based LM to cache the repetitive queries when decoding a sentence in SMT
system. Our cache uses an array of key-value pairs with the size fixed to 2b for
some integer b(we used 24). We choose the current state and input word as the
key of our hash table. We use a b-bit hash function to compute the address in
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an array where we will place an output state and the carried out probability for
each state transition.

For each query of the cache, we check the address of a key given by the b-bits
hash. If the key located in the cache array matches the query key, then we get
the output state and probability which are stored in cache. Otherwise, we fetch
the probability from LM with WFSA and place the new key and value in the
cache. The cache will be cleared for each of the translated sentences.

Both of the forward and back-off query speed can be improved by the cache
as there are many repetitive LM queries in SMT. Moreover, when calculating
the probability for an n-gram which is not involved in the LM, the back-off must
perform multiple queries to fetch the necessary back-off information, although
the WFSA based LM query has already improved the query speed substantially.
Our cache retains the fully results of these calculations and thus saves additional
computations in back-off queries.

5 Experiments and Results

5.1 Setup

We used the state-of-art hierarchical phrase-based translation system [17] as our
baseline, and test the LM query efficiency on two Chinese-to-English translation
tasks: IWSLT-07 (dialogue domain) and NIST-06 (news domain). The test sets
of the two domains are IWSLT-07 test sets and NIST-06 test sets, which contain
489 sentences and 1664 sentences separately. We obtained the translation models
(TM) following the same constraints as in Chiang [18]. We trained the 4-gram
and 5-gram language models using SRILM and then converted them to our
WFSA structure before decoding. The training corpora of the experiments are
listed in Table 1.

Table 1. Training corpus for LM and TM

Tasks Model Parallel sentences Chinese words English words

IWSLT-07
TM1 0.38M 3.0M 3.1M

LM2 1.3M —– 15.2M

NIST-06
TM3 3.4M 64M 70M

LM4 143.M —– 377M

1 The parallel corpus of BTEC (Basic Traveling Expression Corpus) and CJK (China-
Japan-Korea corpus).

2 The English corpus of BTEC+CJK+CWMT2008.
3 LDC2002E18, LDC2002T01, LDC2003E07, LDC2003T17, LDC2004T07,
LDC2004T08, LDC2005T06, LDC2005T10, LDC2005T34, LDC2006T04,
LDC2007T09.

4 LDC2007T07.
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5.2 Results

Storage Space Experiments. We tested our implementation of WFSA based
LM (WFSA) on the two tasks. Notice that there are no additional nodes in trie
structure. For each node, there are only 5 additional bytes comparing with the
SRILM. The bytes are composed by a 4 bytes integer and a 1 bytes character,
which represent the roll-back pointer. Thus, the size of WFSA based LM is
corresponding to the node number of trie, which makes it compact. The results
are shown in Table 2.

Table 2. The comparison of LM size between SRILM and WFSA

Tasks N-grams SRILM(Mb) WFSA(Mb) Δ(%)

IWSLT-07
4 65.7 89.1 35.6

5 89.8 119.5 33.1

NIST-06
4 860.3 1190.4 38.4

5 998.5 1339.7 34.2

In Table 2, the storage sizes of WFSA based LM increase about 35% than
the SRILM in the two domains. It is because of the extra bytes that keep the
roll-back pointer in the trie node. However, the increment is acceptable as it is
linearly dependent with the nodes of trie.

Query Speed Experiments. We used the 4-gram and 5-gram LM in IWSLT-
07 and NIST-06 to test the query efficiency. We measured the time5 required to
perform each query in actual translation using the SRILM as our baseline. Then
we measured the time of using WFSA based LM (WFSA) and introduced our
cache to WFSA (WFSA+cache) to speed up the query. Times were averaged
over 3 runs on the same machine. The results are shown in Table 3.

As expected, the use of WFSA speeds up the LM query substantially. The
query speed in both domains has been improved by 57.1% and 59.5% in 4-gram
LM, and 67.4% and 68.4% in 5-gram LM separately. The improvement of query
speed in 5-gram LM is much better than 4-gram by about 10%. It suggests
that our implementation of WFSA is suitable for higher n-grams. Although the
WFSA has already improved the speed, it can be found our WFSA+cache
queries more effectively. The query speed can be further improved by the intro-
duction of cache in all of the translation tasks. The final implementation of our
WFSA+cache can speed up the query by about 75%.

5 All experiments were performed on a DELL server, with an Intel Xeon 5130 CPU
running at 2.00 GHz and 8M of cache. The operation system is Ubuntu 7.10.
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Table 3. The comparison of query time with different methods

N-grams Methods IWSLT-07(s) NIST-06(s)

SRILM 163 15433

4 WFSA 70 6251

WFSA+cache 42 3907

SRILM 261 25172

5 WFSA 85 7944

WFSA+cache 59 6128

Analysis. Wemeasured the probability of repetitive queries and back-off queries
in 4-gram LM that occurred during decoding, which had a close relationship with
our WFSA based LM. The results on the two tasks are shown in Table 4.

Table 4. The probability of back-off and repetitive query in 4-gram LM

Tasks Back-off Repetitive

IWSLT-07 60.5% 95.5%

NIST-06 60.3% 96.4%

It can be seen that back-off queries are widely existed in statistical machine
translation and as many as about 60% in 4-gram queries are proceeding for back-
off query. Notice that the probabilities of back-off queries are similar in both
tasks, which are corresponding to the increment of query efficiency. It suggests
that our model can effectively accelerate the back-off queries.

Although decoding a single sentence can trigger a huge number of LM queries,
it can be found most of these queries are repetitive. Therefore, keeping the results
of LM queries in a cache can be effective at reducing overall queries. This has been
confirmed by our experimental results in the query speed experiments above.

6 Conclusions

We have presented a new method for faster LM implementation based on com-
pact WFSA. We consider the LM query process as a series of state transitions
with WFSA according to the context character of LM. This method improves
the query speed effectively with a compact LM in size for SMT system. We have
also described a simple caching technique which leads to performance improve-
ments in over all decoding time. Our WFSA based language model can not only
be used in the faster query of LM in SMT, but also be suitable in other nature
language processing, such as speech recognition and information retrieval, etc.
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Abstract. Many research works have reported discontinuous phrase translation 
can significantly improve translation quality, but experiments are conducted in 
only one translation direction (e.g. Chinese-to-English) with only one language 
pair. Thus, two questions remain that whether the discontinuous rules are al-
ways much helpful in different language pairs? Furthermore, what kind of dis-
continuous rules (e.g. source-side discontinuity or target-side discontinuity) 
contributes most to the performance improvement? To answer these two ques-
tions, this paper conducts a comparative study on the contribution of different 
kinds of discontinuous rules in both translation directions with various language 
pairs. Then, with this comparative study, this paper proposes a role-based rule 
filtering strategy to filter the large amount of discontinuous rules that contribute 
very little to translation quality. 

Keywords: statistical machine translation, discontinuous phrases, role-based 
rule filtering. 

1 Introduction 

On one hand, many research works[1,2,4,7,10,11] reported discontinuous phrase 
translation significantly improves the translation quality in statistical machine transla-
tion (SMT). However, nearly all the experiments are conducted only in one transla-
tion direction (e.g. Chinese-to-English) with only one language pair. Thus, it remains 
an interesting question whether the discontinuous rules always have a big contribution 
in different language pairs. This paper plans to answer this question using extensive 
experiments.  

On the other hand, several researchers found that different kinds of discontinuous 
rules (e.g. source-side discontinuity or target-side discontinuity, Figure 1 for example) 
contribute to the translation quality quite differently and they reported the finding that 
source-side discontinuity plays a much more important role than target-side disconti-
nuity in Chinese-to-English translation. This finding is reported at least by two related 
studies, i.e. [4] and [11]. Specifically, [11] used a syntax-based statistical machine 
translation system that aims at better translating non-continuous phrases. [4] extended 
a traditional phrase-based system for discontinuous phrase translation. They made 
great efforts to translate target-side discontinuity but they disappointedly found that 
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target-side discontinuity is much less useful in Chinese-to-English translation. They 
also reported the same finding using a hierarchical phrase-based system Joshua[6]. It 
seems that the finding is independent of translation models. Thus, there is another 
interesting question whether source-side discontinuity is much more useful than tar-
get-side discontinuity in the inverse direction English-to-Chinese translation and in 
other language pairs? This paper is going to give the answer with comprehensive 
experiments. 

 

 

Fig. 1. Examples for source-side discontinuity and target-side discontinuity 

In statistical machine translation (SMT), translation rules increase dramatically if 
discontinuity is allowed. Therefore, if we know some kinds of discontinuous rules are 
useless, we can remove large amount of such redundant rules without performance 
loss. Correspondingly, we propose a role-based rule filtering strategy. 

2 Related Work 

Our work described in this paper includes three parts: the first one and also the most 
important one is to study the relationship between source discontinuity and target 
discontinuity; the second one is investigating the contribution of discontinuity transla-
tion in different language pairs; and the third one is designing a role-based rule filter-
ing strategy. 

Relationship between source discontinuity and target discontinuity [11] tried to 
model discontinuity translation in tree sequence based model and found that source 
discontinuity is much more effective than target discontinuity in Chinese-to-English 
translation. [4] also discovered this phenomenon in their extended phrase-based mod-
el for non-continuous phrase translation. They meanwhile pointed out the phenome-
non exists in hierarchical phrase-based model too. The reason has not been clearly 
explained.  

Contribution of discontinuity translation in different language pairs [8] and [2] 
suggested that the ability to translate discontinuous phrases is important to model 
translation. [4,7,11] empirically showed that discontinuity translation indeed leads to 
substantial improvements. However, they all tested the discontinuity translation in 
only one translation direction for one language pair. It is worth to study whether it is 
much useful in other language pairs. 

Rule filtering strategy [12] proposed a count-based rule filtering approach which 
discards rules occurring less than a minimum count. [9] removed those rules whose 

Source-side discontinuity: 

      在_zài  X 中_zhōng in X→  
 

Target-side discontinuity: 
考虑_kăolǜ  X → take X into account
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target parts are not well-formed dependency trees. [5] presented a pattern-based rule 
filtering method which considers the possible 66 rule patterns. 

3 Discontinuous Rule Classification 

In order to deeply investigate the discontinuous rules, we first classify them into dif-
ferent kinds. Generally, the discontinuous rules are classified into source-side discon-
tinuity and target-side discontinuity. We can see that these two classes are overlapped. 
To have a finer classification, we can divide discontinuous rules into three kinds: 
source-only discontinuity (target is contiguous), target-only discontinuity (source is 
contiguous), and both-side discontinuity. Table 1 gives the classification details of 
hierarchical rules[2]. 

Table 1. Three Categories of Discontinuities. SDR, TDR and BDR denote source-side, target-
side, and both-side discontinuous rules respectively 

Categories   Rule’s source Rule’s target 
 

SDR 
uXv  

uXvX  
XuXv  

uXvXw  

 
Contiguous 

ones 

 
 

TDR 

 
 

Contiguous 
ones 

' 'u Xv  
' 'u Xv X  

' 'Xu Xv  
  ' ' 'u Xv Xw  

' 'u XXv  
 
 

BDR 

uXv  
uXvX  
XuXv  

uXvXw  

' 'u Xv  
' 'u Xv X  

' 'Xu Xv  
  ' ' 'u Xv Xw  

' 'u XXv  

However, we still think this classification is not sufficient because most of both-
side discontinuities can be obtained by combining two contiguous rules. For example, 

the rule
1 2 1 2, ' 'X uX vX u X v X→ 1  is the concatenation of , 'X uX u X→  and 

, 'X vX v X→  if u is aligned to 'u  and v is aligned to 'v . In order to make a strict 

classification, we define the strict both-side discontinuity with word alignments: 

Definition: Given a rule ,X γ α→  which is both-side discontinuity with word 

alignment between γ andα , if a terminal element in one side is aligned to two or 

                                                           
1 u, v, 'u , 'v are terminal strings, we consider them as terminal element. 



 A Comparative Study on Discontinuous Phrase Translation 167 

more terminal elements in the other side, then the both-side discontinuity is a strict 
both-side discontinuity. 

For example, for the rule
1 2 1 2, ' 'X uX vX u X v X→ , if u is aligned to both 'u and 'v , 

we consider this rule as a strict both-side discontinuous rule.  

4 Comparison Study on Discontinuous Phrase Translation 

4.1 Experimental Set-Up 

The translation system we use in this paper is an open-source hierarchical phrase-
based system Joshua[6]. We conduct our experiments on four language pairs:  
Chinese-English, Spanish-English, French-English, and German-English. For Chi-
nese-English, the training data, extracted from LDC corpora, consists of about 1.92 
million parallel pairs. For the direction Chinese-to-English, the tuning set is 
NIST2006 test data and the test sets include NIST2005 test data (test-1) and 
NIST2008 test data (test-2). For the direction English-to-Chinese, we split NIST2008 
test data into two parts: the first 800 sentences are used as tuning set and the rest 1059 
sentences are used as test set (test-1). Another test set (test-2) uses NIST2005 Chi-
nese-to-English first reference as source, and original source as reference. A 5-gram 
language model is built on the target part in both directions. 

For other three language pairs, all data are from the fourth workshop of machine 
translation2 (WMT09). The translation model is trained with Europarl corpus: about 
1.48M sentence pairs for French-English and German-English, and 1.47M for Span-
ish-English. We train the 5-gram language models on the large monolingual data: 
227M words for German, 218M words for French, 94M for Spanish and 549M for 
English. The tuning set is Devset2009-a consisting of 1025 sentences, the first test set 
(test-1) is Devset2009-b with 1026 sentences, and the second test set (test-2) is the test 
data of WMT09 including 2525 sentences. 

The word alignment is obtained with GIZA++ and case-insensitive BLEU-4 is em-
ployed to evaluate the performance of translation results. 

To have a detailed comparison, we design six groups of experiments according to 
the rules that are applied in translation: 1) only with contiguous rules (CR); 2) CR 
plus source-only discontinuous rules (+SDR); 3) CR plus target-only discontinuous 
rules (+TDR); 4) CR plus both-side discontinuous rules (+BDR); 5) CR plus both-
side discontinuous rules excluding strict both-side discontinuous rules (-SBDR) and 
6) with all rules (ALL). The 5th configuration is designed to test the importance of 
strict both-side discontinuity. 

Tables 2-5 report all the translation results in four language pairs. The bold figures 
in tables just show which one, of source discontinuity and target discontinuity, leads 
to bigger gains. 

                                                           
2 http://www.statmt.org/wmt09/ 
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Table 2. Results of Chinese-English translation 

gaps CE EC 
tuning test-1 test-2 tuning test-1 test-2 

CR 28.76 28.07 21.78 30.44 30.21 25.44 
+SDR 29.46 28.65 22.24 30.60 30.22 25.54 
+TDR 28.86 28.26 21.90 30.94 30.75 25.73 
+BDR 29.31 28.78 22.33 30.99 30.85 25.62 
-SBDR 29.05 28.37 22.06 30.71 30.64 25.51 
ALL 29.69 28.87 22.68 31.47 31.31 25.89 

Table 3. Results of French-English translation 

gaps FE EF 
tuning test-1 test-2 tuning test-1 test-2 

CR 22.37 22.58 21.94 21.95 22.05 21.36 
+SDR 22.54 22.70 22.01 21.93 21.94 21.10 
+TDR 22.51 22.53 22.05 22.06 22.00 21.35 
+BDR 22.61 22.68 21.98 22.27 22.11 21.53 
-SBDR 22.62 22.63 21.91 22.10 22.01 21.46 
ALL 22.58 22.72 21.80 22.24 22.08 21.50 

Table 4. Results of German-English translation 

gaps GE EG 

tuning test-1 test-2 tuning test-1 test-2 
CR 18.25 19.05 15.83 12.78 13.02 10.82 

+SDR 18.50 19.44 15.85 12.97 13.20 11.00 

+TDR 18.41 19.15 15.70 12.91 13.24 11.15 
+BDR 18.51 19.42 15.69 12.82 13.32 11.24 

-SBDR 18.43 19.20 15.61 12.72 13.20 11.06 

ALL 18.60 19.45 15.92 13.03 13.18 10.98 

Table 5. Results of Spanish-English translation 

gaps SE ES 

tuning test-1 test-2 tuning test-1 test-2 
CR 23.62 23.50 22.17 23.10 22.95 21.14 

+SDR 23.56 23.47 22.07 23.24 23.07 21.37 
+TDR 23.81 23.62 22.20 23.17 22.95 21.31 

+BDR 23.78 23.55 22.40 23.63 23.15 21.38 

-SBDR 23.67 23.38 22.15 23.38 23.12 21.29 

ALL 23.59 23.46 22.03 23.50 23.13 21.44 
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4.2 Contribution of Discontinuous Rules in Different Language Pairs 

From Table 2, we can easily see that translation with all discontinuous rules (in ALL 
lines) substantially outperforms translation with only contiguous rules (in CR lines) 
and the gains are up to absolute 1.1 BLEU score in English-to-Chinese test-1 set. It 
verifies that discontinuous rules are very important in Chinese-English translation. It 
is in line with the conclusions of previous works[4,7,11] in which they only tested on 
Chinese-to-English translation. However, when coming to European language pairs, 
the discontinuous rules are much less effective. The best improvement is only 0.4 
BLEU point on German-to-English test-1 set. Furthermore, translation with disconti-
nuous rules sometimes even decreases the translation quality (such as that on Spanish-
to-English translation). We speculate that the systematic divergency between Chinese 
and English is much larger than that between these European language pairs; thus the 
complicated translation rules such as discontinuous rules are very helpful in Chinese-
English translation while these rules are not much necessary in European language 
pairs. In sum, the experimental results show that discontinuous phrase translation does 
not always contributes much to translation quality in any language pair. 

4.3 Source Discontinuity vs. Target Discontinuity 

If we focus on the bold figures in Tables 2-5, we can easily see that source discontinu-
ity is not always more helpful than target discontinuity. In Chinese-English transla-
tion, the interesting discovery is obvious that the source discontinuity wins in  
Chinese-to-English translation while the target discontinuity wins in the inverse Eng-
lish-to-Chinese translation. In other three language pairs (Tables 3-5), it also seems if 
source discontinuity is more helpful in one translation direction, the target discontinu-
ity is more useful in the inverse translation direction (test-2 set in FE and tuning set 
in EG are two exceptions), although the contribution difference between  
source discontinuity and target discontinuity is not significant. We believe that it is 
because the discontinuous rules do not contribute much in these three language pairs 
essentially. 

4.4 Contribution of Both-side Discontinuity 

Both-side discontinuity does not affect the contribution difference between source and 
target discontinuity since it has the same effect on both of them. We can see from the 
tables that both-side discontinuity always improves translation quality (+BDR lines in 
tables). To figure out how much of the improvement does the strict both-side discon-
tinuity contribute, we re-train and re-test without the strict both-side discontinuities (-
SBDR lines in tables). The performance decreases for the lack of SBDR in all cases. 
This indicates that the strict both-side discontinuity is important though the rules of 
this kind only account for a small part (less than 1/10 of BDR). By contrast, BDR 
excluding SBDR occupy a quite large part of all rules but the contribution is relatively 
small; therefore, lots of such rules of the kind are incline to be filtered. 
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5 Role-Based Rule Filtering 

Knowing the contribution of different kinds of discontinuities can give us a lot of 
inspiration. For example, since we have known the target discontinuity is more effec-
tive in English-to-Chinese translation, we can specially handle the target discontinuity 
with syntactic or semantic information to further improve the translation quality. On 
the contrary, there will be little value to deal with target discontinuity with great ef-
forts in Chinese-to-English translation.  

The most direct idea we may think of is to filter the rules which have nearly no 
contribution to translation quality. Just take a look at Table 5 for Spanish-to-English 
translation, we can use the +TDR configuration as the best setting which obtains near-
ly the best performance but only contains less than 30% of all the rules. In the rest of 
this paper, we will introduce a role-based rule filtering strategy. 

5.1 Rule Classification by Role 

The number of translation rules extracted by the hierarchical systems is usually ex-
tremely large. Even though we only keep those which are relevant to the test set, the 
number of rules is still several millions. For example, the initial rule set for English-
to-French test data exceeds 6 million rules. Thus, it is still a challenge to reduce the 
rule set without decreasing translation quality in order to improve the memory effi-
ciency and speed up the decoder. Each rule filtering method should first classify the 
translation rules and then throw the rules of some classes away with specific strategy. 
[12] classified the rules based on their counts and removed the rules which occur less 
than a minimum count (such as 3). [9] divided the rules into two kinds: one must be 
well-formed dependency tree in the target part, the other is the rest. They only retain 
the rules of the first kind. [5] proposed a pattern-based rule classification. A rule pat-
tern is composed by source format (terminal elements, non-terminal elements, and 

their order) and target format. For example, 1 2 1 2, ' 'uX vX u X v X and , 'uX u X are 

two patterns. In total, there are 66 possible rule patterns. They discarded the rules of 
patterns which do not reduce translation quality. 

In this paper, we propose a role-based rule classification. The role here means the 
function that the rules show in translation. In principle, the rules in each translation 
model can be divided into two functions: one is for phrase translation; and the other is 
for phrase reordering. For hierarchical phrase-based models and syntax-based models, 
the phrase translation rules can be further classified into continuous phrase rules and 
discontinuous rules. Additionally, the composed rules[3] are sometimes useful. Based 
on the analysis and our classification of discontinuous rules, we partition the hierar-
chical rules into seven categories: (1) Lexical phrase rules (LPR); (2) Reordering 
rules (RR); (3) Source discontinuous rules (SDR); (4) Target discontinuous rules 
(TDR); (5) Strict both-side discontinuous rules (SBDR); (6) One non-terminal com-
posed rules (CR1NT); (7)  Two non-terminal composed rules (CR2NT) 
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The lexical phrase rules are just the rules without non-terminals. The rules, such as 

, 'X uX Xu→ and 1 2 2 1, ' 'X uX vX u X v X→ , are reordering rules. We have detailed 

the meaning of the three kinds of discontinuous rules in previous sections. One non-
terminal composed rules are the rules with one non-terminal but do not represent 

reordering and discontinuity translation, i.e. the rule , 'X uX u X→ which can be 

concatenated by lexical phrase rule , 'X u u→  and the general glue rule. Two non-

terminal composed rules are similar to CR1NT. It is worth noting that RR and SBDR 
maybe overlap, i.e. if source terminals and target terminals in 

1 2 2 1, ' 'X uX vX u X v X→ cross linked, the rule also belongs to SBDR. To enable the 

role-based rule classification to form a partition of the rules, we consider the rules of 
this kind as SBDR. 

With the role-based rule classification, we have investigated which kind rules are 
essential and which ones can be removed safely. The premise of our filtering strategy 
is that some kinds of rules are useless to translation quality in certain language pairs. 

5.2 Filtering Strategy 

Because we have known the contribution of different kinds of discontinuous rules, we 
can design different rule filtering strategies according to the different language pairs. 
For example, in Spanish-to-English translation, the +TDR configuration can be used 
as our basis for filtering since it has nearly the same performance with that using all 
rules and meanwhile excludes more than 70% rules. However, in Chinese-to-English 
translation, the ALL configuration cannot be substituted. Thus, in this case, we adopt 
the leave-one-out (LOO) method to test the effectiveness of each kind rule. In this 
subsection, the Spanish-to-English and Chinese-to-English translations (test-1 data set 
used as the test set) are used as instances to introduce the filtering strategies. 

Spanish-to-English: Since the CR configuration in Table 2-5 includes LPR, and 
part of RR, CR1NT and CR2NT3, we first test the case of +TDR configuration with 
CR1NT, CR2NT, and RR, and then study whether they are necessary4. To have a 
better comparison, we also try the pattern-based rule filtering strategy[5]. Table 6 
gives the patterns which occupy the most part but are proved to be useless in Arabic-
to-English translation[5]. 

The experimental results are shown in Table 7 and Table 8. An interesting thing we 
can see from Table 7 that the role-based rule filter can further discard a large number of 
rules (Line 3 in Table 7) and keep approximately the same performance with that using 
all rules. The rules of this configuration only account for about 16% of all rules. We  
are much surprised that the reordering rules are not important and can be removed in 

                                                           
3 The remaining RR are , 'Xu u X and , 'uX Xu . The remaining CR1NT include , 'uX u X

and , 'Xu Xu . The rest CR2NT are 
1 2 1 2

, 'X uX X u X , 
1 2 1 2

, 'uX uX X X and
1 2 1 2

, 'X uX X X u . 
4 Lexical phrase rules are basis for every translation model, and they should be included al-

ways. However, they can partly filtered by other strategies such as count-based method. 
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Spanish-to-English translation. The reason will be further investigated in our future 
work. Line 4 of Table 7 shows the configuration that only keeps lexical phrase rules 
(LPR) and target discontinuous rules (TDR) leads to degradation in translation quality. 

Although Table 8 tells us that the pattern-based rule filter decreases the rule set 
without harming the translation quality, the reduced size of rule set is not as big as 
that done by our strategy. 

Table 6. The useless patterns in [5] 

a , 'uX u X , , 'Xu Xu  

b 1 2
, *X uX  

c 
1 2 1 2

, ' 'X uX X u Xv v  

1 2 1 2
, ' 'uX X u X Xv v  

d 1 2
, *uX Xv w  

Table 7. Effect of role-based rule filters and number of rules (in millions) for Spanish-to-
English translation 

role tuning test-1 

rules BLEU rules BLEU 
+TDR 1.27 23.81 1.28 23.62 

-RR1NT 0.70 23.70 0.71 23.53 
-RR1NT 

-RR 
0.66 23.86 0.67 23.61 

-RR1NT 
-RR2NT 

-RR 
0.40 23.35 0.41 23.29 

ALL 4.13 23.59 4.23 23.46 

Table 8. Impact of pattern-based rule filters and number of rules for Spanish-to-English 
translation 

pattern 
tune test-1 

rules BLEU rules BLEU 
-(a~d) 1.15 23.84 1.31 23.60 

 
Chinese-to-English: As we have no idea which kind rules could be excluded in 

Chinese-to-English translation (see Table 2), we just apply the LOO strategy to filter 
rules from the start. Similarly, we also apply the pattern-based rule filtering strategy 
for comparison. The statistics are reported in Table 9-10. Different from Spanish-to-
English translation, the rules of most roles are indispensable. Even for the composed 
rules with one non-terminal (CR1NT), [5] argued these rules are redundant for  
translation from Arabic to English and it is also verified by us in Spanish-to-English 
translation. However, the rules of this role are much useful in Chinese-to-English 
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translation. Fortunately, we can still discard a lot of useless rules (CR2NT) and reduce 
the rule set by 20%.  

Using the pattern-based strategy, the rules belong to pattern (b) and (c) can be 
thrown away. But, less than 20% rules can be removed with safe. We find that the 
reason why the rules of pattern (d) cannot be taken away is that about half of the dis-
carded rules are strict both-side discontinuous rules that we have proved to be useful. 

It is worth noting that our remaining rules after filtering are possible to be further 
filtered by other strategies (such as count-based). To sum up, our role-based strategy 
can give a preview of the contribution of the rules belonging to different roles. Of 
course, our strategy is effective since a large number of rules can be discarded if the 
translation quality is not degraded without these rules.  

Another important thing we should notice is that, compared to 66 possible patterns 
in pattern-based rule filtering strategy, our strategy only classifies the rules into 7 
roles and it is much simpler for experimentation. Furthermore, this classification me-
thod is also valid for other translation models, such as string-to-tree model[3] in which 
rules are made up of minimal rules (like the first 5 roles we discussed in this paper) 
and composed rules (similar to our CR1NT and CR2NT). Therefore, our rule filtering 
strategy is more robust. 

Through using our role-based strategy in different language pairs, we observe that 
translation between Chinese and English requires complicated translation rules, but 
simpler rules are demanded in Spanish-English translation. Therefore, we conclude 
that the larger divergent between two languages, i.e. Chinese and English, the more 
complicated rules needed for translation between them. 

Table 9. Effect of role-based rule filters for Chinese-to-English, rules in millions 

role 
tune test-1 

rules BLEU rules BLEU 
ALL 0.6 29.69 0.69 28.87 

-CR1NT 0.37 29.20 0.43 28.27 

-CR2NT 0.48 29.85 0.56 28.86 
-RR 0.58 29.24 0.67 28.34 

-SDR 0.58 29.35 0.67 28.50 

-TDR 0.59 29.64 0.68 28.72 

-SBDR 0.58 29.40 0.69 28.58 

Table 10. Impact of pattern-based rule filters for Chinese-to-English translation 

pattern 
tune test-1 

rules BLEU rules BLEU 
a 0.46 29.22 0.54 28.37 

b 0.56 29.84 0.65 28.88 

c 0.53 29.76 0.62 28.84 

d 0.59 29.49 0.68 28.69 
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6 Conclusions 

In this paper, we present an empirical study on the contribution of different kinds of 
discontinuities in bidirectional translations in various language pairs. First, a method 
of discontinuity classification is proposed. Then, we analyze the symmetry of linguis-
tic phenomena and conduct large scale experiments in different language pairs to 
answer the question why source discontinuity performs much better than target dis-
continuity in Chinese-to-English translation. Our interesting finding is that once the 
source discontinuity is more effective in one translation direction, the target disconti-
nuity usually be more effective in the inverse direction. This gives us clues to deter-
mine source discontinuity or target discontinuity should be specially dealt with in 
certain translation direction for specific language pair. Furthermore, we have shown 
that discontinuity translation in some main European language pairs is not as useful as 
in Chinese-English language pair.  

Having known the contribution of discontinuity translation, we finally propose a 
role-based rule filtering approach, which shows efficiency and more robust compared 
with the pattern-based strategy. Through our rule filtering strategy, we have found 
that the more divergent between two languages, the more complicated rules needed 
for translation between them.  

Although the experiments are conducted using a hierarchical phrase-based transla-
tion model, we believe our findings are also valid in other translation models.  
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Abstract. Unknown words are one of the key factors which drastically impact 
the translation quality. Traditionally, nearly all the related research work focus 
on obtaining the translation of the unknown words in different ways. In this pa-
per, we propose a new perspective to handle unknown words in statistical ma-
chine translation. Instead of trying great effort to find the translation of  
unknown words, this paper focuses on determining the semantic function the 
unknown words serve as in the test sentence and keeping the semantic function 
unchanged in the translation process. In this way, unknown words will help the 
phrase reordering and lexical selection of their surrounding words even though 
they still remain untranslated. In order to determine the semantic function of 
each unknown word, this paper employs the distributional semantic model and 
the bidirectional language model. Extensive experiments on Chinese-to-English 
translation show that our methods can substantially improve the translation 
quality. 

Keywords: statistical machine translation, unknown words, distributional  
semantics, bidirectional language model. 

1 Introduction 

In statistical machine translation (SMT), unknown words are the source language 
words that are not seen in the training data and thus have no corresponding target 
translations. The current SMT systems either discard the unknown words or copy 
them literally into the output. It is well known that unknown words are a big hin-
drance which greatly influences the translation quality. This problem could be espe-
cially severe when the available bilingual data becomes very scarce.  

A question arises that what kinds of negative impacts would the unknown words 
cause? First and at least, we cannot get the meaning of the unknown words in the 
target language. For instance, using our small-scale training data for Chinese-to-
English translation, the Chinese word 诉请 is unknown in the test sentence “… 向
(to) 法院(court) 诉请…”, thus we have no idea about the meaning of this word in the 
English side. Second, the unknown words can negatively affect the lexical selection 
and reordering of their surrounding words. Take the same Chinese sentence as an 
example, if the Chinese verb 诉请 is kept untranslated in the output, we are likely to 
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obtain the wrong phrase reordering to the court诉请 while the correct one is 诉请 to 
the court.  

The conventional solution of unknown words is to find their target correspondence 
with additional resources in different ways[3,5,6,13,16,18,19]. They use multilingual 
data, web data or linguistic resources such as WordNet[17] to induce the translation 
of unknown words. By doing this, they hope to solve the above two problems perfect-
ly. However, most of these work only address some part of unknown words, such as 
Named Entities[7,15], abbreviations[6,13], compounds[6] and morphological va-
riants[2,9]. Therefore, many unknown words still remain untouched. Furthermore, for 
the unknown words handled, their translation may not help the lexical selection and 
reordering of the surrounding words because the translation is obtained from other 
resources rather than the original bilingual training data from which translation rules 
and reordering models are acquired. For example, even if a translation of the Chinese 
word 诉请 is found (appeal for instance) with additional resources, SMT systems 
have no idea about the reordering between to court and appeal because reordering 
model is trained without any information about the source word 诉请 and its transla-
tion appeal. 

From the above analysis, we know that finding translation of unknown words 
needs additional resources and only some part of them can be well handled. Moreo-
ver, the translations obtained from additional resources are not consistent with the 
original training data and fail to guide the lexical selection and reordering of sur-
rounding words. As we can see that, it is very difficult to obtain the correct translation 
of unknown words and meantime well guide lexical selection and reordering of sur-
rounding words.  

In this paper, we take a step back and try to answer the question whether we can 
solve the second problem of the unknown words without translating them. In other 
words, rather than trying hard to get the target translation of unknown words, we aim 
to handle the lexical selection and reordering of their surrounding words quite well 
without any additional resources. Our main idea is based on the following assump-
tion: the lexical selection and reordering of the surrounding words depend on the se-
mantic function the unknown word servers as. The semantic function of a word 
means the syntactic and semantic role the word plays in the sentence, and thus the 
semantic function determines what context the word should take in source and target 
language. In turn, we can say that two words are similar in semantic function if they 
often take the similar context. With above assumption, to solve the lexical selection 
and reordering of the surrounding words, we just need to determine the semantic 
function of the unknown word. Using the context as a bridge, we can denote the se-
mantic function of a word W by another word W’ which shares the most similar con-
text with W. Therefore, the central idea of this paper is to find a known word having 
the most similar semantic function with the unknown word. Our method consists of 
three steps as follows: 

First, we use the distributional semantic model and bidirectional language model 
respectively to find an in-vocabulary word in original training data, which shares the 
most similar context with the unknown word. 
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Second, we replace the unknown word with the found in-vocabulary word and in-
put the test sentence to the SMT system. Then, we obtain the translation output. 

Third, we find the target language word in the output, which is translated by the in-
vocabulary word, and replace it back with the unknown word. The unknown words in 
the final output can still be handled with other approaches which aim to get their 
translations. 

For example, we have a Chinese sentence “… 为(is) 百分之六 左右(about) …” 
in which百分之六is an unknown word that in fact means 6%. Using the proposed 
model, we find that 一半(50%) in the training data takes the most similar context 
with the unknown word百分之六. Then, we replace the unknown word with一半
(50%) and the example sentence yields the translation “… is about 50% …” since 
there is an entry “一半 左右 ||| about 50%” in the translation phrase table. At last, 
we replace 50% back with the unknown word百分之六 resulting “… is about 百分
之六 ….” It is easy to see that we obtain the correct reordering of the surrounding 
words and it makes the translation more understandable. 

We can see from the method that the first step is the most important. Thus, it is our 
focus in this paper. We propose two approaches in the framework: distributional se-
mantic model and bidirectional language model. Experiments show that, with appro-
priate constraints, the two models can find the in-vocabulary words sharing similar 
semantic function with the unknown words and can much improve translation quality 
as well. 

2 Related Work 

In SMT community, several approaches have been proposed to deal with the un-
known words. Nearly most of the related research work focus on finding the correct 
translation of the unknown words with external resources. To translate all kinds of 
unknown words, [5,20] adopted comparable corpora and web resources to extract 
translations for each unknown word; [16,18] applied paraphrase model and entailment 
rules to replace unknown words with in-vocabulary words using large set of addition-
al bitexts or manually compiled synonym thesaurus WordNet. More research works 
address some specific kind of unknown words, such as Named Entities (NEs), com-
pounds and abbreviations. [1,7,15] utilized transliteration and web mining techniques 
with external monolingual and bilingual corpus, comparable data and the web to find 
the translation of the NEs. [13] presented an unsupervised approach to find the full-
form representations for the unknown abbreviations. [9] translated the compound 
unknown words by splitting them into in-vocabulary words or using translation tem-
plates. [6] proposed a sublexical translation method to translate Chinese abbreviations 
and compounds. For translating highly inflected languages, several methods[2,11] 
used morphological analysis and lexical approximation to translate unknown words. 
However, almost all of the above works did not consider the lexical selection and 
word reordering of the surrounding words when searching the correct translation of 
the unknown words. 
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[12] addressed the problem of translating numeral and temporal expressions. They 
used manually created rules to recognize the numeral/temporal expressions in the 
training data and replaced them with a special symbol. Consequently, both of the 
translation rule extraction and reordering model training consider the special symbol. 
In the decoding time, if numeral or temporal expression is found, it is substituted by 
the special symbol so that the surrounding words can be handled properly and finally 
the numeral/temporal expression is translated with the manually written rules. How-
ever, they only deal with numeral/temporal expressions rather than any kind of un-
known words. 

Totally different from all the previous methods, we do not focus on trying great ef-
fort to find translations for the unknown words with huge external resources. Instead, 
we address the problem of the lexical selection and word reordering of the surround-
ing words caused by unknown words. In this paper, we consider all kinds of the  
unknown words and apply the distributional semantic model and the bidirectional 
language model to fulfill this task without any additional resources. 

3 Distributional Semantic Model 

Distributional semantics[4] approximates semantic meaning of a word with vectors 
summarizing the contexts where the word occurs. Distributional semantic models 
(DSM), such as LSA[10] and HAL[14], have proven to be successful in tasks that aim 
at measuring semantic similarity between words, for example, synonym detection and 
concept clustering[21]. DSM is effective to synonym detection when the corpus is 
large enough. However, in our task, the training data is limited and the unknown 
words in the test set are not equipped with rich contexts. Therefore, instead of obtain-
ing the synonym of the unknown words, we take a step back to find the most appro-
priate word which has the similar semantic function with the unknown word with 
DSM. 

Next, we elaborate how to construct the DSM for our task and detail how to find 
the in-vocabulary word which has the most similar semantic function with the un-
known word. 

3.1 Model Construction 

As it is summarized in [4], the construction of the DSM usually includes seven steps: 
1) linguistic pre-processing, 2) use term-document or term-term matrix, 3) choose 
structured or unstructured context, 4) apply geometric or probabilistic interpretation, 
5) feature scaling, 6) normalization, and 7) similarity calculation. 

In the linguistic pre-processing, we first merge the source-side of training data TD 
and evaluation data ED, resulting the whole monolingual data MD. Then, we segment 
and POS (part-of-speech) tagging the monolingual data MD. In this paper, we just use 
the surface form word as the target term and the context unit. The POS will be 
adopted as a constraint when choosing the most appropriate in-vocabulary word for 
each unknown word. 
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After pre-processing, we construct a term-term matrix for our task. In the matrix, 
each row is a vector denoting the context distribution for a target term and each col-
umn represents a context term. It is easy to see that both the number of rows and col-
umns equals to the size of the vocabulary of MD. Suppose the size of vocabulary is N, 
then the term-term matrix is N N× . 

Then, we need to choose the specific context. In our work, each context term is 
chosen if it occurs within a window of K words around the target term. We can distin-
guish left context from right context so as to make the context structured. Here, we 
just utilize the unstructured context in order to avoid data sparseness. We will try 
different window Ks in the experiments to find the best one. 

To apply the simple similarity calculation, we adopt geometric interpretation and 
consider the vector for a target word as a point in the vector space. In the following 
two steps, we detail how to construct the vector twV  for each target word tw. 

For a vector twV , the ith element denotes the distribution probability of the ith voca-

bulary word as the context for the target word tw. Naturally, we can record the co-
occurrence frequency for each context term and use it as the ith element. In order to 
take the frequency of target word and context word into account, we adopt the associ-
ation measures mutual information to do feature scaling. Suppose the occurrence 
count of target word tw and context word cw is twf  and cwf , the co-occurrence count 

of tw and cw is fcwf , and the total occurrence count of all words is awf . Thus, the 

Pointwise Mutual Information (PMI) between tw and cw is: 
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Therefore, the distributional context vector twV  be 
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Then, we normalize each vector twV  by its L2-norm, yielding the normalized  
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twV . 

Finally, we apply the cosine measure to calculate the similarity between two target 
words tw and tw’, whose distributional context vectors are n
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3.2 In-vocabulary Word Search for Unknown Words 

According to the evaluation data and training data, we can easily distinguish unknown 
words from in-vocabulary words. Assume that the unknown words set is UWS and the 
in-vocabulary words set is IWS. For each unknown word UW, our goal is to find the 
most appropriate word *IW from IWS so that *IW  has the most similar semantic 
function with UW. With the similarity function defined above, we can use the follow-
ing formula to meet our goal: 

                  
( )* arg max ,

IW

IW Sim UW IW=                       (3) 

However, we find that using this formula without any constraint usually cannot obtain 
good results. Therefore, we require that the resulting in-vocabulary word *IW  should 
have the consistent part-of-speech with the unknown word UW. Accordingly, the 
search formula will be: 

             ( ) ( ){ }
( )*

'| '

arg max ,
IW IW POS IW POS UW

IW Sim UW IW
∈ ∩ ≠Φ

=                   (4) 

It should be noted that our final purpose is to improve the translation quality, but not 
all of the found in-vocabulary words using formula (4) can guarantee good translation 
with the context of the unknown word since they usually lack the corresponding 
phrase entry in the translation phrase table. Thus, if the found in-vocabulary word 
combining the context of the unknown word matches an entry in phrase table, it will 
facilitate the lexical selection and word reordering of the surrounding words. For in-
stance, in the example sentence “… 为 (is) 百分之六  左右 (about) …”, an in-
vocabulary word 一半 is found using (4) for the unknown word百分之六, and after 
replacement the sentence becomes “… 为(is) 一半 左右(about) …”. If there exists a 
substring一半 左右 has an entry “一半 左右 ||| about 50%” in the phrase table, it 
leads to the correct reordering and word selection of the context. Therefore, in order 
to guarantee good word reordering and lexical selection, we can further require that 
any found in-vocabulary word, which combines the context of the unknown word, 
should have an entry in phrase table. 

4 Bidirectional Language Model 

In distributional semantic models, the context modeling does not address the word 
order of the context and the conditional dependence between them. For example, if 

the context and target word is _ 4 _ 3 _ 2 _1 _1 _ 2 _ 3 _ 4l l l l r r r rcw cw cw cw tw cw cw cw cw  with 
window K=4, any word appearing in the window of the target word will be treated 
equally without considering the word position. As a result, this model misses a lot of 
important information. 
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A question arises that how to use the context more effectively? In theory, the goal 
of our task is to find the most appropriate in-vocabulary word for the unknown word 
given the left and right context of the unknown word. It can be formulized as follows: 

             
( )* arg max | ,left right

IW

IW P IW cw cw=                       (5) 

Now, let us focus on ( )| ,left rightP IW cw cw which models the probability distribution 

of generating a word given the left and right context. However, this probability is 
difficult to estimate because the condition is too strict. Following the n-gram probabil-
ity estimation, we have two backoff ways for probability estimation: 1) back off to 

concerning only the left context ( )| leftP IW cw ; 2) back off to concerning only the 

right context ( )| rightP IW cw . Then, we can take a step back and search the in-

vocabulary word with the constraint combining the two backoff probabilities: 

           
( ) ( )* arg max | |left right

IW

IW P IW cw P IW cw=                  (6) 

It is easy to see that the first backoff probability ( )| leftP IW cw  can be modeled using 

a forward n-gram probability where n equals to the context window K plus one. Thus, 
we can just use the conventional n-gram probability estimation method to estimate the 
backoff probability of generating each in-vocabulary word given the left context. We 
name this backoff model the forward language model. 

However, it is not intuitive to see how to estimate the second backoff probability 

( )| rightP IW cw .  In contrast to the forward language model ( )| leftP IW cw , 

( )| rightP IW cw  can be regarded as a backward language model. The difficulty lies in 

how to estimate the backward language model. In practice, the backward language 
model can be easily estimated through the reversion of the training sentence[22]. Take 
the following sentence for example: 

             1 2 2 1 1 2 1i i i i i m mw w w w w w w w w− − + + −                        (7) 

After reversion, the sentence will be: 

       1 2 1 1 2 2 1m m i i i i iw w w w w w w w w− + + − −                       (8) 

If we consider trigram language model, the forward trigram language model

( )1 2|i i ip w w w− −  can be estimated using the original sentence (7) and the backward 

trigram language model ( )2 1|i i ip w w w+ +  can be estimated with the reversed sentence 

(8). During the backward n-gram language probability calculation, we can apply the 
same way to first reverse the test string. 
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Therefore, we call the formula (6) using the forward and backward n-gram lan-
guage model the bidirectional language model. Like the distributional semantic mod-
el, we can impose the same part-of-speech constraints on the objective searching 
function (6) resulting the following formula: 

      ( ) ( ){ }
( ) ( )*

'| '

arg max | |left right
IW IW POS IW POS UW

IW P IW cw P IW cw
∈ ∩ ≠Φ

=           (9) 

Likewise, we can further require the obtained in-vocabulary word from (9) combing 
the context of unknown word must have a corresponding entry in phrase table. 

Compared with distributional semantic model, the bidirectional language model 
can well model the word order and dependence among context words. In the follow-
ing section, we first analyze how often we can find the correct in-vocabulary word 
sharing the same semantic function with the unknown word. Then, we substitute the 
found in-vocabulary words for the unknown words in test set and evaluate the effec-
tiveness of these two models in SMT. 

5 Experiments 

5.1 Set-Up 

Since the application environment of our model supposes the training data is relative-
ly scarce1, we use the relatively small data set to test our proposed models. In this 
experiment, we used the Chinese-English FBIS bilingual corpus consisting of 236K 
sentence pairs with 7.1M Chinese words and 9.1M English words. We employed 
GIZA++ and grow-diag-final-and balance strategy to generate the final symmetric 
word alignment. We trained a 5-gram language model with the target part of the bi-
lingual data and the Xinhua portion of the English Gigaword corpus. NIST MT03 test 
data is adopted as the development set and NIST MT05 test data is employed as the 
test set. We used the open-source toolkit Urheen2 for Chinese word segmentation and 
POS tagging. POS of unknown words are predicted by the MaxEnt model. The test 
set consists of 1082 sentences, and there are totally 796 distinct unknown words. Ac-
cording to the part-of-speech, the count distribution of the unknown words is: (NR, 
273), (NN, 272), (CD, 122), (VV, 99), (NT, 14), (AD, 7), (JJ, 5), (OD, 2) and (M, 2).  

5.2 Experimental Results 

5.2.1 Accuracy of Semantic Functions 
The proposed two models aim at finding the most appropriate in-vocabulary word that 
has the most similar semantic function with the unknown word. However, the models 
                                                           
1  Our method can be applied in all the cases where there are unknown words in the test sen-

tences. However, if the training data is relatively scarce and more unknown words exists, the 
proposed approach can achieve bigger improvements. Note that the training data cannot be 
too small so that most unknown words cannot find semantic similar in-vocabulary words. 

2 http://www.openpr.org.cn/index.php/NLP-Toolkit-for-Natural- 
 Language-Processing/ 
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cannot promise correct result for each unknown word. In this section, we investigate 
the accuracy of the two models respectively. 

Since there is no automatic method to measure the accuracy of the semantic func-
tion between any two words, we ask two native speakers of Chinese to evaluate the 
accuracy manually. Table 1 and 2 give the statistics for the distributional semantic 
model (DSM) and the bidirectional language model (BLM). Table 1 shows the results 
of DSM model with different context window size and different constraints. Overall, 
the accuracy of DSM model is not high. We believe that it is because the context of 
the unknown word in test data is limited and the training data is not large enough. 
Specifically, we can see that requiring the found in-vocabulary word should have an 
entry in phrase table substantially outperforms the model only with POS constraint. 
Furthermore, among different context windows, the size of 6 performs best. In a deep 
analysis, we have found that the unknown words whose POS are NN and VV are the 
main reason for the low accuracy. 

Table 2 shows the manual results for the BLM model (trigram in both directions) 
with different constraints. It is easy to see that the accuracy of the BLM model is 
much better than that of the DSM model. We think this is due to the modeling of con-
text word order and dependence between them in the BLM model. We also notice that 
the model requiring the found in-vocabulary word should have an entry in phrase 
table performs best and achieves the accuracy 77.6%. 

Table 1. Manual evaluation results for DSM model with different context window size and 
different constraints (only POS constrained and POS plus translation entry constrained) 

window size POS (accuracy %) POS+Trans (accuracy%) 
4 52.5 58.6 
5 54.4 62.8 
6 62.5 69.2 
7 50.1 57.3 

Table 2. Manual evaluation results for BLM model with different constraints 

constraint Accuracy (%) 
without POS 68.5 

with POS 73.9 
POS+Trans 77.6 

5.2.2 Translation Results 
In this section, we evaluate the translation results of the DSM model and the BLM 
model. We use the open-source toolkit Moses to conduct all the experiments. We 
report all the results with case-insensitive BLEU-4 using shortest length penalty (main 
metric) and NIST. We employ re-sampling approach to perform statistical signific-
ance test [8]. 

Table 3 gives the translation results using the DSM model with different context 
window sizes and different constraints. The last line shows the performance of the 
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baseline using default Moses. With only POS constraint, the DSM model with win-
dow 4 and 7 even degrades the translation quality. The reason is obvious since  
Table 1 shows that their accuracy of semantic function is only around 50%. When 
augmented with translation entry constraint, the model outperforms the baseline in all 
different window sizes. The model with window 6 performs best and obtains an im-
provement 0.42 BLEU score over the baseline. 

Table 4 illustrates the translation results of the BLM model with different con-
straints. We can see that the bidirectional language model can always obtain better 
translation quality compared with the baseline. Specifically, the BLM model with the 
POS constraint significantly outperforms the baseline by 0.54 BLEU score. And when 
enhanced with translation entry constraint, the BLM model achieves the best perfor-
mance and obtains an improvement of 0.64 BLEU score. The results have shown that 
the BLM model is very effective to handle unknown words in SMT even though the 
model is relatively simple. 

Table 3. Translation results for DSM with different window sizes and constraints 

window size  BLEU (%) 
POS 

BLEU(%) 
POS+Trans 

NIST 
POS 

NIST 
POS+Trans 

4 29.53 30.02 8.2254 8.3592 
5 29.86 29.88 8.4487 8.3694 
6 30.02 30.16 8.4296 8.3910 
7 29.66 30.01 8.3724 8.4528 

baseline 29.74 8.3139 

Table 4. Translation results for BLM with different constraints 

constraint BLEU (%) NIST 
without pos 29.89 8.3885 

with pos 30.28 8.4108 
pos+trans 30.38 8.4659 
baseline 29.74 8.3139 

 
To have a comprehensive comparison, we have also conducted the experiments 

with the forward language model and backward language model respectively. Table 5 
and 6 give the translation results. The results in tables show that both forward lan-
guage model and backward language model cannot outperform the bidirectional lan-
guage model. The results also show that the forward language model performs better  

 
Table 5. Translation results for forward language model with different constraints 

constraint BLEU (%) NIST 
without pos 29.65 8.2882 

with pos 29.98 8.3900 
pos+trans 30.21 8.4268 
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Table 6. Translation results for backward language model with different constraints 

constraint BLEU (%) NIST 
without pos 29.67 8.3189 

with pos 29.82 8.4127 
pos+trans 30.15 8.4602 

 
than the backward language model. It is consistent with the conclusion drawn by [22] 
that forward language model is more effective than backward language model for 
Chinese. 

6 Conclusion and Future Work 

This paper presents a new idea to handle the unknown words in statistical machine 
translation from a new perspective. Instead of trying hard to obtain the translation of 
the unknown words, this paper have proposed two new models to find the in-
vocabulary words that have the most similar semantic function with the unknown 
words and replace the unknown words with the found in-vocabulary words before 
translation. Thus, by doing this, we can well handle the lexical translation and word 
reordering for the context of the unknown words during decoding. The experimental 
results show that the proposed distributional semantic model and the bidirectional 
language model can both improve the translation quality. Compared with the distribu-
tional semantic model, the bidirectional language model performs much better. In the 
future, we plan to explore more features to handle unknown words in SMT even bet-
ter. Furthermore, we are going to figure out what is the case if a source-side monolin-
gual large corpus is used for the distributional semantic model. 
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Abstract. This paper presents a novel real-time query expansion method which 
offers expansion related to user query intention. A dependency relation network 
is first built by merging dependency trees of large numbers of sentences from a 
large-scale corpus. User queries are then expanded to verb-noun pairs or 
verb-attributes-noun multiple grams based on relations in the network, which is 
helpful to identify user intentions and to reduce search spaces. Experiments show 
that the proposed expansion method is not only effective in saving user inputs, 
but also brings significant improvement to retrieval performance. 

Keywords: real-time query expansion, dependency relation, query intention. 

1 Introduction 

Real-time query expansion (RTQE) recommends a list of expanded query words when 
user types a query, which reduces user’s keystrokes to complete information retrieval. 
Moreover, RTQE can help the user complete query intention, thus getting better re-
trieval performance. White and Marchionini [1] showed real-time and interactive query 
expansion is useful, it can reduce the time needed to perform a query and improve the 
query quality. 

The most widely used way to RTQE is offering the most frequent query from the 
query log that includes the current input as a substring [2], [3]. With users inputting 
more letters or words, the expanded queries changes all along. So the more words 
inputted by users, the more precise the expanded words are. For example, in the RTQE 
method used by Microsoft Bing1, when the inputted words are “olympic lo”, the first 
expanded query is “olympic logo”; when the inputted words change to “olympic lon”, 
the first expanded query changes to “olympic london 2012”. 

This kind of RTQE is based on the letters inputted. It expands words according to 
word frequency or word co-occurrence frequency. In the research of Ji et al. [2], they 
used enhanced string matching method to support interactive fuzzy keyword expansion. 

An alternative method for RTQE uses user context information. Arias et al. [4] 

proposed a method using user context information on mobile platform. However, it 
lacks scalability due to the use of manually built rules collection. Bar-Yossef et al. [5] 

                                                           
* Corresponding author. 
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also used user context to recommend queries of the same search session that have 
current input as their prefix. Their method is effective when user input is short. 

However, there is little work on RTQE concerning user’s query intention. Stroh-
maier et al. [6] introduced an intentional query expansion method to make users’  
intentions more explicit during searching. By mapping implicit queries to explicit 
queries in the same search session from query logs, they suggested that explicit que-
ries containing at least one verb word might reflect possible user intentions. Their 
results show that intentional query expansions can be used to diversify result sets and 
improve click-through ratio. 

This paper proposes a RTQE method using a dependency network to get better 
query intentions. The dependency network is constructed using dependency relations 
from the parsing results of large-scale corpus. A dependency relation is either a verb- 
noun pair or a verb-attributes-noun multiple gram.  

Experiments show that the proposed RTQE method improves the retrieval perfor-
mance and reduces user input effort greatly. It is also suggested that dependency rela-
tions can be used to determine user’s query intentions. 

The rest of this paper is organized as follows. Section 2 describes the building of 
dependency network and the RTQE method based on this dependency network. The 
evaluation and experiments are detailed on section 3. Finally, section 4 gives the con-
clusion and future work. 

2 Method 

2.1 Representation of Query Intention 

Border [1] proposed task-oriented classification of query intention, i.e. navigational, 
informational and transactional. He et al. [8] used search results to find query intention. 
They represented query intentions using verb-noun pairs. Duan et al. [9] pointed out 
that this kind of representation is suitable for both informational and transactional 
intention, but not good for navigational intention. Meanwhile, they showed that 
verb-noun pairs can be acquired from dependency relations in sentences. 

But we found the verb-noun pairs are still not sufficient to express query intention 
clearly and completely. They can be used as the backbone of query intention. As an 
illustrating example, two queries “learn English language” and “learn programming 
language” are both represented by the verb-noun pair “learn language”. But the inten-
tion difference between them is quite big. So other components needs to be added in 
verb-noun pair in order to describe query intention better. 

In this research, we add modifiers of noun, namely attributes, to complete the query 
intention. We mainly consider pre-attributes here. Query intention can be represented 
by verb-attributes-noun. In English, the normal word order of attributes is determiner, 
adjective, participle, gerund and noun. Determiner contains article, posses-
sive pronoun, substantive genitive, numeral and classifier which have little function in 
intention expression. So we only consider attributes of adjective, participle, gerund and 
noun words. 
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For the above example, after adding attribute to the verb-noun pair “learn language”, 
the intention difference between them is clearly expressed. 

2.2 Construction of Dependency Relation Network 

First we collect dependency relations from large-scale sentences parsed according to 
dependency structures. Then we build dependency relation network by combining and 
relating these dependency relations. 

Stanford Parser2 is used here to do dependency parsing on the sentences. From the 
parsing result of each sentence, we extract dependency relations between verb and noun 
and relations between this noun word and its attributes. 

For example, for the sentence “How to change a car tire”, we get results as shown in 
Fig. 1 after dependency parsing using Stanford Parser. 

 

Fig. 1. Parsing result of sentence “How to change a car tire” 

Each arrow in this figure means a binary dependency relation. We use vn[verb, 
noun] to represent dependency relation between verb and noun, and an[attribute, noun] 
to represent dependency relation between noun and its attributes. In this example, we 
get vn[change, tire] and an[car, tire].  

We combine these two relations in a network to represent the query intention as 
shown in Fig. 2. Because user can input both verb and noun first when inputting que-
ries, for the convenience of indexing during the RTQE process, we construct two 
networks for each query intention. One starts from verb as shown in the left of Fig. 2 
and the other one in the right starts from noun. We attach the arrow that represents ‘an’ 
to that of ‘vn’ since ‘vn’ is the kernel relation in concern and ‘an’ is second level  
 

 

Fig. 2. The left network starts from verb, the right one starts from noun 

                                                           
2  http://nlp.stanford.edu/software/lex-parser.shtml 
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relation. Although the network is a little different from dependency network, we still 
call it dependency network in the following parts of the paper for simplification. 

It should be noted here that in some sentences there are more than one attributes 
which have dependency relations with the head noun like “How to buy a used wed-
ding dress”. In this sentence, we extract vn[buy, dress] and an[used wedding, dress]. 
For this kind of sentence, we represent each attribute with a node. As concluded in 
linguistic analysis, the closer an attribute is to the noun, the closer relationship it has 
with the noun. So we first connect the attribute which is closet to noun, and then con-
nect the second closet one, and so on. 

In the above example, there is a verb node “buy”, a noun node “dress”, and two 
attribute nodes “used” and “wedding”. In the network, verb node and noun node are 
connected first, that is vn[buy, dress]. Then the attribute node “wedding” is connected 
to the path between verb node and noun node. Finally the attribute node “used” is 
connected to attribute node “wedding”. The network using verb node as starting node 
is shown in Fig. 3. 

 

Fig. 3. Network with plural attributes 

Moreover, for intransitive verbs, they are connected with noun word by a preposition 
word. So in the network between an intransitive verb node and a noun node, a preposi-
tion node is needed. We use vpn[prep, vn] to represent relation between intransitive 
verb and noun. For sentences such as “How to look up phone number”, we extract 
vpn[up, vn], vn[look, number] and an[phone, number]. In the dependency network, the 
preposition node is attached to the path between verb node and noun node. The network 
of this example using noun node as starting node is shown in Fig. 4. 

 

Fig. 4. Network with a prep node 

After constructing network for each sentence, the next step is to combine all the 
networks. The combination is done separately for those starting from verb node and 
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noun node. For networks start from verb node, if two of them share the same verb 
node, they will be combined into one network rooted with this verb. In this way, we 
can get all the dependency relations starting from the same verb in one network. Sim-
ilar operation is done for networks starting from noun node. Finally, we have two 
dependency relation based networks. (Fig. 5) 

 

 

Fig. 5. A fragment of the combined network, attribute node is labeled by “Attr”, preposition node 
is labeled by “Prep”, the left one starts from verb, the right one starts from noun 

2.3 RTQE Method 

Based on this dependency relation network, we can expand noun for inputted verb 
and expand verb for inputted noun. Then we can expand attribute words for 
verb-noun pair to express query intention more complete and precise. Furthermore, by 
combining this kind of expansion with the string matching expansion technique, we 
construct a RTQE system. 

Specifically this RTQE method works in the following process: 
First, the user inputs some letters (prefix of a word, e.g., “ti”) to the search box. 

According to the prefix, our system searches the starting nodes from the two depen-
dency networks constructed in section 2.2 for words beginning with this prefix, and 
list matched words sorted by their frequency in the corpus (Fig. 6-a). 
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Second, when the user selects a word from the list, our system can locate the node in 
the network that stands for the selected word (“tire” in this example). Then our system 
can expand verbs or nouns connected to this node. (Fig. 6-b) The user can modify 
expanded words by inputting prefix (Fig. 6-c). After this step, the intention backbone 
(verb-noun) is built. If the verb is intransitive, we can get (verb-preposition-noun). 

Third, when the user selects a verb or noun word shown in the expanded list, our 
system can locate this verb-noun relation in the network. If there are some attributes 
attached to this relation, our system will pop-up the attribute words as expanded words. 
The attributes that are closest to the nouns are expanded first, then the less closest ones 
(Fig. 6-d). Still user can reject one recommendation by typing letters he prefers  
(Fig. 6-e). 

The procedure ends when there are no more words can be expanded or the user feels 
satisfied with the current query. 

 

Fig. 6. Example of RTQE process 

3 Experiments 

We designed four experiments to test the performance of the RTQE method described 
in Section 2.  

3.1 Experimental Corpus 

We used corpus from www.ehow.com. This website is an online guide offering 
step-to-step instructions for how-to questions. According to Broder’s query intention 
classification [7], how-to questions belong to informational intention. From Duan’s 
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research [9] we know that informational query intention can be represented by 
verb-noun pair. So we can represent the query intention of how-to questions by the 
improved method using verb-attributes-noun. 

The corpus we used has articles of 20 categories from ehow, including Health, Cars, 
Computers, Food & Drink and so on. The total size of the corpus is 915,600 articles. 
Each article is a sequence of instructions about one how-to question, and each title 
represents this question. When building dependency relation network, we did depen-
dency parsing for each title, like “How to fix motorcycle tire”. 

3.2 Experimental Evaluation Measurement 

We invited 10 volunteers to participate in the experiments. All the volunteers have 
advanced engineering education background. 

First we test how many keystrokes our RTQE method will save. Reducing users’ 
efforts in generating queries is very important for RTQE method, especially for users of 
mobile search systems. 

For each query, the keystrokes and mouse clicks needed to generate a query is rec-
orded. Each keystroke or mouse click is recorded as an operation. 

Suppose that for query x, the operations needed when the user does not use RTQE is 
OPFullx, and the operations needed when using RTQE is OPExpandedx. 

The percentage of saved operations is: 
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Second, we test the expansion success percentage of this RTQE method. For a given 
query intention, if the user can find a query exactly related to this intention from the 
expanded list, we call it a successful expansion. The expansion success percentage is 
the percentage of queries with a successful expansion in all the queries. 

For example, the user wants to search a query “install windows system”, if this query 
can be found in expanded list during RTQE process, then the expansion is successful, 
otherwise it is not. 

Suppose that the number of all the queries is AllNum, the number of query with a 
successful expansion is SuccessNum. The expansion success percentage is: 

 

SuccessNum
SuccessPercentage

AllNum
=

 (2) 

Moreover, in the queries with successful expansion, we compare the retrieval perfor-
mance of the original query user typed in, the query after verb-noun expansion and the 
query after verb-attributes-noun expansion. The aim of this test is to know how much 
effect this RTQE method has for query intention completion. 
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We use precision and nDCG score for evaluation.  
Precision means the percentage of retrieved correct answers of all the correct  

answers.  
nDCG is a measure of effectiveness in information retrieval. We grade the relevance 

of a result from 0 to 3. 0 means this result is totally not related to the query while 3 
means totally relevant. The rank of each result is done by the user who does this search. 

Suppose that relx means the graded relevance of the result at position x in the search 
results. For a search result list, its DCG score is: 
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And nDCG score is the DCG score divide the maximum possible DCG score from 
position 1 till position p. 
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Finally, we compare the RTQE result of our method with that of Microsoft Bing search 
engine. 

According to the experiments described above, we assigned the following tasks for 
each test participant: 

In accordance with the limit of the 20 categories, do search for a how-to question 
each time. Make sure that the tester is clear about the query intention before inputting. 
Use the RTQE method to expand the query. 

Our system can get the amount of operations of the user for each query. The tester 
should record whether an expansion is successful or not. 

After generating the query and doing search, the system will return the Top 10 
search result of the three kind of queries. Rank the results by judging the relevance of 
each result with the query intention. 

3.3 Experimental Results and Analysis 

By the test of the volunteers, we get 200 queries and their test results as follows: 

Table 1. Result of the operation number test 

Average number of operations 
Without  RTQE With RTQE 

15.0 5.437 

 

Table 1 shows that the percentage of average saved operations is 63.75% after 
RTQE. It proves our RTQE method is very useful for saving user effort. 

This is because the structure of the dependency relation network we built directly 
connects verb, noun and attributes which combine to be query intentions. So all the 
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expanded words our system recommends are components of possible query inten-
tions. And the expanded words are correct word collocations because we built the 
network using dependency parsing. Moreover, combining the dependency relation 
network with prefix string matching method makes our RTQE method more effective 
in reducing the operations needed. 

We use the query in Fig. 6-e for example here. We use a letter “m” to find the word 
“motorcycle”. Only in this step, eight operations are saved. We can see that this RTQE 
method really reduces the operations. 

Table 2. Result of expansion success percentage test 

Times 
query expansion success query expansion failed 

168 32 

 

Table 2 shows the expansion success percentage is 84%. It means most of the que-
ries in given categories can use our RTQE method to generate and the dependency 
relation network represents user query intention well. 

Because we built the dependency relation network using a large-scale corpus, so 
nearly all the possible query intentions of selected categories are included in the net-
work. Therefore, this RTQE method can get a high success percentage in this test. 

Table 3. Result of retrieval performance 

Query type Precision nDCG score 

Original query word 0.73% 13.11% 

Query after verb-noun expansion 9.47% 37.37% 

Query after verb-attributes-noun expansion 79.2% 88.95% 

The data of Table 3 is computed by the 168 queries in Table 2 which are successfully 
expanded. We found that the retrieval performance after verb-attributes-noun expan-
sion is better than the performance after verb-noun expansion. And the performance of 
the latter is better than the performance of not expanded queries. Although the retrieval 
performance improves naturally with the increase of query words, but obviously im-
porting words that do not relate to the query intention will make the retrieval perfor-
mance drop. The significant difference in the performance of the three kinds of queries 
can prove our RTQE method is effective in representing query intention so that re-
sulting in good retrieval performance. 

We still use the query in Fig. 6-e as an example here. The search result of word “tire” 
are all things related with tire, but contains articles that do not deal with “fix tire”, like 
“How to store a flat tire”. 

The result after verb-noun expansion is much better. All the results is related to “fix 
tire”, like “How to fix a flat tire” and “DIY flat tire fix”, which are not found by the first 
query method. 
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The result after verb-attributes-noun expansion is the best of the three. It clearly 
represents the query intention that we want to fix motorcycle tire. The articles found are 
like “the best way to fix a flat motorcycle tire”. In contrast, the results of the second 
method cannot represent the feature “motorcycle”.  

However, sometimes the query result after verb-attributes-noun expansion is not the 
best. For example, the search result of “buy satellite phone” is not good as that of “buy 
phone”. The reason is that the attribute “satellite” imports some articles that do not deal 
with “buy phone”, like “How to call a satellite phone”. But this kind of result is quite 
few so the overall result is influenced very little. 

After this test, we compare our method with the widely used search engine Micro-
soft Bing. Bing has two query expansion functions. One is the RTQE function 
“Search suggestion”, the other is “Related search” which offers possible useful que-
ries after the users do searches. To get English expanded queries, the location option 
in Bing is set to United Kingdom. We try the 200 queries contributed by the volun-
teers in Bing.  

After a preliminary investigation, we found that the RTQE result of Bing differs a 
lot if the word order of a query changes. For example, if we type words in the order of 
“learn street dance”, Bing can offer the correct recommendations. However, if we 
change the order, Bing cannot recommend the words we want. 

So we categories the RTQE result of Bing into three groups: cannot get correct 
recommendations (NOT); get correct recommendations only in normal word or-
der(NORMAL); can get correct recommendations both in normal order and other 
word orders(ALL). Table 4 shows the test result of Bing RTQE method (do not con-
tain “Related search” result.) 

Table 4. Result of Bing RTQE test 

Group NOT NORMAL ALL 

Percentage 49% 33% 18% 

 
As shows in Table 4, half of the queries cannot get correct recommendations while 

84% of the queries are successfully expanded in our method. Moreover, only 18% of 
the queries can get correct recommendations when the query words are not inputted in 
accordance with the normal word order in Bing, while both verb and noun words are 
allowed to be inputted first in our method. 

For those queries that are not in the ALL group, we do search when the RTQE fails 
and judge the recommendation results of the ‘Related Search’ function. We find that 
only 13.3% of these queries can get useful query recommendations. 

This test shows that our RTQE method has advantages when compared with indus-
trial search engine. 

After testing, we did survey of the testers on their experience of the RTQE method. 
We got the following message after summarizing their feedback.  

This RTQE method is quick, and is able to meet the speed requirement of RTQE 
methods. And it is quite new and different from other RTQE methods. Most of the 
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how-to questions in the 20 categories can be successfully expanded and the search 
results are satisfying. 

But sometimes the testers feel inconvenience when doing search because currently 
the RTQE method can only handle verb, noun and attributes. And this method is cat-
egory sensitive. When searching a query which is not in the given category, the ex-
pansion result is not good. 

4 Conclusion 

This paper proposed a novel RTQE method concerning user query intention. We used a 
large corpus from www.ehow.com to build a dependency relation network of verb, 
noun and attributes, then designed a RTQE method using this network. The proposed 
RTQE method is proved to be effective in representing user query intention and hence 
improve retrieval performance. 

In the future, we will work on reducing the limit on the types of part of speech and do 
more research on offering personalized expanded results to represent the user intention 
better. 
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Abstract. We propose a query recommendation method called “Divided Pre-
treatment to Targets and Intentions for Query Recommendation”, which con-
centrates on the structure, elements and composition of a query. Based on the 
recognition of query targets and query intentions by a classifying method, the 
clusters of query intentions are built following the clue of consistent and similar 
query targets. After that, query recommendations are generated by simple subs-
titution of peer intentions. This method aims to explore a simple and efficient 
mechanism, which only analyzes and processes query itself and its internal 
attributes. The experiment demonstrates that, accuracy of “query targets” and 
“query intentions” recognition is 73.11%, while that of intention clustering 
reaches 55.67%. The p@1 value of query recommendation gets 57.83%. 

Keywords: query recommendation, query target, query intention. 

1 Introduction 

Query Recommendation is an information retrieval technology to recommend identic-
al or related queries for a particular query. Its core mission is to understand user’s 
query intention through machine learning, mine the expressional forms of query with 
similar intentions, and finally realize mutual recommendation of the synonymous or 
associated queries. The ultimate purpose is to use the synonymous or associated que-
ries as medium to share and mutually recommend better search results. 

Currently, the main research form of query recommendation is to express user’s 
potential query intention with the correlation information within the framework of 
information retrieval and outside the query such as relevant or pseudo-relevant text 
content or click and browsing retrieval behaviors, then measure query semantic con-
sistency and intention association, and recommend approximate or related queries 
finally. However, we ignore to analyze or understand the intention from query itself 
because of sparse information, fuzzy structural relations and optional component 
forms.It is often used as a medium to auxiliarily mine external reference resources 
which contain richer and potential intention informations. Therefore, query itself was 
long considered “be unrefined” for intention analysis and query recommendation. 
                                                           
* Corresponding author. 
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However, query is a direct intention expression of user, which describes real and 
appropriate meaning of intention. At the same time, query itself contains less noisy 
informations when semantic ambiguity and misspelling is ignored. In contrast, using 
external resources associated with the query for intention analysis will introduce a lot 
of noise which will mislead intention analysis and calculation. So, if there is an effec-
tive measure of expansion and disambiguation, the direct use of query itself can 
achieve the mining of correlation intention and query recommendation from the pers-
pective most closed to user as well as intention expressed in behavior. Therefore, we 
propose a query recommendation method based on divided pretreatment to query 
targets and query intentions. This method includes three basic steps. 

─ Classifying and recognizing the words of query which describe the target and the 
intention. 

─ Clustering the words of query intention to mine consistent or similar intention. 
─ Using intention cluster to realize a simple substitution of peer intentions to form 

query recommendation. 

Query target refers to the target entity, behavior or status which user retrieves. Query 
intention refers to the operations of intention or the motivations of retrieval which 
impose on the query target. For Example 1, there is a query “Where is the No. 18 bus 
station?”..Its query target is “No. 18 bus station” and query intention is “where”. 

We can effectively overcome the sparsity and ambiguity of the query informations, 
through classifying and recognizing the targets and intentions of query with large-
scale query samples. As the sparsity of the information which describes the intention, 
we can expand by different intention words with common target. There are queries 
such as “How to get to the 18 bus station?”, “Where is the location of the 18 bus sta-
tion” and “Where is the position of the 18 bus station” with common target “18 bus 
station” in large-scale query samples. We expand the intention “where” in example 1 
to {“where”, “how to get to”, “location”, “position”} to enrich the description of orig-
inal query intention. As description of target can cause ambiguity possibility, we can 
take different targets pointed to by same intention to disambiguate. For example 2, 
there is a query “Apple Quote” which query target is “Apple” and query intention is 
“Quote”. The target “Apple” is ambiguous because it may refers to the electronic 
product or fruit. So, we gather the queries with consistent intention words such as 
“Iphone Quote”, “Ipod Quote”, “Computer Quote”, “Mainboard Quote”. By extract-
ing the description of targets, the lexical meanings {“Iphone”, “Ipod”, “Computer”, 
“Mainboard”} of target “Apple” in original query are formed to disambiguate effec-
tively. While, “Fruit” is often gone with the word “Price”, such as “Banana Price” 
rather than “Banana Quote”.  

In the rest of the paper, we will first introduce the related work in Section 2. Then, 
we give the framework of a new query recommendation method based on divided 
pretreatment to targets and intentions in Section 3. Section 4 will show the modeling 
process of classifying and recognizing the targets and intentions of query. The method 
of intention cluster will be given in Section 5. We present and discuss the experimen-
tal results in Section 6. Finally, we conclude the paper in Section 7. 
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2 Related Work 

According to the source of corpus, the methods of query recommendation are divided 
into two categories: document-based approaches and log-based approaches.    

Document-based approaches exploit the words or phrases related to the query to 
constitute candidate recommended queries. Yanan Li et al. [1] proposed a division of 
document-based approaches into three categories. The first approach based on global 
documents is to find the words closed to the query through analyzing the relations 
between words in all documents, then construct the recommended queries. But it is 
difficult to be realized in real large-scale data. The second approach based on local 
document is to find the words or phrases related to the query in relevant documents. 
But it is difficult to get the relevant documents. The solution is to select top-n pseudo-
relevant documents from search engine but it will introduce the noise of irrelevant 
documents. Nick et al. [2] proposed a hidden markov random walk model based on 
large-scale click logs to obtain the relevant documents that have not been clicked.The 
last approach based on manual editing corpus will have accurate results but deal with 
the new word in the network difficultly. 

Currently, log-based approach is the main direction of research on query recom-
mendation. Cao et al. [3] divided log-based approaches into two categories as session-
based approach and click-based approach after summary of previous work. For  
session-based approach, Huang et al. [4] recommended mutually between queries 
through mining the queries co-occurred in the same session. For click-based ap-
proach, the similar queries were recommended through bipattite graph model which 
was built up with the user’s click and history information. Jimin Wang et al. [5] pro-
posed a method based on the numbers of common URLs clicked between queries. 
The basic assumption is that the more same clicked URLs two queries share, the more 
similar they are. Yanan Li et al. [6] proposed a method based on weighted SimRank 
to mine the indirect correction and semantic relation between queries. Mei et al. [7] 
apply Hitting Time to large-scale bipattite graph to rank the queries and obtain the 
consistent semantic queries. As the sparse of user clicks in query logs, the solution is 
to compute iteratively by transferring similarity with improved SimRank algorithm or 
reduce dimensions. But the calculation is complex which is difficult to be applied to 
the general search engine with high real-time demand. 

The purpose of document-based approach and log-based approach is to better un-
derstand user query intention and recommend more high-quality queries. But the  
understanding of query intention is difficult because the sparsity and ambiguity of 
queries will cause the fuzziness and diversity of intentions and the deviation of re-
trieval results. Therefore, research on recognition of query intention has become pop-
ular in recent years.  

3 Framework of Query Recommendation 

The main framework is shown in figure 1 which contains two main parts: offline-sys and 
online-sys. For offline-sys, we first extract queries from query logs and utilize “Targets 



202 Y. Kang et al. 

& Intention Recognition Model” to extract target or intention words in each query. 
Then, we utilize “Intention Cluster Model” to build intention clusters. For online-sys, if 
there is a query under test, we first extract the target and intention of the query. Then, 
we determine the similarity of query intention and priori intention clusters with intention 
similarity matching. The most similar intention cluster is chosen as a candidate. Finally, 
we measure similarity on each word in candidate intention cluster with query intention 
test and rank intentions according to similarity. At last, the most similar intention word 
and query target will be combined to form recommended queries.  

 

Fig. 1. Framework of Query Recommendation 

4 Target and Intention Recognition Model 

4.1 Query Preprocessing 

Based on the rules of classification proposed by Broder et al. [8], Beaze-Yates divided 
query into three categories: informational, not informational and ambiguous. In this 
paper, we only focus on the informational queries because not informational queries 
doesn’t contain target word (Such as query “Quote”) and  ambiguous queries only 
give target or intention word(such as query “Apple”) with amiguous.  

Thus, we propose three filtering rules to recognize and filter the not informational 
and ambiguous queries in preprocessing. 1)Filtering the queries which contain letter, 
numeral, punctuation or URL. Because considering the internal structure and the 
componential role information of queries from a semantic perspective, the noise 
brought about by above symbols should be avoided. 2)Filtering “short queries”. In 
experiment, we extract the queries with more than two words to form query sets. 
3)Filtering queries like title, news and notice. Such queries belong to navigational 
queries in nature. Search engine can identify and recommend a consistent navigation-
al link with maximum string matching.  

By taking the refined filter rules and remove the reduplicate queries, we collect 1.9 
million queries from the query logs of Sogou2008 to auxiliary query analysis and 
recommendation research. As the query resources coming from Chinese retrieval 
system Sogou(Sogou 2008) and the advantages of ICTCLAS dealing with query seg-
mentation, we use ICTCLAS to realize the basic division of query features words.  
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4.2 Feature Selection 

We should consider from multiple perspectives such as lexical-based perspective and 
context-based perspective to identify a word. Following, feature extraction method 
will be introduced separately. 

• Lexical-Based Perspective 

We choose four empirical classification features (shown in Table 1) from the lexi-
cal-based perspective. First, the word itself is an effective feature. The words such as 
“免费”, “在线” and “下载” have obvious intention performance, while these words 
like “大学”, “计算机”, and “单位” express lower probability of intention than proba-
bility of target. Secondly, the head or tail character of word can be used as classifica-
tion feature. For example, the character “最” among the words as “最新”, “最好”, “最
贵” with a strong emotional color, can better transfer user’s query intention. In con-
trast, another group of words “在线”, “热线” and “路线” etc. reflect intention by the 
tail character “线”. Finally, part of speech is an effective classification feature. The 
main grammatical structure of Chinese is Subject-Verb-Object, which Subject and 
Object consist of noun phrase and Verb consist of verbal phrase. Nouns and noun 
phrases often reflect the targets, while Verbs and verbal phrases often reflect the spe-
cific intention. Similarly, adjectives and adverbs appeared in the short text chapter 
(such as query) often express an emphasis on target state of query which can also 
reflect user’s intention. 

Table 1. Features of Classification 

Feature Description

Lexical-based 

Word itself 

The head character of word 

The tail character of word 

Part of speech 

Context-based 
Word Frequency  

Word Position  

• Context-Based Perspective 

From the context-based perspective, we proposed two features as frequency and 
position. Frequency was considered as feature on the basis of an assumption that  
intention word cannot be used as independent query. It can combine with a large 
number of different types of target words to form a complete query description. For 
example, user does not often use “下载” as query independently because its descrip-
tion of itention is fuzzy. By using a combination of large different targets such as “电
影”, “视频”, and “软件” etc, we can form a complete query semantics. So, the inten-
tion words are widely distributed, high frequency, and able to combine with various 
categories of words. In contrast, the target words have a single combination with other 
words, and the frequency of occurrence is much lower than intention words. For  
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instance, target word “电影《黑衣人》” can only collocate a limited number of in-
tention words such as “在线”, “观看”, “下载”, and “光盘” or used as query directly 
and independently. Its probability of occurrence in the large-scale samples is much 
lower than intention words like “在线” and so on. 

The position of word in the query used as classification feature comes from the 
phenomenon when user build query, they are used to put some words with purpose in 
the head or tail of the query, for example “在线观看电影黑衣人III” or “Facebook的
上市时间是几号”. So, the position of word in query is an effect feature. In this paper, 
the position feature is relative position after normalizing with calculating process as 
follows. Given a specific query w, Ord(w) represents the order of w in the query and 
Seq(Q) represents the number of words in the query. So the position feature of w is 
calculated as formula (1). 

( ) ( ) /  wP Ord w Seq Q= , 公式(1) 

5 Intention Cluster and Recommend  

The purpose of intention cluster is to cluster the query words with consistent or re-
lated query motivation, so as to realize the reorganization and recommendation of 
query description by taking advantage of intention relation between internal clusters.  

Intention cluster can be divided into two categories: 1) Consistency-based query 
intention cluster. It aims at cluster the words that are same with user’s query intention; 
2) Preference-based query intention cluster. It aims at cluster the words that meet user 
preference. The former is similar to the phenomenon which identify the expression of 
intention in different words but synonymous. The latter focus on mining associated 
intention words which point to similar goals.  

5.1 Intention Vector 

Intention set is a collection of intention words. If intention words matched and com-
pared alone without considering whole query, it is difficult to identify consistent or 
associated intentions from semantic . We can only match the consistency of word type 
that cannot help reach the core purpose of intention cluster. Therefore, we propose the 
concept of intention vector to build the associated network of intentions. 

The construction of intention vector comes from the rules that query can be con-
ceptualized as the form of “<Target + Intention>”. Intention should be combined with 
the specific target that makes sense. For example, the intention word “治疗” is unable 
to transfer any description of intention in the absence of target. Only together with 
explicit “治疗对象” such as “胃病”, “失眠” and “产后综合症”, the whole query has 
a complete semantic. On the basis on the rule, we propose a “skillfully deflected” 
description of intention vector. The description itself is not the lexical meaning of 
intention words or such as WordNet hyponymy lexical semantic relations features, 
but through large-scale query samples to describe the targets indirectly which  
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high-frequencily co-occurred with intention words. For example, given a query inten-
tion word “治疗” or “症状”, the form of vector constructed is shown in Table 2. 

By building the intention vectors, we convert the correction intention measure into 
the similarity measure between vectors. The contact with intention is more closely if 
the intersection of intention vector is larger between different intention words. 

Table 2. Intention Vector 

Intention Word Intention Vector 

治疗 [癌症  骨刺  神经  胃病  胆固醇  ……  手足口病] 

症状 [妊娠  胃病  忧郁  癌症  手足口病  ……  胃溃疡] 

5.2 Intention Similarity Calculation 

From the description of intention above, we attempt to use the correlation matching of 
intention based on VSM and Language Model. And such correlation is used as refer-
ence standard of cluster. The VSM[9] calculate with cosine similarity, and the Lan-
guage Model[10] calculate with Kullback Leibler Divergence[11].  

Through calculating similarity of intention with vector space model and measuring 
similarity of probability distribution between intentions with KL divergence, we real-
ize the numerical measure of the correlation between intentions. With this measure, 
we use Apcluster clustering algorithm to cluster the intention words so as to form 
intention clusters and provide reference data for query recommendation. 

• Vector Space Model + Cosine Similarity  

Using VSM to describe intention, we need to estimate the numerical weight which 
gives to each dimensional target in the model. In this paper, we use TF-IDF to calcu-
late the weight values. Assuming that intention word Ij co-occurred with n target 
words and each target presented by Oi, then the intention vector of Ij presents 
V(I)={I1, I2, … Ij,…Im}. All different queries in the query sets can be represented as a 
vector V(I)={I1, I2, … Ij,…Im}. The weight values of vector use the idea of TF-IDF for 
reference, which considers the target words to make a contribution to the intention 
words. As shown in formula (2), w(Oi, Ij) represents the weight values that Oi co-
occurs with Ij and C(Oi , Ij) represents the times of Oi co-occurs with Ij in the large-
scale query samples. N(I) shows the number of all intention vectors. N(Oi , Ij) 
represents the number of intention vectors that Oi and Ij co-occurs. 

    ( ) ( )

( , ) ( )
( , ) log

( , ) ( , )

i j
i j

i j i j

Oi V Ij Ij V I

C O I N I
w O I

C O I N O I
∈ ∈

=
  公式(2) 

TF value reflects the contribution that target word Oi makes to the intention word Ij. 
The larger the value is, the stronger the features of target are. But, IDF value reflects 
the contribution that target word Oi makes to the global intention. The larger the value 
is, the weaker the features of target are. Through TF-IDF calculating, we obtain each 
feature weight of intention vector. For two different query intention words, we can 
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calculate its cosine similarity. The larger the value is, the more similar the intentions 
are. 

•  Language Model + KL Divergence 

Besides, we introduce the language model to calculate the probability that intention 
words generate the targets words. KL divergence is used to measure whether the 
probability of intention vectors distributed is approximate.If two intention vector 
V(Ii)={Oi1, Oi2, … , Oin} and V(Ij)={Oj1, Oj2, … ,Ojm} is given, their KL divergence is 
calculated with the formula(3). In the equation, p(o|Ii) represents the probability of 
target word o co-occurs with intention word Ii. 

( ( ))

( | )
( || ) ( | ) log

( | )

i
i j i

jo V Ii

p o I
D I I p o I

p o I∈

=   公式(3) 

As the zero problem caused by sparse date for language model, we carry on further 
smoothing after normalizing probability in experiment. When the molecule is zero, 
we set 0*log(0/p) = 0. And when p(w|Ij) is zero, we set p(o|Ij) = 1/Cj which is the 
reciprocal of Cj. The Cj is the total number of all targets occur in the V(Ij).In order to 
balance the deviation brought about by each sub-directions, we add two-way values 
D(Ii||Ij) + D(Ij||Ii) as KL balanced index. The smaller the value is, the closer the prob-
ability distribution of intention vector is and the more similar they are.  

5.3 Intention Recommendation 

Based on the intention cluster above, we adopt a simple transductive approach for 
query recombination and recommendation. Given a query, we identify the intention 
words and targets, mine the targets co-occurred in the global query samples firstly. By 
building the description of intention vectors, we use VSM and language model to 
describe intention separately with cosine similarity and KL divergence to measure the 
similarity between intention words and prior intention clusters. The most similar clus-
ter is chosen as candidate recommended set according to the similarity ranking. Final-
ly, we combine the candidate intention words with the query target unorderedly to 
form new queries and recommend as related queries. 

However, not all the intention words in the cluster are suitable for recombination 
and recommendation. The reason is the similarity measure cannot avoid focusing on 
the local property of cluster. In other words, the correction can only represent part of 
the intentions with the query intention under test. This phenomenon is a common 
problem that most clustering application technologies are difficult to avoid. For de-
tails, if clustering cohesion is too strong, the similarity reaches consistently in fact, 
which contributes to detect the queries with different words but synonymous for  
recommending synonymous queries. But at the same time, the detection of relevant 
intention will be ignored. That is, the kind of intentions have relevant preference such 
as “Apple Mobile” and “Apple Computer” but not consistent intention. In contrast, if 
clustering cohesion is weak, then the intention words in cluster must have a more 
fine-grained division. At the moment, the relevance always comes from one point or 
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locality of cluster internal, and the rest parts are weak associated or unrelated inten-
tion words. As a result, we take the following steps to select the intention words of 
cluster and use for query recombination and recommendation. 1) Adjust cluster para-
meters until the number of intention words in cluster reaches 10, and then the cohe-
sion is not strong. Apcluster should iterate over 200 times. 2) Match the most prior 
cluster and the similarity between query intention under test and each intention word 
of the cluster, and then to rank according to the similarity. 3) Select the top n intention 
words of sort for query recombination and recommendation. The value of n will be 
introduced in experiment part. 

6 Experiment Setting and Result Analysis 

In this section, we will introduce the experimental corpus and evaluating methods 
firstly; Then, give the main systems include Target and Intention Recognition System, 
Intention Cluster System and Query Recommendation System which participate in the 
test; Finally, we give the test results of each system and the corresponding analysis. 

6.1 Corpus 

The experimental data is Sogou2008 query logs which contains user query informa-
tion within a month. After filtering queries, we obtain 1,902,402 no-repeat informa-
tional queries and group the queries with same clicked URLs. 

For the classification experiment, we take 968 groups queries for manually label 
with an average of 5. The queries in the same group must have at least one common 
click. On this basis, we invite three volunteers to label targets and intentions. These 
volunteers do research on query recommendation more than one year.  

For the intention cluster experiment, 1,981 intention words are selected randomly 
and clustered. The form of labeling is to compare the intention words in cluster which 
provided by the automatic intention clustering system to intention words under test by 
human-labeling (three volunteers + cross-validation).  

For query recommendation experiment, we extract 2,000 queries randomly and di-
vide equally to six sample space for query recommendation test. The recommended 
results of each sample space are tested by a volunteer and taking macro-average re-
presentation of overall performance.  

6.2 Evaluation Method 

In the experiment of classification, we use the precision, recall, F-value and global 
accuracy for evaluation. Through statistical, the percentage of target words to inten-
tion words in query samples is close to 2:1. The distribution is reasonable because 
targets words are often more than intention words in the queries. Therefore,  base-
line1 is the accuracy of target reaching 66.7%, which assumes that all query words are 
target words with the recall of targets is 100%. Correspondingly, baseline2 is the 
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accuracy of intention reaching 33.3% , which assumes that all query words are inten-
tions for the prior probability with the recall of intention is also 100%.  

For the evaluation of intention cluster, we take the proportion of correct intention 
words in clusters as precision and obtain the global performance by taking macro-
average of all clustering performance. For query recommendation, we use global 
precision(G-P), consistent precision(C-P), relevant precision(R-P) and P@n(1≤n≤10) 
to evaluate. Consistent precision refers to the recommended queries have the consis-
tent semantics with original query(such as “位置” and “地点”), that is different words 
but synonymous. Relevant refers to the recommended queries is relevant with original 
query(such as “诊断” and “治疗”). The consistency and relevance is judged by hu-
man. P@n refers to the precision of query recombination and recommendation which 
use the most similar top-n intention words in cluster. 

6.3 Experiment Results and Analysis 

In this section, we give the experimental results of target and intention classification 
system, intention cluster system and query recommendation system as well as the 
analysis. 

• The Performance of  Target and Intention Recognition  

Table 3 shows the experimental results of target and intention classification system. 
Sys-1 is lexical-based approach used only and Sys-2 uses Context-base approach only. 
Sys-3 combines two approaches above. We use NaiveBayes classifier and 10 cross-
validations of the data set. Results display the similarity of global accuracy between 
sys-1and sys-2. But combined two kinds of features, the results improve about 
3%~4%. The reason benefits from the advantage of indentifying intention words 
based on lexical meaning and target words based on context property. 

Table 3. Targets and Intention Identify Results 

System 
Targets  Intention Gobal Accuracy 

P(%) R(%) F(%) P(%) R(%) F(%) P(%) 

Sys-1 77.8 74.7 76.2 55.7 59.8 57.7 69.55 

Sys-2 69.0 95.2 80.0 68.0 19.2 30.0 68.86 

Sys-3 77.2 83.4 80.2 63.2 53.7 58.1 73.11 

Baseline1 66.7 100 80.0 0 0 0 66.7 

Baseline2 0 0 0 33.3 100 49.9 33.3 

Besides, the recall of target words in sys-2 is highest reaching 95.2%. Correspon-
dingly, its recall of intention words is lowest only 19.2%. Because of the context-
based approach have poor effect on identifying the impact intention words. For  
example, for query “北京电信”, the target word is “电信” and intention word is “北
京”. Its overall meaning is to find the telecom located in Beijing but not the telecom 
in other place. Here, “北京” is an implicit intention word different from the explicit 
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intention words such as “下载”, “浏览” and “报价”. The frequency of implicit 
words is low and the position in the query is limited that makes no obvious distinction 
with target words. So using the feature alone will cause the misjudgment of implicit 
intention words. Especially, the numbers and frequency of implicit intention words 
are more than the explicit intention words. As a result, sys-2 loses a lot of intention 
words because of the misjudgment. In contrast, sys-1 can improve the recall of inten-
tion words but not lose the recall of target. So the lexical-based approach is effect for 
intention identification and part of speech and morphology is the most effective  
feature. 

Considering the distribution of target and intention in real, the measure of compre-
hensive system performance should take F-value and global accuracy into considera-
tion. As shown in table 3, sys-3 has a more performance than above two. Moreover, 
the classifier mixed with features performs better than baseline1 and baseline2. Espe-
cially, the ability of identifying the intentions has improved 9.8 percent while that of 
target improve litter. As the target words distribute high is queries priori, the perfor-
mance of baseline itself is already high. So the ability of identifying target words of 
sys-3 has reached the condition for further treatment. 

• The Performance of Intention Cluster  

We construct 1,981 intention vectors to realize two kinds of intention cluster systems. 
The Apcluster algorithm was chosen because of the advantage without setting the 
numbers of clustering categories in advance. Sys-VSM refers to use Vector Space 
Model  and Sys-KL uses Language Model to calculate KL Divergence. The experi-
mental results of query intention cluster are verified by three volunteers. As shown in 
table 4, #1#2#3 represents three experimental samples. Obviously, the performance of 
Sys-VSM is better than Sys-KL.  

Table 4. Intention Cluster Results 

Volunteer 

Sys-VSM Sys-KL 

P(%)  P(%)  P(%) P(%) P(%) P(%) 

#1  #2 #3 #1  #2 #3 

VolunteerA 48.63 57.98 51.11 24.05 37.08 32.52 

VolunteerB 45.28 53.83 54.52 27.67 35.42 37.34 

VolunteerC 44.18 55.19 49.95 28.32 34.19 35.55 

Average 46.03 55.67 51.86 26.68 35.56 35.14 

From the data of table 4, we can find the results of manual judgment swing greatly, 
and the most optimal performance is 55.67%. It demonstrates that the diversity of 
intentions have brought uncertainties to volunteers. At the same time, the VSM-based 
approach has smaller granularity of clustering so that the ability of distinguish the 
clustering intention clusters is stronger. But the global precision of KL Divergence 
based on language model is lower. And at the same experimental samples, the number 
of KL cluster is less than the VSM approach. It indicates the loose of semantic rela-
tion between queries and a more diverse form of combination between queries.  
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Besides, the results illustrate that not all intention words of cluster can be recom-
mended equally, but ranking according to the similarity of intentions and recommend 
the prior. 

• The Performance of Query Recommendation 

The performance of query recombination and recommendation according to similarity 
is illustrated in Fig.2, whose horizontal axis P@n represents top n(1≤n≤10) intention 
words and vertical axis represents mean precision(average of all P@n). The label 
“Evai”（1≤i≤6）indicates different volunteers’ accessments. As shown in the graph, 
recommendation precision goes down with n increases, and it reaches overall highest 
at P@1,which is 57.8% on average. We attribute it to the recommendation mechan-
ism, which always chose the center-closest intention word first. And these words are 
always most representative for the cluster, which covers a wide range of meanings 
and is easily accepted by users. For example, an intention cluster contains words as 
follows: Example3: “看病(see a doctor)”, “挂号(register)”, “诊断(diagnose)”, “开药
(prescribe)” and “住院(hospitalization)”. (cluster center is “看病(see a doctor)”).  

 

Fig. 2. Recommand System Performance 

The cluster center “see a doctor” is most representative, thus has certain relations 
to all other words constitute queries, like “how to register”, “who to diagnose” or 
“where for hospitalization”. And it is reasonable to be a decent recommendation of 
highest probability. 

However, Precisions drop quickly after P@4, which is caused by the relations be-
tween words outside the center, which were not absolutely consistent or related. As 
words outside center are related to the center in different aspects, and the candidate is 
only related to the center and a certain aspect, the results turn out to be other aspects 
are of little consistency. For example, a candidate intention is related to “hospitaliza-
tion” in the above cluster, then “where to register”, which is constituted by “register”, 
is not a good recommendation for “where for hospitalization”. So, with the increasing 
n, words far from center and related aspects have higher probability of recommenda-
tion, which leads to lower precision. 

Apart from that, table 5 lists the average precision of P@n(1≤n≤5) in six sample 
spaces. The overall distribution is not gaussian distribution, which shows unbalance 
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on two ends instead. The reason is, the different effects caused by different kinds of 
recommendations. Recommendations with high performance are words with obvious 
intentions, like “download”, while those with low performance are words modifying 
the targets, like place names. Simple substitution of the latter ones may cause distor-
tions of user intentions. Thus, a classification of queries according to user emphasis is 
needed to improve the system’s performance. 

 
Table 5. P@N Values 

 P@1 P@2 P@3 P@4 P@5 

Eva1 0.35 0.17 0.12 0 0 

Eva2 0.81 0.56 0.46 0.42 0.41 

Eva3 0.80 0.38 0.19 0.05 0.02 

Eva4 0.48 0.4 0.37 0.26 0.22 

Eva5 0.37 0.25 0.23 0.17 0.12 

Eva6 0.66 0.57 0.49 0.46 0.43 
 

Table 6. Average Recommend Accuracy 

 G-P C-P R-P 

Eva1 0.028 0.011 0.018 

Eva2 0.336 0.013 0.324 

Eva3 0.065 0.015 0.050 

Eva4 0.123 0.113 0.010 

Eva5 0.065 0.016 0.048 

Eva6 0.331 0.004 0.327 

Average precision of the system is shown in table 6. It shows a low overall preci-
sion, which is caused by not only the influences of different relations with cluster 
center (already discussed above), but also the irrational combination of target and 
intention words. Simple substitution of intention words in our method suffers from the 
problem of unsmooth semantics and unreasonable logics, which affects about 40% of 
all the intention words. For example, intention words “precious” and “expensive” are 
related, but when combined with target word “air”, the situation is different. It is easy 
to understand “precious air”, but not for “expensive air”. Thus, the proper combina-
tion of intention words and target words are of vital importance to effective query 
generation, and is an essential part of our future work. 

7 Conclusions 

Our paper proposed a new query recommendation which concentrates on the analysis 
and application of query itself. It recognizes the target words and intention words by 
means of classification to describe their semantics based on massive query samples. 
After that, synonymous or related intention words are obtained by clustering for rec-
ommendation. Experiments show that our method can divided target and intention 
word effectively, and it gets 55.67% performance. P@1 reached 57.83% respectively. 

However, there is still a large room for improvement. The experimental results 
show that the intention clustering performance influences queries recommendation a 
lot, and the clustering performance depends on the feature selection and matching 
algorithms. Therefore, future work will focus on feature selection method to enhance 
the intention description method and try to use semantic intention sample matching 
algorithm. For example, dividing the entity roles in the intention description, and 
employed into the similarity matching process. In addition, future work will also  
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analyze the combination of target words and intention words, in order to form a fluent 
and logical query. 
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Abstract. Lexical semantic resources play an important role in semantic relation 
extraction between named entities. This paper exploits lexical semantic 
information based on HowNet to convolution tree kernels via two methods: 
incorporating lexical semantic similarity and embedding lexical sememes, and 
systematically investigates its effects on Chinese relation extraction. The 
experimental results on the ACE 2005 Chinese corpus show that the incorporation 
of lexical semantic similarity can significantly improve the performance whether 
entity-related information is known or not, while embedding lexical sememes can 
also improve the performance, but only when entity types are unknown. This 
demonstrates the effectiveness of lexical resources for Chinese relation extraction. 
In addition, the experiments also suggest that lexical semantic similarity facilitates 
the relation extraction, particularly the fine-grained subtype extraction, more than 
that of relation detection. 

Keywords: Relation Extraction, Convolution Tree Kernel, Lexical Semantic 
Similarity, Lexical Sememe, HowNet. 

1 Introduction 

Relation extraction (RE) is an important information extraction task in natural language 
processing (NLP), with many practical applications, including learning by reading, 
automatic question answering, text summarization and so on. The goal of relation 
extraction is to detect and characterize semantic relationships between pairs of named 
entities in text. For example, a typical relation extraction system needs to extract a 
Person-Social relationship between the person entities “他” and “妻子” in the Chinese 
phrase “他 的 妻子” (his wife). 

Generally, machine learning-based methods are adopted in relation extraction due to 
their high accuracy. In terms of the expression of learning examples (i.e., relation 
instances) they can be divided into feature-based methods and kernel-based ones. The 
key issue of feature-based RE is how to extract various lexical, phrasal, syntactic, and 
semantic features [1-7], which are important for relation extraction, from the sentence 
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involving two entities, while for kernel-based RE, the structured representation of 
relation instances, such as syntactic parse trees[8-10], dependency trees[11], and 
dependency paths [12-13] etc., becomes the central problem. In Chinese relation 
extraction, many studies focus on feature-based methods, such as [14-16] while 
kernel-based methods, such as edit distance kernel [17], string kernel[19], convolution 
tree kernels over parse trees [20-21], have gained wide popularity. 

It is widely held that lexical semantic information plays an important role in relation 
extraction between named entities, since two words, different in surface but similar in 
semantic, may represent the same relationship. For example, the two phrases “他 的 
妻子” (his wife) and “她 的 丈夫” (her husband) convey the same relationship 
“PER-SOC.Family” in the ACE terminology, though “他” (he) and “她” (she), “妻子” 
(wife) and “丈夫” (husband) are two distinctive, yet semantically similar words. 
Therefore, different approaches are proposed to exploit this lexical semantic similarity 
in relation extraction. Chan et al.[6] and Sun et al.[7]use the corpus-based clustering 
techniques [21] to obtain the semantic codes of entity headwords, and then embed them 
as semantic features into the framework of feature-based relation extraction. However, 
it is difficult to determine the level of generality for semantic codes as regards different 
levels of relation types to be extracted. 

In Chinese relation extraction, Che et al.[17] and Liu et al.[18] embed lexical 
semantic similarity based on TongYiCi CiLin [22] or HowNet to an edit distance kernel 
or a sequence kernel respectively for relation extraction. However, as the convolution 
tree kernels[23] exhibits their potential for relation extraction and witness wide 
applications far beyond the RE domain, the unresolved issue is whether or not the 
widely adopted convolution tree kernel can benefit from such lexical semantic 
resources. Bloehdorn and Moschitti[24] propose a generalized framework for syntactic 
and semantic tree kernels for Question Classification, which incorporate semantic 
information when computing structural similarity between two parse trees. Following 
their work, we incorporate lexical semantic similarity based on HowNet (abbreviated 
as HN), into convolution tree kernels, and compare its effect on Chinese relation 
extraction with that of directly embedding lexical sememes in tree structures. 

The rest of the paper is organized as follows. In Section 2, we review the related 
studies while Section 3 introduces the tree structure used for RE in this paper. Section 4 
elaborates two methods of exploiting a lexical resource for Chinese relation extraction. 
Section 5 reports experimental results and analysis. Finally, Section 6 concludes the 
paper and points out future directions. 

2 Related Work 

Due to the focus in this paper, this section only reviews the previous studies on the 
applications of semantic information to relation extraction. 

In English relation extraction, there are three previous studies considering some kind 
of semantic information all in feature-based methods. Zhou et al. [1] first extract a 
country name list and a personal relative trigger word list from WordNet. They 
demonstrate that these two lists are helpful to distinguish the relations of 
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“ROLE.Residence” in ACE 2003 and of “PER-SOC.Family” in ACE 2004. Chan et al. 
[6] combine various relational predictions and background knowledge, including word 
clusters automatically gathered from unlabeled texts, through a global inference 
procedure called ILP (Integer Linear Programming) for relation extraction. They 
demonstrate that these background knowledge significantly improves the RE 
performance, particularly when the training data are scarce. Sun et al.[7] present a 
simple semi-supervised relation extraction system with large-scale word clustering. 
What they mean by semi-supervised learning is that the additional features are induced 
through word clustering from large-scale unlabeled texts, similar to Chan et al.[6]. 
Nevertheless, the subtle semantic commonality between words seems inherently 
difficult to be captured by feature-based methods. 

On the other hand in Chinese RE, Che et al. [17] employ the Improved-Edit-Distance 
(IED) to calculate the similarity between two Chinese strings, and further considering 
lexical semantic similarity between words based on TongYiCi CiLin, their experiments 
show that the lexical semantic-embedded IED kernel method performs well for the 
person-affiliation relation extraction. Liu et al.[18] acquire lexical semantic similarity 
scores based on HowNet, a widely used Chinese lexical resource, and incorporate them 
into a sequence string kernel. Experiments on some ACE-defined fine-grained 
relationships show promising results. Up till now, no attempt has been made to 
incorporate such semantic information into tree kernel-based relation extraction, which 
seems more natural than feature-based methods and is exactly the focus of this paper. 

3 Structured Representation for RE 

The two key issues of tree kernel-based relation extraction are the representation of tree 
structure and the similarity calculation between trees. This section deals with the 
former while the next section discusses the latter. 

Since the focus of this paper is the exploitation of lexical semantic resources to tree 
kernel-based RE, we directly adopt a state-of-the-art tree structure--the Unified Parse 
and Semantic Tree (UPST-FPT)[10]as the tree structure, which incorporates 
entity-related semantic information, such as entity types and subtypes in the 
Feature-Paired Tree (FPT) manner, into the Dynamic Syntactic Parse Tree (DSPT). 

Figure 1 illustrates such a tree structure derived from the phrase “银行 总裁” (bank 
president) for a relation instance between the “银行” ORG (organization) entity and the  
 

 

  

Fig. 1. Unified Parse and Semantic Tree with Feature-Paired Tree (UPST-FPT) 
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“总裁” PER (person) entity, where “TP1” denotes the entity type of the 1st entity and  
likewise “TP2” denotes that of the 2nd entity. The tree structure on the left of the dotted 
line is the DSPT while other entity-related semantic information, such as entity 
subtypes etc., is omitted for brevity. 

4 Exploiting Semantic Resource in Tree kernels 

This section first introduces convolution tree kernel for Chinese semantic relation 
extraction, then discusses two methods of using lexical semantic resource: 
incorporating into tree kernel computation and directly embedding into tree structures. 

The first question for exploiting lexical semantic resource is, given too many words 
as leaf nodes in a parse tree, which of them are useful for relation extraction? Sun et al. 
[7] conduct a series of experiments using word clusters for different words in a relation 
instance, such as entity headwords, bag of headwords, the words before and after the 
entities etc., in a feature-based framework of RE and find that only entity headwords 
are important for RE. Therefore, we first consider the semantic information of lexical 
items corresponding to two entities involved in a relation instance. Moreover, we also 
consider the semantic information of the verb as Qian et al [10], if exists, between two 
entities, as some relation instances are clearly expressed in a verbal form. 

4.1 Convolution Tree Kernel 

The convolution tree kernel [23] counts the number of common sub-trees between two 
parse trees T1 and T2 as their similarity measure without explicitly considering the 
whole tree space.  It can be computed as follows: 


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where N1 and N2 are the sets of nodes for T1 and T2 respectively, and △(n1, n2) evaluates 
the number of two common sub-trees rooted at n1 and n2. It can be computed 
recursively as follows: 

1. If the productions at n1 and n2 are different then △(n1, n2)=0; otherwise go to 
Step 2; 

2. If both n1 and n2 are part of speech (POS) tags, then △(n1, n2)= λ ; otherwise go 
to Step 3; 

3. Calculate recursively as follows: 
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where #ch(n) is the number of children of the node n, ch(n,k) is the k-th child of the 

node n, and λ (0< λ <1) is a decay factor, which is used for preventing the similarity 
of sub-trees exceedingly depending on the size of sub-trees. 



 Exploiting Lexical Semantic Resource 217 

4.2 Semantic Convolution Tree Kernel: Incorporating Lexical Semantic 
Similarity 

While convolution tree kernels exhibit promising results in the task of relation 
extraction [8-10, 25], they disregard lexical semantic similarity between words in parse 
trees, which is critical for relation extraction in some scenarios. Following the 
successful application of the syntactic and semantic convolution tree kernel [24] to the 
task of Question Classification (QC), we adopt a similar Semantic Convolution Tree 
Kernel (SCTK) to Chinese relation extraction with the lexical semantic similarity being 
calculated using Chinese lexical semantic resource. 

The computation process of the SCTK is largely the same as that of the standard 
CTK except that in Step 1, one additional case should be considered as follows: 

1. If  the productions at n1 and n2 are the same, then go to Step 2; otherwise, if 
both n1 and n2 are the parents of entity headword nodes, then △(n1, n2)= λ * 
LexSim(HW1,HW2); otherwise △(n1, n2)=0; 

where HW1 and HW2 denote the headwords corresponding to two entities 
immediately under n1 and n2 respectively and LexSim(HW1, HW2) denotes the lexical 
semantic similarity between these two headwords which can be calculated using lexical 
resources such as HowNet. 

HowNet1, a commonly used Chinese lexical resource, is a lexical knowledge base 
with rich semantic information, where a word is described as a group of sememes in a 
complicated multi-dimensional knowledge description language, and the first sememe 
reflects the major feature of one concept. For example, the Chinese word “暗箱(camera 
obscura)” is described as: “part|部件, #TakePicture|拍摄, %tool|用具, body|身”, “部
件” is the first sememe of “暗箱”. Due to its richness in lexical semantics, it has been 
widely exploited in various NLP researches [29, 30].  

We adopt the software package by Liu and Li [31] to calculate lexical semantic 
similarity scores based on HowNet. The similarity score between content words (entity 
headwords or verbs) is a linear interpolation of four different similarity scores, i.e. 
similarity between primary sememes, that between other sememes, that between sets, 
and that between feature structures.  

It is worth noting that in most cases, the entity headwords can be used directly to 
calculate their lexical similarity scores, e.g., in the Chinese relation instance “他 的 妻
子” (his wife), both “他” (he) and “妻子” (wife) could be passed to the similarity 
calculation module since as common names they can be found in lexical resources. 
However, take the entity mention “大安森林公园” (DaAn Forest Park) as an example, 
since this headword is not a well-known proper noun and can not be found in HowNet, 
any similarity score involving this entity calculated using HN will be zero. Our solution 
to this problem is to first segment the entity headword into sequential words using the 
segmentation package and then to take the rightmost word as the new headword. For 
example, the entity mention “大安森林公园” is segmented into “大安 森林 公园” 
and then the word “公园” is passed to the lexical similarity calculation module. 
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However, when the entity is a person, no segmentation is performed since it is 
meaningless to calculate the similarity between the Chinese characters in person 
names. This strategy of segmenting the entity headword also applies to the method of 
embedding lexical sememes in tree structures. 

4.3 Incorporating Lexical Sememes into Tree Structures 

The alternate method to exploit the lexical resource is to directly embed semantic 
information to tree structures for relation instances, thus avoiding the intensive 
computation cost brought about by semantic convolution tree kernel. For HowNet, 
since the first sememe of a lexical item reflects the major propery of one concept, we 
only extract its first sememe as the semantic information and embed it into the tree 
structures. For example, in the relation instance“台北 大安森林公园”(Taipei DaAn 
forest park), the first sememes of HowNet corresponding to “台北”(Taipei) and “公
园”(park, the head word) are “地方”(place) and “设施”(facility) respectively. After the 
sememes are extracted from HowNet, namely, “地方”(place) and “设施”(facility), they 
are attached to the root of the parse tree as shown in Figure 2, where “SHN1” and 
“SHN2” denote semantic information (the first sememes) based on HowNet 
corresponding to the 1st entity and the 2nd entity.  

 

Fig. 2. Parse tree embedded with the first sememes of two entities 

In addition, if there is a verb nearest to the 2nd entity along the path connecting two 
entities, a node “SHNV” followed by the verb’s first sememe is also attached to the root 
node. 

The first sememes of two entities or the verb are extracted from HowNet as follows: 

1) find the lexical HW1、HW2 corresponding to the 1st and 2nd entity, and find the 
verb VLEX which near the 2nd entity; 

2) search HowNet for the first sememes of HW1, HW2 and VLEX; 
3) if the first sememe of a word does not exist, then the word will be further 

segmented, and again search the first sememe of the rightmost word after 
segmentation. Suppose that the first sememes are HCODE1、HCODE2 and 
HVCODE separately; 

4) attach HCODE1、HCODE2 and HVCODE to the nodes SHN1、SHN2 and 
SHNV, which are further attached to the root of the parse tree. 
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5 Experimentation 

This section experimentally investigates the effect of lexical semantic resources on 
Chinese relation extraction. 

5.1 Experimental Setting 

The ACE RDC 2005 Chinese corpus is used as the experimental datasets for Chinese 
semantic relation extraction. The corpus contains 633 documents, which were collected 
from newswires, broadcasts and weblogs. It defines 7 entity major types, 45 entity 
subtypes, 6 major relations types and 18 relation subtypes. 

The corpus is first word-segmented using the ICTCLAS package, and then the 
corpus is parsed using the state-of-the-art Charniak’s parser [32] with the boundaries of 
all the entity mentions kept. Finally, relation instances are generated by iterating over 
all pairs of entity mentions occurring in the same sentence, extracting corresponding 
tree structures and incorporating optional entity-related information (e.g., entity types, 
subtypes). In total, we obtain 9,147 positives and 97,540 negatives for Chinese relation 
instances. 

In our experimentations, SVMLight-TK toolkit is adopted as our classifier since we 
usually treat RE as a classification problem. The package is modified to incorporate the 
lexical similarity calculation module. We apply the one vs. others strategy, which 
builds K classifiers so as to separate one class from the others. Particularly, the SubSet 
Tree (SST) kernel is used since it yields the best performance, while the decay factor λ 
(tree kernel) is set to the default value (0.4).  

We adopt the five-fold cross validation strategy for training and testing, and the 
averages of 5 runs are taken as the final performance scores. The commonly used 
evaluation metrics are Precise, Recall, F-measure, which can be abbreviated as P/R/F1 
respectively. Finally, in order to determine whether an improvement of performance is 
statistically significant or not, we perform approximate randomization tests similar to 
[33] using a Perl script adapted from Randomized Parsing Evaluation Comparator2. 
Conventionally, the performance difference is considered significant or very 
significant if p≤0.01 or 0.01<p≤0.05 respectively. 

5.2 Experimental Results and Analysis 

We first investigate the impacts of two different methods of using HowNet on the task 
of relation extraction. Then we compare our system with other state-of-the-art Chinese 
relation extraction systems. 

Impact of Incorporating Lexical Semantic Similarity 

Table 1 compares the performance of P/R/F1 for relation detection (2 types) and major 
type extraction (6 types) and subtype extraction (18 types) respectively on the ACE 

                                                           
2 http://www.cis.uppen.edu/~dbikel/software/html#comparator 
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2005 Chinese corpus when lexical semantic similarity is incorporated in tree kernels for 
Chinese relation extraction. The DSPT (Dynamic Syntactic Parse Tree) [7] structure is 
used as the baseline (BL) without any semantic information. “ET” denotes that entity 
types (namely, major types and subtypes) are augmented into DSPT in the FPT 
(Feature-Paired Tree) [10] fashion while “HN” or “HNV” means either entity lexical 
similarity or verb lexical similarity based on HowNet is considered in the kernel 
computation. The 2nd column represents systems which incorporate various features or 
lexical similarity. For example, “(1)+HN” denotes considering the entity similarity on 
System 1, while “(3)+HN+HNV”  considers both entity and verb similarity on System 
3. The significance tests are conducted between a certain system (e.g., “(1)+HN”) with 
its base system (i.e., System 1) and the performance increase, which is significant or 
very significant, is underlined or double-underlined respectively. Additionally, the best 
scores of P/R/F1 for each subtask are also highlighted respectively. 

Table 1. Contributions of lexical semantic similarity for relation detection and extraction on the 
ACE 2005 Chinese corpus 

No Systems 
Detection Major types Subtypes 

P R F1 P R F1 P R F1 

1 Baseline 86.8 54.5 67.0 72.6 46.2 56.5 70.1 43.1 53.4 

2 (1)+HN 81.0 57.3 67.1 70.0 50.0 58.3 68.4 47.8 56.3 

3 (1)+ET 85.9 62.5 72.3 80.1 58.9 67.9 76.7 56.1 64.8 

4 (3)+HN 86.5 62.7 72.7 81.1 59.5 68.7 78.7 57.4 66.4 

5 (3)+HN+HNV 86.4 63.2 73.0 81.1 60.0 69.0 79.1 57.5 66.6 

The table shows that, in general, with the incorporation of lexical similarity, the 
Chinese RE systems achieve better performance no matter whether the entity type 
information is considered, though in different degrees. Specifically, the table also 
shows that: 

 when the entity similarity is incorporated into the baseline, the R/F1 scores for 
relation extraction on major types and subtypes obtain very significant 
improvements (3.8/1.8 for major types, 4.7/2.9 for subtypes), while their P 
scores decrease moderately(-2.6 for major types, -1.7 for subtypes). This means 
more positive instances are recalled when considering the entity similarity, but 
at the expense of precision. 

 when the entity types are provided, the incorporation of entity similarity 
significantly improves all the P/R/F1 scores for relation extraction on both 
major types and subtypes(1.0/0.6/0.8 for major types, 2.0/1.3/1.6 for subtypes). 
This suggests that entity similarity assisted by entity types is very helpful for 
Chinese relation extraction. 
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 when both the entity and verb similarity are considered on System 3, System 5 
achieves very significant improvements for all the P/R/F1 scores on the three 
relation extraction subtasks, furthermore, all the P/R/F1 scores except P in 
relation detection, reach their peaks. This implies the verbs do help for relation 
extraction in a certain degree. 

One important trend for these three subtasks, exposed in the table, is that, although the 
absolute performance scores decrease with the increase of the number of relations types 
to be extracted (e.g., F1 scores range from 73.0, 69.0 to 66.6 on System 5), the 
improvements brought about by lexical similarity increase progressively (i.e., the F1 
improvements are 0.7, 1.1 and 1.8 units respectively). This demonstrates that lexical 
similarity can do better in discerning fine-grained relation types than just binary 
relation types, and thus more helpful for subtype relation extraction. This can be 
intuitively explained by the example “他 的 妻子” (his wife), where a relationship 
“PER-SOC.Family” exists between the entities “他” and “妻子”. The phrasal structure 
determines that certain relationship exists, while the lexical semantics of two entities 
determines the specific type of their relationship. 

Impact of Embedding Lexical Sememes 

Table 2 compares the P/R/F1 performance scores for relation detection and relation 
extraction on the ACE 2005 corpus when the first sememes are embedded in tree 
structures like in Figure 2. Different from Table 1, “+HN” denotes embedding the first 
sememes of two entities, rather than considering lexical similarity in kernel 
computation. Likewise “+HNV” denotes embedding the first sememe of the verb, all 
the other notations are the same as those in Table 1. Table 2 shows that: 

Table 2. Contributions of the first sememes for relation detection and extraction on the ACE 
2005 Chinese corpus 

No Systems 
Detection Major types Subtypes 

P R F1 P R F1 P R F1 

1 Baseline 86.8 54.5 67.0 72.6 46.2 56.5 70.1 43.1 53.4 

2 (1)+HN 87.0 56.7 68.7 77.3 51.4 61.8 74.5 48.6 58.8 

3 (1)+ET 85.9 62.5 72.3 80.1 58.9 67.9 76.7 56.1 64.8 

4 (3)+HN 86.6 61.8 72.1 80.5 58.2 67.6 77.2 55.5 64.6 

5 (3)+HN+HNV 86.9 61.2 71.8 80.7 57.6 67.2 77.3 55.1 64.3 

 Similar to Table 1, when entity types are unknown, after the first sememes of 
two entities are embedded, the F1 scores achieve very significant improvements 
(1.7/5.3/5.4 units for detection, major types, and subtypes respectively), 
Moreover, the boost degree of performance is higher than that of lexical 
similarity incorporation, this implies that embedding the first sememes is likely 
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better than lexical similarity incorporation when the entity types are unknown. 
Particularly, the performance boost comes from both precision and recall, rather 
than lexical similarity incorporation boosts the recall performance at the cost of 
precision decrease. 

 Different from Table 1, when the entity types are known, embedding the first 
sememes of entities or verb does not yield any F1 improvements, though the 
precision is increased in most cases. This shows that when the entity types are 
known, embedding the first sememes makes the structured information more 
accurate but at the great expense of recall decrease. 

Comparison with Other RE Systems 

Table 3 compares the performance of major type relation extraction of our SCTK 
method with other state-of-the-art systems for Chinese relation extraction on the ACE 
2005 corpus. However, the comparison is only for reference as different parts of the 
corpus or evaluation strategies are adopted by different systems. For example, Li at el. 
[16] adopt a feature-based method using two-fold training/testing strategies while Yu et 
al. [20] experiment on a subset of the ACE 2005 corpus, though using the same 5-fold 
cross-validation evaluation strategy. Nevertheless, this table shows that our 
single-kernel method achieves promising results and has the potential to combine with 
other feature-based methods for better performance improvement. 

Table 3. Comparison of different systems on the ACE 2005 Chinese corpus 

Systems P(%) R(%) F1 

Qian et al[10]: Composite kernel (linear+tree)  80.9 61.8 71.1 

Li et al[16]: Feature-based 81.7 61.7 70.3 
Qian et al[10]: CTK with USST 79.8 61.0 69.2 

Ours: SCTK with UPST  81.1 60.0 69.0 

Yu et al[20]: CTK with UPST 75.3 60.4 67.0 

Zhang et al.[34]: Composite kernel 81.83 49.79 61.91 

6 Conclusion and Future Work 

In this paper, we empirically demonstrate the impact of lexical semantic resources of 
HowNet on Chinese relation extraction. We explore two methods of exploiting lexical 
semantic resources, i.e., incorporating HowNet-based lexical semantic similarity into 
tree kernels and directly embedding lexical sememes into tree structures. A series of 
experiments on the ACE 2005 benchmark corpus indicate that HowNet can 
significantly improve the performance of Chinese relation extraction via incorporating 
lexical similarity with or without entity-related information. On the other hand, 
embedding lexical sememes directly into tree structures, though as an intuitive method, 
improve the performance only when entity types are unknown. We also find that lexical 
similarity is better at extracting fine-grained relation types than just binary 
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relationships. This suggests that when extracting more specific semantic relationships, 
lexical semantic resources are preferable. 

For future work, different ways of calculating similarity based on lexical resources 
could be investigated to find the best one, and we will explore the corpus-based word 
similarity for Chinese relation extraction when lexical resources are not available in 
some domains other than the general domain. 
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and 11KJA520003. 

References 

1. Zhou, G.D., Su, J., Zhang, J., Zhang, M.: Exploring Various Knowledge in Relation 
Extraction. In: ACL 2005, pp. 427–434 (2005) 

2. Zhou, G.D., Su, J., et al.: Modeling Commonality among Related Classes in Relation 
Extraction. In: COLING-ACL 2006, pp. 121–128 (2006) 

3. Zhou, G.D., Zhang, M.: Extracting Relation Information from Text Documents by 
Exploring Various Types of Knowledge. Information Processing and Management 43, 
969–982 (2007) 

4. Zhou, G.D., Qian, L.H., Fan, J.X.: Tree kernel-based Semantic Relation Extraction with 
Rich Syntactic and Semantic Information. Information Sciences 18(8), 1313–1325 (2010) 

5. Jiang, J., Zhai, C.X.: A Systematic Exploration of the Feature Space for Relation Extraction. 
In: NAACL-HLT 2007, Rochester, NY, USA, pp. 113–120 (2007) 

6. Chan, Y.S., Roth, D.: Exploiting Background Knowledge for Relation Extraction. In: 
COLING 2010, pp. 152–160 (2010) 

7. Sun, A., Grishman, R., Sekine, S.: Semi-supervised Relation Extraction with Large-scale 
Word Clustering. In: ACL 2011, pp. 521–529 (2011) 

8. Zhang, M., Zhang, J., Su, J., Zhou, G.D.: A Composite Kernel to Extract Relations between 
Entities with both Flat and Structured Features. In: COLING-ACL 2006, pp. 825–832 
(2006) 

9. Zhou, G.D., Zhang, M., Ji, D.H., Zhu, Q.M.: Tree Kernel-based Relation Extraction with 
Context-Sensitive Structured Parse Tree Information. In: EMNLP/CoNLL 2007, pp. 
728–736 (2007) 

10. Qian, L.H., Zhou, G.D., Kong, F., Zhu, Q.M., Qian, P.D.: Exploiting Constituent 
Dependencies for Tree Kernel-based Semantic Relation Extraction. In: COLING 2008, 
Manchester, pp. 697–704 (2008) 

11. Culotta, A., Sorensen, J.: Dependency tree kernels for relation extraction. In: Proceedings of 
the 42nd Annual Meeting of the Association of Computational Linguistics, ACL 2004, pp. 
423–439 (2004) 

12. Bunescu, R.C., Mooney, R.J.: A Shortest Path Dependency Kernel for Relation Extraction. 
In: EMNLP 2005, pp. 724–731 (2005) 

13. Nguyen, T., Moschitti, A., Riccardi, G.: Convolution Kernels on Constituent, Dependency 
and Sequential Structures for Relation Extraction. In: EMNLP 2009, pp. 1378–1387 (2009) 

14. Che, W.X., Liu, T., Li, S.: Automatic Entity Relation Extraction 19(2), 1–6 (2005) 
15. Dong, J., Sun, L., Feng, Y.Y., Huang, R.H.: Chinese Automatic Entity Relation Extraction. 

Journal of Chinese Information 21(4), 80–85, 91 (2007) (in Chinese) 



224 L. Dandan, H. Yanan, and Q. Longhua 

16. Li, W.J., Zhang, P., Wei, F.R., Hou, Y.X., Lu, Q.: A Novel Feature-based Approach to 
Chinese Entity Relation Extraction. In: ACL 2008, pp. 89–92 (2008) 

17. Che, W.X., Jiang, J., Su, Z., Pan, Y., Liu, T.: Improved-Edit-Distance Kernel for Chinese 
Relation Extraction. In: IJCNLP 2005, pp. 132–137 (2005) 

18. Liu, K.B., Li, F., Liu, L., Han, Y.: Implementation of a Kernel-Based Chinese Relation 
Extraction System. Computer Research and Development 44(8), 1406–1411 (2007) (in 
Chinese) 

19. Huang, R.H., Sun, L., Feng, Y.Y., Huang, Y.P.: A Study on Kernel-based Chinese Relation 
Extraction. Journal of Chinese Information 22(5), 102–108 (2008) (in Chinese) 

20. Yu, H.H., Qian, L.H., Zhou, G.D., Zhu, Q.M.: Chinese Semantic Relation Extraction Based 
on Unified Syntactic and Entity Semantic Tree. Journal of Chinese Information 24(5), 
17–23 (2010) (in Chinese) 

21. Brown, P.F., Vincent, J.: Class-based n-gram models of natural language. Computational 
Linguistics 18(4), 467–479 (1992) 

22. Mei, J.J., Zhu, Y.M., Gao, Y.Q., Yin, H.X.: TongYiCi CiLin, 2nd edn. Shanghai 
Lexicographic Publishing House, Shanghai (1996) (in Chinese) 

23. Collins, M., Duffy, N.: Covolution Tree Kernels for Natural Language. In: NIPS 2001, pp. 
625–632 (2001) 

24. Bloehdorn, S., Moschitti, A.: Exploiting Structure and Semantics for Expressive Text 
Kernels. In: Proceedings of the Sixteenth ACM Conference on Information and Knowledge 
Management, Lisbon, Portugal (2007) 

25. Qian, L.H., Zhou, G.D., Zhu, Q.M.: Employing Constituent Dependency Information for 
Tree Kernel-based Semantic Relation Extraction between Named Entities. ACM 
Transaction on Asian Language Information Processing 10(3), Article 15, 24 pages (2011) 

26. Jiang, J., Conrath, D.: Semantic Similarity Based on Corpus Statistics and Lexical 
Taxonomy. In: Proceedings of International Conference on Research in Computational 
Linguistics, Taiwan (1997) 

27. Resnik, P.: Semantic Similarity in a Taxonomy: An Information- Based Measure and its 
Applications to Problems of Ambiguity in Natural Language. Journal of Artificial 
Intelligence Research 11, 95–130 (1999) 

28. Lin, D.: An Information-theoretic Definition of Similarity. In: Proceedings of the 15th 
International Conference on Machine Learning, Madison, WI (1998) 

29. Suo, H.G., Liu, Y.S., Cao, S.Y.: A Keyword Selection Method Based on Lexical Chains. 
Journal of Chinese Information 20(6) (2006) (in Chinese) 

30. Li, D., Ma, Y.T., Guo, J.L.: Words Semantic Orientation Classification Based on HowNet. 
The Journal of China Universities of Posts and Telecommunications 16, 106–110 (2009) 

31. Liu, Q., Li, S.J.: Word Similarity Computing Based on How-net. Computational Linguistics, 
Chinese Information Processing, 59–76 (2002) 

32. Charniak, E.: Immediate-head Parsing for Language Models. In: ACL 2001 (2001) 
33. Chinchor, N.: The statistical significance of the MUC-4 results. In: MUC-4, pp. 30–50 

(1992) 
34. Zhang, J., Ouyang, Y., Li, W., Hou, Y.: A Novel Composite Kernel Approach to Chinese 

Entity Relation Extraction. In: Li, W., Mollá-Aliod, D. (eds.) ICCPOL 2009. LNCS, 
vol. 5459, pp. 236–247. Springer, Heidelberg (2009) 

 



M. Zhou et al. (Eds.): NLPCC 2012, CCIS 333, pp. 225–236, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Research on Tree Kernel-Based Personal Relation 
Extraction 

Cheng Peng1,2, Jinghang Gu1,2, and Longhua Qian1,2,* 

1 School of Computer Science & Technology, Soochow University 
2 Natural Language Processing Lab, Soochow University, Suzhou, 

Jiangsu, 215006 
qianlonghua@suda.edu.cn 

Abstract. In this paper, a kernel-based personal relation extraction method is 
presented. First, a personal relation corpus is built through filtering and expan-
sion from the ACE2005 Chinese corpus. Then, the structured information, 
which is appropriate for personal relation extraction, is constructed by applying 
pruning rules on the basis of the shortest path-enclosed tree. After that, Ton-
gYiCi CiLin semantic information is embedded into the structured information. 
Finally, re-sampling techniques are employed to alleviate the data imbalance 
problem inherent in the corpus distribution. Experimental results show that, the 
pruning rules, the embedding of semantic information and the application of re-
sampling techniques can improve the F1 score by 3.5, 3.0 and approximate 3.0 
units respectively compared with the baseline system. It suggests that the me-
thod we propose is effective for personal relation extraction. 

Keywords: personal relation extraction, tree kernel, tongyici cilin, re-sampling, 
social network. 

1 Introduction 

In recent years, the application and popularity of WWW provides a huge repository of 
information for constructing social networks with the rapid development of Internet 
technology, which embodies a large number of persons of interest and the mutual 
relations among them. These mutual relations between persons of interest can be ex-
tracted from the information repository, and then social networks can be constructed 
consequently. The study of personal relation extraction attracts wide attention current-
ly. According to the different information sources and extraction methods, these me-
thods can be divided into two categories: from the Web pages and from plain texts. 

Several representative studies of extracting social relationships from the Web 
pages are mainly as follows. Kautz et al. [1] and Mika et al. [2] employ the statistics 
of name co-occurrence in Web pages to extract the personal relationships. Chang et 
al. [3] adopt the Bayesian probability model to analyze the relationship between the 
personal entities for obtaining rich binary social relationships. Camp and Bosch [4] 
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divide the personal relationships into positive, neutral, and negative according to 
emotional polarity, and then consider some lexical features, finally employing the 
SVM classifier to classify the relationships. 

The methods of personal relation mining from Web pages mainly have two 
problems. First, the type of relationships is not sufficient, which only determines 
whether there is a relationship between personal entities, rather than considering the 
specific type of relationships. Second, the methods of processing ambiguous person's 
names are usually naive, lacking a fundamental solution to the problem of personal 
name disambiguation. With the maturity of natural language processing technology, 
mining the personal social relations from plain texts has gradually become practicable. 
This method can capture rich semantic relationships between personal entities in the 
natural language text, and solve the problem of ambiguous person names through 
coreference resolution within single document as well as cross documents.  

Jing et al. [5] extract the relationships between personal entities and corresponding 
events from a specific domain of oral transcripts via named entity recognition, 
relation extraction and event extraction for building a corresponding social network. 
Due to the poor quality of transcribed texts, the F1 score of relation extraction is only 
about 30%. Elson et al. [6] proposes a method for extracting social networks from 
literature works. They find the two roles in a conversation by role name recognition 
and dialogue testing, then determine the relationships between the two roles and build 
social networks accordingly. However, the method they apply is only appropriate to 
dialog texts, and its domain adaptation is limited. In light of this, we consider 
employing the existing techniques for extracting rich personal relationships from 
natural language texts in the general domain, which mitigates the current problem of 
personal relationship extraction. 

Relation extraction aims to identifying the semantic relation between entities from 
natural language text (MUC 1987-1998; ACE 2002-2005) [7]. At present, relation 
extraction methods are mainly feature-based [8-9] and tree kernel-based [10-15]. 
Feature-based methods map relation instance into a vector in a highly dimensional 
feature space and calculate vector similarity for machine learning approaches. The 
features usually include words, chunks, constituent and dependency parse trees as 
well as semantic information and other kinds of information. Tree kernel-based 
methods compare the similarity of two relation instances rendered as syntactic trees 
by calculating the common sub-tree of them. It can effectively capture the structured 
information of relation instances, and therefore tree kernel-based methods achieve 
better performance in the semantic relation extraction task. 

In this paper, we also employ the tree kernel-based method for personal relation 
extraction. Owing to the specialties of personal relation extraction, the existing relation 
extraction technique is not fully applicable to it. In order to fully investigate personal 
relation extraction, we build a personal relation extraction corpus by expanding the ACE 
RDC 2005 Chinese corpus, and take SPT as the fundamental representation of relation 
instances. First, the SPT further trimmed through new pruning rules. Second, the semantic 
information of two current entities is incorporated into the structured information. Finally, 
re-sampling techniques are adopted to re-screen the training instances. All of these 
methods lead to the performance improvement of personal relation extraction. 
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In the rest of this paper, we first introduce the personal relation corpus in Section 2. 
We then describe our personal relation extraction method based on tree kernels in 
Section 3. In Section 4, we present our experimental results and analysis. The last 
section is a summary of this paper and some directions for future work. 

2 Construction of a Personal Relation Corpus 

In this paper, we employ the ACE2005 Chinese corpus as the experimental data for 
Chinese semantic relation extraction. Since the focus of this paper is to explore the 
relation between two personal entities, we retain the relation instances whose major 
types of two entities are both PER, resulting in a corpus which contains 651 instances 
of PER-SOC, 8 instances of EMP-ORG, and 12 instances of GEN-AFF.  

All the existing relations are static in that they represent a relatively static state 
between persons, such as family relations. Moreover, we are also interested in the 
implicit description of social relations induced by dynamic events, such as interaction 
relationships between two persons. In the ACE 2005 corpus, there is a large amount 
of annotated event information, of which the events of CONTACT are closely 
associated with personal relationships. In order to enrich the types of personal 
relationships, we convert the events of CONTACT to interaction relationships 
between the entity participants in the event. For example, in the sentence “朱镕基昨
天致电加拿大总理克雷蒂安(Yesterday Zhu Rongji called the Canadian Prime 
Minister Jean Chretien)”, there is an event of the type “Contact. Phone-Write”, and an 
interaction relationship between the two participants of “朱镕基(Zhu Rongji)” and 
“克雷蒂安(Jean Chretien)” can be induced. 

According to the annotation format of the ACE 2005 documents, first, we pick up 
the events whose major type is CONTACT. Second, we obtain the event participants, 
whose event-argument is “Person-Entity”. According to the combinatorial rule, if the 
number of person participants is greater than or equal to 2, we give each combination 
of any two persons a unique relationship ID, and finally generate one or more new 
CONTACT relationship. If the two involved entities already belong to another type of 
relationship, we retain the original relationship. 

Eventually, there are 209 CONTACT relation instances obtained from the 
corresponding events, which includes two subtypes: Phone-Write and Meet. In total, 
we got 880 positive relation instances and 18,599 negative relation instances. Because 
personal relationships mainly contain the PER-SOC type and CONTACT type, the 
experimental results in this paper only list these two types as well as the overall 
performance. 

3 Tree Kernel-Based Personal Relation Extraction 

3.1 Structured Information for Personal Relation Instances 

In tree kernel-based methods, a relation instance between two entities is encapsulated 
in a parse tree. Thus, it is critical to determine which portion of a parse tree is 
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important. Zhang et al. [10] systematically explore five kinds of structured 
information, and their experimental results illustrate that Shortest Path-enclosed Tree 
(SPT) obtains the best performance. The SPT is part of a parse tree which is enclosed 
by the shortest path linking the two entities. Zhou et al. [11] proposed a Context-
Sensitive Shortest Path-enclosed Tree (CS-SPT), which includes necessary context 
information beside the SPT. Qian et al. [15] generate a more concise and accurate 
Dynamic Relation Tree (DRT) using a series of heuristic rules based on the principle 
of constituent dependency. The preliminary experimental results show that the 
relation extraction performance of directly using these structured information is not 
satisfactory, which caused by the sentences of personal relation corpus are quite long. 
Therefore, in this paper, we eliminate redundant information from the SPT and 
recover the verb of right side entity to improve the personal relation extraction 
performance. Three pruning rules are listed as follows. 

• Removing the entity coordination structure (RMV_ENTITY_CC): When a 
coordination structure appears in the path connecting the two entities, we can 
remove most of the coordinates to simplify the SPT structure. Since the semantic 
relations for all coordinates are the same, in order to highlight the involved entity, 
we only retain the coordinate in the path connecting the two entities while 
removing all other coordinates. As Fig. 1(a) shows, in the phrase “德仁和雅子的
女儿” (the daughter of Naruhito and Masako), there is a coordination structure. 
When we consider the semantic relation between “德仁” (Naruhito) and “女儿” 
(daughter), the coordinate “雅子” (Masako) will interfere the SVM classifier. In 
order to accurately describe the relation between the entity “德仁” (Naruhito) and “
女儿” (daughter), we only retain the coordinate of “德仁” (Naruhito), thus the 
phrase “德仁的女儿” (Naruhito's daughter) can accurately reflect the essence of 
personal relationship. 

• Removing the NP coordination structure (RMV_NP_CC_NP): As removing the 
entity coordination structure, this also helps to reduce noise. We can use the same 
method to eliminate the redundant information of the coordination structure of 
noun phrases, leaving only the coordinate in the path connecting two entities. As 
Fig. 1(b) shows, in the sentence, “巴特列，以及玻利维亚总统班塞尔、智利总
统拉戈斯出席了会议” (Batlle, and Bolivian President Banzer, Chilean President 
Ricardo Lagos attended the meeting), in order to identify the interaction relation 
between “巴特列” (Batlle) and “拉戈斯” (Ricardo Lagos), we just need to retain 
the noun phrase “巴特列 智利总统拉戈斯” (Batlle Chilean President Ricardo La-
gos). The redundant part of “，以及玻利维亚总统班塞尔、” (, and Bolivian 
President Banzer,) contributes little role in determining the semantic relationships 
between two entities “巴特列” (Batlle) and “拉戈斯” (Ricardo Lagos). Removing 
this part of redundant information can improve the similarity of structured 
information and mitigate the problem of data sparseness, thus improve the 
performance of personal relation extraction. It is worthy to note that there are a 
large number of person names connecting with conjunction, comma and pause 
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punctuations in relation instances of the CONTACT type, so we also take comma 
and pause punctuations as special types of coordination structures. 

• Extending the verb right to the 2nd entity (EXT_RIGHT_VERB): According to 
linguistic knowledge, we know that the verb phrase reflects the semantic relation-
ship. Verbs describe events, actions, states, change of states, and experiences, all of 
which are likely related to semantic relationships. According to corpus statistics, 
we find that only about 1/3 of the predicates is included in the shortest path tree 
while most predicates are pruned. Therefore, we attempt to recover the verb to 
enrich the context information of relation instances. In order to avoid noisy verbs 
being recovered, this paper only extends the verb phrase structure from the second 
entity to the lowest common node in SPT. As in Fig. 1(c), in the sentence“小学四
年级学生给姑妈写信” (A fourth-grade student wrote a letter to aunt), the event 
participants “学生” (student) and “姑妈” (aunt) have a CONTACT type relation. 
SPT only contains the path connecting the two entities, thus unable to capture the 
corresponding relationship between them. Through the restoration of the verb “写
信” (wrote), the new structured information can reflect the interaction nature 
between the entities “学生” (student) and “姑妈” (aunt). 
 

 

Fig. 1. The structured information of employing three pruning rules 

3.2 Embedding TongYiCi CiLin Semantic Information 

It is well known that semantic properties of entities are closely related to semantic , 
relationships, and thus play an important role in extracting semantic relations between 
entities. In Chinese relation extraction, Che et al. [16] calculate the similarity of 
instances using the edit-distance kernel-based method, considering the lexical 
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semantic similarity in TongYiCi CiLin, and attain good performance in the person-
affiliation relation. Liu et al. [17] perform Chinese relation extraction on three major 
types of ACE2005 corpus using string kernel-based method, considering the lexical 
semantic similarity in HowNet. Their experiments show that semantic similarity can 
improve the relation extraction performance. 

TongYiCi CiLin (hereafter referred to as CiLin) is a Chinese thesaurus, in which 
each word has a code to represent its semantic category. It contains 77,492 words, 
among which the number of polysemous words is 8,860. It defines 12 major classes, 
94 middle classes, 1,428 small classes, which are further divided into word groups 
and atomic word groups. 

Semantic information can be embedded into the structured information: First, 
adding the semantic code to the parse tree; second, realizing a tree kernel function 
based on lexical semantic similarity. For simplicity, this paper employs the first 
method, which means adding the CiLin semantic information of two entities to 
structured information. The decay factor (the default is 0.4) makes the deeper level 
nodes have smaller contribution to the overall similarity for calculating the tree-kernel 
similarity, thus we add the semantic code information to the root of the parse tree. As 
shown in Fig. 2, in the sentence “领导人的家属联名写信给委员会” (The leader’s 
families sent a joint letter to the council), the atomic word group codes of “领导人” 
(leader) and “家属” (families) are “Af10a02” and “Ah01B01” respectively. The 
children nodes of SC1 and SC2 nodes represent the lexical semantic codes of the 1st 
entity (E1) and the 2nd entity (E2). 

 

Fig. 2. Structured information embedded with the CiLin lexical semantic codes 

3.3 Applying Over-Sampling and Under-Sampling Techniques 

Our experimental corpus has a serious problem of data imbalance that the ratio of 
positive instances to negative instances is approximately 1:12. The skewed distribu-
tion of instances makes the SVM classifier heavily biased towards the majority-class 
instances, leading to classification performance deterioration. Therefore, it is consi-
dered as a serious problem needing an urgent solution. 

Generally, re-sampling is an effective strategy to deal with the imbalanced data 
problem. Re-sampling refers to repeating collecting samples from a large number of 
samples under certain preconditions, and estimates the probability of occurrence of an 
event using the collected samples. Re-sampling has two variants: over-sampling and 
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under-sampling. Over-sampling repeats minority-class samples to reach data balance, 
while under-sampling randomly select majority-class samples to reach data balance. 

There are a large number of unnecessary repetitive minority-class samples in over-
sampling, while many majority-class samples have not been fully utilized. In personal 
relation extraction, the structured information of negative samples is overwhelmingly 
large and diverse, so that their structured information has far more diversity than posi-
tive instances. The experimental results would not be satisfactory by making the bal-
ance between positive and negative samples. Therefore, we made several experiments 
under different proportions of positive and negative instances to obtain an optimal 
balance point. Specifically, in the process of under-sampling, we increase the ratio of 
negative instances to balance the structured information diversity of positive and neg-
ative instances while for over-sampling, we increase the ratio of positive instance 
gradually to make it more reasonable. In order to compare with the full sampling, the 
test sets for all experimental combinations are the same. 

4 Experimental Setting and Results 

This section first introduces the experimental setting, and then gives the experimental 
results and corresponding analysis. 

4.1 Experimental Setting 

In our experiments, we formalize personal relation extraction as a multi-class 
classification problem. SVM is selected as our classifier. In our implementation, we 
use open source tools SVMLight that supports the convolution tree-kernel function 
[18]. For efficiency, we apply the one vs. others strategy, which builds K classifiers 
so as to separate one class from all others and select the one with the largest margin as 
the final answer. To take full advantage of corpus resources and reduce the variation 
of the experimental results, we apply five-fold cross-validation strategy on the corpus. 
This strategy is widely used in the relation extraction research due to absence of 
large-scale corpus [10-15]. The evaluation metrics are commonly used precision (P), 
recall (R) and F1 score (F1). For comparison, our relation extraction task is focused 
on major relation types. 

The corpus is parsed using the Charniak parser [20] with the boundaries of all  
the entity mentions kept. We iterate over all pairs of entity mentions occurring in the 
same sentence to generate potential relation instance. Then we insert a tag node on the 
parent of the entity POS node in the parse tree, marking the node as E1 or E2 
respectively, or E if the entity is not involved. 

In addition, for the purpose of determining whether the difference of two 
experimental results is statistically significant or not, we employ approximate random 
technology [19] for significant testing. Double underlines, single underlines and no 
underline are respectively used to stand for p≤0.01, 0.01＜p≤0.05 and p＞0.05, that 
is, the difference is very significant, significant and not significant. 
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4.2 Experimental Results and Analysis 

Effect of the Pruning Rules for Structure Information 
Table 1 shows that, on the basis of SPT (baseline system), the P/R/F1 performance for 
personal relation extraction applying the three pruning rules. Outside the brackets are the 
results of the overlapping mode (that is, three different pruning rules were consecutively 
applied in a certain order), while inside the brackets are the results of the standalone 
mode (that is, each pruning rule is applied alone). All the significance tests are conducted 
between the total experimental results of the current system and the baseline system. The 
performance scores are underlined or not in terms of their p values. The experimental 
results show that, compared with SPT, three new pruning rules generally improve the 
performance of the personal relation extraction very significantly, with the overall F1 
score increased by 3.5 units. We also find from Table 1: 

─ Both in the standalone and in overlapping modes, the improvement degree of three 
kinds of pruning rules are different. The RMV_NP_CC_NP rule improves the 
most; the RMV_ENITTY_CC rule affects less; the EXT_RIGHT_VERB rule 
contributes the least. The reason is that the number of NP coordination structures 
for RMV_NP_CC_NP is bigger than that of entity coordination structures for 
RMV_ENITTY_CC, thus the former rule removes much more redundant 
information than the latter, while the EXT_RIGHT_VERB rule only recovers a 
small number of verbs and these verbs are quite diverse.  

─ The F1 scores of the CONTACT type are significantly lower than those of the PER-
SOC type, mainly caused by the low recall (about 10%-20%). The main reason is 
that PER-SOC instances are usually reflected in local range, while CONTACT 
relation instances have long distance between the two entities; the long distance 
increases the difficulty of extraction. What’s more, the parsing performance for long 
sentences is worse, thus leading to decrease in the performance of relation extraction. 

─ The contribution of three pruning rules to the CONTACT type is far greater than to 
the PER-SOC type. Particularly, the recall of CONTACT increases over 11 units, 
making the F1 scores significantly increased. This attributes to the syntactic 
structure of CONTACT instances is more complex. Hence, the removal of noise 
information helps more. 
 

In summary, the appropriate pruning rules can significantly reduce the noisy information 
of relation instances; thereby acquire concise and accurate structured information. This 
method can significantly improve the performance of personal relation extraction. 

Table 1. The effect of pruning rules on personal relation extraction 

Pruning Rules 
PER-SOC Contact Total 

P R F1 P R F1 P R F1 
SPT 80.7 38.9 52.3 75.8 10.5 18.4 78.8 31.8 45.3 

+RMV_ENTITY_CC 
80.9 39.5 52.9 79.6 11.5 19.9 79.9 32.5 46.1 

(80.9) (39.5) (52.9) (79.6) (11.5) (19.9) (79.9) (32.5) (46.1) 

+RMV_NP_CC_NP 
82.4 39.8 53.5 81.7 18.2 29.6 81.6 34.3 48.3 

(81.5) (38.4) (52.0) (83.3) (21.0) (33.5) (81.3) (34.0) (47.8) 

+EXT_RIGHT_VERB 
81.8 39.6 53.3 81.2 21.5 33.9 81.0 35.0 48.8 

(80.9) (38.3) (52.8) (62.0) (11.0) (18.6) (75.9) (32.6) (45.5) 
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Effect of CiLin Semantic Information 
Table 2 compares the effect of different levels of CiLin semantic information (“big 
class”, “middle class”, “small class”, “word group” and “atomic word group”) for 
personal relation extraction. The baseline system is the best one in Table 1 (SPT-OPT is a 
short name for the baseline system). We add a certain level of semantic information in 
each system. Among them, CL_B, CL_M, CL_S, CL_WG and CL_AWG stand for “big 
class”, “middle class”, “small class”, “word group” and “atomic word group” 
respectively. Significant tests were conducted between the baseline system (SPT_OPT) 
and each system of adding semantic codes. The experimental results show that adding 
appropriate semantic information can significantly improve the performance of personal 
relation extraction. 

─ With the granularity of CiLin semantic information increasing gradually, the F1 
overall performance rises progressively. When adding the “atomic word group” 
semantic code information, we get the best performance of F1 score with 3 units 
compares to the baseline system. The results indicate that the more detailed 
semantic information, the better for helping the personal relation extraction. 

─ For both PER-SOC and CONTACT types, the improvements of F1 scores come 
from a substantial increase in recall, while the precision remains almost 
unchanged, indicating that adding semantic information is helpful to recognize 
more positive instances. 

Table 2. The effect of CiLin semantic information on personal relation extraction 

Cilin Class 
PER-SOC Contact Total 

P R F1 P R F1 P R F1 

SPT-OPT 81.8 39.6 53.3 81.2 21.5 33.9 81.0 35.0 48.8 

+CL_B 81.9 38.1 51.8 81.8 23.5 36.2 81.2 34.3 48.1 

+CL_M 78.7 41.6 54.3 79.4 22.5 34.9 78.2 36.7 49.9 

+CL_S 81.4 41.0 54.4 81.1 22.9 35.6 80.5 36.4 50.1 

+CL_WG 81.9 42.7 55.9 82.4 23.5 36.4 81.3 37.7 51.4 

+CL_AWG 81.5 42.9 56.3 81.7 24.4 37.5 81.5 38.1 51.8 

Effect of Re-sampling Techniques 
In order to obtain the optimal ratio of the number of positive to negative instances, this 
paper investigates the effect of under-sampling and over-sampling for personal relation 
extraction in different ratios of positive to negative samples. Table 3 lists the 
experimental results of under-sampling and Table 4 lists those of over-sampling. POS: 
NEG in the first column of tables indicates that the proportion of positive and negative. 
Specifically, in under-sampling experiments, we add all the positive instances to the 
training set, and randomly select negative instances according to the ratio. In over-
sampling experiments, we add all the negative samples to the training set, and randomly 
select positive instances according to the ratio. The baseline system is the best one in 
Table 2. For comparison, the testing set of every system is the same as the baseline. 

Because the training data is selected randomly, the performances may differ. 
Therefore, each system of experiments is repeated five times, taking their average as 
the final results. We can demonstrate that in the tables, under-sampling and over-
sampling can improve the performance. 
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Table 3. The effect of under-sampling for personal relation extraction 

POS:NEG 
PER-SOC Contact Total 

P R F1 P R F1 P R F1 

1:1 27.9 67.4 39.5 28.2 52.6 36.6 28.8 63.3 39.5 

1:2 41.8 59.0 48.8 39.4 46.4 42.6 41.4 55.4 47.4 

1:3 49.6 56.7 52.8 48.2 44.0 45.9 49.2 53.2 51.1 

1:4 57.0 53.1 54.8 58.4 42.1 48.9 57.2 50.1 53.3 

1:5 61.8 51.5 55.9 54.6 38.2 44.7 59.8 48.0 53.1 

1:6 63.5 50.5 56.1 61.0 37.3 46.2 62.6 46.9 53.5 

1:7 67.7 49.0 56.7 65.8 32.0 43.0 66.7 44.5 53.3 

1:8 72.4 47.9 57.5 68.4 31.7 43.3 70.7 44.2 54.4 

1:9 71.6 46.4 56.2 66.8 32.0 43.2 70.0 41.7 52.4 

1:10 71.9 46.7 56.5 68.5 27.3 38.9 70.7 41.7 52.4 

1:11 74.2 45.9 56.6 70.4 29.7 41.5 72.7 41.6 52.8 

1:12 81.5 42.9 56.3 81.7 24.4 37.5 81.5 38.1 51.8 

─ Under-sampling and over-sampling in different ratios, in most cases, the 
performance is higher than the baseline system (with all positive and negative 
instances: 1:12). Under-sampling and over-sampling method balance the ratio of 
positive and negative instances; thus increase the weight of positive instances in 
the SVM classifier, leading to significant recall improvements. Although the 
precision declines a lot, overall, the F1 score increases significantly. 

─ Over-sampling performance scores are generally better than those of under-
sampling, and they almost unchanged in a wide range. The main reason is that 
Under-sampling greatly reduces the number of negative instances in the training 
set, thus the structured information of negative instance is not fully utilized. On the 
contrary, Over-sampling just enhances the weight of positive instances; and keeps 
all the negative instances. 

─ For both under-sampling and over-sampling, the improvement of the CONTACT 
type is significantly higher than the PER-SOC type. The number of CONTACT in-
stances is much less than that of PER-SOC ones, i.e., the ratio of positive and nega-
tive instance is even more unbalanced than that if the PER-SOC type, thus re-
sampling technique has a greater impact on CONTACT type than on PER-SOC type. 
 

Table 4. The effect of over-sampling for personal relation extraction 

POS:NEG 
PER-SOC Contact Total 

P R F1 P R F1 P R F1 

1:12 81.5 42.9 56.3 81.7 24.4 37.5 81.5 38.1 51.8 

2:12 78.6 43.2 55.5 71.0 29.7 41.8 76.3 39.8 52.2 

3:12 77.9 45.3 57.2 72.0 34.0 46.1 75.8 42.3 54.3 

4:12 75.0 46.1 56.9 64.8 36.3 46.4 72.1 43.6 54.2 

5:12 74.6 46.1 56.8 65.9 36.3 46.8 71.9 43.5 54.1 

6:12 74.7 46.5 57.2 64.0 35.9 45.8 71.7 43.8 54.3 

7:12 74.8 46.5 57.2 64.4 35.9 46.3 71.9 43.8 54.4 

8:12 74.8 46.8 57.7 64.6 36.8 46.8 71.9 44.3 54.7 

9:12 74.7 46.8 57.7 64.6 36.8 46.8 71.9 44.3 54.7 

10:12 74.7 46.8 57.7 64.6 36.8 46.8 71.9 44.3 54.7 

11:12 74.7 46.8 57.7 64.6 36.8 46.8 71.9 44.3 54.7 

12:12 74.7 46.8 57.7 64.6 36.8 46.8 71.9 44.3 54.7 
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In summary, the re-sampling techniques, especially the over-sampling, can 
significantly improve the performance of personal relation extraction. However, this 
improvement of performance is at the cost of precision, while the tree pruning rules 
and semantic information addition significantly improve the recall as well as the 
precision. Therefore, the first two language-based methods are better than re-sampling 
techniques. 

5 Conclusions 

In this paper, we redefine the relation between person entities and build a personal 
relation corpus based on use the ACE 2005 corpus. In order to solve the problem of 
complex syntax trees of personal relation instances, we propose three pruning rules to 
remove the redundant information on the basis of SPT. Then we utilize the Chinese 
semantic resource, TongYiCi CiLin, to enrich the structured information of relation 
instances. Finally, for alleviating the data imbalance problem, we employ re-sampling 
techniques to reshuffle the training set. The experimental results shows that pruning 
rules, semantic information and re-sampling techniques can effectively improve the 
performance of personal relation extraction. 

Although the proposed methods can effectively improve the performance of 
personal relation extraction, the overall F1 score is only 55%, still far away from the 
practical application. The future work is focused on building a large-scale personal 
relation corpus, generating more accurate and concise structured information, so as to 
further improve the performance. 
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Abstract. This paper proposes a Dirichlet Process Mixture Model (DPMM) 
considering relevant topical information for adaptive topic tracking. The me-
thod has two characters: 1) It uses DPMM to implement topic tracking. Prior 
knowledge of known topics is combined in Gibbs sampling for model infe-
rence, and correlation between a story and each known topics can be estimated. 
2) To alleviate topic excursion problem and topic deviation problem brought by 
existing adaptive tracking methods, the paper presents a new adaptive learning 
mechanism, the basic idea of which is to introduce tracking feedback with a re-
liability metric into the topic tracking procedure and make tracking feedback in-
fluence tracing computation under the condition of the reliability metric. The 
empirical results on TDT3 evaluation data show that the model, without a large 
scale of in-domain data, can solve topic excursion problem of topic tracking 
task and topic deviation problem brought by existing adaptive learning mechan-
isms significantly even with a few on-topic stories.  

Keywords: adaptive topic tracking, ATT; traditional topic tracking, TTT, 
DPMM, Gibbs sampling, known topics. 

1 Introduction 

With the rapid development of Internet, the real-time, high-volume data stream re-
sources increase rapidly, such as newswires, news broadcast, TV news, IM records, 
chat room messages, emails, twitter posts,  etc. How to discover and track topics 
across such real-time streams is an urgent and practical problem. 

The research of Topic detection and tracking aims to automatically organize and 
locate relevant stories from a continuous feed of news stories. There are several sub-
tasks defined for the TDT evaluation. Among them, topic tracking task aims to asso-
ciate incoming stories with topics that are known in advance. A topic is "known" by 
its association with stories that describe it. Thus each known topic is defined by one 
or more on-topic sample training stories (i.e., sample stories) [1]. 

The typical process of tracking system is: 1) building models of known topics and 
stories; 2) estimating correlation between them; 3) getting the tracking result of the 
story according to the correlation. In traditional topic tracking (TTT) methods, the 
known topic is represented using 1-4 sample stories given in advance [1] and keeps 
unchanged during tracking process. It is well known that the contents of topic will be 
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enriched and the topic focuses transfer gradually with newly incoming data, which is 
called topic excursion. Thus, adaptive topic tracking (ATT) which has self-learning 
ability becomes a new research trend. ATT rich the topic model through considering 
the additional on-topic stories during tracking process, which can improve topic track-
ing performance. 

This paper proposes an adaptive topic tracking method based on DPMM. The re-
mainder of the paper is organized as follows: Section 2 discusses related work firstly. 
Section 3 proposes TTT and ATT based on DPMM. Section 4 presents experiments 
and result analysis, finally conclusions are given in Section 5. 

2 Related Work 

Researchers put forward many correlation estimation methods according to differ-
ent representation of topics and stories. Most topic tracking methods based on  
vector space model use Hellinger distance [2], cosine similarity [3] to measure 
correlations. Topic tracking methods based on language model express correlations 
of story and topic as a probability model. Taking unigram model for example, the 
correlation of story S  and topic iZ  can be calculated as: 

 )(}
)(

)|(
{

)(

)()|(
)|( i

Sw j

ijii
i ZP

wP

ZwP

SP

ZPZSP
SZP

j

∏
∈

≈=  (1) 

Where jw  is the jth word in S , )( iZP and )( jwP  is prior probability of iZ and 

jw , )|( ij ZwP  is probability of jw  under iZ . Yamron [4], Lo [5], Spitters [6] used 

unigram model to conduct topic tracking and obtained good performance. 
However, topic tracking task only have 1-4 sample stories to describe per known 

topic, so serious data sparse problem exists in tracking task. To alleviate this problem, 
representation method based on language model uses data smoothing technique to 
reestimate parameters, which needs a large quantity of background corpus as training 
data [5]. Moreover, existing topic tracking methods always need pre-set 
some parameters [7], such as correlation threshold, which also need training process. 
If the scale of training data is not large enough, or training data don't have the same 
words distributions as stories on question, parameters reestimation may have errors 
and lead to poor tracking performance. 

Latent Dirichlet Allocation [8] (LDA) and DPMM are most commonly used topic 
models. In LDA, the number of topics must be preassigned, while the attractive ad-
vantage of DPMM is the number of mixture components is determined by the model 
and the data. They open new possibilities for parameter estimation in topic tracking 
task and solution of data sparseness problem. So this paper uses DPMM to estimate 
the correlation of stories with known topic. 

Besides above problem, because of data sparseness and topic excursion, the topic 
model built by TTT should be poor and not accurate enough [9]. To solve above prob-
lems, ATT methods update the topic model based on tracking feedback during track-
ing process and following topic tracking process starts from the updated topic models, 
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which make ATT have self-learning ability of topic tracking. The common updating 
methods are: add new correlated features to topic model, or continually adjust feature 
weights of topic model [4], or use two above methods simultaneously. This kind of 
ATT can alleviate imperfection of topic model in TTT caused by data sparseness. 
However, the tracking feedbacks add plenty of off-topic information into known topic 
model, causing that the updated topic will deviate far from the original topic. The 
problem becomes more and more serious in the tracking process. In general, this kind 
of ATT cannot improve the tracking performance to a great degree. This paper 
presents a new adaptive learning mechanism, the basic idea of which is to endow 
tracking feedback with a reliability metric. In tracking process, initial topic model 
keep unchanged. The correlation between story and known topic is estimated both 
under initial topic model and tracking feedback with the reliability metric. In our me-
thod, initial topic model don't contain off-topic information, and always influence 
tracing computation through a bigger influence metric. Thus, this method can reduce 
errors brought by off-topic stories and alleviate topic deviation problem. 

3 ATT Based on DPMM 

3.1 Task Description 

To facilitate describing, we assume a collection of k known topics, },...,,{ 21 kZZZ , 

and every topic is described by 1-4 sample stories which compose prior knowledge of 
the known topics. Topic tracking task aims to associate incoming stories with known 
topics one by one and detect all on-topic stories from following news stories.  

With the assumption that prior probabilities of every word are equal, formula (1) 
can be simplified as: 

 )(})|({)|( i
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Formula (2) contains two parameters: )( iZP  and )|( ij ZwP . As mentioned above, 

parameter estimation of existing methods is easy to be affected by selection of data. 
To solve the problems, our paper takes DPMM to estimate formula parameters. The 
attractive advantage of DPMM [10] is topic information can be determined by the mod-
el and the data directly.  

3.2 DPMM 

The proposed method regards news texts as being generated by a sequence of under-
lying topics inferred using DPMM. The generation process of a text can be described 
as: for each word w in the text, firstly choose a component (topic) Z from a distribu-
tion θ. Topic Z is then associated with a distribution over words, ϕ . Finally, the word 
is chosen from ϕ . Notice we do not need pre-set the number of topics. Fig. 1 shows  
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the graphical model depiction of DPMM, where N refers to the total number of words 
in text. Assume that θ and ϕ  have Dirichlet prior with concentration parameter α and 
β respectively. 

 

Fig. 1. Graphical model depiction of DPMM 

In the paper, we use a Gibbs sampling procedure to infer parameters of the model 
[11]. Let jw  be the jth word of text. In Gibbs sampling, we need to sample jZ , the 
topic of jw . The relevant conditional distribution is:  

 ),|()|(),|( −−− ∝ WZwPZZPWZZP jjj  (3) 

Where −W  denotes the words except jw . The prior for assigning jw  to either an 
existing topic or to a new one conditioned on other topic assignments ( −Z ) is: 
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Where zn ,−  is the number of words assigned to topic z excluding jw . 

 β+∝= −
zwj nWZwwP ,),|(  (5) 

Where zwn ,  is the number of times we have seen w associated with topic index z in 

),( −WZ . 

3.3 Model Description of ATT Based on DPMM 

As analyzed in section 2, in most existing ATT algorithms, integrating plenty of off-
topic information into known topic model will likely lead to topic deviation. To solve 
the problem, we propose an ATT system based on DPMM with a "reliability" metric. 
Reliability is defined as the dependent degree of the tracking feedback. As TTT, our 
ATT system preserves the initial topic models unchanged. But the significant differ-
ence is that we update a tracking feedback with the reliability metric, denoted by 

reliM _ , and simultaneously use initial topic model and tracking feedback to com-
pute correlation between stories and known topics. 
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The graphical model depiction of ATT based on DPMM is shown as fig. 2. As-
sume that tS  is the story at time t. ATT model introduces a new parameter: guidance 

information. Use tGI  to denote guidance information of model at time t, and guid-

ance information at time 0 means prior knowledge of known topics. 

 

Fig. 2. Graphical model depiction of ATT 

The generation process of tS  is determined by DPMM as described in section 3.2, 

but parameters θ and ϕ  are jointly affected by tGI , tGI  and tracing result of tS  

decide guidance information at time t+1. Thus, guidance information consists of two 
parts: prior knowledge composed of sample stories and tracking feedback. In ATT 
model, they guide topic tracking process by different ways respectively.  

3.4 Algorithm Flow 

We first create a corresponding topic +
iZ  for every topic. +

iZcol _  refers to set of 

on-topic stories which belong to topic iZ  in tracking feedback. Obviously, at the 

start of ATT, +
iZcol _  is an empty set. 

At time t, the implementation process can be described as: 

1. Implement Gibbs sampling, and combine prior knowledge of known topics during 
sampling, which can be detailed as follows. 
(a) Random Initialization: 

Assign a known topic to every word of story tS  randomly. 

(b) Gibbs sampling combining with prior knowledge of known topics: 

Use Gibbs sampling on every word of tS . Based on procedure described 
in section 3.2, we can use formula (3) to obtain parameters of the model. 
Improved Gibbs sampling procedure not only take account of current texts, 
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but also consider the effect of prior knowledge of known topics on current 
word. Based on this thought, formula (4) can be rewritten as: 
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Where zn ,−  also refer to the number of words assigned to topic z excluding 

jw  in the word sets of tS . zcol _  denotes word set of sample stories which 

belong to topic z. zcoln _  is the number of words in zcol _ . If z do not belong 

to the known topic set, 0,_ _ =Φ= zcolnzcol . Likewise, after adding prior 
knowledge of known topics, formula (5) can be revised as: 

 β++∝= −
zcolwzwj nnWZwwP _,,),|(  (7) 

In the formula, zwn ,  is the number of times we have seen word w associated 

with topic index z in the words sets of tS  excluding current word w. zcolwn _,  

refers to the number of w in word set zcol _ . 

(c) Reach a steady state, end sampling procedure. 

The improved Gibbs sampling shows that every sampling step is affected by prior 
knowledge of known topics. This step obtains word-topic distribution of tS  and 

realizes guiding role of prior knowledge of known topics in topic tracking. 

2. This step add corresponding topic +
iZ  to known topics set. There are 2k known 

topics, },...,,,...,{ 11
++
kk ZZZZ . tS -topic information can be obtained  by: 

(a) Based on sampling results of step 1, estimate parameters in formula (2), get the 
correlation of tS  and every known topics. Using formula (7) for reference, es-

timation formula of )|( ij ZwP  can be rewritten as: 

 β++∝
iZcoljwij

nNZwP Zwij _ , ,)|(  (8) 

Where, 
ij zwN ,  denotes the number of jw  associated with topic index iZ  in 

the word sets of tS  after sampling procedure.  

Likewise, estimation formula of )( iZP  is: 

 
ii ZcolZi nNZP _)( +∝  (9) 

Where, 
iZN denotes the number of words with topic index iZ  in the word 

sets of tS  after sampling procedure.  
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(b) Combine formula (2), (8) and (9) to compute correlation between tS  and 

every known topic. Estimation formula of correlation between tS  and known 

topic iZ  , )|(_ ti SZAdaptiveP , can be rewritten as: 

)|(*_)|(*)_1()|(_ tititi SZPreliMSZPreliMSZAdaptiveP ++−=  (10) 

Initial known topic models are built according to prior knowledge, but track-
ing feedback contains off-topic stories, thus reliM _  is always less than 0.5. 

Based on formula (10), this step realizes guiding role of tracking feedback in topic 
tracking. 

3. Assign the topic corresponding to the maximum correlation to tS . Finally, add tS  

to the corresponding stories set. Based on formula (6), sampling procedure allows 
the appearance of new topic and tS  may be assigned to a new topic. Under this 

situation, tS  is not associated with whichever known topic. 

Repeat above steps for incoming news stories. Fig. 3 shows the flow chart. 

Story S

Improved Gibbs

Word→Topic

Topic

S→Topic

{Z1,…,Zi,…,Zk}

{Z1
+,…,Zi

+,…,Zk
+}

 

Fig. 3. Flow chart of DPMM based ATT 

The characters of ATT based on DPMM: 

1. In ATT model, guidance information consists of two parts: prior knowledge com-
posed of sample stories and tracking feedback. In the implementation process, 
Gibbs sampling of step 1 realizes guiding role of prior knowledge, and formula (10) 
of step 2 realizes guiding role of tracking feedback.  

2. From step 2, DPMM can compute relevant information of topics from the model 
and the data. Therefore, compared with existing topic tracking methods, ATT 
based on DPMM can directly estimate the correlations between story and every 
known topic, not requiring the correlation threshold comparison which needs to be 
trained via a large scale of in-domain data. 

3. Because initial known topic models are reliable, our system ensures that initial 
known topic models always have bigger influence on correlation calculation than 
tracking feedback through setting reliM _ . Thus, this method can reduce errors 
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brought by off-topic stories and alleviate topic deviation problem effectively 
brought by existing adaptive learning mechanisms. 

3.5 TTT Based on DPMM 

According to graphical model depiction of ATT described in section 3.3, this section 
cancels guiding role of tracking feedback in topic tracking and obtains graphical 
model depiction of TTT based on DPMM. In this model, guidance information only 
contains prior knowledge composed of sample stories, which keep invariant. TTT 
based on DPMM is similar to ATT, the difference is TTT based on DPMM don't need 
create a corresponding topic for every topic iZ . The method computes correlation 

between story and every known topic via formula (2), (8) and (9) directly. 
 

 

Fig. 4. Graphical model depiction of TTT 

4 Experiments and Result Analysis 

In TDT bakeoff [12], tracking performances are measured by error cost, DetC , which 

is a weighted sum of the miss and false alarm probabilities. DetC  is usually trans-

formed to the interval [0,1], ( )Det NormC . The paper use ( )Det NormC  to examine the track-
ing performances. 

4.1 Results 

We use TDT3 Chinese data as experiments test set. The premise of all experiments is 
that every known topic only has one sample story. The experiments examine the ef-
fectiveness of TTT and ATT based on DPMM separately. 

4.1.1 Experiments of TTT 
This part is a comparison between performances of TTT based on unigram model 
(B_TTT) and DPMM (D_TTT), which investigates influence of text feature selection 
simultaneously. B_TTT applies add-one smoothing to topic tracking task. 
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Our experiment designs four features to represent a known topic: feature set com-
posed of content words, nouns and verbs, nouns, verbs are denoted by term_c, 
term_n+v, term_n, term_v respectively. 

Firstly, we investigate the influence of model parameters of DPMM and different 
feature selection methods on topic tracking performances. In all experiments, parame-
ter β is set at 0.01. Fig. 5 shows the relationship of tracking performance of D_TTT 
against influencing factors above. 

 

 

Fig. 5. Results of D_TTT 

From fig. 5, we can find out: 

1. When changing parameter α, ( )Det NormC  values of term_v, term_c, term_n+v, 
term_n systems scatter in the range [0.81, 0.85], [0.40,0.43], [0.37,0.40], 
[0.30,0.34] respectively. The results verify that parameter α has little influence on 
tracking performance of D_TTT under a fixed feature sets. 

2. Among different features, term_n contribute most to the performance, while 
term_v least. One likely reason is that verbs cannot represent the topic of stories. 
Among the results, when α is 3.0, and system choose nouns as feature, system ob-
tain the best performance and smallest ( )Det NormC , 0.3095. 

Likewise, fig. 6 shows performance comparison between B_TTT and D_TTT.  
 

 

Fig. 6. Results of D_TTT and B_TTT 
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From fig. 6, we can find out: 

1. Both B_TTT and D_TTT obtain poorest performance when choosing verbs as fea-
ture, which verify importance of feature selection in topic tracking task. 

2. Under four feature selection conditions, all ( )Det NormC s of D_TTT are smaller than 

that of B_TTT system. Compared with B_TTT, the smallest ( )Det NormC  of D_TTT 
reduces to 0.3095 from 0.3989. Therefore, using DPMM to implement topic track-
ing can improve the performance of topic tracking. 

4.1.2 Experiments of ATT 
Firstly, we investigate results of ATT system based on DPMM (D_ATT) with differ-
ent reliability metrics. Referring to results of TTT, the experiment chooses nouns as 
system feature. Results are shown as fig.7. 

 

Fig. 7. Results of D_ATT 

4.1.1 shows that best tracking performance of D_TTT is 0.3095, which is ex-
pressed by dot (the first point) in fig.7. Fig.7 shows that: 

1. When 5.0_ <reliM , all ( )Det NormC s of D_ATT are smaller than that of D_TTT 
system. When 2.0_ =reliM , system obtains the best tracking performance. 
Compared with D_TTT, ( )Det NormC  of D_ATT reduces to 0.1599 from 0.3095. 
Therefore, our ATT method can solve topic excursion problem to some extent. 

2. When 5.0_ >reliM , the ( )Det NormC s of D_ATT increase obviously, and even are 
much bigger than those of D_TTT. Based on formula (10), initial known topic 
models and tracking feedback influence tracking results simultaneously, the influ-
ence degrees of them are )_1( reliM−  and reliM _  respectively. The initial 
known topic models are built via prior knowledge. Inversely, tracking feedback 
may contain off-topic stories. Thus, when 5.0_ >reliM , tracking feedback have 
bigger influence on tracking computation than initial known topic models, which 
lead to bigger error of final tracking results. 

Likewise, to assess the effectiveness of adaptive algorithm, this part uses a classical 
adaptive algorithm as a baseline: adding new correlated features to topic model, ex-
pressed by B_ATT. B_ATT system still uses DPMM for topic tracking.  
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Table 1. Best results of B_ATT and D_ATT 

System type B_ATT D_ATT 
}){( NormDetCMin  0.2260 0.1599 

Table 1 shows D_ATT has the much better performance than B_ATT. Compared 
with B_ATT, ( )Det NormC of D_ATT reduces to 0.1599 from 0.2260. The results verify 

effectiveness of adaptive algorithm proposed in our paper, and our adaptive algorithm 
can alleviate topic deviation problem effectively brought by existing adaptive learning 
mechanisms. 

4.2  Result Analysis 

Via experimental results, it can be concluded that: 

1. DPMM is suitable for topic tracking task, and improves the tracking performance sig-
nificantly compared with commonly used language model. 

2. Results verify the importance of topic representation, and optimization of text fea-
ture selection algorithm can improve the tracking performance effectively. 

3. Results show the influence of parameter of DPMM, α, on tracking computation can 
be neglectable. Based on this conclusion, topic tracking models (TTT and ATT) 
based on DPMM proposed in this paper don't contain any unknown system para-
meters, thus avoiding optimizing model parameters using additional data. The em-
pirical results show that just with a few on-topic sample stories, TTT and ATT based 
on DPMM can achieve high topic tracking performance. 

4. Results shown in section 4.1.2 verify the two characters of ATT based on DPMM: 1) 
D_ATT has the much better performance than D_TTT, which prove that our ATT 
method can solve topic excursion problem to a satisfactory extent. 2) D_ATT has 
much better performance than B_ATT, which verify our adaptive algorithm can al-
leviate topic deviation problem effectively brought by existing adaptive learning  
mechanisms. 

5 Conclusion 

Dirichlet Process Mixture Model (DPMM) considering relevant information of known 
topics is proposed for adaptive topic tracking. The method has two characters: 1) it 
uses DPMM to implement topic tracking and the basic idea is to implement Gibbs 
sampling to estimate correlation between a story and each known topic. Prior know-
ledge of known topics is exploited in Gibbs sampling procedure. Experimental results 
prove DPMM can improve tracking performance significantly. Results also verify 
importance of text feature selection in topic tracking task. Moreover, topic tracking 
methods based on DPMM can determine topic information via the model and the data 
directly, which can avoid parameter training process, reduce the errors and process 
times, and implement topic tracking task with a few on-topic sample stories effectively.  
2) The paper presents a new adaptive learning mechanism, which can alleviate topic 
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excursion and topic deviation problems simultaneously. The basic idea of our adaptive 
learning mechanism is to endow tracking feedback with a reliability metric. Our me-
thod makes initial topic model and tracking feedback influence computation of corre-
lation between story and known topic under the condition of the reliability metric. 
Initial topic model which keep unchanged don't contain off-topic information, and 
always influence tracing computation through a bigger influence metric via influence 
metric setting. Thus, the method can reduce errors brought by off-topic stories and 
alleviate topic deviation problem. Results verify that our adaptive method can not only 
solve topic excursion problem to some extent, but also alleviate topic deviation problem 
effectively brought by existing adaptive learning mechanisms. 

However, one major criticism of original DPMM is "Bag-of-Words" assumption by 
ignoring dependencies between words and neglecting word order, while in real data, 
each word is mutually related with other words and word order is also extremely im-
portant in text modeling applications. Thus, we will investigate how the dependencies 
between words and word order have impact on the model performance in the future 
work. 
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Abstract. Community question answering (cQA) portals have accumulated 
numerous questions and their answers over time. Community users can search 
questions in cQA portals, but the returning answers often contain information 
which is redundant or irrelevant to the questions. Relying on the similar ques-
tions and their answers from the cQA portals, we propose appropriate answer 
generating methods for List-type and Solution-type questions (almost half of all 
questions). The results show that the answer generating methods can improve 
the answer quality significantly. 

Keywords: community question answering, answer generating. 

1 Introduction and Related Works 

Nowadays, online community question answering (cQA) portals have become a popu-
lar way to acquire information. The workflow of online cQA portals is as following. 
The asker firstly posts a question in the cQA portals, and then other users can answer 
this question. When there are some answers to the question, the asker can select one 
answer as “Best Answer” from all the answers. In some cQA portals, the “Best An-
swer” also can be voted by other users. In recent years, questions and their corres-
ponding answers of cQA portals have become an online knowledge base. Two of the 
main Chinese online cQA portals are Soso Wenwen (http://wenwen.soso.com) and 
Baidu Zhidao (http://zhidao.baidu.com). By May 2012, there have been more than 
200 million solved questions on Soso Wenwen. 

The online cQA portals have following limitations. Firstly, because of the 
workflow mentioned above, the asker can’t get answers in real-time. According to 
Yang Tang’s statistics on Baidu Zhidao[1], it takes about 14 hours for the asker to get 
the first answer in average. Secondly, the answers are provided by users on Internet. 
Due to the limitations of single user’s knowledge, the quality of many answers is not 
high, some answers are even wrong. According to the analysis of English cQA portals 
by Liu et al. [2], about 25% “Best Answers” are not the best among all answers and at 
least 52% “Best Answers” are not the unique best answers. 

Many cQA portals also support search service like search engine to overcome the 
unreal-time limitation. Users can search queries in cQA, and cQA will return some 
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similar questions and their links to users. But it also has two limitations. Firstly, after 
searching the queries, users need to click the similar questions’ links in order to see 
the whole answers. Secondly, users always have to spend long time to find useful 
information because similar questions’ answers always contain information which is 
redundant or irrelevant to the queries. 

In order to return high-quality answers to users, previous research mainly focused 
on two aspects: (1) Trying to predict the quality of cQA answers, and then return the 
answers with high predicted quality to users [3-4]. To achieve good prediction per-
formance, user profile information is generally needed. (2) Using multi-document 
summarization (MDS) techniques to summarize answers from different similar ques-
tions, and then return the summarized answer to users [5]. Answer generated by MDS 
techniques is always more comprehensive, but also is less readable.   

To improve the answer quality, almost all well-perform systems introduce a ques-
tion taxonomy [6-9]. The question taxonomy proposed by Fan Bu et al. [10] contains 
six question types, i.e., List-type, Solution-type, Fact-type, Definition-type, Naviga-
tion-type and Reason-type. For List-type questions, each answer will be a single 
phrase or a list of phrases. For example, “Idioms containing the word horse?” and 
“List Nobel prize winners in 1990s.” are both List-type questions. For Solution-type 
questions, people ask these questions for solutions, so the sentences in an answer 
usually have logical orders. For example, “How to treat chronic pharyngitis?” and 
“How to make pizzas?” are both Solution-type questions. According to the statistics 
of Fan Bu et al. [10] of the questions of Baidu Zhidao, there are 23.8% questions are 
List-type questions and 19.7% questions are Solution-type questions. These two types 
of questions almost consist half of all questions. 

Relying on the similar questions and their answers from the cQA portals, we pro-
pose appropriate answer generating methods for both List-type and Solution-type 
questions to generate high quality answers for users. The research framework of this 
paper is shown in Fig 1, and this paper’s work is mainly focusing on the “Answer 
Generating Module”. 

 
Fig. 1. Research Framework 
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The remainder of this paper is organized as follows: Section 2 introduces a cluster-
ing based answer generating method for List-type questions. Section 3 introduces a 
visible list based answer generating method for Solution-type questions. In the last 
section we conclude this work. 

2 List-Type Questions 

2.1 Answer Generating Method 

According to the definition of List-type questions, each answer will be a single phrase 
or a list of phrases [10]. Table 1 shows an example of List-type question, “Idioms 
containing the word horse?” Many answers are a single phrase or a list of phrases. For 
example, the answer “Sensual pleasures: Describe the life is very extravagant” in the 
“Other Answers” is a single phrase which can answer the question. In this paper, such 
single phrase which can answer the List-type question is denoted as answer point.  

By analysis of the answers of List-type questions, we find there are two characte-
ristics as follows: (1) “Best Answer” often don’t contain all answer points, which 
means “Other Answers” contain some additional answer points which are not in “Best 
Answer”. But it takes long time for users to find the additional answer points in “Oth-
er Answers” because “Other Answers” often contain lot of information, among which 
some is redundant or irrelevant to the question. Take the question in Table 1 as an 
example, in the “Other Answers”, “Sensual pleasures” is redundant because we have 
“Sensual pleasures : Describe the life is very extravagant” already. (2) Answer points 
which are high-quality or relevant to the question are often appear in more than one 
answers. 

Base on the above two characteristics, we propose an answer generating method 
for List-type questions which is based on the clustering of answer points. Firstly, each 
answer is split into one or several answer points. Secondly, similar answer points are 
clustered into one category. Then for each category, a representative answer point is 
selected from each category for output. The answer generating method is shown in 
Table 2. 

2.2 Method Result and Analysis 

For the question shown in Table 1, the method shown in Table 2 is used to generate 
answer. The method output is shown in Table 3. The number at the end of each output 
means the number of answer points the corresponding category has after clustering. 
Take the first output as an example, its corresponding category has 3 answer points, 
two same answer points “Sensual pleasures: Describe the life is very extravagant” and 
another answer point “Sensual pleasures” with the same idiom.  
From the above example, we find that compared to “Best Answer”, the answer gener-
ated by the method in Table 3 contains more answer points, or more information. 
Furthermore, the outputs are ranked by answer point number each category  
has. The top ranking outputs have more similar answer points, therefore with high  
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probability they have high quality and credibility. Because the outputs are ranked, we 
can also control the length of answer. Therefore, the answer generating method we 
proposed can improve the answer quality for List-type questions. 

On the other hand, we also want to point out two points for the above answer gene-
rating method, for which further research is needed. (1) For the step 1 shown in Table 
2, each answer should be split into answer points at first. For this paper, the answer is 
 

 
Table 1. Example of List-type Questions 

Question：含有马字的成语(Idioms containing the word horse?)
1

 

Best Answer： 

马不停蹄，马齿徒增，马到功成，马翻人仰，马革裹尸，马工枚速，马首是瞻  

Other Answers
2

：  

【一马当先】作战或做事时，不畏艰难，勇敢地走在他人前面。  

【千军万马】形容士兵众多，声势壮大。  

【天马行空】喻才思豪放飘逸。  

【声色犬马】形容生活非常糜烂。(Sensual pleasures: Describe the life is very  

 extravagant) 

声色犬马(Sensual pleasures) 

一马当先 

千军万马    

寒蝉仗马  

声色犬马 声：歌舞；色：女色；犬：养狗；马：骑马。形容剥削阶级荒淫无耻的生活方式。 

走马观花  

走马：骑着马跑。骑在奔跑的马上看花。原形容事情如意，心境愉快。后多指大略地观察一下。 

马放南山：比喻不再作战，天下太平。  

马马虎虎：草草率率，随随便便。形容办事草率。 

…… 

 

                                                           
1  People ask this Chinese question for a list of idioms which containing the Chinese character 

“马” (means “horse” in English). Among the “Best Answer” and “Other Answers”, we can 
see almost each phrase contains the Chinese character “马”. If translate the Chinese answers 
into English, the answers will not contain character “马” or “horse” any more, which will 
make this example confusing. So we just list the Chinese answers in Table 1. 

2  Because there are too many answers to this question, we only list some representative an-
swers instead of all answers. The URL of this question is  

   http://zhidao.baidu.com/question/100494388.html 



 Answer Generating Methods for Community Question and Answering Portals 253 

Table 2. Answer Generating Method for List-type Questions 

Question q is a List-type Question, its similar questions have n answers, denoted as
 

.
 

1． Split each answer 
 
into a set of answer points  by line or 

by sentence. Initially, each answer point 
 
is an independent category, denoted as 

. The set of all categories is denoted as T. 

2． The similarity between two categories  and  is defined as: simሺݐଵ, ଶሻݐ ൌ max௦೔א௧భ,௦ೕא௧మ simሺݏ௜,  ௝ሻ                        (1)ݏ

in which  is defined as the cosine similarity of and  based on words. 

3． Set a threshold . If there exist two categories in T with the similarity larger than

, then cluster these two categories. Repeat this process until no categories can be 

clustered. 

4. After step 3, suppose there are k categories in T, i.e., .Then for each 

category , select an representative answer point , so that: 

௜ݏ ൌ max௦ೕሺ∑ ,ݏሺ݉݅ݏ ௧೔א௝ሻ௦ݏ ሻ                                     (2) 

  

5． For each category , the output is and ݉௜, in which ݉௜ is the number of answer points 
has. Rank all the outputs by the answer point number from largest to smallest.  

 
split by line or sentence, which works for most situations. But in some situations, the 
answer is not well formatted, which makes it hard to split answer into answer points. 
(2) For the step 3 shown in Table 2, the threshold is set to be a constant value by au-
thor for this paper. But different List-type questions vary a lot, so another research 
work is to find appropriate threshold for different List-type questions. 

3 Solution-Type Questions 

3.1 Visible List 

Solution-type questions concentrate on solution, and the sentences in answers always 
have logical orders. The answer generating method based on clustering for List-type 
questions is not suitable for Solution-type questions, because the logical orders be-
tween sentences will be disrupted. Usually, the answer for a Solution-type question  
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Table 3. Example of the Method Result 

Question：含有马字的成语(Idioms containing the word horse?) 

Best Answer： 

马不停蹄，马齿徒增，马到功成，马翻人仰，马革裹尸，马工枚速，马首是瞻 

Method Output
3

：  

【声色犬马】形容生活非常糜烂(Sensual pleasures: Describe the life is very  

extravagant)(3) 

兵强马壮 形容军队实力强，富有战斗力(3) 

【驷马难追】话一说出口，难以收回(3) 

走马观花（2） 

后多指大略地观察一下(2) 

【原班人马】同一批人员(2) 

…… 

 
describes a solution to the question, so it often contains visible list. Visible list is a list 
explicitly indicates the sequence of all steps using mark numbers. Table 4 gives an 
example question from Baidu Zhidao, its answer contains several visible lists. 

We choose 1179 solved Solution-type questions from Baidu Zhidao, and acquire 
similar questions and their answers from cQA. As the questions are solved, there is 
“Best Answer” for each question. According to the characteristics of visible list, we 
use mark number matching method to extract visible lists from all answers. Among 
all questions, there are 358(30%) questions’ answers having visible lists, and the av-
erage length of their “Best Answer” is above 1400 words, which is definitely too 
long. In comparison, the average length of visible lists is around 600 words, which is 
much more concise. Take the question in Table 4 as an example. Compared to the 
“Best Answer”, which contains more than 6500 words, List 3, List 4, List 5 can give a 
more brief answer to the question. 

Table 4 shows that there could be more than one visible list in the answer. From 
the example, we can find some visible lists are good answers to the question, such as 
List 3, List 4, and List 5, while some are not good answers to the question, such as 
List 1 and List 2. The remainder of this section is organized as follows. We will pro-
pose a method to select the best list from all the visible lists in the second subsection. 
In the third subsection, we will evaluate this method and the quality of its result. 

3.2 Select the Best List 

In our dataset, there are 196 out of 358 (55%) questions have more than one visible 
list in their similar questions’ answers. In this subsection, we will concentrate on how  

                                                           
3 Here only list some top outputs, because the whole method output is too long. 
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Table 4. Example of Solution-type Question with Visible lists in Its Answers 

Question：慢性咽炎怎么治疗？（How to treat chronic pharyngitis?）
4

 

Visible lists in answers： 

List 1：Diagnostic criteria:  

（l）Illness history： Repeated acute pharyngitis episode of excessive due to the 

long-term nasal to mouth breathing, alcohol and tobacco... 

（2）Symptom：Throat discomfort or pain, or itching, dryness, burning, smoked a sense, 

foreign body sensation...  

（3）Checking：Chronic throat congestion...List 2：Traditional Chinese Medicine clus-

ter this disease into three types:  

1. Yin Huo-yen type：Throat discomfort, pain, potential faint...  

2. Phlegm and blood stasis type: Throat dryness, pain was stinging... 

3. Yin-chun and dry type：Throat very itchy, burning, dryness and pain...  

List 3: Treatment guide  

1、The elimination of all risk factors... 

2、Take different approaches to treatment based on different types of pharyngitis... 

3、Not to make use of the Panda Hai blunt... 

List 4：Three clever methods to treat chronic pharyngitis:  

1、Massage： Thumb with the food, the middle finger to rub the sides of the throat 20 

to 30 times... 

2、Moxibustion： Mild moxibustion or acupressure，every 5 to 20 minutes... 

3、Pricking blood therapy： Take the hard of hearing the upper vein... 

List 5：Chronic pharyngitis diet modulating  

1. Eat foods rich in collagen and elastin... 

2. Intake of foods rich in B vitamins... 

3. Eat less or not eat fried, spicy, spicy food... 

 

                                                           
4 The answers to this question are too long, so we only list some visible lists by omitting de-

tailed information. 
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to select the best list, namely, the most relevant list to the question. Firstly, we choose 
five features for every visible list as follows: 

• First list 

If the list is the first list of the answer, then this feature value is 1, otherwise its value 
is 0. Denote this feature as FirstList. 

• The similarity between guide words and question 

The visible list often contains guide words. In the example of Table 4, the first several 
words of List 1, “Diagnostic criteria”, are the guide words of List 1. The guide words 
usually summarize the list, so the similarity between guide words and question can be 
used to help evaluate the relevant relationship between visible list and question. We 
calculate the cosine distance between the guide words and the words in question title 
as a feature, denoted as GuideSimilarity. For visible lists without guide words, Guide-
Similarity is set to be a default value. 

• Similarity between list content and question 

Similar to GuideSimilarity, the cosine similarity between list content and question is 
also used as a feature, denoted as ContentSimilarity. 

• The ratio of verbs and prepositions in list 

The answer to a Solution-type question often gives a solution, so high-quality visible 
lists often contain much more verbs and prepositions. The word ratio of verbs and 
prepositions in the content of the list is used as another feature, denoted as VpRatio. 

• Documents summarization based feature 

In the first section, we mentioned that multi-document summarization (MDS) tech-
niques can be used to summarize answers. For Solution-type questions, it’s bad to 
return the summarized answer to users directly, because the logical orders between 
answers will be disrupted. But the summarized answer often has high information 
coverage, so we can use it to evaluate the information coverage of visible lists. In 
detail, suppose the summarized answer contains N sentences, for every visible list, if 
it contains k sentences out of the N sentences, then it will have a coverage score of 
k/N. This coverage score is used as a feature, which is denoted as SummaryScore. 

For the above 5 features, each one is a [0, 1] value. For the 196 questions which 
had more than one visible lists, we manually label a score to all visible lists (the labe-
ling standard will be introduced in the next subsection), and use them as the training 
set. For data training, we use Learning to Rank model to get the weight of every fea-
ture, and then select the visible list with the highest score as the best list. In this paper, 
we use the pairwise Ranking Perception model. 
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3.3 Experiment and Analysis 

As mentioned above, we choose 1179 questions from Baidu Zhidao, and extract the 
visible lists from their similar questions’ answers. There are 358 (30%) questions with 
visible lists in their similar questions’ answers, and 196 (55%) of them with more than 
one visible list, and other 162 (45%) questions with only one visible list. This subsec-
tion can be divided into two parts: the first one part is to evaluate the method of se-
lecting the best list; the second part is to evaluate the quality of best list as the answer. 

To evaluate the method of selecting best list from all visible lists, at first we ma-
nually label a score to the 196 questions with more than one visible list, score 1 for 
high quality and score 0 for low quality. High quality means the visible list is relevant 
to the question, is complete and can answer the question, while low quality means the 
visible list is not relevant to the question, or is not complete enough to answer the 
question. After labeling all visible lists, there are 69 questions whose visible lists have 
the same score. As the goal of our experiment is to evaluate the method of selecting 
best list, these 69 questions have no meaning for this experiment, so we remove them 
and use remaining 127 questions for the experiment. 

For the remaining 127 questions, if we randomly select a visible list for each ques-
tion, the probability that the list is high-quality is 51.7%. If we always select the first 
list, the probability will increase to 63.8%. Use the method mentioned in the previous 
subsection, we combine different features to select best list. The result is as follows: 

Table 5. Result of Selected Visible-lists  

Features used to select High quality probability 

All 

All-VpRatio 

All-SummaryScore 

All-ContentSimilarity 

All-FirstList 

All-GuideSimilarity 

76.4% 

76.4%(-0.0%) 

75.6%(-0.8%) 

75.6%(-0.8%) 

74.0%(-2.4%) 

69.3%(-7.1%) 

 
Table 5 shows, if we use all features, the probability to select a high-quality list is 

up to 76.4%, much higher than the method of random selection (51.7%) and selecting 
first list as the best list (63.8%). The most obvious decrease of high quality probabili-
ty occurs when we delete GuideSimilarity from all features. This indicates that Gui-
deSimilarity is a very important feature to select high-quality list. 

Up to now, for 162 questions with only one visible list, the only one list could be 
the answer; for other 192 questions with more than one visible list, the selected best 
list could also be the answer. In order to evaluate the quality of using visible list as 
answer, we manually compare the quality of “Best Answer” and visible list for each 
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question. We mainly focus on the relevance to question, completeness and whether 
containing redundant information. There are three cases, i.e., visible list is better than 
“Best Answer”, “Best Answer” is better, or they are around the same. The evaluation 
result is as shown in Table 6: 

Table 6. Evaluation Result  

Result Number of Question Ratio 

Visible list is better 91 25.4% 

“Best Answer” is better 74 20.7% 

Around the same 193 53.9% 

 
From Table 6, we can conclude that using visible list as the answer is better than 

“Best Answer” on the whole. On the other side, for the questions above, the average 
length of visible list is 600 words, while the average length is more than 1400 words 
for “Best Answer”, which is more than twice of visible list. Therefore, for Solution-
type question, if the similar questions’ answers contain visible lists, using the method 
we proposed to select visible list as the answer, can improve the quality of answer 
significantly. 

4 Conclusion and Future Work 

The research on answer generating methods for cQA portals is very important and 
meaningful. In this paper, relying on the similar questions and their answers from the 
cQA portals, we have proposed appropriate answer generating methods for List-type 
and Solution-type questions, which two types consists of almost half of all questions. 
For List-type questions, the answer generating method is based on the clustering of 
answer points. For Solution-type questions, the method is based on visible lists. The 
results show that the answer generating methods we propose can improve the answer 
quality significantly. 

For the answer generating method for List-type questions, we plan to do further re-
search to split the answer into answer points more robustly. For the answer generating 
method for Solution-type questions, we will introduce more semantic features to im-
prove the semantic relevance between selected list and question. For other types of 
questions, we will also do further research to generate high-quality answers. 
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Abstract. Definitional questions are quite important, since users often
want to get a brief overview of a specific topic. It is a more challeng-
ing task to answer definitional questions than factoid questions. Since
Wikipedia provides a wealth of structural or semi-structural informa-
tion which covers a large number of topics, such sources will benefit
the generation of definitions. In this paper, we propose a method to
summarize definition from multiple related Wikipedia articles. First, we
introduce the Wikipedia concepts model to represent the semantic ele-
ments in Wikipedia articles. Second, we further utilize multiple related
articles, rather than a single article, to generate definition. The experi-
ment results on TREC-QA demonstrate the effectiveness of our proposed
method. The Wikipedia concept model outperforms the word model. In-
troducing multiple related articles helps find more essential nuggets.

Keywords: Definition, Summary, Wikipedia.

1 Introduction

In the daily life, people often want to know the definition of a specific topic.
As shown in Voorhees [1], the definitional questions occur relatively frequently
in logs of web search engines. Therefore, it is an important task to generate a
definition, which consists of the most important and interesting aspects for the
specific topic.

The task of definitional question answering, which aims to generate definitions
for given topics, was included in the past QA tracks of TREC [2], and the eval-
uation results showed that the task is much more difficult than the factoid and
list question answering [3]. Wikipedia, the largest online encyclopedia, contains a
large number of topics. Each topic corresponds to a Wikipedia article describing
it. For a given query, which represents exactly one topic, many search engines
(e.g., Google, Yahoo!, Bing) often rank the corresponding articles in Wikipedia
at top positions.

The first sentence or paragraph of a Wikipedia article may provide a brief and
concise description of the corresponding concept. However, only one sentence or
paragraph may be unable to cover enough important and interesting nuggets in
which the users are interested, while the full article in Wikipedia may be too long

M. Zhou et al. (Eds.): NLPCC 2012, CCIS 333, pp. 260–271, 2012.
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to read. Thus, it is necessary to summarize the Wikipedia articles to generate
definitions.

Some researchers have done a variety of work on using Wikipedia to solve
the definition problem. Summarizing definition from a single Wikipedia article
can achieve a quite good result [4]. Besides the single Wikipedia article, we find
that the related articles can help generating a better definition for the topic,
due to the following reasons: (1) If the information about a specific topic is
mentioned frequently in its related Wikipedia articles, generally the information
is more important or interesting than other information to the topic. Hence, the
definition should include this information. (2) The motivation of using related
articles is similar with the explanation as Wan [5]: From human’s perception,
users would better understand a topic if they read more related articles. Hence,
by adopting the enlarged knowledge within the related articles, the quality of
definitions will be improved.

In this paper, we propose to summarize definition from multiple Wikipedia
articles. We first introduce a model to use Wikipedia concept to represent seman-
tic elements in the articles. By observing the advantage of other related articles,
we further propose to use the related articles to summarize definition. Based on
the related articles, we can compute better weights for semantic elements corre-
sponding to the topic. The main contributions of the paper lie in two aspects:
(1) We introduce the Wikipedia concept model, by which the semantic elements
in the article can be represented more precisely. (2) We utilize related Wikipedia
articles, rather than a single article, to generate definitions. We also measure the
impact of the related article sets to different topics. Extensive experiments show
that our method performs well for definitional questions.

The paper is organized as follows. Section 2 discusses some related work. The
method of definition generation is described in Section 3. Experiments in Section
4 show the novelty and advantages of our work. Conclusions and future work
are outlined in Section 5.

2 Related Work

Definitional Question Answering was firstly introduced into the TREC-QA Track
in 2003. The definitional question answering is usually recognized as a difficult
task. Some researchers attempt to retrieve definitional sentences using some
hand-crafted patterns [6,7,8]. Knowledge intensive approaches can retrieve sen-
tences of high quality; however, it requires experts to define all possible lexical or
syntactic patterns. The method is not scalable as it is time and labor intensive.
To overcome the deficiency, Cui et al. [9] propose to adopt soft pattern match-
ing. Their method outperforms significantly those approaches with manually
constructed patterns on the data set of TREC-QA 2004.

The pattern matching based methods are topic dependent, so even the soft
pattern methods require that the topics in the training set are not biased. An-
other way to answer the definition question is to explore words or terms related
to topics, then to use the words or terms to select the definitional sentences. In
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TREC 2006, Kaisser et al. [10] collected signature words from snippets returned
by search engine, and then selected the sentences containing most weight of the
terms. In this way, their system outperformed all the other systems significantly.
Since the centroid words or terms are quite important to such methods, Kor and
Chua [11] proposed to build such centroid terms from Wikipedia, NewsLibrary,
Google snippets and other resources like Wordnet.

Since each Wikipedia article is essentially an overview of a concept, Wikipedia
is a good source of answering definitional questions. It is straightforward to ex-
tract definition for a topic from Wikipedia. The corresponding Wikipedia article
is supposed to be highly focused on the topic, so each sentence in the article
describes the topic no matter whether it contains the topic terms or not. Based
on this assumption, Ye et al. [4] use EDCL to summarize the Wikipedia article
as definition to the topic. EDCL is an extended document concept lattice model
(DCL [12]) to combine Wikipedia concepts and non-textual features such as the
outline and infobox.

However definitional question answering aims to find important and interest-
ing nuggets for a topic, as mentioned by Kor and Chua [11], the important and
interesting nuggets often come in the form of trivia, novel or rare facts about the
topic that tend to strongly co-occur with direct mention of the topic keywords.
Making use of related articles in Wikipedia will be helpful to generate the defi-
nition for the topic. On the other hand, it is challenging to summarize a single
Wikipedia article. As analyzed in Ye et al. [4], the written style of Wikipedia
articles is quite different from the free text used in traditional summarization
tasks. In general, the guideline for composing Wikipedia articles is to avoid re-
dundancy. Hence, there are low redundancies between the sentences within a
Wikipedia article, compared to other types of documents. This is not compliant
with the assumption that in traditional extractive summarization that the con-
tents which are repeatedly emphasized should be included [13]. To overcome the
problem, Ye et al. [4] try to group similar Wikipedia concepts and seek impor-
tant contents by utilizing non-textual features such as outline and infobox. In
addition, our proposal that incorporates other related articles is easier to iden-
tify key concepts with repeated mentions; hence, it will be more appropriate to
use multiple document summarization methods.

The idea of generating a definition from related Wikipedia articles, as in-
troduced above, to some extent is similar to single document summarization by
expanding the single document to a small number of related documents [5,14,15].
Different from free-text documents, Wikipedia articles are organized structurally.
Therefore, the categories of a Wikipedia article and the links between Wikipedia
articles can be useful in finding related articles.

With related articles in hand, the definitional question answering can be ap-
proached as a multiple document summarization problem. Document summa-
rization is a hot topic these years, and researchers have proposed many methods,
such as Maximal Marginal Relevance (MMR [16]), document cluster centroid
based [17] and some other graph-based methods (like LexRank [18] and Tex-
tRank [19]. Gillick and Favre [20] present an Integer Linear Program for exact
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inference under a maximum coverage model for summarization. In the summa-
rization framework, it is important to investigate a good way to represent the
content of text. Gabrilovich and Markovitch [21] explore Wikipedia articles to
be semantic representation for text, which inspired researchers to explore ency-
clopedia knowledge to help summarization work. In this paper, we also propose
a representation model making use of Wikipedia articles. Then, we use both
the Maximal Marginal Relevance and Maximum Coverage methods to generate
summary as definition, and analyze the effects of multiple related articles under
different summarization algorithms.

3 Method

In the paper, we propose to summarize a definition from multiple related
Wikipedia articles to a given topic. We firstly identify the correspondingWikipedia
article for a given topic. Then, we expand the Wikipedia article to a related
Wikipedia article set, and we finally use multi-document summarization tech-
niques to extract the definition for the topic. In this section, we will present the
problem formulation, and then we will describe the article expansion methods
and the multi-document summarizing methods in detail.

3.1 Representation Model

We first give some symbols of the representation model. Denote that d represents
a Wikipedia article. For a given topic t, we aim to give a brief definition deft to
t. As mentioned, there is a Wikipedia article dt, which focuses on describing the
topic t. And with some article expansion methods, we get a Wikipedia article
set Dt which contains the Wikipedia articles related to dt. Here, Dt at least
contains dt. Each article di consists of ni sentences, denoted as sij (j = 1 to
n). Each sentence is represented as a concept vector. Assuming that there are
totally K concepts, denoted as ck (k = 1 to K). For each sij and ck, we calculate

a weight wi
j(k) according to the importance of ck in sij . Similarly, we calculate

W t(k) representing the importance of ck to specific topic t.
Next, we will give two different methods to construct the concept vector space

and calculate the weights for each concept in a topic: (1) A simple way to repre-
sent concepts by words; and (2) A more precise method to represent the concept
by Wikipedia concepts.

Words Model. It is an intuitive way to represent concept by each word. We
can calculate wi

j(k) as TF-IDF weight:

wi
j(k) = tf i

j(k) ∗ idf(k)

Here, tf i
j(k) is the term frequency of ck in sij, and idf(k) is the inverse document

frequency of ck, which is calculated on the whole Wikipedia corpus.
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We calculate W t(k) by summing up the weight of all the sentences in all
related articles:

W t(k) =
∑

di∈Dt

ni∑
j=1

wi
j(k)

Wikipedia Concept Model. The word model could not precisely represent
the exact concept in a text. Consider a person’s name: ’Jordan Hill ’ with the
other two different names: ’Jordan Farmer ’ and ’Grant Hill ’. By word model,
Jordan Hill overlaps with the other two names in the concept vector space.
However, they should be distinguished as three different concepts. Inspired by
Gabrilovich and Markovitch’s work [21], we investigate to using Wikipedia arti-
cles to represent a text instead of word model. We define the Wikipedia concepts
as the concepts that can be mapped to Wikipedia articles, and we construct the
concept vector space by using Wikipedia concepts, in which way we expect that
it is able to better represent the content of sentence.

There are many inner links in Wikipedia. Each link consists of an anchor
text and a target Wikipedia concept that it links to. We collect the anchor text
and target Wikipedia concepts of all the inner links. All the anchor text form
a phrase set A, and according to the inner links each phrase a in the set is
mapped to a set of Wikipedia concepts, which is denoted as C(a) = {ck}. And
by counting link pairs of a and ck, which is denoted as lk(a), we could assign a
prior probability pa(k) to each ck in C(a) as:

pa(k) =
lk(a)∑

ci∈C(a) l
a
k

For each sentence sij in di, with the dictionary consisting of phrases in A,

we detect a set of anchor phrases Ai
j = {az} by applying forward maximum

matching in sij . And then we assign a Wikipedia concept to each az according to
both the context of the Wikipedia article and the prior distribution of Wikipedia
concept. We operate as follows:

1. Collect the inner links in di, and count the number of links with different tar-
get Wikipedia concepts (Denote the number of links with target Wikipedia
concept ck as lik).

2. For each az in Ai
j , the probability of that ck is assigned to az is calculated

as:

p(ck|az, di) = paz(k) ·
lik + α

|C(az)| · α+
∑|C(az)|

j=1 lij

where α is a smooth factor to avoid zero probability when lk = 0 (In ex-
periments, we set α = 0.1), and |C(az)| is the size of the set of Wikipedia
concepts that az is mapped to.

3. For each az, we assign the Wikipedia concept ck with highest p(ck|az , di).
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After assigning Wikipedia concepts to all anchor phrases in Ai
j , we calculate

the concept frequency cf i
j(k) of ck by counting the occurrence number of ck in

sij .
On the other hand, for each ck, we also count the number of links whose

target Wikipedia concept is ck. Denote the number as lk, it can be obtained by∑
a lk(a). And the original importance of ck, denoted as coi(k), is calculated as:

coi(k) = log lk

The weight of ck in sij can be calculated by multiplying cf i
j(k) and coi(k):

wi
j(k) = cf i

j(k) · coi(k)

We can get W t(k) by the same way as the words model.
Additionally, we add each attributes of infobox of di as pseudo concepts.

We rank the sentences in di according to the similarity of the sentences and
the attribute, and add the pseudo concept to the top 2 sentences. The original
importance of the concept is manually assigned, and then we treat them as
common Wikipedia concepts.

3.2 Wikipedia Article Expansion

The motivation to summarize definition from multiple related Wikipedia articles
is as follows: (1) The principle of typical extractive summarization approaches
is that the contents which are repeatedly emphasized should be included. (2) As
Wikipedia articles are human-written overview pages in which redundancy has
been avoided, it is difficult to weight the importance of different concepts just
using a single Wikipedia article. Therefore, it is more appropriate to summarize
definition with multiple related articles. (3) A concept may be important and
interesting when the concept mentioned in highly related Wikipedia articles.

In the paper, to make better use of Wikipedia’s structural information, we
retrieve the related Wikipedia articles to a specified Wikipedia article dt using its
inner links. However, even dt contains an inner link links to another Wikipedia
article dt′ , it does not always imply that dt is related with dt′ . In fact many
phrases in a Wikipedia article link to other articles just because there are entries
for the corresponding Wikipedia concepts. To verify the relatedness, dt′ is added
into Dt if and only if dt′ and dt link with each other.

3.3 Multi Wikipedia Articles Summarization

Related articles also bring in more noises when generating definition by the
extractive summarization approaches. To avoid the noises, we make a constraint
that when generating definition for topic t, we only extract the sentences from
dt. As the purpose of the Wikipedia editors, the corresponding Wikipedia article
dt should always focus on the topic t. With the limitation, we miss some nuggets
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that exist in other related Wikipedia articles, but we ensure the relatedness
between the extracted sentences and the topic t.

We utilize two multiple documents summarization algorithms: Maximal
Marginal Relevance (MMR) and Maximum Coverage (MC). As we model the
articles and make a constraint, we will describe the summarizing methods next.

Maximal Marginal Relevance. A good summary should meet the following
two conditions: (1) The summary focus on the topic of the article set; (2) The
summary need to avoid redundancy. The MMR algorithm considers both factors,
and repeatedly select the sentence that can be more representative for the article
set and has less redundancy with the sentences already selected.

As we assume that the content of the corresponding article dt should focus
on t, so the representativeness of a sentence stj for article set Dt, denoted as
RP (stj |Dt), is calculated as:

RP (stj |Dt) =
∑
ck∈stj

W t
k

And the redundancy between two sentences stj and stj′ , denoted as RD(stj |stj′),
is calculated as:

RD(stj |stj′ ) =
∑

ck∈stj∩st
j′

W t
k

So under the condition of existing summary sentence set St, the maximal
marginal relevance sentence smmr is calculated as:

smmr = arg max
s∈di\St

{RP (s,Dt) + max
s′∈St

{RD(s, s′)}}

Maximum Coverage. Gillick and Favre proposed a summarization method
based on maximum coverage. The method selects sentences with a globally op-
timal solution that also address redundancy globally. They choose to represent
information at a finer granularity than sentences, with concepts, and assume
that the value of a summary is the sum of the values of the unique concepts
it contains. They also present the Integer Linear Program for exact inference
under the model. We formulate our ILP problem as follows:

Maximize:
∑
k

W t(k) · SumCk

Subject to:
∑
j

otj ≤ L

otj · Occtj(k) ≤ SumCk, ∀k, j∑
j

otj ·Occtj(k) ≥ SumCk, ∀k



Summarizing Definition from Wikipedia Articles 267

SumCk ∈ {0, 1}, ∀k
otj ∈ {0, 1}, ∀j (1)

Here, SumCk represents whether ck occurs in the summary or not, otj means
whether stj is selected in the summary or not, and Occtj(k) equals 1 if and only if
cf t

j (k) ≥ 1. Since the concept weight is always positive in the model we defined,
(1) can be equally transformed to:

Maximize:
∑
k

W t(k) · SumCk

Subject to:
∑
j

otj ≤ L

∑
j

otj ·Occtj(k) ≥ SumCk, ∀k

SumCk ∈ {0, 1}, ∀k
otj ∈ {0, 1}, ∀j (2)

(2) removes the second constraint in (1), and the complexity of (2) is reduced.

4 Experiment

4.1 Experiment Setting

We evaluate our method on the corpus of TREC-QA in 2004-2006 (TREC 13-
15). For each topic, we retrieve the corresponding Wikipedia article. Because the
focus of the paper is on summarization evaluation, we simply ignore the topics
in TREC-QA where the corresponding articles do not exist in Wikipedia.

We evaluate the summarization performance by pourpre [22]. Like prior stud-
ies [9,4], we also treat the answers of factoid/list questions as essential nuggets,
and add them to the gold standard list of definition nuggets. To avoid the influ-
ence of those nuggets that do not exist in Wikipedia corpus, we only consider
the nuggets that could be found in Wikipedia. So we first explore the available
answers in Wikipedia Corpus, and the result is shown in Table 1. Among 215
topics in TREC 13-15, we could obtain 190 Wikipedia articles corresponding
to the exact topics. As our corpus was downloaded in 2009, the available topic
number and available nuggets number in the single article are both larger than
those in 2007, which indicates that the Wikipedia not only covers more and more
new topics, but also covers more old topics. So the idea of using Wikipedia as
a resource to answer definitional questions is feasible. As mentioned in Section
3.3, we limit our algorithm to select sentences only from dt. We observe that
this constraint caused a lost of 25% essential nuggets could be found in related
Wikipedia article set. It seems to be a huge loss in recall, but we can benefit
the precision. We evaluate the precision of the two special ways of summariza-
tion, using the entire corresponding article as summary (Salls) and using all the
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related articles in D as summary (Sallm). The precision of Salls is 0.169 while
the precision of Sallm is 0.029. Without the constraint on sentence selection, the
number of the nuggets that can be retrieved will increase, but it introduces too
many noises. With comprehensive consideration about recall and precision, the
sentence selection constraint is reasonable.

Table 1. Availability Analysis

Wikipedia 07 Wikipedia 09

Available Topics 180/215 190/215
Available Nuggets (single article) 47% 55%

Available Nuggets (multiple articles) 72%

We examine the quality of definition summary by nugget recall (NR, only
consider the nuggets can be found in dt) and an approximation to nugget pre-
cision (NP) on answer length. NR and NP are then combined using F1 and F3
measures. The evaluation is automatically conducted by Pourpre v1.1.

4.2 Performance Evaluation

To measure the performance of different models, we evaluate the quality of def-
inition produced by MMR and MC algorithms combined with different repre-
sentation models and article sets: Word model with a single article (Word),
Wikipedia concept model with a single article (Concept), and Wikipedia con-
cept model with related article set (C + M). The maximum number of sentences
in a summary was set to 10. As the result shown in Table 2.

Table 2. Evaluated Result (sentences num = 10)

NP NR F3 F1

Word (MMR) 0.576 0.574 0.561 0.545
Concept (MMR) 0.634 0.580 0.572 0.573
C+M (MMR) 0.649 0.609 0.601 0.599
Word (MC) 0.593 0.591 0.579 0.564

Concept (MC) 0.646 0.604 0.596 0.593
C+M (MC) 0.667 0.637 0.629 0.623

In both the summarization algorithms, the Wikipedia concept model outper-
forms the word model and the related article set helps improving the perfor-
mance. We get following observations from the results:

1. Both the two algorithms benefit from the Wikipedia concept model. On all
the evaluation metrics, the Wikipedia concept model outperforms the word
model. For example, the Wikipedia concept model outperforms word model
by about 5.1% on F1 score with both MMR algorithm and MC algorithm.
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2. The related article set can help improving the performance in both the two
algorithms.When using the related articles, all the evaluation metrics achieve
improvements. For example, on F3 score, the MMR algorithm improves by
5.1% and the MC algorithm improves by 5.5%.

3. The Wikipedia concept model contributes more to precision than to recall.
The Wikipedia concept weight can better represent the basic information
elements in a sentence, and it helps to avoid selecting redundant sentences
in a summary. Since we don’t cluster the Wikipedia concepts, the redundancy
in a Wikipedia article is too low to give guidance to get the essential nuggets.
So when using Wikipedia concepts, the improvement on recall metric derives
from that when more different nuggets are selected, more essential nuggets
may be covered. The analysis can also explain why the recall of the Wikipedia
concept model is even lower when the summary is short.

4. The related article set leads to more improvement in terms of nugget recall
than the Wikipedia concept model. The more important the concepts are,
the more frequent they occur in other related articles. The related article
set will enhance the weight of these concepts, then the summarization algo-
rithms will tend to choose the sentences containing these concepts. Hence,
article expansion helps to extract more essential nuggets. For example, Table
3 lists most important concepts for topic Manchester United Football Club
while using a single article and the related article set. Since in the main
article about Manchester United Football Club, win, season, player are men-
tioned many times, they obtained a quite high weight in the single article
although their original importance in Wikipedia is low. Related articles re-
peat the concepts of the relevant matches and main opponents, which are
more important to the topic. Hence, while using related article set, the sum-
marization algorithms will prefer to extracting the sentences containing these
important concepts, which will improve the performance.

Table 3. Important Concepts for Manchester United Football Club

Rank Single Article related Articles

1 Manchester United F.C. Manchester United F.C.
2 Association football FA Cup
3 English language Premier League
4 Win (baseball) Liverpool F.C.
5 Season (sports) UEFA Champions League
6 Player (game) Arsenal F.C.

5 Conclusion

In the paper, we present a framework of summarizing definition from multi-
ple Wikipedia articles. Experiments with different summarization algorithms
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demonstrate that the explicit semantic representation via Wikipedia concepts
benefits the extraction of definition. The experiment results also show that the
related articles can weight concepts more effectively than a single article, particu-
larly for those general and popular topics. The framework proposed in the paper
achieves excellent results on TREC-QA data, which demonstrates the feasibility
of our methods.

However, using the extractive summary as definition still faces some problems,
such as the discourse consistency between the extracted textual segments. In the
future, we are considering using some generative summarization techniques (such
as compression, reordering) to improve the consistency quality.
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Abstract. This paper presents a method for named entity recognition and dis-
ambiguation based on Wikipedia. First, we establish Wikipedia database using 
open source tools named JWPL. Second, we extract the definition term from the 
first sentence of Wikipedia page and use it as external knowledge in named entity 
recognition. Finally, we achieve named entity disambiguation using Wikipedia 
disambiguation pages and contextual information. The experiments show that the 
use of Wikipedia features can improve the accuracy of named entity recognition. 

Keywords: swikipedia, named entity recognition, named entity disambiguation. 

1 Introduction 

A large of new information emerged and formed information explosion with the rapid 
development of information technology and Internet. Many emerging information 
processing technologies such as information retrieval, information extraction, data 
mining and machine translation appeared in this background. Named entity is the main 
carrier of information and it expresses the main content of the text. It is the very import 
part of these researches. The research on named entity recognition has strategic signi-
ficance to language understanding and information processing. 

At present, there are a lot of researches on named entity. The methods can be divided 
into three types. One is rule-based method. Its effect is good, but writing rules is 
time-consuming and labor-intensive and it lacks field adaptive capacity. The second is 
statistics-based method. Although statistics-based method has a good ability of model 
learning without human intervention, it is limited by the limited scale of the training 
corpus. As a result the last work emerged which combine rule-based method and sta-
tistics-based method. It aimed to reduce the complexity and blindness of the rule-based 
method. In recent years, a large number of new words are emerging and most of them 
are named entity including person names, location names and organization names. 
Traditional rule-based or statistics-based method can’t satisfy the named entity recog-
nition and translation tasks, because of the accelerated update speed and expanding 
scale. In this work, we research on named entity recognition based on network re-
sources in order to improve the performance of the tasks. 
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This article studies basic page, disambiguation page, redirection page, structured 
categories, hyperlinks and information box. First, we establish Wikipedia database 
using open source tools named JWPL. Second, we extract the definition term from the 
first sentence of Wikipedia page and use it as external knowledge in named entity 
recognition. Finally, we achieve named entity disambiguation using Wikipedia dis-
ambiguation pages and contextual information. The experiments show that the use of 
Wikipedia features can improve the accuracy of named entity recognition. 

2 Wikipedia 

Wikipedia is a multilingual, web-based, free-content encyclopedia. Since its creation 
in2001,Wikipedia has grown rapidly into one of the largest online encyclopedia at-
tracting the majority of Internet users to contribute their knowledge to achieve a huge 
amount of data sharing .There were 441,405 articles in Chinese and 3,917,431 articles 
in English. Next we will describe basic page, disambiguation page, redirection page, 
structured categories, hyperlinks and information box of wikipedia in detail. 

2.1 Basic Page 

A basic page is also known as an entry which describes a real world entity or concept 
corresponding to a subject. Basic page has a simple title which usually corresponds to 
the standard name of the entity. Alternative name and abbreviation are defined on 
redirection page and linked to this page. The first few paragraphs of the basic page 
especially the first sentence give us the definition and basic description of the entity 
concept. The following paragraphs expand the detailed description of the entity from all 
angles on the topic. 

2.2 Redirection Page  

Entities in the real world usually have two or more names. These different names 
describing entities of the real world are synonyms. Redirection page in the wikipedia is 
to solve the synonym problem. Only one of the most representative words in synonyms 
in Wikipedia is the title of the basic page and the others are titles of redirection pages. 
When the word matches to the redirection page it will be automatically re-link to the 
basic page which have the real description of the entity. For example, we entered a 
word named CAS in the search box. CAS is a redirection page ,so it is directly redi-
rected to the basic page named Chinese Academy of Sciences. 

2.3 Disambiguation Page 

Disambiguation page is used to deal with the ambiguous name. The so-called ambi-
guity means the same name may refer to different entities. For example, Washington 
may refer to President George Washington, it may also refer to Washington State。
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Disambiguation page in wikipedia lists the entries which may refer to different entities 
and contains links to the basic page. It does a brief introduction of every entry in a 
sentence. For example, we input Washington in the search box. Its disambiguation page 
lists wikipedia entry named George Washington(first President of the United States of 
America). Click it and you can enter the corresponding basic page. It also list the entry 
named Washington State(a state on the Pacific coast of the United States of America) 
and many other entries related with Washington. 

2.4 Categories 

Wikipedia provide a grid-like classification system which is edited by the public. An 
entry belongs to one or more categories in the classification system. A Category is 
usually constituted by a noun phrase which describe the entity attributes or type in-
formation. For example, entity Li Ning belongs to the category ”1963 births”, “living 
people”, “Chinese male artistic gymnasts”, “Chinese businesspeople” and so on. In 
addition, each category has its own parent categories and subcategories. For example, 
category” Chinese business people” has four parent categories such as “Businesspeople 
by nationality” and “Chinese people by occupation” and six subcategories such as 
“Chinese real estate businesspeople” and “ Hong Kong business people”. In this way, 
Wikipedia's classification system constitutes a hierarchical structure which is not a tree 
in strict sense, but a directed acyclic graph. 

3  Named Entity Recognition based on Wikipedia 

3.1 Extract Wikipedia features 

We do a summary introduction of wikipedia in the second quarter. The first few para-
graphs of the basic page especially the first sentence give us the definition and basic 
description of the entity concept. We can understand the properties of the entity ac-
cording to the first sentence without reading the full text. The following lists a few 
examples of the first sentence of the Wikipedia: 

 

 

 

 

 

 

 

It can be seen from the example, the core term in the noun phrase after the defining 
verb is a very good knowledge which reflects the attributes of the entry. We extract the 
core terms to observe,“The Chinese Academy of Sciences is a academy”, “Li Ning 

（ 1） The Chinese Academy of Sciences (CAS), formerly known 
as Academia Sinica, is the national academy for the natural 
sciences of the People's Republic of China. 

（2）Li Ning (Simplified Chinese: 李宁; Traditional Chinese: 李寧; Pinyin: 
Lǐ Níng; born March 10, 1963 in Laibin, Guangxi) is a well-known 
Chinese gymnast and entrepreneur. 

（3）Beijing is the capital of the People's Republic of China and one of the 
most populous cities inthe world 



 Chinese Named Entity Recognition and Disambiguation Based on Wikipedia 275 

is a entrepreneur” , “Beijing is a city” . We can see that this definition term 
"agency", "entrepreneur", "city" help us to judge an entry is a name, a local name or a 
organization name. Therefore, we want to extract the core terms used in the first sen-
tence from the Wikipedia article as an additional source of knowledge added to the 
process of named entity recognition. The specific steps to extract the wikipedia features 
are as follows: 

（1）Do word segmentation and part of speech tagging in the first paragraph of  
wikipedia 
（2）Extract the core term after the defining verb in the first sentence of the first 
paragraph  
（3）Extract the core term in the last sentence of the first paragraph if there is no 
defining verb 

（4）The wikipedia features extracted by the above steps are shown in Table 1 

Table 1. Examples of wikipedia features 

wikipedia entry wikipedia feature wikipedia entry wikipedia 

feature 

Donald Ervin Knuth Professor  Li Ning Entrepreneur 

Euskara Language Yunnan Province 

Young learn ourselves Reading book Zhangguorong Entertainer 

Soft-WorldInternational 

Corporation 

corporation Wenjiabao Premier 

3.2 Add Wikipedia Features to Named Entity Recognition 

We usually annotate corpus using IOB2 tags as we represent named entities. InIOB2 
tagging, we use “B-X”, “I-X”, and “O” tags, where “B”, “I”, and “O” means the  
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. the marked results with wikipedia features 

Recently  O 

Stefanie  B-singer 

Sun  I-singer 

’s  O 

album  O 

sold  O 

well O
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beginning of an entity, the inside of an entity, and the outside of entities respectively. 
Suffix X represents the wikipedia feature of an entity. In the process we apply the 
knowledge of Wikipedia, the suffix "X" represents the wikipedia features. For exam-
ple, given a sentence "Recently, Stefanie Sun’s album sold well". For example, if we 
search for "Stefanie Sun" is a Wikipedia entry and extract its wikipedia feature"singer", 
the marked results of this sentence with wikipedia feature are shown in Figure 1. 

4 Experiments and Analysis 

4.1 Experiments of Extracting Wikipedia Feature 

The test set used in this article are randomly selected from the 372,969 Wikipedia page 
in wikipedia feature extraction module. It contains a total of 1000 pages. We extract 
Wikipedia features on the 1000 pages and get the correct rate of 91.5%. Because some 
sentences are too long, there exists extraction errors .For example, “Information 
science(or information studies) is an interdisciplinary field primarily concerned with 
the analysis, collection, classification, manipulation, storage, retrieval and dissemina-
tion of information”. For example, “Information science (or information studies) is 
an interdisciplinary field primarily concerned with the analysis, collection, classifica-
tion, manipulation, storage, retrieval and dissemination of information.”The wikipe-
dia feature extracted by our method is object which is obviously wrong. The correct 
result should be subject. Because it is relatively long, the final properties fell on the 
core term of the last clause other than the first clause. First sentence is the defining 
sentence, it is usually relatively short, entity attribute is in the first sub-sentence in most 
of the situations. To solve this kind of error, we can do syntax analysis specially on long 
sentences to find the core words of the parsing results. This article does not introduce a 
complex syntactic analysis by taking into account the good correct rate of this method 
coupled with the high cost of parsing. 

4.2 Experiments in Named Entities Coverage of Wikipedia 

This article use 863 named entity evaluation corpus in 2004 which contain 367 docu-
ments and 19,102 sentences. There are 30,955named entities in this 19,102 sen-
tences(named entity in this article specially refers to person name, location name and 
organization name). LDC dictionary contains a large number of named entities and 
proper nouns. This article compares wikipediaentry with LDC dictionary. We respec-
tively use them to math 863 named entity evaluation corpus to test the named entity 
coverage of wikipedia. Test results are shown in Table 2. 

As can be seen from Table 4.5, The named entity coverage of Wikipedia is 
12.18% higher than that of the LDC dictionary. Although the scale of wikipedia entries 
are far smaller than the LDC dictionary(788, 745 less),the matched entries with wiki-
pedia have only 4,374 less than that with LDC dictionary in 863 named entity evalua-
tion corpus. So we can see that the named entity coverage of wikipedia is high.  
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Table 2. Test results in named entity coverage of wikipedia 

 The scale of 

entry 

The number 

of matched 

entries  

The number of 

matched NE 

NEproportion 

LDC dictio-

nary 

1,161,714 32,611 13,151 53.74% 

Wikipedia 372,969 19,951 17,525 65.92% 

4.3 Experiments of Named Entity Recognition Based on Wikipedia 

In this section, we demonstrate the usefulness of the wikipedia feature for NER. We 
divide the 863 named entity evaluation corpus into two sets. One is the training set 
including 17, 102 sentences and the other is the test set including 2000 sentences. We 
use CRF as the classifier of named entity recognition and do three tests. We carry out 
the first test with the common features such as word and POS, the second test with LDC 
dictionary in additional to the common features and the third test with wikipedia feature 
in additional to the common features. 

We annotate the 863 named entity evaluation corpus in a word sequence. “Sheng 
Huaren” in the example have appeared both in the LDC dictionary and wikipedia and 
its wikipedia feature is “economist”. The annotated corpus is shown in Figure 2.  

 

 

Fig. 2. Annotated 863 named entity corpus 

This article uses CRF++ tool, the above defined three feature templates and cor-
responding three annotated corpus to test the performance of the named entity recog-
nition. The test results are shown in Table 3 and 4 : 
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Table 3. Test results of named entity recognition（in word sequence） 

 P R F 

Common features 83.13 87.57 85.35 

LDC feature  83.52 87.84 85.68 

Wiki feature  84.46 88.81 86.64 

Table 4. Test results of named entity recognition（in character sequence） 

 P R F 

Common features 82.24 84.89 83.56 

LDC feature 82.51 85.27 83.89 

Wiki feature  82.77 85.75 84.26 

 
As is seen from experimental results, the Wikipedia features improved the accuracy 

in F-measure by 1.29 points(in word sequence) and 0.7 points(in character sequence) 
compared with common features. Compared with LDC dictionary, the Wikipedia 
features improved the accuracy in F-measure by 0.96 points and 0.37 points respec-
tively. The wikipedia feature can play a good role in named entity recognition.  

The simple method that extracting defining feature from the Wikipedia page can 
effectively improve the correct rate of named entity recognition. The results show that 
the structured features of Wikipedia is conducive to extraction of knowledge. Our 
method is simple but effective because of the following reasons: (1) If a Wikipedia 
page is a disambiguation page, we will not extract the defining feature of its corres-
ponding Wikipedia, so we will not bring the wrong noise where it might be existed. (2) 
If a Wikipedia page is non-ambiguous pages, it will describe the main meaning of most 
editors agreeing on this entity. The reason that the extracting Wikipedia definition 
features is helped to improve the correct rate of  named entity recognition is the main 
meaning of the entities are frequently used in the corpus. In our method, there is still 
room for improving , for example, the disambiguation of ambiguous entities. If the 
Wikipedia pages make continuous rapid growth at the current rate, perhaps all of the 
Wikipedia entity will become ambiguous entity in the latest future. We need a disam-
biguation method to find the most appropriate page from the multiple pages listed in the 
disambiguation pages. 

5 Named Entity Disambiguation Based on Wikipedia 

Entity ambiguities refers to an entity alleged corresponding to the problem of 
real-world entities. For example , the following three entities alleged "Washington"： 

U.S. founding fathers of Washington； 

Washington, DC, the capital of the United States. 
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Washington, located in the northwestern United States. 

They separately refer to the three real-world entity ："America's first president"、
"the U.S. capital " and "the U.S. state of Washington". In the task of Named entity 
recognition, the alleged "Washington" may be a person name (George Washington), or 
a local name (Washington, DC, or Washington), and we need to determine which the 
true type of the alleged entity are belonged to , and this is named entity disambiguation. 

5.1 The Processes of Named Entity Disambiguation Based on Wikipedia 

Wikipedia disambiguation page lists the entity alleged ambiguities. And it provides us 
with a good disambiguation information. If there is "Washington" in a sentence, and 
"Washington" is an ambiguous entity, it may be a person name or a local name. The 
original model of random condition is not very accurate in classifying. And the 
"American President" entry which "George Washington" entry at, where the Wikipedia 
disambiguation page list , can help us determine to decide "George Washington" is a 
name. Besides another cited "Washington State" entry where it has the "American 
states" entry, can also let us be certain about the "Washington State" is the local name. 
Through the Classification and Labeling of Wikipedia entries we can properly mark the 
category of the named entities they belong to in 80% of Wikipedia coverage rate、95% 
of correct rate. Intuitively, we can determine the "Washington" should be which entity 
through the current context of a sentence, so we think about a method : we calculate the 
similarity of all the pages listed in the sentence of the documentation and Wikipedia 
disambiguation page, then find out the most similar Wikipeia page to the current sen-
tence, finally give a more accurate label of the current entity  through the entity iden-
tified by the Wikipedia. Therefore, we propose to build the double-layer CRF for 
named entity disambiguation based on context information , the specific process is 
shown in Figure 3: 

5.2 Training Wikipedia Corpus with CRF 

All of the existing Wikipedia entries in Wikipedia page are marked with  the symbols 
of "[[]]", so we use the classification label ,from Wikipedia named entity dictionary 
(including names dictionary, gazetteer and agencies name a total of 135,504 data 
dictionary) , to match the entry in the "[[]]" , if the entry exists in the named entity 
dictionary, we marked the entry with the type of the named entity , otherwise the entry 
does not exist in the named entity dictionary, the symbol of "[[]]" will be stripped, and 
ultimately we will convert the Wikipedia corpus  with a training data of named entity 
label. The original Wikipedia corpus and the named entity annotation corpus after 
converting are shown in Figure 4 and 5, in which person name, place name, organiza-
tion names marked separately with PER、LOC、ORG . 
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Fig. 3. Named entity disambiguation processes based on Wikipedia 

 

Fig. 4. The original corpus of Wikipedia 

 

Fig. 5. Wikipedia named entity annotation corpus 

The correct marked rate of Wikipedia marked corpus named entities after converting 
is about 95% ,and the recall rate is about 80%. CRF are maked use of to go on training 
and self re-marking on the label corpus to achieve a higher recall rate. 

5.3 The Examples of the Disambiguation of Wikipedia 

A simple example can show us the process of the disambiguation. For example, there is 
a sentence which is "Bloomberg flew to Washington to promote his own ideas" in our 
testing collection ,then we find the word "washington" is a disambiguaion page on  
 

Match the word sequence in the test set with wikipedia disambiguation entry 

Calculate the document similarity of the word sequence and disambiguation page（VSM） 

Select the first three most similar wiki entries  

Train wikipedia corpus with CRF 

Add similarity *P（per name, local name or organization name |word）ect 9 features to training  
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wikipedia through the maximum matching wikipedia entry, and in this disambiguation 
page lists all the possible ambiguity entry, a total of seven, such as "Washington. DC", 
"Washington State", "Denzel Washington", these entries have been marked as entity 
type in the first step a CRF-based training  and we have retained the probability of 
each entity type. We calculate the similarity of the document of the given sentence and 
the nine Wikipedia page, then find the top three highest similarity of the wiki page 
which are "Washington State", "Washington DC" and "Washington Town" ,and add 
nine characteristics of the Similarity (Washington State) * P (person's name | Wash-
ington State), similarity (Washington State) * P (local names | Washington State), 
similarity (Washington State) * P (agency name | Washington State). . similarity 
("Washington Township") * P (organization name | Washington town) and so on to the 
CRF training and testing. It is more intuitive to see Figure 6. 
 

Fig. 6. Example of named entity recognition based wikipedia 

6 The Analysis of Named Entity Disambiguation Based on 
Wikipedia 

The corpus used in this study is the same as the terms in section 4th, and we add 9 
disambiguation characteristics on the basis of the original wiki features, and the results 
of the study are shown in Table 5. 

The F value is improved by 0.43 in the experimental results, after combining the 
Wikipedia disambiguation feature,and the effect is significant opposed to the limited 
corpus  number of ambiguous entities .The example of correcting based on the Dis-
ambiguation method: "The ITTF has announced the latest world rankings, and the 
men's singles aspects of German Boer continued in the first place", there are ambigui-
ties of " Boer " in this sentence, "boer" can be place names (refer to South Sudan city)  
 

Washington, District of Co-

lumbia 

Washington State 

Denzel Washington 

Washington County 

Washington Lake 

Washington Town 

Washington State 

Washington, District of 

Columbia 

Washington Town 

Bloomberg 

flew to  

Washington 

to promote  

his 

own 

idea 

The testing The first three most similar The disambiguation page 
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Table 5. Experimenal results of named entity disambiguation based on wikipedia 

 P R F 

wikipedia feature 84.46 88.81 86.64 

named entity disambiguation 84.73 89.42 87.07 
 
 

or names (refer to table tennis players of Germany).At first "boer" is mislabeled as local 
name, after combining the Wikipedia disambiguation features, some contextual fea 
tures, such as Germany, table tennis, men's singles " are used to help the system cor-
recting the category into the right type person name. 

7 Summary and Future Work 

Firstly we introduces of the defining feature of Wikipedia as an additional knowledge 
added to the based named entity recognition in the CRF, and the method is simple but 
effective in improving the rate of correcting th named entity recognition. Then the 
Wikipedia corpus converted into a named entity annotation corpus is illustrated, this 
huge label corpus helps us to further improve the performance of named entity recog-
nition, and we make full use of Wikipedia's disambiguation pages and context  
information to build a double-layer CRF system for carrying out named entity disam-
biguation. The study shows that the method proposed can improve the correct rate of 
named entity disambiguation. 

In named entity recognition, we only make use of the first sentence of the Wikipedia 
page, so we can consider that making full use of the Wikipedia category labels, 
hyperlinks, and other rich resources to further improve the correct rate of named entity 
recognition. 
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Abstract. Query recommendations help users to formulate better
queries and to obtain the desired search results. Users’ clicks on query
recommendations contain a great deal of information about search intent,
query ambiguity and search performance. We use query recommendation
click information contained in search logs to construct a recommenda-
tion click graph. A directed edge in the graph connects the prior query
and the clicked recommended query. By analyzing the graph, we develop
methods for finding ambiguous queries and improving the search results.
The experimental results show that our method for finding ambiguous
queries is effective, and using recommendation click information can im-
prove the search performance of ambiguous queries.

Keywords: query recommendation, user behavior, search intent.

1 Introduction

Query recommendation technology is widely used by commercial search engines.
A search engine provides related queries in a search result page. If the query does
not present useful search results, users can click on any related query to find more
web resources. Our analysis shows that users click recommended related queries
in approximately 15% of search sessions.

The query recommendation click log contains a large volume of information
about users’ search intents and their perspectives on search results. A user’s click
on a recommended query implies that the recommended query describes what he
wants, whereas the search results of previous do not satisfy his information needs
well enough. Because search engine users usually click recommended queries
after reviewing the result page, the clicked recommendation should be a direct
and precise reflection of the user’s intent. The query recommendation click logs
contain less noise than the logs of query reformulation because all clicked queries
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are selected by both the search engine and the user. In this sense, the data in
query recommendation click log is very reliable.

In this paper, we introduce the concept and properties of a query clicking
graph, which is a graph that depicts all of the query recommendation clicking
information contained in user logs. This graph aggregates all users’ query rec-
ommendation click actions during a specific period. In the graph, each node
represents a query. A directed edge (qi, qj) indicates that a user clicked the rec-
ommended query, qj , when he searched qi. We do both global and local analysis
on the graph. These efforts can help us to learn the properties of queries and
user intents. We introduce the following applications for the recommendation
click graph:

Optimizing search results. Exploring users’ click actions on query recommen-
dations can help us to understand users’ search intents. Thus, the recommenda-
tion click graph can help the search engine to improve the search performance.

Recognizing ambiguous queries. If users click disparate recommended queries,
the previous query might be highly ambiguous. The ambiguity might be caused
by the ambiguity of the query expression or the users’ uncertain search intent.
Graph analysis algorithms can help us to find ambiguous queries in a recom-
mendation click graph.

The remainder of this paper is organized as follows. Section 2 introduces re-
lated work. Basic concepts and assumptions of our work are given in Section
3. In Section 4, we discuss the properties of recommendation click graphs. Sec-
tion 5 discusses our local analyzing methods for recommendation click graphs
to improve search performance. Section 6 shows our approach to identifying
ambiguous queries. In Section 7, we summarize our work and discuss query rec-
ommendation and the recommendation click graph.

2 Related Work

TheWeb is naturally presented as a graph. Often, the nodes of a web graph repre-
sent the web pages, and the edges represent links between pages. Web graphs are
used to estimate the quality of web pages. Link analysis is a data-analysis tech-
nique that uses a link graph to estimate page quality. Examples of well-known
link analysis algorithms are the HITS [1], PageRank [2] [3] and TrustRank [4]
algorithms. These link analysis algorithms have common assumptions: (1) the
links imply recommendation and (2) the page quality can spread through the
hyperlinks. With these assumptions, link analysis algorithms are often applied
to other types of graphs.

Search queries can also be presented by graphs. Baeza-Yates defined 5 types
of query graphs [5]: word, session, URL cover, URL link and URL terms. Three
types of information are used to construct query graphs: the query terms, the
searching and clicking behaviors during the query session and the content of
clicked URLs. Baeza-Yates et al. used some of the query graphs to mine query
logs for semantic relations between queries [6]. The five types of graphs are useful
for recommending related queries. A query-flow graph is a representative query
graph [7] and performs well in query recommendation applications [8] [9].
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Unlike present methods, the recommendation click graph is based on existing
query recommendations and the click log. This graph is used to detect ambiguity
in queries and to learn users’ intents.

Query recommendation is an important are of study. The query recommenda-
tion algorithms focus on finding similar queries. Zaiane et al. used query terms,
search result snippets and other simple text information to find similar queries
[10]. Because the semantic information from query and search results is limited
and hard to analyze, most recent studies on query recommendation use user
behavior data to detect related queries [11] [12] [13]. Some studies [14] [15] use
a bipartite graph of search query and clicked URL to determine and recom-
mend related queries. These studies assume that two queries are similar if they
lead users to click on the same URLs. Kelly et al. studied the usage of query
recommendation [16]. Their research showed that query recommendations are
frequently used by users and can be very helpful.

For a search engine to understand a user’s search intent, it must be able
to identify an ambiguous query. Some queries are ambiguous in nature. The
search intent of such queries can be detected by analyzing related documents
and user behavior. Song et al. summarized three types of queries: ambiguous,
broad and clear. They used a supervised learning approach to classify queries by
analyzing the text of the search results [17]. He and Jhala developed a method
to understand a user query based on a graph of connected related queries [18].
Veilumuthu and Ramachandran developed a clustering algorithm that uses the
user session information in the user log and query URL entries to identify clusters
of queries that have the same intention [19].

3 Preliminaries

3.1 Basic Concepts

Recommendation click log. A recommendation click log is a part of a search en-
gine’s user log. It records all clicks on query recommendations. Recommendation
click pair. A user’s click on a query recommendation is represented by an or-
dered query pair 〈qi, qj〉. This pair indicates that a user submitted query qi to
the search engine and clicked recommended query qj on qi’s search result page.
We call qi the source query and qj the destination query. Pairs with the same
source and destination queries are recorded as a single recommendation click
pair in our work.

Recommendation click graph. The recommendation click graph uses the pre-
vious two concepts.

Definition 1 : The recommendation click graph is a directed graphGc = (V,E),
where:

– the set of nodes, V = {q|q appear in the recommendation click log as a
source or destination query}, and

– E = {(qi, qj)| < qi, qj > is a recommendation click pair in the recommenda-
tion click log}.
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Like other web graphs, the recommendation click graph might have more than
one weakly connected component. Because the recommendation click graph is
based on recommendation click pairs, there are no isolated vertices in the graph,
i.e., there are at least two queries in a connected component. More properties of
the recommendation click graph are described in following sections.

3.2 Semantic Basis

Some basic assumptions on the semantics of query recommendation click actions
are fundamental to the recommendation click graph developed here. When a
user clicks a recommended query, this action expresses a relationship between
the source and destination queries. Using the recommendation click pair 〈qi, qj〉
as an example, we assume that there are two possible latent meanings for a user’s
click on a query recommendation:

– Assumption 1 qj describes the user’s information needs more precisely than
qi, or

– Assumption 2 qj does not describe the user’s information needs more pre-
cisely than qi, but the user is interested in qj and wants more information.

Clicks described by assumption 1 usually make the user’s search intent more
precise. For example, the recommendation click pair 〈 Lady Gaga songs, Lady
Gaga poker face〉 corresponds to a more precise intent description. Clicks de-
scribed by assumption 2 appear frequently. The recommendation click pair 〈
Lady Gaga songs, top 100 songs〉 is an example of this type of click. In most
cases, the source query and destination query are related. However, the query
pair can be about different topics.

In our work, we are interested in recommendation click pairs that comprise
related queries. The recommendation click graph can help researchers to view
related queries from different perspectives.

4 Properties of the Recommendation Click Graph

We extracted a recommendation click log from an August 2010 user log of a Chi-
nese commercial search engine. The log recorded 58,334,303 clicks on query rec-
ommendations. From these data, we constructed a recommendation click graph
that contained 23,516,620 vertices and 31,569,262 directed edges. We obtained
statistical distributions for the in-degree and out-degree of each vertex. The dis-
tributions are shown in Fig. 1. Both the in-degree and out-degree distributions
approximately follow a power law distribution. This property is very similar to
a hyperlink graph. Given this similarity, there are many effective and widely
used analyzing algorithms developed for hyperlink graphs that might also be
appropriate for recommendation click graphs.
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Fig. 1. Distribution of in-degree and out-degree Fig. 2. Distribution of
component size

4.1 Connected Components

We analyzed the connected components in the recommendation click graph with-
out regard to the direction of the edges. Of the 2,668,331 components in the
graph, 71% have only 2 vertices, i.e., most of the components are very small.
Our statistics show that approximately 60 components have more than 100 ver-
tices. The largest component has 16,298,916 vertices, which is approximately
70% of the vertices in the graph. This result indicates that many queries are
connected in the recommendation click graph. These queries include most of the
hot topics of the search engine during the period covered by the query log. As
shown in Fig. 2, the distribution of the connected component sizes approximately
follows a power law distribution.

4.2 Strongly Connected Components

A strongly connected component is a directed sub-graph in which there is a
directed path between any ordered pair of vertices. In a recommendation click
graph, queries that appear in the same strongly connected component can be
strongly related.

In our recommendation click graph, there are 20,978,260 strongly connected
components. The distribution of component sizes follows a power law distribu-
tion. Of the strongly connected components, there are 20,695,423 components
that have only one vertex. These vertices account for approximately 88% of the
vertex set. This result indicates that approximately 10% of the queries both
recommend other queries and are recommended by other queries in the graph.
This property is in accord with user behavior patterns and can be explained as
follows. Because the user queries follow a power law distribution, most queries
have a low frequency. Low frequency queries have no chance to be recommended.
As mentioned in Section 3.2, for many recommendation click pairs, the desti-
nation query refined the intent of the source query. Therefore, few queries are
both source and destination. In the recommendation click graph, the largest
strongly connected component contains 1,816,759 vertices, approximately 7.7%
of the vertices in the graph.
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5 Local Analysis of a Recommendation Click Graph

In a recommendation click graph, an edge (qi, qj) denotes that a user has clicked
the query recommendation qj while he searched qi. Because the recommendation
click pair is selected by both the search engine and the user, we assume that
adjacent queries in a recommendation click graph are semantically similar.

A user clicks a query recommendation when he finds the search result insuffi-
cient. He may try a recommended query that describes his needs more precisely
or a query that appears to yield better results. The search result page of the
related queries might provide what the user is seeking. The local analysis of a
recommendation click graph can help us to improve the search result by including
some search results of high-quality adjacent queries.

5.1 Local Subgraph

Definition 2 : For query qi in a recommendation click graph, we define a local
subgraph of qi as

GSub(i) = (VSub(i), ESub(i)),

where

VSub(i) = q|distance(q, qi) ≤ 2 ∪ qi, ESub(i) = E ∩ (VSub(i) × VSub(i)).

The local subgraph of qi contains the queries that are most related to qi.

5.2 HITS applied to a Local Subgraph

HITS is a link analysis algorithm for evaluating web pages. The algorithm is
applied to a subgraph of a hyperlink graph. The indicators for each web page
are called hubs and authorities. The hub value indicates how efficiently users are
led to other useful pages using the hyperlinks on the page. The authority value
indicates how many good hub pages link to the page.

We apply the algorithm and concepts of HITS to a recommendation click
graph. A query that has a high authority value is linked to several other queries.
A query that has a high hub value leads users to other queries. In this work,
we are interested in the queries that are frequently searched and do not lead to
additional clicks of query recommendations. Queries that have a high authority
value and a low hub value might satisfy more users’ needs and be less ambiguous.
We find such queries using the local graph of query qi and use their search results
to improve the search performance of qi.

5.3 Experiments of Optimizing Search Results

We randomly selected 442 queries that had an out-degree 8 and extracted their
local subgraphs. The local subgraphs of queries that have an out-degree less than
8 might not be large enough to support a HITS analysis.
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We collected statistics on the numbers of nodes and edges in the 442 sub-
graphs. Fig. 3 shows that the numbers of nodes and edges are linearly related.
Table 1 lists the maximum, minimum and average numbers of nodes and edges.
These statistics show that the sizes of the local subgraphs can vary widely.

Table 1. Properties of local subgraphs

Maximum Minimum Average

# of nodes 18271 14 865.1

# of edges 78808 13 3009.4

(# of edges)/(# of nodes) 12.2 0.93 2.8

Fig. 3. Dimensions of local subgraphs Fig. 4. Experiment Results on Algo-
rithm 1

We used the query’s local subgraph to optimize the search results. We ran-
domly selected 117 queries (Group 1) that had an out-degree = 8 or 9. These
queries were not the most frequent queries in the search engine, but their lo-
cal subgraphs were large-enough to support the HITS algorithm. These queries
might be a representation of a general user query. We examined Group 1 from
the user’s perspective. We identified 44 queries on which the search engine did
not perform very well, but the user found related resources through a query
recommendation. We performed Algorithm 1 on the 44 queries and obtained
optimized search results. Three annotators were asked to compare the optimized
search results with the original search results and vote for the list that contained
results that are more diverse. For 34 of the 44 selected queries (approximately
77%) the search results optimized using Algorithm 1 were deemed to be more
diverse.
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Algorithm 1.

1: Select qi as the query to be improved.
2: Extract qi’s local subgraph GSub(i) = (VSub(i), ESub(i)) from the recommendation

click graph.
3: Iteratively calculate the authority and hub values for all queries in the subgraph

using the HITS algorithm.
4: Select a threshold hub value, ht for hub value. Create a query set Q = {q|Hub(q) <

ht, (qi, q) ∈ ESub(i)}.
5: Sort the queries in Q by authority values and take n largest queries.
6: Construct 2 search result sets: Ri = {r|r ∈ SearchResultsOf(qi)}, R = {r|r =

TopResultOf(q), q ∈ Q}
7: Sort the search results in Ri ∩ R according to the rank in qi’s search results and

store in List L1;
8: Sort the search results in R \ Ri according to the order of the authority of the

corresponding query, and store in List L2;
9: Sort the search results in Ri \ R according to its rank in qi’s search results and

store in List L3;
10: Output individual results from L1, L2, L3 in turn, until there are 10 search results.

We repeated the above experiment on 61 randomly selected queries (Group 2)
that had higher search frequencies and out-degrees. These queries might be more
ambiguous than the queries in Group 1. We examined the queries and found 18
queries on which the search engine did not perform well. For 14 queries, the
search results produced by our algorithm were more diverse. Because the queries
in Group 2 are hotter than Group 1, the queries in Group 2 might perform better
in the search engine. Note that the percentage of queries that do not perform well
enough is lower for Group 2 (18/61) than for Group 1 (44/117). Approximately
77% of the queries selected in Groups 1 and 2 were optimized by Algorithm 1.
The experimental results are shown in Fig. 4.

Our algorithm is naive and does not always yield better results than those
obtained by the search engine, particularly when the search engine performs
a query well. Nevertheless, our local subgraph method can improve the search
results of queries.

6 Finding Ambiguous Queries

6.1 Inverse PageRank

Inverse PageRank is a link analysis algorithm used to determine the seed pages
for the TrustRank algorithm [4].

For a directed graph G = (V,E), inverse PageRank requires a related graph
G′ = (V,E′), where

(qi, qj) ∈ E′ ⇐⇒ (qi, qj) ∈ E.

We perform PageRank on the link-inverted graph G’ to obtain the inverse PageR-
ank for G.
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The inverse PageRank can be explained using the concepts of PageRank as
follows:

– In G, a vertex’s inverse PageRank is higher if it has more out-links.
– In G, a vertex’s inverse PageRank is higher if the vertices to which it points

have high inverse PageRanks.

Some studies have shown that search engine users often issue short and am-
biguous queries [20]. In this case, users might continue by clicking query recom-
mendations. It is reasonable to assume that the level of ambiguity of a query
is related to the dispersion of the query’s recommendation clicks. Based on this
assumption, the inverse PageRank values of a recommendation click graph show
the level of query ambiguity.

6.2 Experiments

We applied the inverse PageRank algorithm on the recommendation click graph.
We sorted the inverse PageRank values into descending order and divided them
into 10 buckets. The sums of the inverse PageRank values in each bucket were
equal. The sizes of buckets are shown in Fig. 5.

To verify if the inverse PageRank can be used to determine the ambiguity of
queries, we asked 4 annotators to examine queries sampled from the 10 buckets.
We randomly selected 1010 queries and asked the annotators to score each query:
3 indicated a clear query, 2 indicated an intent ambiguous or broad query, and 1
indicated a semantically ambiguous query. Through discussions, the annotators
ensured that they had no serious disagreement on the semantics of any query.
For 828 of the 1010 queries, at least three annotators give the same score. The
kappa coefficient of their annotations was κ = 0.466 [21].

For each query, we calculated the average, maximum and minimum scores. In
addition, we calculated the average of the 3 types of statistical scores in each
bucket. The results are shown in Fig. 6. The scores in the first five buckets are
higher than the scores in the last five buckets. Moreover, the scores increase
from Bucket 1 to Bucket 5, whereas the scores of the last five buckets are not
significantly different. Although the first 5 buckets contain approximately 30%
of the queries, they contain most of the ambiguous queries.

We randomly selected 233 queries from the graph and sorted the queries into
descending inverse PageRank order. We divided the queries into 10 buckets of
approximately the same size. The annotators labeled the top 3 search results of
the 233 queries in 5 levels, and we calculated the NDCG3 for all of the queries.
For each bucket of queries, we computed the average and standard deviation of
the NDCG3. Fig. 7 shows the statistical results. From Bucket 1 to 10, the average
NDCG3 decreases, whereas the standard deviation increases. Although queries
that have higher inverse PageRanks contain more ambiguity, these results indi-
cate that they perform better than queries that have lower inverse PageRanks.
This result seems counterintuitive, but it is reasonable. As mentioned above, the
inverse PageRank algorithm gives higher values to the vertices that have more
out-links.
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Fig. 5. Bucket size Fig. 6. Ambiguity score statistics

Fig. 7. Avg. and Stdev. of NDCG
values

Fig. 8. Avg. and Stdev. of query lengths

In a recommendation click graph, the out-degree is related to the search fre-
quency of the query. Therefore, hot queries are more likely to receive higher
inverse PageRanks. The higher NDCG3 values obtained in the previous buckets
are explained by the better performance of hot queries in commercial search
engines. The average lengths of the queries increase from Bucket 1 to Bucket 10
(shown in Fig. 8). The work of Jansen et al. [20] showed that most queries in
web search engines are short, and long queries are very infrequent. This work
confirms that the queries in the preceding buckets are hotter in the search engine.

From the experimental results and analysis, applying the inverse PageRank
algorithm on a recommendation click graph is an effective tool to evaluate query
ambiguity.

7 Discussions and Conclusions

According to the definition and construction of recommendation click graphs,
the graph is strongly related to user behaviors and the search engine’s query
recommendation algorithms. Because the user behaviors on query recommenda-
tions is the object of our research, the behaviors and algorithms do not affect
our methods of constructing and analyzing the recommendation click graph.
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However, changes in the recommendation algorithm can affect the properties of
the graph.

In the commercial search engine that we used to build the recommendation
click graph, there are at most 10 recommended queries for each input query.
However, the query recommendation algorithm allows the related queries to be
updated, and the out-degree may be greater than 10. In the graph for our experi-
ment, the largest out-degree was 391, and there were 254,639 queries that had an
out-degree greater than 10. In other search engines, the strategies for updating
query recommendations might be different; thus, the distribution of the vertices’
out-degrees might be different. In our work, we considered the out-degree as a
representation of query ambiguity, and the recommendation algorithm can affect
our judgment of query ambiguity. However, it is reasonable to believe that fre-
quent changes in recommended queries imply that the source query is complex
and unclear. Therefore, our methods are applicable in different search engines.

In this paper, we noted that the query recommendation click log contains a
large volume of information about user search intent and query ambiguity. We
proposed a recommendation click graph constructed from the recommendation
click log. Our analysis showed that the properties of the recommendation click
graph are similar to traditional web graphs. Furthermore, the edges in both web
graphs and query graphs have the meaning of “like” or “recommend”. Therefore,
it is reasonable to apply well-used link analysis algorithms to the recommenda-
tion click graph. In this way, we can improve search performance by mining the
recommendation click graph to learn more about users’ behaviors and intents.
We have applied the HITS algorithm on a query’s local subgraph to select re-
liable recommended queries. These related queries can be used to improve the
diversity and performance of the query. We have applied the inverse PageRank
algorithm to a recommendation click graph to evaluate query ambiguity. The
results showed that the inverse PageRank values reflect the query ambiguity.
This result was confirmed by both annotation and query length statistics.

An important direction for future work is to analyze the recommendation click
graph to learn users’ search intents. Furthermore, an advanced ranking algorithm
can be developed to improve search results using query recommendations.
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Abstract. This paper proposes an automatic method for extracting information 
from academic conference Web pages, and organizes these information as on-
tologies, then matches these ontologies to the academic linked data. The main 
contributions include: (1) A page segmentation algorithm is proposed to divide 
conference Web pages into text blocks. (2) According to vision, key words and 
other text features, all text blocks are classified as 10 categories using bayes 
network model. The context information of text blocks are introduced to repair 
the initial classified results, which are improved to 96% precision and 98% re-
call. (3) An ontology is generated for each conference website, then all ontolo-
gies are matched as an academic linked data. 

Keywords: Web information extraction, Ontology, Linked data. 

1 Introduction 

With the popularity of semantic Web technologies and the emergence of intelligent 
applications such as semantic search, more and more plain or semi-structured Web 
data is need to be reorganized as semantic data, which is the foundation of many intel-
ligent applications. Linked data is such large scale semantic data. Recently, more and 
more linked data such as DBpedia [1], Freebase and Google knowledge graph is used 
in many fields including knowledge engineering, machine translation, social compu-
ting and information retrieval. Academic linked data is important for academic social 
network analysis and mining. However, current academic linked data is based on 
database like DBLP and mainly describe paper publication information. Therefore, 
academic activity knowledge are not included by current academic linked data. Aca-
demic conferences websites not only contain paper information, but also contain 
many academic activity information including research topic, conference time, loca-
tion, participants, awards, and so on. Obtaining such information is not only useful for 
predicting research trends and analyzing academic social network, but also is the im-
portant supplement to current academic linked data. Since academic conferences Web 
pages are usually semi-structured and content are diversity, there is no effective way 
to automatically find, extract and organize these academic information to linked data. 

To generate linked data from semi-structured pages, it usually needs three phases: 
Web information extraction, ontology generation and linked data construction. Web 
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information extraction is a classical problem [1-3], which aims at identifying interest-
ed information from unstructured or semi-structured data in Web pages, and translates 
it to into a semantic clearer structure such as XML and domain ontology. Although 
academic conference Web pages usually have strict layout and content description, 
there is no a fixed template for all conference Web pages to follow. An ontology  
formally represents knowledge as a set of concepts within a domain, and the relation-
ships among those concepts [4]. However, generating ontology is a challenge [5-6]. 
Linked data is a way to employ ontology languages such as RDF to describe and 
share knowledge on the Web [7-9]. More and more linked data is generated in recent 
years, and it contains the knowledge about geographic information, life science, Wi-
kipedia data, government information, images, and so on. Linked data is also the 
foundation of many intelligent applications such as semantic search and social  
network. 

In summary, this paper has following contributors: (1) We propose a new page 
segmentation algorithm, which use DOM tree to compensate the information loss of 
classical vision-based segmentation algorithm VIPS; (2) We transform the conference 
Web information extraction problem into a classification problem, and classify text 
blocks as pre-defined categories according to vision, key words, text and content in-
formation; The initial classification results are improved by post-processing. Finally, 
academic information is extracted from the classified text blocks. (3) A global ontolo-
gy is used to describe the background domain knowledge, and then the extracted aca-
demic information of each website is organized as local ontologies. Finally, academic 
linked data is generated by matching local ontologies. Our experimental results on the 
real world datasets show that the proposed method is highly effective and efficient for 
extracting academic information from conference Web pages and generating high 
quality academic linked data. 

2 Page Segmentation 

To extract the academic information, we first segment Web pages into blocks by 
VIPS[10], which is a popular vision-based page segmentation algorithm. VIPS can 
use Web page structures and some vision features, such as background color, text 
font, text size and distance between text blocks, to segment a Web page. These text 
blocks can be constructed as a vision tree, which assures that all leaf nodes only con-
tain text information. VIPS can obtain good segmentation results for most Web pages, 
but we find it will lose important information when deal with some Web pages. It is 
caused by the reason that VIPS algorithm is only based on vision features of page 
elements, so it would ignore blocks whose display is inconsistent. Therefore, we in-
troduce DOM-based analysis to improve VIPS segmentation results, especially find-
ing missed text blocks. 

First, we need to obtain the basic vision semantic blocks by analyzing DOM tree of 
Web pages. A vision semantic block is a text block with independent meaning. A lot 
of blank nodes are removed from HTML tags. Then we traverse DOM tree to extract 
vision semantic blocks. A vision semantic block is between two newline tags such as 
<br/> and only contains style tags and texts. 
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Algorithm 1 shows the detail of generating the VIPS complete tree. Let SB be vi-
sion semantic block, LN be layout node of vision tree generated by VIPS, and DN be 
data node. This algorithm includes three steps: (1) It finds a SB by traverse LN to 
search matched layout nodes; (2) If it finds a matched layout node, then this node is 
also a vision semantic block; (3) If it does not find a matched layout node, then add 
this SB into the vision tree. This algorithm not only assures that there is no informa-
tion loss, but also preserves the structure of vision tree. Fig. 3 shows the part of VIPS 
complete tree for bottom part of AAAI2010 main page. As vision tree shows, VIPS 
only extracts the text with bold font. It is not the result we expect. After the 
processing of Algorithm 1, new semantic blocks are added to the vision tree, which is 
the complete tree with correct text blocks. 

Algorithm 1. Generating VIPS complete tree algorithm 

 Input: <LayoutNode,DataNode> LNDN[], VIPS result PN 
 Output: a VIPS complete tree T 

1 begin 

2 for (PN.children[i] in PN.children[])
3 if (LNDN[] has key PN.children[i])
4 add LNDN[PN.children[i]] to T
5 else 
6 add new DataNode(PN.children[i]) to T
7          LN_saved[].add(PN.children[i])
8 end 
9 while (LN_saved[] is not empty) {
10 currentLN = LN_saved[0]
11 LN_saved[].remove(0)
12 currentDN = LNDN[currentLN]
13          for (currentLN.children[i] in currentLN.children[])
14 if (LNDN[] has key currentLN.children[i])
15          add LNDN[currentLN.children[i]] to T
16 else 
17 add new DataNode(currentLN.children[i]) to T
18 LN_saved[].push(currentLN.children[i])
19 end 
20 end 
21 end 

Since some blocks such as navigation, copyright and advertisement do not contains 
the academic information. We regard these blocks as noise, which should be removed 
from VIPS complete tree. The noise removing process uses some vision features[11]. 
(1) Position features include block position in horizontal and vertical on page and 
ratio of block area to page area. (2) Layout features include alignment of blocks, 
whether neighbor blocks are overlapped or adjacent. (3) Appearance features in-
clude size font, image size, and font of link. (4) Content features include common 
words of blocks and special order of some words. According to these vision features, 
we can remove noise nodes from VIPS complete tree. 
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3 Text Blocks Classification 

The academic information of a specific conference is distributed within a set of pages. 
For instance, the Overview page of the conference Web site usually contains the con-
ference name, time, and location information, and a Call for Papers page usually 
contains topics of interest and submission information. In general, we are primarily 
concerned with five types of academic information on a conference website: (1) In-
formation about conference date: conference begin and end date, submission dead-
line, notification date of accepted papers, and so on. (2) Information about conference 
research topics: call for papers(or workshops/research papers/ industrial papers), 
topics of interests, sessions, tracks and so on. (3) Information about related people 
and institute: organizers, program committee, authors, companies, universities, coun-
tries and so on. (4) Information about location: conference location, hotel, city and 
country.  (5) Information about papers: title, authors of papers. 

We divide all text blocks into 10 categories as Table 1 shows: (1)DI: It describes 
date information; (2)PI: It describes location information; (3)AR: It refers to top level 
information such as research area; (4)TO: It refers to research topics, and a AR block 
may have some corresponding TO blocks; (5)PO: It describes the role of people in 
conference such as Speaker and Chair. (6)PE: It refers to information of a person; 
(7)PA: It is the information about papers; (8)CO: It refers the blocks which is com-
bined by the above 7 categories blocks; (9)R: It refers to the interested blocks but not 
belong to any categories; (10)N: It refers to the blocks not only belong to any catego-
ries but also not related to academic information. Fig. 4 shows each category and 
corresponding examples. 

Table 1. Categories of text blocks 

Category Description 
Date DI(dateItem) Dates about conference events 
Location PI(placeItem) Location function and address 

Research 
AR(area) Research area in high level 
TO(topic) Research topic in each area 

People 
PO(position) Positions of participants such as Speaker, Chair and Co-Chair 
PE(peopleItem) People names and institutions 

Paper PA(paper) Paper type, title and authors 

Other 

CO(collection) 

Set of some above blocks, such as DI+PI means that it con-
tains date and location. For example, a PI+DI in AAAI-
11page: “AAAI is pleased to announce that the Twenty-Fifth 
Conference on Artificial Intelligence (AAAI-11) will be held 
in San Francisco, California at the Hyatt Regency San Fran-
cisco, from August 7–11, 2011.” 

R(related) 
Not belong to above 8 categories, but contains useful informa-
tion, such as workshop information. 

N(notRelated) 
Not belong to above 8 categories and does not contain useful 
information  
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According to these categories, we can select some features to measure a given text 
blocks. We use vectors as Table 2 shows to describe each blocks. For a text block, we 
construct its features according to vision, key words and text content information. For 
example, given a text block: “Paper Submission Due: Friday, May 6, 2011 (23:59 
UTC - 11)” and its HTML source code: <li> Paper Submission Due: <b>Friday, 
May 6, 2011 (23:59 UTC - 11)</b></li>, its feature can be constructed as:  

(1) Vision features: isTitle=false, isHeader =false, startWithLi=true, 
left=(280-0)/950=0.3 (page width:950, left margin: 0, text left margin:280), 
with=640/950=0.7 (text width: 640);  

(2) Key word features: nearestTitle=DI (its nearest and isTitle=true blocks is 
about date information), dateNum=2 (it contains 2 date words: Submission 
and Due), paperTypeNum=1 (it contains 1 key word about paper: Paper);  

(3) Text content features: fontSize=0, fontWeight=0, textLength=58, tex-
tLink=0, wordNum=11, nameNum=5, wordToName=11/5=2.2. 

There are many famous existing classification algorithms such as C4.5[8], K-Nearest 
Neighbors (kNN)[9] and Bayes Network[10]. C4.5 and Bayesian Network are the 
most widely used classifier models. After comparing the two classifier models, we 
choose bayesian network model to solve the text blocks classifier problem. 

Table 2. Feature vectors of text blocks 

Vector Description Value 
isHeader Whether the biggest font size bool 
isTitle Whether the title font size bool 
nearestTitle Type of the nearest title block int 
textLength Length of text block int 
fontSizeToAverage Average font size int 
fontWeightToAverage Average font weight int 
startWithLi Whether start with <li> bool 
dateTypeNum Number of key words about date type, such as deadline int 
dateNum Number of key words about date, such as January int 
placeTypeNum Number of key words about location type, such as Place int 
placeNum Number of key words about location, such as Italy int 
areaNum Number of key words about research area int 
nameNum Number of names int 
institutionNum Number of institutions int 
positionNum Number of positions int 
authorNum Number of authors int 
abstractTypeNum Number of key words about abstract int 
paperTypeNum Number of key words about paper type int 
wordNum Number of words of text blocks int 
wordToName Ratio of number of words to number of names double 
linkTotext Ratio of length of link to length of blocks double 
left Ratio of left margin to page width double 
width Ratio of block width to page width double 

The classified results can be improved by post-processing, which includes repair-
ing wrong classified results and adding missed classified results. The text blocks with 
wrong classification can be determined by two sides:  

(1) A block has special features but cannot be classified correctly. For example, 
given text block “Camera Ready Papers Due: Thursday, August 11, 2011”, which 
have typical DI features, namely, dateNum=1, dateTypeNum=1, isDateArea=true 
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and isPreviousDate = true. However, this block is classified as Related. For 
this situation, it can be repaired by identify some typical combination of fea-
tures. This method is suitable for text blocks with clear features, such as DI, 
TO, PO and PE.  

(2) A text block is classified as a category but it does not contain corresponding 
features. For example, text blocks about submission instruction would be 
classified as CO. Although it contains a lot of words, it usually does not con-
tain any people name, date or location. Therefore, we can check its feature 
values wordToName, dateNum, dateTypeNum and placeNum to determine 
whether it is a CO category. According to this way, we can repair some 
wrong classifications. 

Some text blocks are classified as R category, and they have useful information, but 
their categories are not clear. These blocks should be checked further. Therefore, we 
use context feature to determine the blocks with R category. The context feature con-
sists of 11 boolean values: isDateArea, isPlaceArea, isTopicArea, isPeopleArea, is-
PaperArea, isPreviousDate, isPreviousPlace, isPreviousTopic, isPreviousPeople, 
isPreviousPaper and isVisuallySame. We propose some rules to add text blocks without 
clear classification. 

Rule 1: DateItem complete rule: A DI text block usually appears as three situa-
tions: (1) It appears as page title with bold and big font size; (2) It appears with other 
DI text blocks; (3) It appears separately. Since a DI block is very dependent to key 
words, for any situation, key words and other features should be considered.  

For situation (1), we can use a simple rule to detect: dateNum>0 && wordNum<=5 
&& isTitle=ture. 

For situation (2), the corresponding rule is : (isPreviousDate ||isDateArea) && is-
VisuallySame && isDateArea && index-areaIndex==1 && isPreviousDate && is-
NextDate && isDateArea && isPreviousDate && (dateNum>0 || dateTypeNum>0).  

For situation (3), the rule is startWithLi && (dateNum>0 || dateTypeNum>0) && 
wordNum<= DATE_ITEM_WORD_NUM. 

Rule 2: PlaceItem complete rule: PI classification usually has high precision. 
Some key words and text content features can determine whether a R block is a 
missed PI block. The rule is: placeNum>1 && wordNum<PLACE_WORD_NUM. 

Rule 3: Area complete rule: A AR text block usually has big font size. Therefore, 
its complete rule is isHeader=true. 

Rule 4: Topic complete rule: A TO text block has typical context features. It be-
gins with a <li> tag, and if its neighbor block is TO, it is possible TO block too. The 
complete rule is: (isTopicArea || isPreviousTopic) && (isVisuallySame) && (isTopi-
cArea) && (index-areaIndex=1) && startWithLi. 

Rule 5: Position complete rule: A PO text block usually has big font size and few 
words, and it is also has key words about position. The complete rule is isTitle && 
wordNum < POSITION_WORD_NUM && positionNum > 0. 

Rule 6: PeopleItem complete rule: A PE block should consider its context. 
Usually, it follows PO blocks. Some PE blocks begin with <li> tag, and some PE 
blocks contain key words about universities or companies. Most PE blocks have capi-
tal letters and short content. The complete rule is: (isPeopleArea||isPreviousPeople) 
&& isVisuallySame && isPeopleArea && index-areaIndex=1 && startWithLi && isPre-
viousPeople && institutionNum>0 && wordToName< PEOPLE_WORD_TO_NAME && 
wordNum < PEOPLE_WORD_NUM. 

Rule 7: Paper complete rule: A PA block usually begins with <li>, and its list is 
similar to TO blocks. The corresponding complete rule is: (isPaperArea||isPreviousPaper) 
&& isVisuallySame && nameNum> TITLE_UPPER_WORD_NUM && startWithLi && 



302 P. Wang et al. 

nameNum>TITLE_UPPER_WORD_NUM && isPaperArea && index-areaIndex=1 && 
nameNum> TITLE_UPPER_WORD_NUM. 

After the post-processing, initial classification results will be improved greatly. For 
the reason that classified text blocks describe a special information, these blocks are 
the academic information we want to extract. Namely, this paper solves an informa-
tion extraction problem by transforming it into a text block classification problem. 

4 Ontology Generation 

To obtain the academic linked data, we need to organize the extracted academic in-
formation. Therefore, we first manually build a global ontology as background know-
ledge of academic domain, then automatically construct local ontologies for each 
conference website.  

After investigating a lot of conference websites and some ontologies related to 
academic domain, we manually construct a global ontology for describing the know-
ledge of academic conference. The global ontology contains 97 concepts and 27 prop-
erties. Fig. 1 shows part of global ontology. Besides the hierarchy, concepts can be 
related by properties. For example, property hasAuthor can link two concepts Paper 
and Author, which are domain and range of hasAuthor. Global ontology has not in-
stances, and it is stored as an ontology language RDF file. 

For a local ontology, its concepts and properties are contained in global ontology. 
We don’t consider the new knowledge which is not described in global ontology. 
Therefore, for a extracted academic information, it is either a concept or an instance 
of local ontology. However, not all extracted information can be translated to con-
cepts or instances directly. Therefore, the concepts and instances should be deter-
mined by the context of the academic information. For example, a paper information  
 

 

 

Fig. 1. Part of global ontology 
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usually appears in PA text blocks and contains title and authors, so it is an instance of 
concept Paper, all authors are instances of concept Author, titles will be the property 
values, and authors will be the values of hasAuthor. Through the above process, we 
can generate a local ontology for each conference website. 

5 Linked Data Generation 

In order to link all isolate local ontologies as the academic linked data, we need to 
match these ontologies. The linguistic-based method is a popular ontology matching 
techniques[12-13]. For the reason that text in ontology can describes some semantics, 
the linguistic-based matching method can discover matching results by calculating 
similarities between text documents For an academic conference local ontology, it 
contain regular and abundant text, therefore, the linguistic-based method is suitable. 
We use the ontology matching API provided by ontology matching system Lily [13] 
to discover matching results between local ontologies. Lily is an excellent matching 
system and can produce high quality matching results. 

Our ontology matching strategy is calculating matches for each two ontologies, 
then associate all ontologies  into the linked data by these matches. This strategy has 
the benefit of handling a number of generated local ontologies, but its disadvantage is 
consuming a lot of time for matching many ontologies. Fig. 2 shows part of linked 
data for three conferences. If two instances are matched, they can be combined in the 
linked data graph. 

 

 

Fig. 2. Part of the linked data 
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6 Experiments 

6.1 System Implementation and Dataset 

The system is mainly implemented in Java, and the Web page segmentation module is 
implemented in C#. We also use Weka, an open-source machine learning library, to 
classify text blocks. Our experimental results are obtained on a PC with 2.40GHz 
CPU, 2GB RAM and Windows 7. 

We collect 50 academic conference Web sites in computers science field, which 
has 283 different Web pages and 10028 labeled text blocks. In order to evaluate our 
approach, 10 students manually tag all the text blocks as reference results. The results 
are saved in CSV files. 

We randomly select 10 sites which contain 62 pages as training dataset for construct-
ing bayes network model. Other 40 conference Websites are used as test dataset. We use 
Precision, Recall and F1-Measure as criteria to measure the system performance. 

6.2 Experimental Results and Analysis 

First experiment is verifying the complete tree. Table 3 shows the vision tree results 
generated by VIPS and the complete tree results generated by our new algorithm on 
15 conference websites. We can see that the complete trees have more leaf nodes than 
vision trees. It means our algorithm can find more text blocks than VIPS. 

The experimental results of removing noise blocks are given in Table 4. We can ob-
serve some facts: (1) There are many noise blocks in the complete tree. In some web-
sites, almost half of all blocks are noise blocks. (2) Our removing noise method can  
 

Table 3. Experimental results of VIPS complete tree 

Websites 
Vision tree by VIPS VIPS complete tree 
Nodes Leaf nodes Nodes Leaf nodes 

AAAI-10 106 82 109 85 
CIKM-11 109 80 119 90 
ICDE-10 94 69 101 76 
ICDM-10 131 98 143 110 
ICSE-11 145 99 153 107 

INFOCOM-10 143 93 143 93 
SIGIR-11 133 86 133 86 
SIGMOD-10 86 59 86 59 
SOSP-11 147 101 147 101 
VLDB-10 117 81 123 87 
AAAI-11 153 108 157 112 

ACL-11 178 137 193 152 
AIDE-11 170 121 174 125 
ASAP-10 50 31 59 40 
ASPLOS-11 60 39 76 55 
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Table 4. Experimental results of removing noise from VIPS complete tree 

Websites 
Initial complete 

tree 
Remove noise 
complete tree 

Removed node 
/Before removed 

Nodes Leaf nodes Nodes Leaf nodes Nodes Leaf nodes 
AAAI-10 109 85 45 30 0.59 0.65 

CIKM-11 119 90 64 32 0.46 0.64 
ICDE-10 101 76 46 22 0.54 0.71 
ICDM-10 143 110 105 70 0.27 0.36 
ICSE-11 153 107 80 37 0.48 0.65 
INFOCOM-10 143 93 103 69 0.28 0.26 
SIGIR-11 133 86 75 42 0.44 0.51 

SIGMOD-10 86 59 49 27 0.43 0.54 
SOSP-11 147 101 125 85 0.15 0.16 
VLDB-10 123 87 42 17 0.66 0.80 
AAAI-11 157 112 102 68 0.35 0.39 
ACL-11 193 152 158 110 0.18 0.28 
AIDE-11 174 125 108 71 0.38 0.43 

ASAP-10 59 40 46 17 0.22 0.58 
ASPLOS-11 76 55 39 17 0.49 0.69 

Avg. 0.39 0.51 
 
 

remove average 39% noise nodes and 51% noise leaf nodes. Therefore, it will reduce 
the number of nodes should be processed in extraction and improve the efficiency. 

The second experiment is the comparison between initial classification results and 
the results after post-processing. The results are obtained on 20 randomly websites. 
Table 5 evaluates all the classification results. We have two conclusions: (1) The 
initial classification results only have average 0.75 precision, 0.67 recall and 0.68 F1-
measure. After post-processing, the classification results are improved to average 0.96  
 

 
Table 5. Experimental results of text blocks classification 

Category 
Initial classification Post-processing 

Precision Recall F1 Precision Recall F1 

DI 0.95 0.75 0.84 0.96 0.99 0.98 

AR 0.84 0.91 0.87 0.92 0.98 0.95 

TO 0.90 0.41 0.57 0.99 0.99 0.99 

PO 0.80 0.69 0.74 0.99 0.98 0.99 

PE 0.85 0.60 0.71 0.99 0.99 0.99 

PI 0.79 0.72 0.75 0.97 0.97 0.97 

CO 0.35 0.80 0.49 0.91 0.95 0.93 

PA 0.50 0.50 0.50 1.00 1.00 1.00 

Avg. 0.75 0.67 0.68 0.96 0.98 0.97 
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precision, 0.98 recall and 0.97 F1-measure. Therefore, the post-processing key roles 
in academic information extraction. (2) Some text blocks like DI, PO, PE and TO, 
which have clear vision and text content features, have better classification results. 
The average F1-measure on these blocks is 0.99. 

We selected 5 websites: AAAI-11, ASPLOS-11, NIPS-11, ICPR-11 and PKDD-
11, then analyze the generated ontologies. Table 6 shows the statistics of some kinds 
of generated ontology information. We can see that these ontologies have average 
0.97 precision, 0.99 recall and 0.98 F1-measure. Therefore, our method can generate 
high quality academic ontologies for conference websites. 

Finally, we match the 3109 generated ontologies, then integrate them as a linked 
data.  

Table 6. Statistics of generated academic ontologies for conferences 

websites  AR DI  PI PE TO CO 

AAAI-11 C 7 58 2 51 81 0 

R 0 0 1 1 0 0 

M 0 0 0 3 0 0 

ASPLOS-11 C 2 23 7 15 11 2 

R 1 0 0 0 0 0 

M 0 1 0 0 0 0 

ICPR-11 C 1 18 0 0 24 0 

R 0 0 0 0 0 0 

M 0 1 0 0 0 0 

NIPS-11  C 1 16 0 58 10 0 

R 0 0 0 0 0 0 

M 0 0 0 4 0 0 

PKDD-11 C 1 26 1 26 0 0 

R 0 0 0 0 0 0 

M 0 1 0 2 0 0 

Total C 12 141 10 150 126 2 

R 1 0 1 1 0 0 

M 0 3 0 9 0 0 

Precision 0.92 1.00 0.91 0.99 1.00 1.00 

Recall 1.00 0.98 1.00 0.94 1.00 1.00 

F-measure 0.96 0.99 0.95 0.97 1.00 1.00 

7 Conclusions 

This paper addresses the problem of extracting academic information from conference 
Web pages, then organizing academic information as ontologies and finally generat-
ing academic linked data by matching these ontologies. An new approach to  
extract academic information is proposed. A global ontology is used to describe the 
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background domain knowledge, and then the extracted academic information of each 
website is organized as local ontologies. Finally, academic linked data is generated by 
matching local ontologies 
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