
Chapter 3
Rationality {in|for|through} AI

Tarek R. Besold

Abstract. Based on an assessment of the history and status quo of the concept of
rationality within AI, I propose to establish research on (artificial) rationality as a
research program in its own right, aiming at developing appropriate notions and
theories of rationality suitable for the special needs and purposes of AI. I identify
already existing initial attempts at and possible foundations of such an endeavor,
give an account of motivations, expected consequences and rewards, and outline
how such a program could be linked to efforts in other disciplines.

3.1 Introduction

Human behavior sometimes seems erratic and irrational. Nonetheless, it is widely
undoubted that man can act rational and actually appears to act rational most of
the time, making him an animal rationale. In explaining behavior, often terms like
beliefs and desires are used: If an agent’s behavior makes the most sense to us, then
we interpret it as a reasonable way to achieve the agent’s goals given his beliefs.
This can be taken as indication that some concept of rationality does play a crucial
role when describing and explaining human behavior in a large variety of situations.

Now, being faithful to the original goal of AI, namely the (re)creation of an artifi-
cially intelligent agent being at least comparable to humans in terms of intelligence
and related notions, the step to considering rationality an important concept also
within the context of research in artificial intelligence is a small one. If a machine
should be considered as at least human-like in its capabilities and behavior, a human
agent would most likely be taken as comparandum, and the alleged (ir)rationality of
the machine’s actions and behavior would be judged in comparison to the corre-
sponding human examples.
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Therefore, in the following, I will investigate into and reflect on the role rational-
ity has played in the history of AI this far, will provide an assessment of the actual
status quo, and will also give some proposals and recommendations for a possible
future of rationality and corresponding research in relation to AI.

Sect. 3.2 offers a general introduction to previous work and theories of rationality
in general, naming the four classical paradigms for modeling rationality and ratio-
nal behavior, before Sect. 3.3 elaborates on rationality within the context of AI in
more detail, amongst others providing motivations for work on rationality in AI, as
well as an assessment of the actual situation and status quo. Sect. 3.4 then sketches
the foundations of a proper research program on theories and models of rational-
ity within AI, providing arguments in favor of such an endeavor, before Sect. 3.5
presents a vision of how foundations for a model of rationality suitable for the aims
and purposes of AI might look like. Sect. 3.6 summarizes some of the main aspects
of the proposed stance in a short conclusion.

3.2 Rationality

Research in rationality and rational behavior has a rich history, both within more
abstract disciplines like philosophy (possibly starting with Aristotle’s ascription of a
rational principle to the human being in his Nicomachean Ethics [6]) or economics
(for instance think of the model of the homo oeconomicus, conceptually at least
dating back to a 1836 essay by John Stuart Mill [25]), as well as in more individual-
centered fields as psychology and cognitive science (several examples are given in
the following).

Over the years, many quite distinct frameworks for modeling rationality (and
establishing a normative theory) have been proposed. Breaking these distinct ap-
proaches down to their underlying theoretical foundations, four main types of mod-
els can be identified, together with corresponding normative interpretations for what
has to be judged rational according to the respective approach:1

• Logic-based models (cf. e.g. [13]): A belief is rational, if there is a logically
valid reasoning process to reach this belief relative to available/given background
knowledge.

• Probability-based models (cf. e.g. [20]): A belief is rational, if the expectation
value of this belief is maximized relative to given probability distributions of
background beliefs.

• Game-theoretically based models (cf. e.g. [26]): A belief is rational, if the ex-
pected payoff of maintaining the belief is maximized relative to other possible
beliefs.

• Heuristic-based models (cf. e.g. [17]).

1 Partially with exception of the heuristic-based models, as due to their fundamentally dif-
ferent approach to conceptualizing and understanding rationality classical ideas of norma-
tivity within a model of rationality become obsolete and in many cases are not anymore
part of the respective frameworks.
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Unfortunately, it shows that the definitions of rationality arising from within the
distinct approaches are in many cases almost orthogonal to each other (as are the
frameworks), making them in the best case incommensurable, if not inconsistent
or even partly contradictory in their modeling assumptions. Also, in many cases
the predictive power of these classical theories of rationality turns out to be rather
limited (at least when applied to real-world examples instead of artificially simpli-
fied and constructed scenarios), as their emphasis clearly lies on the normative or
postdictive-explanatory aspects of the respective models – which should be a crucial
observation when thinking about rationality and its role and applications in AI.

Even more, although each of the listed accounts has gained merit in modeling
certain aspects of human rationality, the generality of each such class of frameworks
has at the same time been challenged by psychological experiments or theoretical
objections:

• On the one hand, studies by Wason and Shapiro question the human ability
of reasoning in accordance with the principles of classical logic [38], and also
Byrne’s findings on human reasoning with conditionals [8] indicate severe devi-
ations from this classical paradigm.

Similarly, when considering probability-based models, Tversky and Kahne-
man’s Linda problem [36] illustrates a striking violation of the rules of probabil-
ity theory.

• On the other hand, game-based frameworks are questionable due to the lack of a
unique concept of optimality in game-theory. Provided e.g. with the plethora of
different equilibrium concepts which have been derived from the original Nash
equilibrium (cf. e.g. [21]), which one shall be taken as “‘the most rational one”
given a certain situation?

• Finally, heuristic approaches to judgment and reasoning follow a different ap-
proach, and are often conceptualized as approximations to a rational ideal, rather
than an instantiation of the ideal itself. In some cases and application scenar-
ios, heuristics actually do work well and can yield surprising results in practice,
but still mostly lack formal transparency and explanatory power. Moreover, their
status as almost magical solutions to problems relating with complexity and per-
ceived intractability in human decision-making has recently been challenged in
a quite fundamental way ([31]). But also from a more general methodological or
philosophical point of view, fundamental criticism can be stated: Due to the open
nature of the collection of heuristics propagated in most current accounts (i.e.
whenever a phenomenon cannot be covered or described by an existing heuris-
tics, a new one specifically fit to the task is introduced), the possibility of falsi-
fication and refutation of modeling assumptions and theories is not guaranteed,
and a (reasonable) completion of the model can neither be checked for, nor fea-
sibly assumed at any point.
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3.3 A Survey: Rationality in AI

This section wants to shed some light on the concept of rationality (broadly con-
strued), the role and importance of rationality for AI as a research endeavor, and
its current standing and status within the field of AI. For the sake of the argument,
I consider a very broad notion of what “rationality” is taken to be, as a limiting
parameter for an action/behavior to be considered as rational only demanding for
compliance with one or another variant of the quite abstract “principle of rational-
ity” (i.e., requiring solutions to a task to constitute the least effortful, direct course
of action to attain as much of a goal as it is possible given current environmental
and other constraints).

In the following, initially a short perspective on the relation between rationality
and intelligence in general will be given before presenting some arguments why AI
actually should care about notions and theories of rationality. Concludingly, I will
provide a concise overview of earlier efforts and results concerning rationality in the
context of artificial intelligence.

3.3.1 Rationality & (Natural) Intelligence

In many, often folk-psychologically motivated accounts of human cognition, the
notion of intelligence is mostly seen as closely intertwined with a concept of ratio-
nality. Whilst in many cases a certain form of intelligence is taken as a precondition
for rationality and rational behavior, rational behavior and rationality also may be
considered one possible indicator for an agent’s intelligence (i.e. making some form
of intelligence a necessary condition for rationality to arise). Often, both phenomena
are even understood as following some direct proportionality: The more intelligent
a subject is, the more rational its behavior is expected to be (and vice versa).

But here, folk psychology clearly deviates from standard theoretical accounts
and models for human rationality: Whilst the latter normally do not take individ-
ual factors of the subject (as, e.g., its level of intelligence, or overall capabilities)
into account, the above stated conception – by making the level of rationality also
dependent on the level of intelligence – clearly does.

An account which seems to be close in spirit to the assumption underlying this
non-standard notion can also be found in scholarly study of rationality, namely in
the field of decision theory. In [18], Gilboa (also see an earlier definition in [19])
defines rationality as a concept that crucially depends on the subject that is exe-
cuting the reasoning and (allegedly) rational behavior: “(...) a mode of behavior is
rational for a given decision maker if, when confronted with the analysis of her be-
havior, the decision maker does not wish to change it.”. The consequences of this
seemingly simple definition are tremendous: Rationality becomes subject-centered,
as now what is considered as rational might vary with the population in question.
If the decision maker does not understand the analysis, or why her behavior is not
judged as rational, she cannot be judged irrational for not complying with the al-
leged norm of rationality. If limited cognitive capacities do not allow the reasoner to
understand the rules he should follow in his reasoning, but would always make him
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take the same decision again, he has to be called rational – although his behavior in
that very moment might strike an observer as utterly irrational.

Skeptics now might be tempted to put forward the claim that, once one accepts
such a notion of rationality, from that moment onwards there is no more differ-
ence between intelligence and rationality, but both notions collapse into one. To me,
this objection seems mistaken: Although rational behavior might be witnessed as a
(maybe even measurable) manifestation of intelligence, the effects of intelligence
still do not have to be limited to rational behavior. It is commonplace that there
are many different aspects to the overall notion of intelligence, an idea (amongst
many others) going back to work by Howard Gardner. In [16], he lists at least eight
abilities that might be considered facets of intelligence: spatial, linguistic, logical-
mathematical, bodily-kinesthetic, musical, interpersonal, intrapersonal, and natural-
istic. Clearly, some of the tasks and challenges addressing one or several of these
abilities can also be subsumed by what a notion of rationality, built upon the afore-
mentioned principle of rationality, can cover. Still, it should also become obvious
that this coverage will not be complete, making intelligence the more general, by
far more diverse and holistic conception.

3.3.2 Why Should AI Care About Rationality?

Artificial intelligence offers a wealth of concepts and notions called rational or
claimed to reflect rationality. Treating rationality within a framework of artificial
intelligence actually may have good reasons:

On the one hand, subscribing to a stance close to the human-like intelligence
or “strong AI” research programs, modeling (human-style) rationality clearly has
to be considered one of the milestones for reaching the overall goal of a “truly”
intelligent AI system. Consider the example of what now is known as the “Artificial
General Intelligence” (AGI) movement (cf. e.g. [37]): As explained there, an AI
research project, in order to qualify for being an “AGI project”, amongst others has
to “(...) be based on a theory about ‘intelligence’ as a whole (which may encompass
intelligence as displayed by the human brain/mind, or may specifically refer to a
class of non-human-like systems intended to display intelligence with a generality
of scope at least roughly equalling that of the human brain/mind).” Still humans
and their performance and capabilities (although not without any alternative) stay
the main standard of comparison for the targeted type of system – which in turn
of course also assigns a crucial role to modeling and implementing human-style
rational behavior. Similarly, a test for an artificial system’s behavior in rationality
tasks can serve as a crucial sub-task of a modernized decomposition [1] of Turing’s
famous test for machine intelligence [35].

On the other hand, staying closer to the ideas of specialized AI accounts, having
a feasible concept of rationality within a system would allow agents to interact with
humans in a more natural way, as well as to predict humans’ expectations and inter-
active behavior. Applications for these capabilities would be manifold, ranging from
decision support systems, through trading agents, to the use of intelligent agents in
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flight control scenarios. Also, from a metaperspective, AI accounts of rationality
could provide inspiration, modeling tools and testbeds for theories of rationality
arising within related disciplines (cf. also Sect. 3.4).

3.3.3 Earlier Work & Status Quo

Several prominent researchers within the field of artificial intelligence explicitly ad-
dressed the relation between AI and rationality, as well as the role rationality can
play within artificial intelligence. For instance, in [32], Russell elaborated on the re-
lation between rationality and intelligence in an AI context. Starting out from the
very premise of AI itself, the assumption that the understanding and (re)creation of
intelligence is possible, Russell shows the importance of having a notion of intelli-
gence that is precise enough to serve as a basis for both, the cumulative development
of general results, as well as robust systems, before he considers rational agency as a
candidate for fulfilling this role (also outlining the history and development of the cor-
responding concepts of rationality). And also Doyle [12] – claiming that a theory of
rationality might at some point equal mathematical logic in its importance for mech-
anizing reasoning – provides a concise survey of work at the intersection between
the economic theory of rationality and AI, offering insights into how basic notions of
probability, utility and rational choice (together with some pragmatic considerations)
can influence the design and analysis of reasoning and representation systems.

Moreover, it should be noted that certain conceptions of rationality have played
an important role at different turning points within the development of artificial
intelligence as a scientific field, sometimes emerging from new paradigms within
AI, sometimes directly contributing to the creation of new stances and perspectives.
Following the lines of a more detailed treatment in [9] (where rationality is regarded
in a very general way as “reason-governed behavior”), for example the following
research programs and key questions with direct impact from and/or on research in
rationality can be named:

• Robotics: Can reasoned action be explained without making appeal to inner,
form-based vehicles of meaning (i.e. are internal representations perhaps super-
fluous)? And in consequence, can there be something like representation-free
rationality – can phenomena like what we consider “deliberative reasoning” or
“abstract thought” be explained by a complex of reflex-like mechanisms alone?

• Global reasoning: How can “non-classical” forms of reasoning (e.g. abductive or
analogical reasoning) which are clearly present in humans as real-world rational
agents be accounted for in AI systems (where still deductive reasoning as the
dominant paradigm)?

• Heuristics: Given the already aforementioned conceptions of fast and frugal
heuristics [17] as real-world mechanisms of decision-making and reasoning,
how must the principal ideas and understanding underlying most approaches to
mechanizing reasoning (and thus also to mechanical rationality) be altered and
adapted? Which techniques and AI paradigms are best fit to implement such
heuristics-based mechanisms?
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Concerning the status quo at the present moment, the different families of models for
rationality listed in Sec. 3.2 (partly with exception of the heuristics-based approach)
can actually be found within existing AI systems and theories. Still, when having
a closer look at the latter, it shows that the underlying notions of rationality have
stayed close to their fields of origin, having been adapted only to a minimal degree
(if at all). Also, possible deficits and shortcomings have been brought along without
questioning or fixing.

In consequence, AI systems e.g. mostly fall short in tasks such as predicting or
exhibiting behavior resembling human-like rationality, a crucial need in all domains
concerned with close interaction/cooperation between a human user and an AI sys-
tem. Here, examples are numerous, ranging from rational agents communication for
cooperative dialogues [34] to adaptive and cooperative wheelchairs [15].

3.4 The Goal: Rationality for AI

Recently, some researchers in cognitive science and decision theory are questioning
the completeness and suitability of the classical approaches to rationality. For exam-
ple, having a position not that different from Gilboa’s view (sketched in Sect. 3.3.1),
also Kokinov challenges traditional views on rationality in [23]: Initially observing
that rationality fails as both, descriptive theory of human-decision making and nor-
mative theory for good decision-making, Kokinov concludes that the concept of
rationality as a theory in its own right ought to be replaced by a multilevel theory
based on mechanisms and processes involved in decision-making. He demands the
classical concept of utility making to be rendered as an emergent property (as should
the concept of rationality itself), emerging in most (but not all) cases.

One possible consequence of this stance is the proposition to use humans as gold-
standard for actually existing rational agents, and consequently base models of ra-
tionality and rational behavior on cognitive capacities (as, for instance, analogy-
making, cf. e.g. [2]). Clearly, this brings along a fundamental shift in the type of
theory, aiming not for theories of normative nature, but trying to build a positive
theory of human rationality (as e.g. also mentioned in a side remark in [5]): Until
now, almost every theory of rationality put its emphasis on providing a framework
for postdictively deciding whether an already taken action or decision ought to be
considered rational or not. Contrastingly, a positive theory would focus on the pre-
dictive part of its model of rationality, aiming at feasibly predicting a rational agent’s
behavior and decisions when being provided with a precise-enough description of
all information relevant for the respective situation (a stance which from my point
of view also seems way closer to application scenarios and settings within AI).

First theoretical and empirical studies on using computational cognitive systems
for these modeling tasks seem to provide support for the practical possibility and
valuable applicability of approaches aiming at also taking cognitive aspects of hu-
mans into account when creating models of (human-style) rationality: In work on
the JUDGEMAP system [27] for judgment and choice, particularities and charac-
teristics which normally are taken as typical for humans could be reproduced in the
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system’s behavior, and considerations concerning applications of the computational
analogy engine HDTP to rationality tasks (cf. e.g. [3]) offer new solution strategies
for long-standing challenges for the standard models of rationality.

Following these examples, additionally being inspired from within AI e.g. by
[33], I argue for establishing work on rationality as a proper, coordinated research
program within artificial intelligence, not only limiting its focus to taking theories
of rationality from respective neighboring disciplines and adapting them so that they
can be applied within an AI framework, but to actively pursue research on (artificial)
rationality on its own.

The advantages of such an approach seem significant: From an AI-internal per-
spective, it allows for approaching rationality within artificial intelligence from a
more holistic point of view, possibly amalgamating existing accounts into theories
and conceptions more suitable for the use in artificially intelligent systems. Here,
early examples can, e.g., already rudimentarily be found in the development of
probabilistic dynamic epistemic logics [24] (an attempt at integrating probabilis-
tic and logical views of rationality), or in the conception of “algorithmic rational-
ity” [22], which offers a framework for including computational costs in otherwise
game-theoretical notions of rationality. The latter also may serve as an example for
a second advantage of a properly AI-oriented notion of rationality: Most classical
models and theories of rationality do not take into account computationally crucial
factors as e.g. the complexity of a reasoning procedure. This might still be justifi-
able and legitimate in a field like economics or maybe even psychology, but shows
to be a major problem when talking about rationality in an AI context. As AI this
far necessarily and always is dealing with some implementation of a Turing ma-
chine, complexity issues do play a crucial role when implementing and emulating
any kind of intelligence or cognitive capacity at any level, and the tractability of the
used methods and algorithms becomes a key issue (for a related perspective from the
field of Cognitive Science, cf. also [30]). When establishing work on rationality as a
proper program within AI, one intuitive starting point would therefore be to revisit
the traditional accounts and models of rationality developed over the decades, and
perform a rigorous complexity and tractability analysis on them. Doing this in a co-
ordinated, collaborative way within an overall research program can reasonably be
expected to be beneficial in several ways, amongst others allowing for the re-use of
results and insights between different sub-endeavors, the immediate uptake of new
ideas and conceptions into new models, frameworks and possibly even paradigms
by neighboring projects and groups within the overall rationality AI program, but
also creating the possibility to directly test and evaluate newly constructed mod-
els and theories against the then existing benchmarking infrastructure (on both, a
conceptual and a computational level).

Finally, taking all these aspects into account, the proposed approach would thus
also allow for providing feedback to neighboring disciplines, directly guiding fur-
ther research in rationality concepts for AI, and could thereby play an integrative
role similar to the artificial general intelligence program within the development of
“strong AI” (cf. e.g. [37]).
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From a more high-level point of view, it gives a basis for closer cooperation
with neighboring fields, allowing for more and deeper (also not only unidirectional,
but bidirectional) interaction. Such joint efforts might span a very wide range of
scenarios:

• Concrete project-based joint ventures for example in human-computer interac-
tion: In [7], Butterworth and Blandford state that an approach to reasoning about
interactive behavior can be based on the assumption that computer users are ra-
tional, and that the behavior of the interactive system as a whole results from
the rational behavior of the users in combination with the programmed behav-
ior of the system’s parts. Of course, the reliability of such an approach crucially
depends on the quality of the rationality model, and the latter’s suitability for
such a use – where specifically designed models of rationality, deviating from
the classical paradigms and (up to a high degree) reliably predicting human ra-
tional behavior, can be expected to have major benefits and advantages over the
classical postdictive theories and accounts.

• Rather specific applications of AI methods and systems for mitigating shortcom-
ings of theoretical frameworks in economics: In [11], whilst still maintaining
a rather orthodox view on economic rationality theory, Dixon also elaborates on
possible contributions of the field of artificial intelligence to the study of rational-
ity. He sketches two examples where AI might play a significant role, one of them
being disequilibrium situations (i.e. situations in which agents in their behavior
deviate from the classical notion of equilibrium and thus seemingly err in their
actions), and the second one being strategic environments (i.e. situations and con-
texts in which agents can increase their obtained utility by behaving seemingly
non-optimal). Whilst economic theory faces great difficulties in modeling both
phenomena, Dixon is rather confident that AI-inspired techniques could offer
new insights and results.

• Inspiration, modeling tools and testbeds for theories of rationality within other
disciplines: In [14], Frantz traces the origins of Herbert Simon’s ideas about lim-
ited or bounded rationality back to Simon’s work in the field of AI, and provides
evidence that the former only could come about on the basis of Simon’s previous
experiences with the latter.

• Direct new contributions to longstanding concepts of rationality, as for instance
the already mentioned notions of algorithmic rationality [22] or probabilistic dy-
namic epistemic logic [24].

• Fundamental research on human-like rationality conducted together with re-
searchers on the cognitive science-side of system design and modeling, epis-
temology and philosophy of cognition: Here, Pollock’s OSCAR Project (cf. e.g.
[28]) can serve as an example. The project’s aims were twofold, on the one hand,
a general theory of rational cognition should be constructed, on the other hand,
also an artificial rational agent implementing that theory should be built, result-
ing in a joint project in (at least) philosophy of cognition and AI. The basic idea
of this particular approach was to offer the philosophical side a possibility of
testing the correctness of the corresponding theory of rational cognition by ap-
plying it to concrete examples via the agent, whilst AI should be provided with a
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general characterization of what it is to make rational decisions and draw rational
conclusions (i.e. a general theory of rational cognition) from the philosophical
side.

The success (or lack thereof) of such a rationality program within AI could at least
be measured against two dimensions, namely the overall impact within AI and the
impact within the classical “rationality disciplines” (i.e. psychology, economics,
cognitive science). If the outcomes of associated research endeavors would con-
tribute to coming closer to a proper and more natural (in the sense of flexible, adapt-
able or behaviorally adequate) model of rational behavior within artificial agent
populations, or should allow for artificial systems predicting human decision-
making and judgment in a more reliable and feasible way than actual architec-
tures do, certain success of the research program could not be neglected. And also
concerning the impact and consequences for topically related disciplines, a simi-
lar argument can be made: If insights resulting from the work done in AI (as, e.g.,
concerning the already mentioned complexity studies of existing models of rational-
ity) can help clarifying open questions concerning the suitability and applicability of
existing frameworks and theories, or can contribute to constructing better and maybe
even more cognitively adequate models, the efforts spent would have to be judged
worthwhile. And, although possibly more complicated to measure, also a third di-
mension of evaluation might be considered, namely the bridging of gaps and the
creation of new connections between AI and some of its conceptually related neigh-
bors in the world of academic disciplines, for example re-establishing some more of
the original (programatic, conceptual and even methodological) links between AI,
cognitive science and (cognitive) psychology.

3.5 An Outlook: Rationality Through AI

In this penultimate section, I very briefly want to sketch a few essentials and guide-
lines of what I consider a concept and theory of (human-style) rationality to which
AI could contribute greatly (a more detailed elaboration can for example be found
in [4]). This notion fundamentally deviates from most “standard” accounts of ratio-
nality, as it aims at a positive rather than normative type of model in the first place
(deriving the normative dimension from the positive one once the latter has been
constructed) and does not make any a priori commitments to particular formalisms
or modeling techniques.

From my point of view, rationality in a human context clearly has to be consid-
ered as a subject-centered notion, also taking into account the particular capabilities
and limitations of the respective agent. This position also includes the claim that
there is no use establishing models and norms which can never be implemented or
fulfilled by human reasoners due to limitations of the agent or of its environment
(again, cf. e.g. [30]). Also, the main aspect of theories and models of rationality
should be their use and applicability as positive theories, and not as mere normative
or postdictive explanatory accounts. Such a model is intended to provide a reliable
prediction of human rational behavior and decision-making when being supplied
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with the information the human reasoner can access at the moment of reasoning
(and with that information only).2 Thirdly, there does not have to be any kind of
commitment to a particular modeling paradigm or technique, but an integrative ap-
proach including and integrating different formalisms and approaches to modeling
is perfectly admissible.

Provided with these guiding principles, it should become clear why AI can and
should play an important role in the development of the respective theory of ra-
tionality. All three major demands, i.e. the awareness of the limits and boundaries
of an agent, the request for applicability as predictive model, and the acceptance
of systems which integrate different formal approaches and paradigms, are already
popular (if not even commonplace) in important parts of AI as a field. Therefore,
this expertise and experience could be very beneficial in the development of such
a positive, subject-centered notion of rationality, whilst on the other hand AI itself
could greatly profit from being provided with results and theoretical outcomes from
this endeavor.

I want to conclude this section with a short statement about what rationality in
AI from my point of view does not have to be or provide: Theories of rationality,
although hopefully being of the type just sketched in the previous paragraph, do
not have to re-construct or re-create human rationality (or even human intelligence,
bringing along rationality as a by-product) on a level similar to the “algorithmic
level” in Marr’s Tri-Level Hypothesis of information processing [10], but can stay
limited to the “computational level”. Although inspiration might be taken from how
humans actually perform rational decision-making and judgment, insights from re-
spective studies should not have mandatory character, but are at most to be taken as
recommendations (that can, and most likely will, be ignored in quite some cases).
This conception also brings along a perspective different from the basic approach
to AI that seems to underlie the thoughts presented in Chap. 4 of this book. Whilst
some researchers take it as a necessity to use the proper “human model” and the
proper “human implementation”, thus trying to re-implement particularly human
faculties and capacities when trying to build an AI (seemingly aiming for a com-
plete match at least on the computational level and on the algorithmic level in Marr’s
hierarchy), I take a stance much closer to the intuitions also shining through in the
Turing Test [35]. For me, the important part is to get the behavior right, and not so
much the way this comes about – or, quoting a philosopher friend, phrasing it in an
overly simplified but quite appealing way: “Rationality is, what rationality does.”

3.6 Conclusion

We have now seen a short assessment of the history and the actual status of the
concept of rationality within AI, have considered the possible merits, value and

2 My approach at this point has close connections to many of the ideas and insights under-
lying the notion of “ecological rationality” ([29]) discussed in economics and psychology.
Also, both accounts share the general fundamental criticism concerning the classical nor-
mative approach to rationality.
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consequences of work on models and theories of rationality using AI techniques
and methods, and have also had a quick look at a non-standard (positive instead of
normative) notion of rationality that seems more useful to the purposes of AI than
most classical accounts do.

Summarizing, I once again want to put forward the claim and demand that tar-
geted research on theoretical and applied aspects of rationality within AI should be
conducted, using methods from AI and, in the long run, aiming at solving some of
the fundamental problems the overall artificial intelligence program tries to answer.
Whilst research on rationality has – for historical, but also for social reasons within
scientific communities – by now mostly been conducted almost exclusively in the
fields of economics, decision theory and psychology, I am convinced that a proper
research program within AI could be fruitful not only for the purposes of AI itself
(here also allowing for new approaches and takes on long-standing challenges), but
also would provide valuable feedback and new perspectives for the already estab-
lished “players in the field of rationality”.
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