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Preface 

Introduction 
 
This volume contains the proceedings of the Third International Conference on 
“Complex System Design & Management” (CSD&M 2012; see the conference 
website: http://www.csdm2012.csdm.fr for more details). 

The CSD&M 2012 conference was jointly organized by the research & training 
Ecole Polytechnique - ENSTA ParisTech - Télécom  ParisTech - Dassault Aviation 
- DCNS - DGA - Thales chair “Engineering of Complex Systems” and by the non 
profit  organization C.E.S.A.M.E.S. (Center of Excellence on Systems Architecture, 
Management, Economy and Strategy) from December 12 to December 14 at the 
Cité Internationale Universitaire of Paris (France). 

The conference benefited of the permanent support of many academic 
organizations such as Ecole Centrale de Paris, Ecole Nationale Supérieure des 
Techniques Avancées (ENSTA), Ecole Polytechnique, Ecole Supérieure 
d’Electricité (Supélec), Université Paris Sud 11 and Télécom  ParisTech which 
were deeply involved in its organization. A special thank also goes to Dassault 
Aviation, DCNS, DGA, MEGA International and Thales companies which were 
the main industrial sponsors of the conference. All these institutions helped us a 
lot through their constant participation to the organizing committee during the 
one-year preparation of CSD&M 2012. Last, but not least, we would also like to 
point out the assistance of EADS in the same matter. 
 
Why a CSD&M Conference? 
 
Mastering complex systems requires an integrated understanding of industrial 
practices  as well as sophisticated  theoretical techniques and tools. This explains 
the creation of an annual go-between forum at European level (which did not 
existed yet) dedicated it both to academic researchers and industrial actors 
working on complex industrial systems architecture and engineering in order to 
facilitate their meeting. It was actually for us a sine qua non condition in order 
to nurture and develop in Europe this complex industrial systems science which 
is now emergent. 

The purpose of the “Complex Systems Design & Management” (CSD&M) 
conference is exactly to be such a forum, in order to become, in time, the European 
academic-industrial conference of reference in the field of complex industrial 
systems architecture and engineering, which is a quite ambitious objective.  The first 
CSD&M 2010 and CSD&M 2011 conferences – which were held in October 2010 
and in December 2011 in Paris – were the first steps in this direction with more than 
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200 and 250 participants coming from 20 different countries with an almost perfect 
balance between academia and industry. 

 

The CSD&M Academic–Industrial Integrated Dimension 
 
To make the CSD&M conference this convergence point of the academic and 
industrial communities in complex industrial systems, we based our organization 
on a principle of complete parity between academics and industrialists (see the 
conference organization sections in the next pages). This principle was first 
implemented as follows: 
 

• the Programme Committee was composed of 50% academics and 50% 
industrialists, 

• the Invited Speakers came equally from academic and industrial  
environments. 

 
The set of activities of the conference followed the same principle. They indeed 
consist of a mixture of research seminars and experience sharing, academic articles 
and industrial presentations, software and training offers presentations, etc. The 
conference topics cover in the same way the most recent trends in the emerging field 
of complex systems sciences and practices from an industrial and academic 
perspective, including the main industrial domains (transport, defense & security, 
electronics & robotics, energy & en- vironment, health & welfare services, media & 
communications, e-services), scientific and technical topics (systems fundamentals, 
systems architecture & engineering, systems metrics & quality, systemic tools) and 
system types (transportation  systems, embedded  systems, software & information 
systems, systems of systems, artificial ecosystems). 
 
The CSD&M 2012 Edition 
 
The CSD&M 2012 edition received 67 submitted papers, out of which the 
program committee selected 18 regular papers to be published in these 
proceedings and 3 complementary industrial full presentations, corresponding to 
a 28% acceptance ratio which is fundamental for us to guarantee the high quality 
of the presentations. The program committee also selected 28 papers for a 
collective presentation in the poster session of the conference. 

Each submission was assigned to at least two program committee members, 
who carefully reviewed the papers, in many cases with the help of external 
referees. These reviews were discussed by the program committee during a 
physical meeting held in Ecole Nationale Supérieure des Techniques Avancées 
(ENSTA ParisTech, Paris) by June 19, 2012 and via the EasyChair conference 
management system. 

We also chose 17 outstanding speakers with various industrial and scientific 
expertise who gave a series of invited talks covering all the spectrum of the 
conference during the two first days of CSD&M 2012, the last day being 
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dedicated to a special EEC vision session and to the presentations of all accepted 
papers. The first day of the conference was especially organized around a 
common topic – Risk and Safety – that gave a coherence to all the initial invited 
talks. 

Futhermore, we had a poster session, for encouraging presentation and 
discussion on interesting but “not-yet-polished” ideas, and a software tools 
presentation session, in order to provide to each participant a good vision on the 
present status of the engineering tools market offer. 
 
Acknowledgements 
 
We  would like  finally to thank all members  of the program and organizing 
committees for their time, effort, and contributions to make CSD&M 2012 a 
top quality conference. A special thank is addressed to the  team of CESAMES 
non profit organization which managed permanently with a huge efficiency all 
the administration, logistics and communication of the CSD&M 2012 
conference (see http://www.cesames.net). 

The organizers of the conference are also greatly grateful to the following 
sponsors and partners without whom the CSD&M 2012 would not exist: 
 
• Academic sponsors 
 

– Commissariat à l’Energie Atomique (CEA-LIST), 
– Ecole Centrale de Paris, 
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Development”, 
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– Thales, 
– Mega International 
– Orange – Ecole Polytechnique – Télécom ParisTech Chair “Innovation & 

Regulation” 
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• Institutional sponsors 
 

– Digiteo labs, 
– Région Ile-de-France, 
– Ministère de l’Enseignement Supérieur et de la Recherche, 

 
• Supporting partners 
 

– Association Française d’Ingénierie Système (AFIS), 
– Institut du Maitrise du Risque (IMdR), 
– International Council on Systems Engineering (INCOSE), 
– Pôle de compétivité System@tic, 
 

• Participating partners 
 

– Atego,  
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– Esterel Technologies, 
– IBM Rational Software, 
– Knowledge Inside, 
– MathWorks, 
– Obeo, 
– PragmaDev, 
– Project Performance International. 
– The CosMo Company 
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Chapter 1 
Engineering Cyber-Physical Systems: 
Challenges and Foundations 

Manfred Broy* 

Abstract. Cyber-Physical Systems are the next step into globally integrated 
software systems. They are the result of the combination of embedded system with 
cyberspace. Cyber-Physical Systems support real world awareness in the Internet 
and the access to global data and services by embedded system. The engineering 
challenge for Cyber-Physical System is the combination of characteristic 
properties of embedded systems such a real time, functional safety, dependability, 
closedness with characteristic properties of the internet such ad openness, partial 
availability, restricted quality of service and reduced dependability. 

1   Introduction – Cyber-Physical Systems 

The term Cyber-Physical Systems addresses a new type of systems which is the 
result of an amalgamation of embedded software systems, connected on one hand 
to their physical environment by sensors and actuators and global networks such 
as the Internet with its data and services. By Cyber-Physical Systems the Internet 
gets real world aware and embedded systems become location independent, can be 
connected on a global scale, and get access to global data and services.  

In line with Moore’s Law, ongoing advances in very large-scale digital circuits 
integration enable electronic components ever smaller, more powerful, and 
cheaper. As a result, devices and objects are increasingly be equipped with 
“invisible” embedded systems connected directly to the physical world through a 
range of sensors and actuators, and that, consequently, can be deployed in a broad 
range of applications in ways allowing them to be controlled, monitored, and 
networked. Global networks such as the Internet connect embedded computers, 
their data, their services and their applications.  
                                                           
Manfred Broy 
Technische Universität München 
Institut fuer Informatik 
Boltzmannstrasse 3 
D-85748 Garching 
Germany 
e-mail: broy@in.tum.de 
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2   Key Capabilities of Cyber-Physical Systems 

Cyber-Physical Systems lead into increasing openness, complexity, autonomy, 
“smartness” and evolution of the systems (with disruptive effects in the fields of 
application). To realize and master the development of Cyber-Physical Systems 
we need a number of capabilities both in engineering and within the systems as 
described in detail in the following. 

2.1   Cyber-Physical, Sensors/Actuators, Networked  
(Local-Global), Virtual, Real-Time Management 

Key issue for Cyber-Physical Systems (CPS) is the collection and acquisition of 
data such as parallel data collection (via sensors), data fusion, processing of 
physical data from the environment, locally, globally and in real time. Data from 
sensors combined with data fusion, data mining and interpretation enable physical 
awareness of systems. The interpretation aims at regarding achievements of 
objectives and tasks of Cyber-Physical Systems. In the acquisition and inter-
pretation techniques of deduction are useful combined with the prediction of 
faults, obstacles, and risks. A key property of Cyber-Physical Systems is the 
interaction between Cyber-Physical Systems and their context consisting of users, 
the physical environment and systems and services from the cloud. This requires 
interoperation, integration, rules for and control of CPS-components and functions 
in globally distributed, networked real-time control and regulation. 

2.2   Systems of Systems (sos), Controlled Networks with Dynamic 
Boundaries 

At a higher, more domain specific level, the interpretation of context and situation 
evaluating data over several levels, depending on different application situations 
becomes essential. To offer comprehensive functionality a systematic selection, 
incorporation, coordination, and use of services – depending on specific situations, 
local and global objectives, and behavior is indispensable. Using services in the 
cloud, service discovery, composition, and integration is needed. Due to the many 
sub-systems working in parallel patterns of decentralized control have to be 
developed controlling the recognition of missing services, data, functions and 
active search and dynamic integration. 

Finally a high degree of autonomic behavior and self-organization is to be 
achieved. 

For the evaluation of benefit and quality required for the application concepts 
of Quality of Service (QoS) and overall system quality of components and 
services is to be incorporated – also regarding possible risks to guarantee 
dependability including reliability and compliance with respect to guaranteed 
QoS. Security issues, such as the controlled access to system's own data and 
services, have to be solved. 
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2.3   Context-Adaptive and (Partially) Autonomous Systems 

Context awareness is to result in a comprehensive, continuous context awareness 
on the basis of a continual collection, observation, selection, processing, 
evaluation, decision-making, communication of context data, situation and 
application data. Context awareness enables a systematic adaptation of the 
interaction, coordination, control with/of other systems and services. 

A more advanced adaptive behavior requires the recognition, analysis, and 
interpretation of plans and intentions of objects, systems and participating users. 
This is mastered in engineering by model creation for application field and 
domain, for participants, including their roles, objectives and requirements, 
available services and tasks. This has to include the assessment of objectives, 
taking into consideration alternatives with regard to costs and risks. 

A further step into Cyber-Physical Systems leads to self-awareness in terms of 
knowledge about the systems’ own situation, status and options for action. This 
requires the learning of, for example, modified work processes, logistics 
processes, habits, interaction, etc. and corresponding behavior adaption finally 
providing capacity for self-organization. 

2.4   Cooperative Systems with Distributed, Changing Control 

The integration of a high number of systems requires distributed, cooperative and 
interactive perception and evaluation of the situation and the distributed, 
cooperative and interactive determination of the steps to be carried out – 
depending on the evaluation of the situation, on the objectives of individual 
participants and on the objectives of the community these participants belong to 
(local vs. global objectives). This cannot be done without subsequent coordinated 
assessment and negotiation of the decision ultimately taken, i.e. self and shared 
control and decision-making autonomy. 

To achieve such a level of autonomy requires decision-making on the basis of 
uncertain knowledge, cooperative learning and adaption to situations and 
requirements estimatiing the quality of own and external services and abilities. 

A special goal is the coordinated processing of mass data as they are produced 
by billions of embedded systems. 

2.5   Extensive Human/System Cooperation 

The future does not lie so much in completely autonomous. Humans will interact 
with such systems in various ways. Thus, in general, Cyber-Physical Systems will 
offer several user interfaces. This requires intuitive, multimodal, active and 
passive HMI – support (with simplified control) and support of a broader (space, 
time) perception and capacity to act for individuals and groups. The systems need 
to be able to recognize and interpret of human behavior including emotions, needs 
and intentions. For adaptive behavior acquisition and evaluation of data 
concerning state and context of human and system (extension of perception and 
evaluation skills) is required. A capability difficult to achieve is the integrated and 
interactive decisions and actions between systems and individuals or groups. 
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On the long run the ability to learn will lead to more flexible user interfaces as 
they are required for mobile access to Cyber-Physical Systems. 

2.6   Key Capabilities and Non-functional Requirements Quality 
in Use, Quality of Service (qos) 

On the long run the significant capabilities of Cyber-Physical Systems are context 
awareness (correct perception and interpretation of situation and context). To 
some extent self-awareness in reflecting the systems’ role and situation in an 
operational context, third party-awareness, human awareness (status, objectives, 
intentions, ability to act) is needed. Key capabilities are learning and adaption 
(behavior), self-organization, flexible cooperation, negotiation and decision-
making (within defined boundaries following some specified compliance). 

Partial autonomy requires decision-making on the basis of uncertain knowledge. 
Key quality requirements are provision and maintenance of QoS guarantees as 

well as comprehensive policies for safety and security - proactive, strategic and 
reliable actions and privacy protection. 

The key area of human-centric systems requires transparent (HMI), shared 
control, integrated situation evaluation and predictable actions.  

Finally the systems are operating in a number of critical areas. This needs 
careful risk management. 

3   Engineering Challenges – Foundations of CPS Engineering 

Cyber Physical Systems include concepts from embedded systems, from 
engineering HMIs, and from global networks, such as the Internet or the cloud. 
Therefore it is necessary to find engineering foundations for all of these, which is 
more then just putting together existing and integrate engineering foundations for 
these areas. In fact, it is necessary to unify and harmonise these foundations and to 
deal with additional effects and concepts that arise from the merger. 

3.1   Modeling Cyber-Physical Systems – Semantic Foundations 

Cyber-Physical Systems incorporate a large variety of concepts. Characteristic 
examples are real world awareness and adaptivity that make it necessary to 
capture all kinds of physical issues. Moreover, the connectivity leads to additional 
challenges. 

There are a number of semantic models around, in particular, for distributed 
interactive systems that work for real time like embedded systems. These models, 
in principle, can be extended to communication systems and connectivity. 

3.1.1   Distribution and Interaction 

Interaction is a first class concept in Cyber-Physical Systems due to their 
extensive connectivity. This comprises both interactions between systems and 
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their physical environment as well as the interaction between systems and their 
users, and also the interaction between different context systems and sub-systems. 
Talking about systems of systems the interaction and interoperability between the 
systems is most essential.  

Distribution is also something, which is usually found inside systems. 
However, for Cyber-Physical Systems we do not only have to consider just a 
logical distribution concept as found in a number of approaches and computer 
science, we need a real world aware kind of distribution in space, where we can 
relate distribution to the geographical view on the physical world. 

3.1.2   Statically Adaptive Systems and Dynamically Adaptive Systems 

As already pointed out, one of the important concepts for Cyber-Physical Systems 
is that they are adaptive. There are differences in statically adaptivity and 
dynamically adaptivity. 

Static adaptivity addresses adaptivity at the user interface. This means that a 
system may change its behavior from the viewpoint of the user depending on 
additional information not exchanged directly by the user, but on different 
channels and that are dealt with the help of context models. 

If we look at the distribution of systems and their connectivity and the number 
of components, then for Cyber-Physical Systems it seems necessary that these 
structures permit that new components are introduces, new channels are generated, 
and channels find different connections. This means a highly dynamic structural 
adaptivity that has to be captured and supported in the models.  

Models available so far such as π-calculus or ambient calculus are only very 
specific models not very integrated with further modeling concepts. We need 
generalized models for capturing all kinds of dynamics and adaptivity of Cyber-
Physical Systems. 

3.1.3   Provisioning/Deployment 

Although we believe that most of the modeling issues have to be addressed at an 
abstract virtual level, it is also necessary to relate virtual functions, services, and 
processes to concrete technical processes. This means that we have to model 
deployment and scheduling but in contrast to embedded Systems we assume that a 
dynamic deployment is also necessary and needed. 

3.1.4   Modeling Time and Space 

Time is a fact of the physical world and real life. Therefore it has to be captured 
by models for embedded systems. Anyhow time is also an issue in global 
networks, however, there we usually talk about soft real time properties while in 
embedded systems often hard real time properties have to be addressed.  

Therefore a flexible timing model has to be introduced for Cyber-Physical 
Systems. 

Space distribution is a fact for Cyber-Physical Systems. Space and distribution 
has to be captured including concepts of mobility. 



6 M. Broy
 

3.1.5   Modularity and Compositionality  

Modularity means that abstraction techniques such as interface abstraction are 
compatible with refinement. 

Modeling techniques for Cyber-Physical Systems have to be highly modular. 
This means that they have to be modular with respect to their structure and 
composition. Thus we need a notion of an interface which is good enough to carry 
out composition at the interface in the sense that from the interface description of 
the systems and their behavior we can construct interface description of composed 
systems and their behavior.  

Modularity has to support the possibilities to select a number of different 
scopes for a Cyber-Physical System to concentrate on a variety of views and 
crosscutting concerns. 

3.1.5.1  Extraction of Cross-Cutting Behaviors 
Cyber-Physical Systems typically show cross cutting behaviors. Therefore apart 
from the interface behaviors, it is interesting to develop a number of views on the 
behavior, in particular to capture cross cutting behavior. 

The modularity of the models has to support this extraction of the views. 

3.1.6   Rely/Guarantee 

It has to be possible to model all the relevant properties of the context of the 
systems. That means we have to understand the interaction between the system 
and its context. This is of high interest, both at the level of physicality and at the 
level of connectivity. To do that we need specification techniques that explicitly 
support the formulations of assumptions about the context. 

3.1.7   Operational “Modes” 

Cyber-Physical Systems run in different operational modes. A service has to 
determine the current operational “mode”. This is a form of adaptivity. 

Modes are a good way to capture feature interaction between the different 
functions offered by a Cyber-Physical System. 

3.2   Modeling Techniques and Methods in the Development 
Process 

What is needed for engineering Cyber-Physical Systems is a set of modeling 
techniques, which are strong enough to capture all the notions that have been 
treated above. In addition, we have to be able to use these models in the classical 
important steps of system development, such as requirements capture, and 
representation of architecture views as well as refinement. 

3.2.1   Requirements Capture 

The models have to be able to structure and reflect all important requirements. 
This includes functional, behavioral, and non-functional requirements. Only a 
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structuring along the lines of reference models may allow us to deal with the 
enormous number of requirements for Cyber-Physical Systems. 

3.2.2   Architecture 

The models in addition have to be able to model a number of views at the level of 
architecture. This includes levels of abstraction such as a functional view, a logical 
subsystem view and a technical view. These different views have again to be 
related to each other and to the requirements. 

3.3   Programming Techniques and Technologies 

So far the programming technologies that are around today are not good enough to 
deal with Cyber-Physical Systems as required. The properties that have been 
described also with respect to modeling, showing concepts and capabilities to be 
captured at the level programming also.  

Therefore we need programming languages that reflect physicality and real 
world awareness in their concepts such as time and geographical distribution as 
well as issues of system dynamics. They have to scale, they have to be able to be 
location aware and time aware and they have to be able to express certainly 
specific quality concerns. On the long run new programming languages are 
required that reflect all these issues.  

3.4   Quality 

Software quality is a multi-faceted topic even for conventional software systems. 
Moving towards Cyber-Physical Systems we have to bring together issues of 
quality of software with issues of quality for systems for communication networks 
and for man-machine-interfaces. This needs an extensive quality model capturing 
all the different quality aspects one can find for systems of that type.  

3.5   Techniques and Technologies 

Cyber-Physical Systems show a number of important properties that have to be 
captured by the modeling techniques for Cyber-Physical System. This includes 
complex event processing, time trigger systems and enterprise service collections. 
These are parts of the architectures that have also to be reflected at a level of 
modeling and at the level of programming languages. 

4   System Modeling  

There is a wide variety of subjects to be modeled. In this section we study the 
modeling of systems. 



8 M. Broy
 

4.1   What Is a System? 

The term system is widespread and is used with many different meanings. Below, 
we focus on the conceptual notion of system, as used in software and systems 
engineering. 
 
Definition: System  
A system (Greek σύστημα, systematic - literally, the structure, prepackaged, 
associated) is a set of related elements that interact in an organized way, to 
achieve and purposefully conduct a common goal. 

The resulting characteristics of a system are its  

• system boundary separating the system more or less clearly from its 
environment, 

• internal structure, 
• clear and usually dedicated interaction with its environment via its system 

boundary. 

The system boundary is determined by the system interfaces through which the 
system interacts with the environment. A system shows in its interior and via its 
system boundary some behavior that can be captured by the change of 
characteristic system attributes over time. At any given time a system and its 
characteristic attributes have a state. The change of state is continuous or discrete. 

• The state of a system in its interior and its system boundary can be 
characterized by system attributes. 

• The temporal behavior of the system as a transition between system states can 
be described according to a continuous or discrete change of its attributes. 

• The interaction of the system with its environment through the system 
interfaces and the temporal interaction behavior can be captured by the flow 
of information, energy, and matter as well as the attribute changes. 

The internal structure of a system can be described by 

• a set of sub-systems ("components"), which interact with each other and via 
the system boundaries with the environment, and/or 

• its states and state transitions. 

A system may be a subsystem of an overall system, since systems can be 
composed with other systems if the systems fit together at their boundaries 
(interfaces). 

4.2   System Models 

System models are used to describe, design and analyze systems. A system model 
is an abstraction of a system, which usually serves a purpose. Each system model 
has the purpose to reflect some conclusions about the modeled system. 
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System models are a basis for the specification of systems. A system model is  

• valid for a system if the statements that result from the model are valid for the 
system, 

• modular if the interface behavior of the system can be composed from the 
interface behavior of its subsystems, 

• abstract, if they do not contain any details that do not serve the purpose. 

By definition, system behavior has to incorporate notions of time. System models 
can be based on discrete or continuous time. In the following a model for systems 
is introduced, which is a general, but specifically mathematical representation for 
systems behavior [Broy, Stølen 01], [Broy 07b]. 

A system interacts with its environment through a set of channels. The channels 
are directed communication devices and serve the information exchange between 
system and environment. The channels are divided into input and output channels. 

On each channel a stream of messages is sent during a system’s execution. We 
distinguish the following types of streams (let IN + = IN \{0}, IR + = { t ∈ IR: t > 0 } 
be discrete and continuous models of time): 

Time discrete channels are channels that operate with discrete time (values 
from a discrete set of values or a set of continuous values M). Values from a given 
set M of values are transmitted in a discrete stream 

s: IN+  → M     exactly one message per discrete time slot 

s: IN+  → M ∪ {−} at most one message per discrete time slot 

s: IN+  → M∗ a sequence of messages at each discrete time slot  

Channels with continuous time work with streams based on continuous time. M 
denotes a set of values, where the set can be discrete or continuous (for instance 
real numbers). Values from M are transmitted at discrete time points, let set D ⊆ 
IR + discrete; we get streams 

s: D  → M 

Channels with continuous time, where values are continuously transmitted operate 
with discrete time. The values of M may be discrete or non discrete, for example, 
given by the real numbers (in compliance with streams that represent continuous 
functions); we get streams 

s: IR +   →  M 

By Stream we denote the set of all streams, discrete or continuous. In a typed 
channel set C for each channel a set of values M and a time concept is fixed. For a 
set of channels C a function 

x: C → Stream 

denotes a channel history, if the streams assigned to the channels match the 
defined sets of values for the channels and their time concepts. 
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With H[C] we denote the set of channel histories for channel set C. 
The behavior of a system S with a set E of input channels and a set A of output 

channels via its interface is described in the deterministic case as follows: 

 fS : H[E] → H[A] 

It is required that fS has a directional flow of time. fS has a directional time flow, if 
for some δ  ≥ 0 we have (for all t ∈ IR +, x, x′ ∈  H[E]) 

 x↓t = x′↓t  fS(x)↓t+δ = fS(x′)↓t+δ 

where x↓t denotes the prefix of the stream x until (including) time t. 
If this formula holds for δ > 0, then the interface behavior fS is called strongly 

causal, otherwise weakly causal. Causality models the cause/effect principle for 
systems following the progress of time. 

The internal behavior of a system can be described both as a state machine and 
as a family of interacting subsystems. More precisely, there exists for each system, 
both 

• a state view in which the system is assigned a state at any time, and 
• a structural view, where the system is decomposed (from a logical technical, 

or architectural point of view) into a number of subsystems (called 
components). 

The architectural view may be trivial if the system contains no real subsystems. If 
the system contains subsystems, which in turn contain sub-subsystems, we speak 
of a hierarchical structure of the system architecture. 

We compose systems, creating a composite system that contains the systems as 
subsystems. The state view is then obtained from composition the state 
perspective of the subsystems. If the interface of the composite system is obtained 
from the interfaces in the subsystems, then the system model is called modular. 

For models in software and systems engineering a number of principles have 
been worked out that are not found in models of mechanical engineering or only in 
a very simplistic variant. These principles are hierarchical decomposition, modular 
modeling and levels of abstractions. Although abstraction is used in engineering a 
lot, there does not exist an explicit concept of levels of abstractions in traditional 
engineering.  

The system model we have introduced is quite general. It comprises time and 
concurrency and can be rather seen as an abstract model of behavior of real world 
systems in terms of a continuous and discrete meaning.  

4.3   Probabilistic Interface View 

For the logical model of system behavior we introduce a probabilistic model (see 
[Neubeck 12]). Given a set of typed channels C we define a probability 
distribution for a set G ⊆ H[C] by the function 

 μ: G  → [0:1] 
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Let ℳ[H[C]] denote the set of all probability distributions over sets G ⊆ H[C] . 
Given a behavior 

 F: H[E]  → ℘(H[A]) 

its probabilistic behavior is defined by a function 

 DF: H[E]  → ℳ(H[A]) 

where for every input history x ∈ H[E]  by 

DF(x) 

we get a probability distribution for every input history x ∈  H[E] 

 μx: F(x) → [0 :1] 

We get a probability μx(Y) by the function μ for every measurable set Y ⊆ F(x) of 
output histories. This shows that μ defines a probability distribution μx  for every 
input history x ∈  H[E]on the set F(x) of possible output histories. 

4.4    Integration of Modeling Concepts 

Cyber-Physical Systems need modeling concepts from following fields: 

• Discrete system modeling  
• Communication system modeling 
• Control theory aiming at continuous system modeling 
• Modeling human-machine interaction 
• Dynamic and mobile systems 
• Probabilistic systems 

These modeling techniques have to be combined and integrated into a 
comprehensive system modeling approach. In addition, application domains have 
to be modeled as well as various specific system properties such as adaption 
systems and context awareness.   

4.5   What and How to Model? 

In systems engineering we basically aim at modeling a variety of system views 
and properties. We model behavior and we model non-behavioral properties such 
as structure and quality. In particular, we model specific aspects of systems such 
as data, using data models, processes, using process models, interaction, using 
interaction models and finally modeling the behavior of systems in interface 
models as well as their structure in architectural models and their state views in 
state transition models.  

For software, which usually is written in some kind of programming languages, 
similar system models can be used, in principle. However, often software systems 
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have more specific restricted concepts such as for instance the nowadays broadly 
used object-oriented programming languages. In contrast to the system model we 
have introduced, object-oriented programming concepts are closer to the von 
Neumann programming style. Object-oriented languages contain a number of 
concepts, which are related to modeling. Examples are inheritance and object 
creation, which reflect principles from modeling such as taxonomy and ontology, 
while object creation and the identification of dynamically created objects by 
identifiers is a step into modeling of concepts that we can observe in a number of 
real world systems where we can identify objects where over time objects may 
appear and disappear. Nevertheless, models for programming languages are much 
more specific than the system model we have introduced above. For programs 
logical techniques are used, in particular, based on assertions. A typical example 
for that is the contract concept proposed by Bertrand Meyer (see [Meyer 88], 
[Meyer 92]).  

5   Conclusion 

Cyber-Physical Systems open up the door for a whole world of new applications 
based on software. Today we see first examples of these applications in cars 
connected to the Internet, in smart phones using via apps several services 
including sensors and actuators. In the future we will see a large scale of highly 
connected Cyber-Physical Systems which are systems of systems containing 
special-purpose embedded systems connected to larger systems of coordination 
control and monitoring. Humans will be integrated into these systems by adaptive 
man-machine-interfaces finally leading to Human-centric Cyber-Physical 
Systems. 
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Chapter 2 
Game-Theoretical and Evolutionary 
Simulation: A Toolbox for Complex Enterprise 
Problems 

Yves Caseau* 

Abstract. Complex systems resist analysis and require experimenting or 
simulation. Many enterprise settings, for instance with cases of competition in an 
open market or “co-opetition” with partners, are complex and difficult to analyze, 
especially to accurately figure the behaviors of other companies. This paper 
describes an approach towards modeling a system of actors which is well suited to 
enterprise strategic simulation. This approach is based upon game theory and 
machine learning, applied to the behavior of a set of competing actors. Our intent 
is not to use simulation as forecasting – which is out of reach precisely because of 
the complexity of these problems – but rather as a tool to develop skills through 
what is commonly referred as “serious games”, in the tradition of military war-
games. Our approach, dubbed GTES, is built upon the combination of three 
techniques: Monte-Carlo sampling, searching for equilibriums from game theory, 
and local search meta-heuristics for machine learning. We illustrate this approach 
with “Systemic Simulation of Smart Grids”, as well as a few examples drawn for 
the mobile telecommunication industry. 
 
Keywords: simulation, machine learning, game theory, evolutionary game theory, 
evolutionary algorithms, Monte-Carlo, dynamic games, serious games. 

1   Introduction 

Forecasting is an essential part of any enterprise’s activities. It is the essence  
of budgeting, marketing, sales management or strategic planning. Although 
forecasting is notoriously difficult and turns out to be wrong most of the time, it 
remains a necessary management tool. It is used to define a path and to align the 
company resources along a common objective, even if this objective needs to be 
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constantly re-evaluated to take unforeseen events into account. Models which are 
used implicitly or explicitly to perform those forecasts are simplified to fit existing 
tools. Further-developed models would be necessary to capture interactions 
between competing companies. The most commonly-used tool is the spreadsheet. 
Spreadsheets make it difficult to capture two common traits of complex models: 
uncertainty and feedback loops. Hence the usual approach is to identify loops and 
uncertainty, make a few hypotheses to get rid of them, build a simpler 
deterministic model and rapidly forget about the simplifying assumptions. 

Our proposed contribution is GTES, a tool to “play with” a model that is 
burdened with too much indetermination. This means learning a few insights from 
a repeated and organized set of simulations, mostly through exchanges and 
collaboration. GTES stands from game-theoretical and evolutionary simulation 
[1] and will be presented as a hybrid extension of evolutionary game theory [2]. 
This approach is based upon two key insights: 

1. A number of classical techniques may be combined to get rid of a significant 
part of indetermination, such as sampling and machine learning. 

2. Such “weak” models should be used to “play”, not to forecast. A global-scale 
model with too many unknown parameters is not useful to make a decision, 
but rather to help building a keener intuition about the situation at hand, 
through the repeated practice of scenarios.  

This paper is organized as follows. Section 2 provides more detailed motivations 
for this work. We explain the limits of current forecasting methods and show why 
they need to be extended with a different approach. We present a few concrete 
examples which advocate for building a “model workbench”, that is, a tool to 
experiment with complex models of competition. For instance, we propose a 
“systemic model” for smart grids, where the “complex system” nature of 
electricity networks is made explicit, through multiple actors with conflicting 
goals.  

Section 3 describes our proposed GTES approach. Formally, we need to solve a 
repeated non-cooperative game with uncertainty. The key idea is to separate the 
unknown parameters, from the model that is being studied, into three groups:  
the parameters that describe the goals of the actors – parameters that define the 
objective function, those parameters which are bound to an actor but dominated by 
the strategic choice expressed by the first group, and a third group of parameters 
which are independent from any actor – they describe the market in which the 
actors operate. GTES deals with each group of parameters differently: the first 
group is the control group, which defines a repeated game for which we look for 
Nash equilibriums [3]. The second group is managed with machine learning (the 
algorithm looks for parameter values that maximize the objective function) and 
the third group is managed with Monte-Carlo sampling [4]. 

Section 4 shows the application of GTES to our “Smart Grid System”, as well 
as a few other models taken from the author’s experience in the Telecom industry. 
Section 5 discusses different perspectives about GTES, from stability and 
performance point of views.  
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2   Motivations 

2.1   Complex Models and Enterprise Simulation 

As stated in the introduction, the ubiquitous use of spreadsheets has a profound 
impact on the way people see and think about their environment. Although many 
sophisticated tools have been designed for decision aid – from operations research 
to statistical and datamining tools –, spreadsheets still represent the vast majority 
of the modeling effort that takes place in an enterprise. It is not because that the 
vast majority of business activity is simple, it is because the simplicity of the 
underlying model is crucial to the appropriation that is required in most business 
situations. Our dual experience – ten years as an operation research scientist and 
ten years as an executive manager – has convinced us that a great decision tool 
that relies on a sophisticated model faces a lot of skepticism and distrust from 
business managers. Hence uncertainty is tamed with scenarios and ranges of 
values (proverbial min and max values), although scientific evidence shows that 
uncertainty about extreme values is even higher. The complex feedback loop that 
describe the fierce competition in an open market is reduced to making a few 
assumptions about “what our competitors will do” – most often, the same as they 
did before – which are treated as input parameters for the spreadsheet model. The 
result is a practice that is well suited to “complicated situations” (spreadsheets 
with many sheets and huge amount of data) but not to complex situations. 

To take the complexity of a business situation into account, one would, on the 
contrary, expect to develop the following traits: 

• Take into account the interaction loops between the company and its various 
competitors. This is one of the most obvious sources of complexity, but there 
usually are other feedback looks as we shall see later on. 

• Keep within the model what is understood qualitatively, even if the 
quantitative formulas are unknown.  

• Refrain from abusing linear formulas for elasticity or other forms of price 
sensitivity. Extrapolating trends that were seen in the past few years, which is 
quite easy with a spreadsheet, is another way of oversimplifying a business 
situation. 

The intent here is nicely summarized by Carveth Read’s famous quote, often 
misattributed to Keynes: “It is better to be vaguely right than exactly wrong”. The 
work that is presented in this paper was born twelve years ago, while trying to 
evaluate the best strategies during the UMTS license bids. The dominant thinking 
at the time was that bidding for a new license was unavoidable because of the 
promises of 3G revenues. All market analysts had come up with similar 
spreadsheets models that described a truly significant increase of value creation. 
However, these models shared two short-comings: they did not factor the  
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necessary price war that occurs when new actors enter a fixed-cost activity and 
need to gain market share, and the competition between the different motives for 
spending money in European households was not taken into serious consideration, 
although a wealth of accumulated knowledge existed. A first, simplified, game-
theoretical simulation model was built to look into the dynamics of competition 
with a potential new entrant. With hindsight, these first simple simulations were 
quite relevant and provided a useful, though modest, contribution to the decision 
process.  

2.2   Systemic Simulation of Smart Grids 

Smart Grids are receiving a lot of attention from many scientific communities. 
The need for smart grids is emerging from the multiplication of intermittent, de-
centralized energy sources, such as wind or solar plants. The possibility of smart 
grids comes from the combination of price de-regulation and the lower cost of IT, 
which makes reaching dynamic demand-response equilibriums possible through 
price signaling. The necessity of smart grids, as explained by its advocates, is the 
urgency of global warming and depletion of fossil energy sources, which requires 
a behavioral change as far as energy consumption is required. Smart grids (with 
their components, such as smart cities, smart neighborhoods and smart homes) are 
meant to provide consumers with dynamic and constant feedback. One of the 
promises of smart grids is to optimize the amount of “shaved” energy through  
the right price incentive - “shaving” is the reduction of peak consumption when 
the price gets too high (demand-response adjustment). 

The idea to build a “serious game” model for smart grids came from the 
following list of questions. Without being an expert on energy production or 
distribution, there are a few puzzling reasons to be doubtful about “distributed 
smart grids”. Centralization dampens part of the variation through aggregation 
(the “independent” variation, according to the “law of large numbers”). It also 
leverages the “economy of scale”. Large-scale energy plants are more efficient 
(mostly because of the cost advantage of nuclear power plants), even when 
transportation costs are factored in. On the other hand, there are a few factors that 
are favorable to local operators (as opposed to national suppliers): 

• Distribution means that production & pricing policies are better suited to each 
city. 

• A distributed approach yields a “system of system” (network of smart grids), 
which may prove to be more resilient and better able to manage peak 
situations.   

• CO2 taxes will encourage renewable energies which are easier to manage in a 
distributed way. A key question is the availability of storage at a reasonable 
price, since most renewable energies are intermittent. 
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• Feedbacks works better at a “community level”, which means that dynamic 
pricing and the “demand-response” behavior that produces shaving is likely to 
be more effective if managed locally. This is a key principle for smart grids in 
Japan and South Korea: focusing on communities and behavioral changes. 

To get a better understanding of this complex system and its associated issues, we 
decided to build a simple model (S3G: Systemic Simulation of Smart Grids) with 
the four kinds of players: 

• The “regulator” (political power) whose goal is to reduce CO2 emissions 
while preserving economic output and keeping a balanced budget (between 
taxes and incentives). Its tactical play includes setting up a CO2 tax, 
regulating the wholesale price for the suppliers and creating a discount 
incentive for renewable energies. 

• The existing energy companies, here called “suppliers”, whose goal is to 
maintain their market-share against newcomers, maintain EBITDA (revenue) 
and reduce exposure to consumption peaks. Their tactical play is mostly 
through pricing (dynamic), but they also control investment into new 
production facilities on a yearly basis. 

• The new local energy operators, who see “smart grids” as a differentiating 
technology to compete against incumbents. Their goal is to grow turnover, 
EBITDA and market-share. Their real-time tactical play is dynamic pricing, 
and they may invest into renewable and fossil energy production units, as well 
as storage units. Another tactical choice is how to best use storage capacity, 
both as a “buffer” (for their own production) and as a “reserve” (buy energy 
when it is cheap and resell it when it is more expensive). 

• The consumers are grouped into cities, whose goal is to procure electricity at 
the lowest average price, while avoiding peak prices and preserving their 
comfort. The cities’ tactical play is mostly to switch its energy supplier (on a 
yearly basis) and to invest into “negaWatts”, which are energy saving 
investments (more energy-efficient homes, etc.). 

The objective of S3G is to simulate the production and consumption of electricity 
throughout a long period of time (15 years). The following figure is an overview 
of the S3G model. The set of equations that describes each player’s behavior does 
not fit into this paper, but may be summarized with four parts: 

• Energy demand: for each city, energy demand is generated from an hour-by-
hour and day-by-day template, adding some random variation (the extent of 
which is a model parameter) together with a city-specific variation. This 
number is then reduced by the amount of “negaWatts”, computed from the 
total amount invested by the city. The model uses a ratio obtained from a 
concave-increasing function of the investment. 

• Dynamic Pricing: both suppliers and operators use a simple affine pricing 
model, with a constant price when the demand is less than a “base power”, 
and a linear formula when the demand is higher.  
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• Production: suppliers use nuclear power according to planned schedule and 
adjust to resulting demand with fossil plants. Operators always use their green 
power (store it in the “buffer” or resell it when there is too much of it). They 
adjust to the city demand with their own fossil plant and wholesale electricity 
from suppliers, at the lowest marginal cost.  

• Consumption: The actual electricity consumption for each city is the demand, 
minus “shaving”, which is obtained by applying an S-curve to the sale price.  

• Market-share: for each city, the market balance between the national supplier 
and the local operator is determined yearly using another S-curve. 

 

 

Fig. 1 Systemic Simulation of Smart Grids  

This S3G model is both simple and complex. It is simple because it is based on a 
handful of equations, resulting in a simulation code that is 500 lines long. On the 
other hand, it is a complex model for two reasons. On the one hand, there are 
multiple feedback and interaction loops that make it difficult to analyze how the 
system will react to perturbations. On the other hand, there are many unknown 
parameters in this model (such as market sensitivity, demand-response behavior, 
negaWatt capabilities, etc.). 

2.3   Cellular Game Simulation  

Our second example (CGS: Cellular Game Simulation) was co-developed with 
GTES over the last ten years. Its ancestor is the simple “competition game” that 
was mentioned in Section 2.1. The heart of the CGS model is a simplified vision 
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of how an operator works, based on a few public figures that may be found in 
yearly financial reports: 

• Turnover (sales), EBITDA (Earning Before Interest, Taxes, Depreciation and 
Amortization), ARPU (Average Revenue Per User), 

• Number of customers (size of its “base”), yearly acquisitions (addition to the 
base), “churn” (removal from the base), 

• Acquisition and renewal costs, interconnection costs (the other costs are 
labeled as “operational expenses”). 

It is indeed truly simplified since all kind of lines of business (corporate vs. mass-
market, MVNO, voice vs. data, prepaid vs. post-paid) are aggregated. This yields 
the concept of an “average telecom package”, sold for an “average price”. 
Operational expenses are supposed to be constant, or to vary according to a yearly 
trend. This simple model is interesting in itself because of its simplicity and the 
availability of indicators for competing operators. 

However, the true interest of such a simple model is that it is possible to 
instantiate the three or four operators of the French market and see how they 
interact. The major tool that is used to implement this coupling is the S-curve 
function that describes market-share distribution according to prices. Each 
operator has three “control parameters” that describe its strategy on the open 
market: what is the price of the “average package”, how much is spent on renewal 
and on acquisition. A “tactical play” can be seen, as a first approximation, as the 
values of these parameters for the three coming years (what is commonly referred 
to as a 3YP – three year plan). 

The concept of an “average telecommunication package” supports some form 
of elasticity, which has varied over the years and will continue to change as we 
enter a world of “access price with unlimited use”. Ten years ago the consumption 
unit was the minute of voice, and there was a fair level of elasticity. Today, the 
“average package” aggregates voices and data, from plans which are both 
unlimited (fixed-price) and usage-based. Hence the parameter that represents the 
price-to-volume elasticity in our model is both approximate and uncertain. 

The overall CGS model is described by Figure 2. It may be decomposed into 
five steps, which are run consecutively for each year of the simulation (i.e., 3YP 
requires 15 steps). The first step is to compute the value of churn (the flow of 
customers who leave their current operator) as well as the flow of renewals 
(customers who obtain a new handset from their operator). In both case, the flow 
value is derived by applying the S-curve to the price variation. The second step 
distributes the combined flow of churn customers and new customers (market 
growth) into distribution channels. Based on the three-year plan (from which new 
prices are derived), the S-curve function produces the new market shares (for each 
channel). The third step is quite similar since it distributes the flow of customers 
assigned to each channel to all operators, using the same mechanism. The fourth 
step applies the previously mentioned price-to-volume elasticity to generate the 
turnover obtained by each operator. The fifth step computes the revenue by 
subtracting the costs. 
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Fig. 2 CGS simulation architecture  

There are a number of common traits to these types of models: S3G, CGS and 
the other telecom models which are mentioned in section 4.3. They are all 
“simulation model” that produce financial results (costs and revenue). They are 
“generic” simple models, but with a lot of “indetermination” (many of the key 
parameters in the parametric equations are unknown - or at least not known 
precisely). In each case we may separate all these unknown variables into three 
groups: 

• Those which are independent from the players and simply reflect some 
uncertainty about the underlying economic model (for instance, the 
parameters for the S-curve function). 

• Those which represent the strategy of the players, that is, what needs to be 
optimized. 

• Last, the variables that are associated to each player, which set the behavior of 
the payers (such as the three “tactical” levers that we mentioned for the CGS 
model). 

3   GTES: Game Theoretical and Evolutionary Simulation 

3.1   Principles 

GTES is a framework designed to study a model through simulation, in order to 
extract a few properties from this model (learning through examples), either 
explicitly or implicitly.  The input material is a set of parametric equations, with a 
number of unknown parameters, which represent the behavior of a set of 
interacting actors/players. The result is a set of computational experiments, from 
which some information may be extracted. 
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GTES is based upon the combination of three techniques: 

• Sampling: since the value of the parameters that occur in the economic 
equations is unknown, we draw them randomly from a confidence interval, 
using a Monte-Carlo approach. This will generate a large number of 
simulation runs, from which we look to extract common characteristics. 

• Search for Nash Equilibrium in a repeated game [5]: We set the parameters 
that define the player’s objective functions and look for an equilibrium using 
an iterative fixed-point approach (in the tradition of the Cournot Adjustment 
[6]). 

• Local Search as a machine learning technique to solve the sub-problem of 
tactical optimization. Once the parameters that define the objective function 
are set (what we call a “strategy” from a business perspective), the other 
parameters that define the behavior of each player may be computed to find 
each player’s “best response” to the current situation. This search is 
performed using classical local optimization techniques [7]. 

This approach sits at the intersection of « classical » lines of work such as 
economic modeling, game theory and evolutionary game theory [8] [9] [10] [11], 
and local search (genetic algorithms, simulated annealing, stochastic and Tabu 
search [12] [13] [14], etc.). We depart from the classical approach of evolutionary 
game theory since only one agent is introduced for each player, and genetic 
algorithms is only one of many optimization techniques that we use to compute 
each player’s response. On the other hand, GTES is clearly an offspring of 
evolutionary game theory [2], since we look for equilibriums that are the result of 
evolutionary processes. We care about the path to get to the equilibrium as much 
as the equilibrium itself.  

This paper has been strongly influenced by works from R. Axelrod. In his 
book [15], R. Axelrod uses genetic algorithms to find the best strategy to play a 
repeated version of the “prisoner dilemma”. Very interestingly, he compares an 
experimental protocol and computer simulations (where the combination between 
many initial strategies is optimized with genetic algorithms). Both approaches 
reach a similar conclusion, that TIT-for-TAT is the most robust strategy for this 
game. More generally, this work also belongs to the field of economic modeling 
and simulation with multi-agent systems, using evolutionary algorithms [16] [17]. 
For instance, chapter 7 of R. Nelson and S. Winter’s book show an example of the 
kind of model that we try to study here, which the authors propose to simulate 
with Markov Chains. Using machine learning is a common thread in Evolutionary 
Games [6] [18] [19].  

The different application examples that were developed using GTES are quite 
similar to simulations that have been made in the past following the “System 
Dynamics” framework [20] [21]. System Dynamics has a rich history throughout 
many decades, and has been applied successfully to corporate strategy and market 
analysis. The heart of this approach is to describe a model as a network of 
relationships between a few key variables from a system. The main feature is the 
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“polarity” associated to each link: positive means that an increase of the 
originating parameter causes an increase in the destination parameter; negative 
means that an increase of the first causes a decrease of the second. Our experience 
is that this network is relatively easy to identify, whereas the actual equations that 
express the relationships between variables require more time to fine-tune. 
Because GTES uses local search and randomization, the underlying mathematical 
model is “shaken” during the simulation (cf. Section 5), and model tuning is much 
more demanding than it would be for producing a simpler simulation.   

3.2   GTES Model 

We shall now describe GTES with some details in the remainder of this section (a 
more formal description may be found in [1]). From now on, we will consider that 
the input model may be seen as a parametric function fp which computes the 
satisfaction of each actor. We suppose that the computation of fp entails  
the computation of all the local variables that describe each actor’s state. In the 
remainder of the paper fp

i represents the i-th component of the result tuple, that is, 
the satisfaction of the i-th actor.  

The parameter p represents the “strategy” of the model (not in the sense of 
game theory), that is how we evaluate the satisfaction of each player. Thus we will 
be able to compare the properties of the two parametric games fp and  fp’, that is, 
with two different ways to evaluate success for each player. 

The arguments of fp are the model’s parameters, which we represent by two 
variables x and e, according to the distinction made previously: x is a vector of 
numbers which represents the tactics of each player and e is a vector of unknown 
econometric parameters. If the tactic of an actor (what we called a “tactical play” 
in Section 2) may represented with m numbers and if there are n actors, x is a 
vector of size n x m, and xi will represent the tactic of the i-th player. We call X the 
set of all possible tactic vectors, and Xi the set of all possible tactics for the i-th 
player (X = X1 × .. ×Xm). To facilitate reading, we shall use the letter x to represent 
vectors of (n) tactics and the letter t (or xi) to represent one tactic – which is also a 
vector – for instance we may write x = (t, t’, …) = (xi,x-i). We borrow the 
convenient notation x-i from game theory [6]. 

Given the values of x and e, fp(x,e) represents the computation of the 
satisfaction of all players. This says that once a value is given for each unknown 
parameter, the set of equations that make the model may be resolved to find each 
actor’s behavior and, therefore, satisfaction. We call E the Cartesian product of 
each possible range for the parameters that are associated with e. Hence we can 
state the problem that we want to resolve as: max , ,                

 

Since fp is a tuple-valued function, its maximization is a “multi-objective” 
maximization problem which fits precisely the framework of game theory. 

(1) 
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3.3   Equilibriums and Neighborhoods 

If we assume that all parameters are known but for xi, this turns into a classical 
optimization problem (single objective function fp

i) and we may define the “best 
response” (BR in the tradition of game theory [6]) as a tactic (not necessarily 
unique) that maximizes the satisfaction of the i-th player: max , , ,        
BR(i,x) is a solution to this maximization problem, which may be solved using 
traditional techniques from operations research (depending on the complexity of 
the underlying model fp). In this section, e is assumed to be chosen and constant, 
so we will drop it from the formulas. 

The most natural approach with our problem (1) is to search for is a Nash 
equilibrium [3], that is a tactic vector x such that: , , , ,  

There does not always exist a Nash equilibrium in a game with deterministic 
tactics. In a reciprocate way, there may exist more than one equilibrium. We will 
look for an equilibrium that is characterized as a fixed-point of a sequence of “best 
response” moves (where each player successively replaces its tactic with BR(i,t), 
what is called a Cournot Adjustment). 

In the tradition of evolutionary game theory [2], we look not only for plausible 
equilibriums but also for plausible trajectories. If the set of tactics that represent 
the equilibrium requires a very complex mathematical computation to find it, one 
may wonder if it will be reached by real players. Hence we introduce a 
neighborhood structure on the set of tactics, similar to the neighborhood structure 
that is used with local optimization algorithms [7]. A neighborhood V associates to 
each tactic vector x a set of “near” tactics V(x). For instance, a k-neighborhood 
associates to x all the tactics that may be obtained by changing k parameters only. 

We can restrict the concept of “best response” to the search of tactics from the 
existing neighborhood: ,    , max ,  

Local optimization is defined as the exploration of the transitive closure of the 
neighborhood structure: V*(x) is the set tactics t that be found as the end of a path 
(x,x1, …, t) where each tactic of the path belong to the neighborhood of its 
predecessor, according to a given local search heuristic. For instance, the simplest 
search heuristic is Hill-Climbing, where we only look for increasing chains. We 
extend the previous definition to BRV*(i,x) which is the best response in the 
extended neighborhood V*(xi). A local optimization method is complete when 
BRV* = BR. 
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This structure defines the concept of a pseudo-Nash equilibrium, when  
each player’s tactic is optimal modulo the set of alternate tactic from that 
neighborhood: , , , ,  

One may see this as the application of the “bounded rationality” concept: from a 
given position, each actor is not able to contemplate all possible tactics, but only a 
smaller subset which may be characterized through an operational process. 
Obviously, the choice of the neighborhood structure becomes a key feature of the 
actor model. The larger the neighborhoods are, the “smarter” the actors are 
supposed to be. The search for a pseudo-Nash equilibrium is an iterative process 
that looks for a fixed-point. We apply BRV* to each actor successively. 

More precisely, we may define the iterative process as follows: 

• Select each player in turn with their current tactic t = xi, 
• Apply a local search algorithm to compute t’ = BRV*(i,x) 
• Replace t by t’ in the tactic vector x, 
• Measure the convergence (see later), 
• Exit after a given time-out (or a given number of iteration M), or repeat. 

Iterative search does not necessarily converge. When it does, we obtain a pseudo-
Nash equilibrium by construction, and we qualify the GTES simulation as stable. 
If it does not, we distinguish between two cases: either there is a divergence 
pattern, where each actor become less satisfied after each iteration, which we 
qualify as a “war”, otherwise we cannot say anything and we quality the 
simulation as “chaos”. 

The following figure shows two examples of GTES simulations, which we call 
trajectories. The first one exhibits a “chaos” behavior, while the second one shows 
a “stable trajectory” with the convergence towards a pseudo-Nash equilibrium.  

We use three families of metrics to evaluate convergence: 

• We perform a linear regression on the total satisfaction of all actors. 
• We define a Euclidian distance and its associate norm on tactic vectors, to 

measure the distance between two tactics during the adjustment. 
• We also define a Euclidian distance over a vector of internal state variables, to 

ensure that the states of actors converge when the tactics do. 

We cut the trajectory into two equal pieces and evaluate its final status as follows: 

• If the deviation of the linear regression is less than 5% and if the resulting 
slope is less than 1%, the trajectory is called “stable” [6]. 

• If the deviation is less than 10% and if the slope is less than -2%, the 
trajectory’s status is called “war” 

• Otherwise, we set the status to “chaos”. 

In the example from Figure 3, the metric that is used is the sum of the economic 
results (EBITDA) for all players. Hence the result of one iterative search is a 
triplet: status, typical values, convergence measure. The “typical values” come 
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from a few selected state variables associated to the actors. In the CGS model, we 
use the EBIDTA, the market share, the total number of customers, the ARPU 
(average revenue per user). Obviously the most important of these values is the 
actors’s “satisfaction” function fp

i(x*).  These typical values give a sense of what 
“the situation is like” when the equilibrium is reached.  The convergence measures 
are drawn from the three previously mentioned metrics to qualify the degree of 
convergence. 

 

 

Fig. 3 Two trajectories for the search of an equilibrium (total satisfaction showed) 

3.4   Monte-Carlo Sampling 

We have described how a GTES trajectory is computed for a given parameter 
vector e (by convention we use Greek letters to designate such parameters). 
Providing e is performed through sampling [22]; that is, randomly picking a value 
for each “economic parameter” from a confidence interval. There are typically 
between 5 to 10 such parameters in most models we have applied GTES to. Since 
nothing is known about a probability distribution, each random picking follows a 
uniform distribution. 

Here are some examples from the CGS model (Section 2.3): 

• α is the price-to-volume sensitivity (the slope of an S-curve, cf. 4th step). 
• β is slope of the S-curve that is used to derive renewal figures from price 

variations (slope of the f function = derivative at the 0 value).  
• γ is the slope of the S-curve that is used to derive sales figures from price 

variations. 
• δ is the number of month that the average customer uses when evaluating the 

TCO (total cost of ownership) of a phone package when comparing two 
operators (how to balance between the handset price and the monthly fee). 

A complete GTES simulation (for a given value of the strategy parameter p which 
“defines the game”) is defined as the repetition of N identical steps: sampling to 
build the e vector, followed by the iterative search of an equilibrium as explained 
in the previous section. Each trajectory’s result is aggregated into an “overall” 
result triple: 
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• Status distribution: % of trajectories that are respectively stable, wars and 
chaos. 

• Average/deviation for “typical values” (satisfaction, EBITDA, …) 
• Average/deviation for the convergence metrics. 

A key issue with Monte-Carlo sampling is the number (N) of drawings necessary 
to get statistically significant results. We measure the standard deviation of all the 
result components. It is easy to observe the increase stability of results and their 
interpretation when N grows. For most problems, we get interesting results with 
only a few hundred sampling trajectories, although a few thousand seems the ideal 
trade-off. Going to higher value of N only yields very small improvements, which 
are not relevant for such approximate models, nor for the way GTES is used 
(serious gaming). 

3.5   Search for Equilibriums   

We shall conclude this section with different techniques that may be applied to 
improve the search for equilibrium, namely: interweaving (of the two 
optimization loops presented in Section 3.3), parallel application of BR moves 
and “minmax” evaluation, yielding the concept of a “Forward Nash 
Equilibrium”. 

The idea behind interweaving comes from the realization that GTES uses two 
embedded loops that search for a fixed point:  the search for a local optimum for 
the tactic of a given player (computing BRV*) and the search for a pseudo-Nash 
equilibrium, with at most M iterations. Hence we may decide to approximate the 
search for the optimal tactic with BRVq which is the best tactic found in the Vq 
neighborhood, which is the set of tactics that may be found with at most q moves 
from V. By construction  lim  (the limit exists because Vn is an 
increasing sequence). 

Interweaving means computing t’ = BRVq(i,x) in the sequence described in 
Section 3.3, and expecting the outside loop to progressively  approximate best 
responses from V*. There is a trade-off: if we select a small value of q, it will take 
many outside loops to reconstruct a longer chain and there is no guarantee that the 
interplay between the actors will not prevent from finding these longer 
optimization chains. However, the inner loop (exploring Vq for each actor) will 
run faster so we can run more occurrences of the outside loop (moving from one 
actor to another). Computational experiments could not be reproduced here for 
lack of space, but they show that a “moderate” form (q ranging from 5 to 10) of 
interweaving produces an improvement (faster convergence for the same run-
time). 

The choice of searching the best response of each actor in turn, sequentially, 
may seem surprising (this is the “alternate-move” versus “simultaneous-move” 
approach [6]). A more natural approach would be to apply the search of the best 
response in parallel: exploring BRVq(i,x) for all i and from the same x 
simultaneously. When then apply the transformation simultaneously to each actor. 
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Hence one step of the algorithm may be described as changing the vector of tactics 
x as follows: 

x →  (BRVq(1,x), BRVq(2,x), …, BRVq(n,x)) 

instead of the sequential transformation: 

x →  (BRVq(1,x), x-1), x →  (BRVq(2,x), x-2), …, x →  (BRVq(n,x), x-n) 
 
For lack of space we do not include the result of comparing the two approaches. 
The short summary is that they are very similar. A more detailed analysis shows 
that the parallel approach converges faster in the early cycles but slower in the last 
runs. For the practical application to the CGS problem, we found that there was no 
sufficient difference between the two options.   

Many of the situations without Nash equilibriums are resolved in the real world 
precisely though a maxmin evaluation, that is, when each player considers the 
possible reactions of other players to her/his moves [23]. This consideration may 
be the fruit of experience in a repeated game or the result of a thought experiment 
(e.g. chess players). We can introduce this “maxmin” evaluation in our GTES 
model as follows. First we define a new valuation function for tactics: 

 
 

This means that the evaluation of a given tactic ti for an actor i is obtained by 
considering sequentially all possible “best responses” from other actors, when 
“best response” means to explore the neighborhood of tj according to V . With this 
new valuation, we can extend the concept of a Nash equilibrium to what we will 
call a Forward Nash Equilibrium (FNE): 

 
 

To extend GTES to search for FNE, we need to extend the search of a local 
improvement move through the neighborhood structure V. This requires to replace 
the inner local optimization loop that computes BRV(i,x) by a double loop: 

• The first loop explores all possible moves from V(ti) – as previously (Section 
3.3) – that is, consider all tactics x that belong to V(ti). 

• For each possible new tactic from this neighborhood, we look for the best 
response for all other players. This means that we recursively enumerate, for 
all j different from i, the tactics that are reachable in V(tj). We look for the 
tactic that maximizes the satisfaction of the actor j and record the satisfaction 
of the first actor (i). 

The evaluation of a tactic vector x is the min of all recorded value (the worst 
possible response from one of the other player). The goal of the first loop is to 
maximize the minimum satisfaction (hence the “maxmin”). 

We have applied the search for FNE in the CGS example (cf. Section 4.2) 
because the competitive nature of the business problem yields many “non-stable” 
situations, with no Nash equilibriums. We applied this FNE approach with only 50 
iterations. When we ran the FNE algorithms over a large number of experiments, 
we obtained a clear improvement in stability (i.e., percentage of “stable” 
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trajectories as defined in Section 3.3), and the behavior of the players became 
“less aggressive”, resulting in an overall higher satisfaction. There is, however, a 
significant problem with this approach, namely the computational time. It takes 
two hours on a fast PC to run the 50 iterations of the FN search loop, as opposed 
to a few minutes required for the 400 iterations of the BR loop. We will return to 
the performance issue in Section 5. 

4   Applications 

4.1   Computational Experiments with Smart Grids 

GTES is a framework, which has been implemented as a library. The part that 
simulates each situation is specific to each problem, but the control algorithms that 
implement learning (local optimization) and randomization (Monte-Carlo) are 
generic. The S3G model is implemented with three files: a data model which 
describes the structure from Figure 1, a simulation file that implements the 
behavior of the different players as summarized in section 2.2, and a “control” file 
that contains the generic GTES methods. The following figure shows, on the right 
part, a rough summary of the simulation loop that is run for each time period (3 
hours, hence 8 times per day). On the left part, it shows the three main GTES 
generic procedures that were introduced in Section 3 [1]. 

 

 

Fig. 4 S3G GTES Architecture  

A “serious game” session is made of interactive runs of “experiments”, which 
are GTES computational executions. More precisely, an experiment is defined 
through two things: 

S3G Specific Simulation Loop
GTES Generic Library

Optimize(p:Player)
Approximation of “Best 

Response” – sets up 
player’s tactic

NashLoop()
Search for equilibriums

Randomize(e:Experiment)
Monte-Carlo sampling

getProduction(o:Operator)
sets o.power, o.buy

getEnergy (c:City)
sets c.power, c.shaved, 

c.negaWatt

energyTactic(o)
sets o.buffer*,

o.*Power, o.buy, 
o.sell

getPrice(s:Supplier)
sets s.price

getPrice(o:Operator)
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Demand
forecast

cost

getProduction(s:Supplier)

energyTactic(o)
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Demand
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es a day, 356 days

15 years
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- The randomization boundaries, for those parameters that will be sampled 
using Monte-Carlo technique (Section 3.4). 

- Some specific values for some parameters, since the goal of a “serious game” 
is to play “what-if scenarios”, by explicitly changing these parameters. For 
instance, we may play with the investment cost of storage, to see if storage is 
or will be critical to smart grids 

A GTES simulation run returns the average and standard deviation of a few key 
business parameters, as well as some indication of the Nash convergence. In the 
S3G instance, finding a pseudo-Nash equilibrium is simple and all trajectories are 
stable. Giving averages and a few deviations is a poor restitution of the rich data 
gathered during the computational experiment, but the goal is simply to “get a 
feeling for what is happening”, as opposed to producing a forecast. The following 
table shows some results obtained with a list of experiments designed to 
understand the main issues that were exposed in Section 2.2. This is a simple 
experiment, with a fictional country somehow similar to France decomposed into 
10 regions/cities. We only picked 7 resulting parameters, whereas a typical output 
is between 20 and 50 pairs (average/variation). This table shows 8 experiments 
that may be defined as follows: 

- The “default” is a reference point, from which “what-if” sensitivity analysis is 
made. The economic parameters are set in such a way that alternate operators 
start with a 20% market-share and should be able to increase it if they 
demonstrate a better management of variability. 

- The second experience raises the variability of energy consumption 
(globally), while the third experience raises the local variability (each city is 
more different from each other) 

- The fourth experiment doubles the fossil energy price (gas and coal). In the 
default scenario, it is randomly drawn between 20€ and 40€/MWh. 

- The fifth experiment imposes a 5% reduction of the nuclear assets for the 
supplier during the first 5 years. 

- The sixth experiment sets a carbon tax at 100€/t, the proceeds of which is 

used by the “regulator” to subsidize green energy investment. 
- The last experiment is a small variation of the first one, where wholesale 

prices are more rigidly constrained. 

GTES is a “serious gaming” framework, whose value is implicit learning while 
running multiple experiments, and playing “what-if” scenario. Hence it would be 
illogical to see the previous table as a computational results from which 
conclusions may be drawn. Furthermore, this table is not really meaningful 
without the full list of hypothesis that is part of the randomization/systemic 
parameter settings. The expected use of such results is to show them to a domain 
expert who will instantly criticize some of the figures (there is not enough 
“negaWatt”, your fossil price is too low, etc.), propose an alternate value … and 
the “serious game” begins ! Most of the time, the benefit of a “serious game” 
session is to help oneself understand a few things that are “obvious” in hindsight, 
but not so much when you start. 
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Table 1 A few experiments with Systemic Simulation of Smart Grids 

 
 
This being said, here are a few findings that may be drawn from the hundreds 

of runs made with the S3G model, and that are worth sharing:  

- There is a systemic benefit of distribution and autonomy to cope with 
variation. This is shown in our second and third line. It is a “subtle” variation 
(small effects), which means that the economy of the local operator is 
dominated by its capacity to operate at much lower customer management 
costs than the supplier. 

- CO2 tax increases play a very small role, and one that is difficult to anticipate 
since it both favors the local operator (support green subsidies) and the 
supplier (raises the difference between fossil and nuclear). 

- “De-nuclearization” is a favorable scenario for smart grid operators, as are 
most regulations that are adverse to the supplier. The obvious limitation is the 
resulting price increase that reduces the total economy output (and the 
country’s competitiveness). 

- The “community advantage” (that is, the ability for a local operator to better 
manage the demand-response loop because it is “closer” to its end customer) 
is marginal, and it is quite unclear if the payback from demand-response 
management is enough to sustain the operator’s business model. 

- Investing in local storage is never an interesting option (at current prices). We 
needed to slash the price by over an order of magnitude to see a viable 
payback in less than 10 years. 

- There is a clear competition between local operators and suppliers. The 
learning component of GTES makes for “agile” players who react closely to 
each other signals. The pricing structure plays an important role (we have 
only explored a simple variable pricing scheme). A logical consequence is the 
importance of regulation. 

- The results are sensitive to the strategies of the player. A next step for S3G is 
to build a “strategy matrix” similar to the one shown in the following section. 
A strategy matrix is a tabular “what-if” sensitivity analysis where we see what 
happens if the goals of the players (cf. Section 2.2) are changed.  

4.2   Various CGS Games 

The following figure is drawn from a previous article where GTES was applied to 
CGS with three players [1]. The x axis shows different experiments (E1 to E6), 

Experiment
Operator 
marketshare

Operator 
Price

Wholesale 
price

Green 
Investment

Storage 
Investment negaWatts

"shaving" 
ratio

default 19,44% 142,80 € 79,40 € 0 0 2,5 TWh 13,10%
more variation 19,90% 140,40 € 80,60 € 0 0 2,0 TWh 13,17%
city variation 19,94% 137,37 € 76,27 € 0 0 1,89 TWh 13,05%
oil price x 2 17,32% 188,31 € 108,90 € 0 0 4,01 TWh 14,25%
de-nuclearization 20,10% 142,90 € 83,25 € 650 MW 0 2.7 TWh 13,45%
carbon tax 100€/t 19,62% 148,95 86,19 500 MW 0 2,9TWh 13,36%
wholesale reg. 19,71% 137,24 74,92 0 0 2,1TWh 12,80%
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where the parameters define the objectives for these players. Note that the concept 
of an “experiment” is related to the set of parameter p from the formal model in 
Section 3.2. E1, E3 and E5 represent similar situations but the goals are more and 
more aggressive. This means that the target figures for EBITDA gets higher from 
E3 to E1 and E5 to E3. As a matter of fact, for CGS we state the objective as the 
combination of three goals which are all expressed as a yearly growth rate: 
EBITDA, market share and sales (turnover). Each even strategy (E2, E4, E6) is a 
variation of the previous one with a focus on market share and sales (as opposed 
to E1-E5 which are more “financial” strategies). Figure 5 shows three types of 
outputs from the GTES simulation. First, we indicate the status distribution, that 
is, the percentage of trajectories that respectively yielded a stable, war and chaos 
status, as explained in Section 3.3. Second, we indicate the standard deviation of 
the overall satisfaction of all players. Last, we print the average satisfaction of 
each player. 

These types of results tell a story about the different competitive situations. 
Obviously the E6 context is more difficult for all players than the initial situation 
E1. The percentage of chaotic trajectories yields a kind of “confidence index”. 
Success for a GTES simulation translates into a large majority of stable 
trajectories. When this is not the case, we usually analyze the trajectories and, 
most often, we either find a weakness in the model or a business contradiction in 
the way the objectives are stated. We also look for a relative ranking of 
satisfactions, more than the absolute values, when we compare one “situation” 
against another. 

 

 

Fig. 5 Sample of GTES results on CGS problem 

In this example, the “strategies” are similar for all players. Obviously we can 
compare the influence of strategies actor against actor, in a game theory fashion 
(somehow, we apply game theory twice: once internally in GTES and once when 
we perform manually a parametric analysis). We illustrate this with another 
scenario with “four players”, where a new operator is introduced (with no 
customer base but an aggressive cost structure and a low price). The interest of the 
CGS model (few macro variables) is that making such an experiment is easy. The 
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following table shows the matrix-analysis of three strategies for the three 
“original” players: 

• S1 is a “conservative strategy” where the goal of the operator is to maintain 
its market share, its turnover and its EBITDA (actually, quite an aggressive 
goal). 

• S2 is a quieter strategy, where the operator expects a small setback when the 
fourth player is introduced. 

• S3 is a “financial strategy” that focuses on maintaining the EBITDA, at the 
possible expense of market share or turnover. 

The matrix compares the strategy picked by the first player (lines) and the 
strategies chosen by the other two players (columns). We assume that the fourth 
player (the small one that get introduced) does not vary (mostly, to try to break 
even as soon as possible). The table shows the satisfaction of the first player 
against the satisfaction of the two others. 

Table 2 A strategy matrix for CGS games 

Player 1: Players 2 & 3: S1 Players 2 & 3: S2 Players 2 & 3: S3 
 Strategy S1 Sat : 51% vs 5/74% 98% vs 5%/61% 6% vs 5%/76%  

Strategy S2 23% vs 47/97% 80% vs 57%/98% 0% vs 87%/96%  

Strategy S3 45% vs 9%/61% 97% vs 5%/52%  5% vs 14%/52%  

 
This type of matrix tells that a more aggressive choice is a better strategy for 

Player 1, but it is also full of interesting insights.  For instance, first column – 
second row shows that the satisfaction of the first player is worse although its 
goals are easier to reach. Even when all three players have a moderate strategy 
(second column, second row) the EBITDA is poor (remember that a fourth player 
is introduced). On the contrary, although the satisfaction of the first player in the 
first column-third row is only 45%, this translates into a better EBITDA than the 
“default” strategy. The real benefit from GTES is not what is obtained from such a 
result matrix but rather what is learned through a number of experiments, or 
through a “serious game” scenario. This is precisely the same argument made for 
the S3G (previous) example. Here is a list of more global insights that were 
derived by running many experiments for a couple of months:  

• The best strategy for a small player is to be slightly more aggressive than the 
bigger ones, but not too much. 

• Defining mostly financial goals for the players yield a stable game (i.e., most 
trajectories are characterized as stable since a pseudo-equilibrium is found). 
The search for market share growth is quite a different story that yield either 
chaotic or war trajectories (which ends with the failure of one of the players). 

• If the strategies coincide towards the search for a global increase of profit, 
acquisition costs are lowered down while loyalty expenses (for renewals) are 
raised up. 
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• When competition increases (when all players pick more aggressive 
strategies), a price pressure occurs, which is then stabilized with respect to the 
EBITDA goal. 

• This price war is favorable to large players, or more precisely, players with 
the best fixed/variable cost structure (who tend to be the large players, but not 
always). 

• Competitions that generate stable trajectories display a form of “mimetic” 
behavior between players: price evolutions follow similar patterns. The 
optimal tactic found by machine learning is both prudent (price slashing 
occurs through small decrements) and coupled to each other’s behavior. 

Many of these insights either relate to common sense (something that most 
managers would say they knew already) or to previous results of economic studies 
of competition in an open market. However, each insight is still valuable because 
it is illustrated with “trajectories” that are closer to the business situation than 
most analytical models.  

4.3   Two Other Applications from the Telecom Industry  

We have used GTES over a number of different real-life problems during the past 
10 years. Here we briefly mention two problems for which GTES has shown to be 
useful. The first example models the two first years of a customer lifecycle. A 
customer enters a shop from one of the six possible distribution channels (such as 
an online shop). The customer picks a package (phone and service plan) and uses 
the product accordingly for a year. Then, depending on the current price levels and 
the evolution of mobile phone technology, she or he may decide that time has 
come to replace the phone. A double choice is made: either to simply buy a new 
one or to “renew” the phone – while keeping the service plan – by taking 
advantage of the operator’s renewal proposition.  A second year of phone use is 
then simulated so that the customer “total two year value” may be shared between 
the actors.  

This simple model is interesting because it describes the coupling between the 
phone operators through distribution channels. By optimizing their own revenue, 
distribution channels have a clear impact on the competition between operators. A 
key insight of one executive at Bouygues Telecom was to envision that “channels 
could think in term of full lifecycle too” and favor those operators who pay more 
“over a complete cycle of sales & renewal”. To experiment with this model, two 
ingredients were needed that were absent from the spreadsheet model:  to factor in 
the price-based competition and to optimize the behavior of the distribution 
channels automatically as a response to the operator’s strategy. This required 
building a simple model on how customers would react, during each phase of the 
game, to price changes made by the channels. The main result achieved with 
GTES simulation was to confirm that it makes a lot of sense for the operator to put 
himself in the shoes of the distribution channels and think in terms of lifecycle. As 
such, it would not be worth a computational experiment, but the GTES serious 
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game is able to translate this intuition into real numbers, where one can grasp the 
sensitivity of the equilibrium building (how fast do other actors react to one’s own 
moves).   

The second example deals with the allocation of resources to distribution 
channels, including those controlled by the operators (branded shops and web 
sites) for which long-term investments can be made. A critical issue is the level of 
internal competition between the channels for one given operator. This is hard to 
measure, hard to evaluate and there is no consensus among the operational experts 
of the subject matter. This second model was built as a tool to illustrate various 
scenarios and make those experts react to these scenarios.  

The model is also quite simple, but is built on top of two qualitative equations 
whose parameters are unknown. The first one describes how customers react to 
price changes from the channels. The second qualitative model is a simpler 
channel competition matrix, which represent how likely one would switch from 
one channel to another. This matrix focuses the wide spectrum of opinions: for 
some, there was no issue, the customer would go to where the price was lower; for 
others, people would shop where it was convenient and where they were used to 
go, especially for specific demographics. Hence we develop and used GTES, to 
capture and play with this uncertainty and wide range of conflicting opinions. The 
second example – optimizing distribution costs over different channels – showed 
the value of practical demonstration over theory. GTES illustrates the concept of 
“elasticity” and how different channels can cannibalize each other. The value of 
the experiment does not come from the elasticity parameters (which are a “wild 
guess” at first) but from the numerous interaction with the channel managers who 
react to the GTES outcome and build, through successive iteration, a commonly 
accepted picture of this customer elasticity to price variation. 

5   Discussion and Future Directions  

Most models are quite simple from a computational point of view – tens to 
hundreds of parameters and tens of equations - but are already more complex than 
typical spreadsheet applications, because of loops and temporal series. With the 
smart grids example, one computation (i.e., computing fp(x,e)) takes up to one 
second (on a fast personal computer). In the three telecom examples, computing 
fp(x,e) takes between 10 to 100 ms. However, the multiplying factor to run GTES 
is between 106 and 109. Indeed, we need to multiply three factors (three nested 
loops). Finding the best response tactic (BRV(i,t)) typically requires between 100 
and 1000 optimization cycles. Searching for pseudo-Nash equilibriums usually 
requires a few hundred iterations (cf. Section 3). Interweaving yields a gain of a 
factor of 10. Last, Monte-Carlo sampling requires computing between a few 
hundred up to a few thousand trajectories. All this translates into total run time 
ranging from one day to a year (with a complex model or if Forward Nash is 
introduced). Since this is obviously not practical, we compromise for less 
precise/stable experiments: we both reduce to sampling size and reduce the time 
allocated to Nash convergence. We still use long-running sessions to perform the 
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analysis and the fine-tuning (from an hour to a day of computing), and run 
simpler/faster experiment when playing the serious game (a few minutes). 
However, it is clear that GTES is ideally suited for parallel computation, since the 
search for the best response in V may be parallelized (using classical local search 
techniques), the search for the pseudo-Nash equilibrium can process the moves  
in parallel and Monte-Carlo sampling is obviously a candidate for parallel 
evaluation. 

One major benefit of the GTES approach is that it is a true “torture test” for 
models. The combination of random sampling and machine learning (which will 
find and exploit all breeches in the model if there is a way to increase satisfaction 
through a poorly calibrated equation) “shake” the input model and quickly point 
out faults. A very similar observation was made ten years ago when we worked on 
automatic generation of optimization algorithm for vehicle routing [24]. Using 
machine learning coupled with random exploration technique over parameterized 
algorithms is an effective way to discover bugs and limitations.  In particular, 
GTES requires a stable behavior of the model “at its boundaries”. Very often, the 
simpler equations of a “naïve model” are very rough when the values get close to 
their limits of validity. One of the benefit of S-curves (over linear equations) is 
precisely to combine the differential analysis of linear/derivative approaches with 
an overall “global system” approach (defining overall boundaries). Another 
complexity comes from the multi-criteria nature of “player’s satisfaction”. It 
usually takes a while to tune the formula that defines satisfaction (a weighted 
combination of terms that tell how far the player is from his strategic goals – cf. 
Section 2.2 for the S3G example). For GTES to deliver interesting “serious 
gaming”, the satisfaction objective function needs to be tuned with domain 
experts. 

In addition to model definition, neighborhood structure and exploration 
strategies are key choices as far as performance and quality of the results are 
concerned. The performance part is rather obvious and was mentioned earlier: 
larger neighborhood and more sophisticated local search strategies increase the 
computing time. The second point is that if the local search strategy is too simple, 
experience shows that we get fewer stable strategies. There is a compromise to be 
found: in many cases we had to increase the neighborhood structure to obtain a 
satisfactory game, that is, to ensure that all “logical answers” (or defined as such 
by domain practitioners) were actually found by the local search phase of GTES. 
The criterion that we use is to make sure that local search always gets the same 
performance level irrespectively of the initial (randomly chosen) tactic. We have 
experimented with genetic algorithms in the past [1], and we plan to experiment 
with more complex neighborhood structures and Tabu search to improve the speed 
and accuracy of learning, which translates into better performance and stability for 
GTES. 

6   Conclusions 

Complex problems in an enterprise require learning more often than they require 
solving, because of the uncertainty, the feedback loops with the environment and 
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the rapidly changing nature of business. The GTES approach is a practical toolbox 
to play with under-specified models and transform them into serious games. 
Through the combination of techniques from evolutionary game theory, operations 
research and stochastic simulation, GTES is a workbench where complex models 
may be simulated and interacted with. GTES is a generic approach, which could 
be used for a variety of problems. We have shown here a few applications, ranging 
from complex and speculative models, such as “Systemic Simulation of Smart 
Grids” to the very practical business applications of Section 4.3. GTES has been 
used, to give another example, to evaluate the best strategies for the 2011 800 
MHz LTE bidding in France. 

The value of the GTES approach is demonstrated through experiments, when 
the strategies of one or a few players are changed and we may observe how the 
other actors would react. This is most of all a learning experiment, which is why 
the model needs to be simple (i.e. each business variable needs to make “business 
sense” for the human players). When the outcome seems surprising or counter-
intuitive, it is often necessary to look at a few trajectories, which is why “white 
box” approaches are preferred. If the goal is to run simulation as a forecasting 
tool, a “black box” may work, once the technique has acquired some credibility, 
but if the goal is to learn from practical experiments, it is crucial that the 
participants understand how the model works.  
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Chapter 3 
Architecting Complex Systems in New Domains 
and Problems: Making Sense of Complexity and 
Managing Its Unintended Consequences 

Patrick Godfrey* 

Abstract. Complex problems usually span many technical domains. Formalised 
methods have been developed and reported to address defence, aerospace and ICT 
issues. Architecting approaches for other domains and problems such as for infra-
structure do not yet exist. Design methods need to be developed to address these 
complex problems.  This paper reports on an ongoing programme of teaching and 
Learning Together that is developing an approach for the creation of systems ar-
chitectures. The paper reflects on the work of some 300 Research Engineers and 
students who have been engaged in designing complex sustainable systems. It cha-
racterises formative principles for architecting frameworks and indicates ways in 
which they can be used to deliver emergent properties and manage unintended 
consequences. 

1   Purpose 

Most of current Systems Architecting guidance focuses on architecture frame-
works developed for specific defence and information system purposes (e.g. NAF, 
DODAF, MODAF, Zachman). Architecture frameworks are a means of dealing 
with system complexity. While the principles behind these frameworks, and 
the domain-independent skills of the System Architect (ref e.g Rechtin,  
“Systems Architecting”), are widely applicable, Architecture Frameworks 
developed for specific applications areas are not. However the need for com-
plex systems design methodology is not restricted to these domains but challenges 
most industries. Some Factors driving this include:  
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• The need for sustainability in the face of climate change and resource availabil-
ity constraints  

• Trend towards globalization of industrial markets, ownership and manufacture,  
• Creation by the internet of constantly evolving global knowledge systems  
• The interdependence of nations in the face of unintended consequences of hu-

man activity eg acid rain, nuclear disasters, ozone layer depletion. 

The key issue is that all of these topics cut across traditional engineering and other 
disciplines, so no individual discipline’s set of mental models and language is suf-
ficient to manage the whole-system issues. The need to address this topic is  
becoming particularly urgent in the infrastructure sector in view of the economic 
importance attached to interdependency [1]. 

We will in this paper use the need to architect (design) sustainable complex 
systems as a means of developing a generic approach to designing or problem res-
olution in complex systems, for three related reasons:  

1. We believe that what we learn from this approach can be abstracted for gen-
eral applicability 

2. Sponsored by the Royal Academy of Engineering UK, we have had a 5 year 
collaborative programme, with industry of teaching and learning, with this as 
its focus. 

3. In addition about 25 % of the Research Engineers in the Systems Centre are 
undertaking collaborative research with industry concerning the sustainable 
development of infrastructure. 

This paper abstracts some generic learning from the 300 Masters level and Docto-
rate level assignments and theses. Table 1 lists assignment topics from the Masters 
level unit. We are seeking to discover how students and researchers who have 
been introduced to the principles for architecting systems referred to above, learn 
to apply them to such a diverse range of systems problematiques.  

 

Table 1 Examples of topics addressed in the Sustainable Systems Programme 

Countries Haiti, Afghanistan 
 Mega projects 3 Gorges dam, Crossrail, London, Olympics, Aircraft carrier, 

Airbus A380. 
Managing resources Polar Mineral Extraction, Rainforest, Carbon capture, coal fired 

Power stations, Hydrogen Infrastructure, Eating Meat, Euro  
currency 

Institutions / companies NHS, Supermarket Chain, BP, University 
Leisure F1 Motor sport, Rugby World Cup, Eden Project, Ski resort in 

Dubai, Rare earth metals 
Infrastructure Nuclear Power, Air Transport, Sustainable Tourism, An eco-

district, Internet infrastructure 
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1.1   Stakeholder Alignment 

To an ecologist a tree is a complex interaction of a wide diversity of organisms. 
To the structural engineer it may be much less complex because the calculation of 
loading from any branch is deterministic and calculable from the mass distribution 
within the tree. The complexity of a system can therefore be related to the view-
point of the stakeholder and the purpose of the system. Sillitto [2] calls this ‘sub-
jective’ complexity. Physical systems have no purpose in themselves, this is an 
attribute that is conferred by people. For example consider, a kitchen knife which 
could be part of a system to prepare vegetables but that same knife might be a 
murder weapon. The knife has not changed. It is the change in its purpose that 
changes the outcome.   

Since a lot of the complexity in most systems arises from the intentionality of 
the people involved, most of whom may be influenced from within the system but 
cannot be controlled, it follows that an analysis of the different stakeholder view-
points, to establish their interests and issues with the purpose of the system, pro-
vides an excellent starting point. It is often the lack of attention to this throughout 
the life of the project that is the source of unintended consequences.  

In common with Zachman [3], we have found it useful to adopt  a simple com-
mon language to describe both hard (physical) and soft (people) systems based 
upon Kipling’s 6 natural language questions to define any system (or process): 
Why? How? What? Who? When? Where? [4] . The purpose (Why) is delivered by 
the means (How) operating on the other 4 attributes (What, Where, When and 
Who)[5]. This idea was important to the development of Terminal 5 at Heathrow. 
The ‘Why’ team, which represented the client’s interest worked together with the 
‘How’ team to resolve what would be done, by whom when and where. A simpli-
fied version of the process is shown in Figure 1 [4]. 

 

Fig. 1 Design spirals for construction (after T5 Handbook) 

What What is 
wanted

What           is built
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2   Dealing with Complex Problem Situations 

Kurtz and Snowden [6] Figure 2 provide a knowledge orientated view of complex-
ity which has been found to be particularly helpful because it helps to diagnose the 
type of process needed to deal with it. It postulates that in a complex state, “cause 
and effect are only coherent in retros-
pect and do not repeat”, we require  
pattern management and perspective 
filters to make sense of the system. The 
system is managed by a process of 
‘probe-sense-respond’ which implies 
that the need is to learn our way to un-
derstanding the system for its specified 
purpose rather than just knowing it 
well enough to be able to make de-
pendable predictions. Each stakeholder 
has a perspective filter or point of view 
that will be different from that of other 
stakeholders.    

2.1   Emergent Properties 

Outcomes from complex systems can be seen as ‘emergent properties’ of the sys-
tem. These properties derive from the relationship between the components not 
just the properties of the components themselves and these relationships are often 
many to many within the system. Just as the positive aim is to deliver intended 
outcomes so it will be necessary to manage the unintended emergent behaviours 
throughout the life of the system. This is particularly important in the commission-
ing phase of new complex systems. Learning processes need to be included.  
Unfortunately in many large scale systems there can be no opportunity to build a 
prototype. It follows that the system has to be designed to have sufficient learning 
processes within it, combined with resilience and adaptability so that unintended 
consequences are managed to a successful outcome.   

2.2   Core Process for Architecting Complex Systems 

By reflecting the work of 300 students and Research Engineers, common themes 
have been extracted from the more successful and reflected on to industrial expe-
rience with the help of Industrial Partners at the Systems Centre, as identified in 
acknowledgements below. It is apparent that there is a fundamental organising 
principle underpinning success. At its top level this is shown in Figure 3.  

 

Fig. 2 Sense making in a complex world  
 after [6] 
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Fig. 3 Architecting process for the design of a complex system 

2.3   Frameworks for Structuring and Measuring 

The concept of a framework for systems architecture owes its origins to informa-
tion systems and particularly Zachmann [2] and is seen as a set of tools which can 
be used for developing a broad range of different architectures [7].  As indicated 
earlier, it is necessary to go back to first principles, when addressing new domains 
and problems, because if a framework is not suitable to a particular domain it 
tends to obfuscate rather than clarify.  Zachmann’s specialisation of the general 
structure to the information system domain does not seem to be transferable to 
other domains. Frameworks are used to reduce perceived complexity by separa-
tion of concerns hence generating understanding in the face of complexity. Inap-
propriate frameworks increase the perceived complexity. The goal of the context 
dependent learning process shown as double arrows in the diagram, is clarity of 
understanding. This provides a criteria for success for the framework generation 
process. The double arrows indicate repeated iterations until sufficient clarity is 
generated. However this requires experience and an ethical judgement that avoids 
confusing clarity with simplicity. 

3   Attributes of a Good Framework 

The problem is usually too complex to be dealt with in a single diagram instead as 
with Zackman a layered approach is recommended. By exposing these relation-
ships, changes can be proposed and evaluated.  Frameworks generally need to be 
multidimensional, representing various important viewpoints on the problem sit-
uation. The attributes of a good framework include that the dimensions in any one 
view should be “MECE” – mutually exclusive, and collectively exhaustive [8]. 
The dimensional subdivisions should also be of a similar level of importance.  
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3.1   Stakeholder Needs Defining Purpose 

It is clearly necessary to explore the problem space in order to appreciate the con-
text. However a key process is also to identify purpose through an analysis of 
stakeholder views of the system. This links the framework to purpose ie Why, 
through the stakeholders who are generally a significant source of complexity. The 
processes tend to identify particular issues and relationships. There are a wide 
range of tools for this including: UML Use cases, analysis of roles and responsi-
bilities, importance-influence analysis[3] also grounded theory interviews[9] and 
story telling [9].   

4   Sustainability 

Sustainability is a desired attribute of many systems. It is complex and multidi-
mensional. There are many examples of narrow definitions of sustainability lead-
ing to decisions being made, that have been at best partially effective and at worst 
counterproductive when considered holistically. These unintended consequences, 
resulting from well intentioned decisions have been a motivating force for the sus-
tainable systems research described earlier. For example: 

• the decision to insist on the use of bio-fuels in transport, lead to the emergence 
of food riots caused by change in agricultural and market driven practice [10]  

• The un-sustainability of the green energy subsidies [11]  
• Forest fire suppression causes greater tree density and fuel accumulation, lead-

ing to larger, hotter, and more dangerous fires, often consuming trees that pre-
viously survived smaller fires unharmed. [12] 

• the emergence of instabilities in the stock market from automatic trading [13]  
 

Sustainability itself has different meanings for people with different points of 
view. To eliminate this potential for confusion, the sustainable systems team at 
Bristol shared their understandings and through a process of group model building 
developed a simple layered structure for Sustainable Systems as shown in  
Figure 4: Blue and green sustainability.  

Green sustainability applies to the Sustainable Development of infrastructure. 
The Bruntiland Report [14] defines it as "development that meets the needs of the 
present without compromising the ability of future generations to meet their own 
needs". For example wind farms, reed beds and wind up radios may all contribute 
to “green sustainability”. Blue sustainability refers to systems that are capable of 
operating long term in conditions that are very challenging because they are iso-
lated, safety critical or extreme. Examples include: space, nuclear reactors and 
deep sea. Both are seen to be within a meta view that requires the outcome to be 
efficient, effective, resilient, robust and affordable. 
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Complexity is an extension of Supples scale published by Royal Academy of En-
gineering [18].  

5   Using the Framework  

Conceptually the layered framework is a problem structuring method that sits be-
tween policy or need and a real world context Fig 7. Ideally the framework should 
be used to test policy before it is enacted as is evident from the examples identi-
fied under the sustainability heading.  

Because performance depends 
upon the interaction of the compo-
nents it is usually necessary  
to use interpretive models to un-
derstand what is going on and pre-
dictive models to understand the 
implication of the interdependen-
cies which can be multidiscipline. 
Systems Dynamics[19] and con-
cept mapping are useful tools to 
understand causal loops.  Systems 
Dynamics is extensible to simula-
tion with the inclusion of stock-
flows. Agent based modelling is also useful and can be used to feed relationships 
into the simulation. Sometimes it is useful to use shared model building to engage 
people who are involved in the process [20].  

 

 

Fig. 8 Complex Systems Engineering after Sillitto [2010] 
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Figure 8 superimposes the framework development process on Sillitto’s model 
for complex system engineering of ultra large scale systems[21]. The framework 
needs to be in place to inform the initial key decision as to what part of the prob-
lem is engineered and what part is to be managed on an ongoing basis. It is very 
risky to establish a project before it is in a sufficiently knowable state. The logistic 
disruption that occurs when an unintended consequence emerges is generally very 
costly and time consuming. There are traditional processes for this transfer. For 
example the process of obtaining planning permission resolves a range of social 
objections to the project which could otherwise delay and disrupt the work. These 
processes are necessary but not sufficient. For example, the start of the Channel 
Tunnel Rail Link was contemporary with the Newbery by-pass protests but 
through effective stakeholder management the vulnerability to protests was 
avoided. 

6   Conclusions 

This work has shown the importance of establishing a meta framework and lan-
guage to deal with the emergent behaviours and unintended consequences that 
characterise complex systems.  

Architectures are intended to generate understanding in the face of complexity 
that will move the problem into a knowable state at least sufficiently to enable de-
sign that will fulfil the systems purpose. Stakeholder needs define purpose but also 
reveal conflicts that will need to be managed. Once the important relationships 
have been identified then causal loops can be abstracted and if necessary extended 
through stock flows to provide simulations of performance. At the top level these 
can be used to test the economics or policy. At the systems engineering level, it 
can also provide a base line to monitor emerging knowledge from complexity 
which will inevitably be the source of uncertainty. It is also used to design and 
manage a project portfolio approach to project organisation as was the case for the 
London 2012 Olympics. The learning process is particularly important at the 
commissioning stage when full integration in service can and normally will re-
veals unintended consequences. In order to manage the uncertainty it is necessary 
to have a design that is both resilient and adaptable.  
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Chapter 4 
Agility Problems in Traditional Systems 
Engineering – A Case Study  

Emrah Asan and Semih Bilgen* 

Abstract. Well-established systems engineering approaches are becoming more 
inadequate as today's systems are becoming more complex, more global, more 
COTS/re-use based and more evolving. Increased level of outsourcing, significant 
amount of subcontractors, more integration than development, reduced project 
cycles, ecosystem like collaborative developments, software product lines and 
global development are some of the changes in the project life cycle approaches. 
In this paper, we present the results of an exploratory case study which tries to 
identify the agility problems in large scale software intensive defense projects. 
This is the first step of our research in which the overall objective is to improve 
the agility attributes of the traditional systems engineering approach. 

1   Introduction 

A lot of things have changed since F.P. Brooks made the famous statement that 
there was no silver bullet for the software problem back in 1987 [1]. Changeability 
and complexity, essential properties of software, are still there and no silver 
bullets have been produced to deal with them. The only thing that is changing 
about this fact is the increasing size and complexity of the software. Today we are 
talking about large scale, complex software intensive systems of systems (SISOS) 
in almost all sectors.  

Size and complexity of projects/systems, increased use of COTS and sub-
contractors, global team structure, issues of interoperability with legacy systems,  
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re-use considerations, large number of stakeholders with conflicting interests 
constitute only a subset of the problems that result from the changes in the systems 
engineering (SE) environment [2–7]. 

SISOS development can be viewed from three aspects: business, system and 
software [6]. Business layer has already defined the need for agility in the 
development and acquisition of software intensive systems. In the section 804 of 
“National Defense Authorization Act for Fiscal Year 2010, US congress has 
directed the US Secretary of Defense to “develop and implement a new 
acquisition process for IT systems”, especially for the rapid fielding of urgent 
operational capabilities. National Defense Authorization Act also states that the 
new process should be based on the March 2009 report of the Defense Science 
Board Task Force on Department of Defense Policies and Procedures for the 
Acquisition of Information Technology, which states “The conventional DOD 
acquisition process is too long and too cumbersome to fit the needs of the many IT 
systems that require continuous changes and upgrades” [6] [8]. 

Project management communities have already started to question the 
traditional project management approaches [9]. It is good news that PMI declared 
a new certification program in agile project management [10]. "Agile Process" has 
already found itself a place in the "Chaos Success Factors" list in the Standish 
group's chaos report in 2009 [11]. 

The pitfalls of the traditional system development approaches are also 
addressed in the software layer and several agile development methodologies are 
developed. Since the declaration of the agile manifesto (maybe earlier than that), 
agile methods have been criticized such that they were not proper for the large 
scale, complex system projects. However, while approaching agile methods as 
software engineering methodologies and comparing them with the plan driven 
methods, we have spent relatively less effort in trying to identify and solve the 
actual problem which was the need for agility in the large scale, software intensive 
system projects or to put it in another way, the “need for agile SE”.  

In this paper, based on the motivation detailed in our previous work [12], we 
present the results of an exploratory case study which tries to identify the agility 
problems in large scale software intensive defense projects. This is the first step of 
our research in which the overall objective is to improve the agility attributes of 
the traditional SE approach. 

2   Research Method 

The overall objective of this research is to first uncover the agility related 
problems of the traditional SE approach in the large scale, software intensive, 
socio-technical military system projects and then to address some of them in order 
to improve the agility of the traditional SE approach. In this initial study we want 
to make an empirical start in exploring/validating the problems with the traditional 
SE approach. Our intention is not to study all kinds of problems but the ones 
related to the agility attributes as described below. Although we call it agile SE, 
what we aim at is a SE approach with the necessary improvements to deal with the 
trends and challenges of today's SISOS projects that we summarized in [12].   



4   Agility Problems in Traditional Systems Engineering – A Case Study 55
 

The perception of agile has almost always been limited to "fast", and 
"document-free" [13]. In this study, the discussions on agile SE are based on the 
agility attributes defined in [5] for the SE processes: Flexibility, learning attitude, 
focus on customer value, short iterations delivering value, continuous integration 
& test driven development, lean attitude and team ownership. 

Since a key characteristic of any agile approach is its ability to deal with 
changes (i.e. flexibility), we shall first analyze the changes in large scale software 
intensive system projects. The following research questions are identified as an 
entry point to the subject: 

RQ1: What are the main reasons for changes in the large scale, software 
intensive, socio-technical military system projects? 

RQ2: In which lifecycle phase do most of the requirements changes occur? 
RQ3: Which of these changes could be categorized as expected changes?  

The research was designed as an iterative exploratory case study which allowed us 
to come up with new research questions during the iterations between data 
collection and data analysis processes. In such an approach, researchers develop 
categories and meaning from data through an iterative process. That understanding 
is then tested and modified through cycles of additional data collection and 
analysis [14]. 

The main data collection method of the study was semi-structured open-ended 
interviews. Interviews were initiated on a template of pre-defined questions 
(questionnaire) but new questions are discussed according to the answers 
obtained. Most of the initial interviews were face to face or telephone interviews 
but due to the iterative nature of the case study, re-discussion of the answers, 
summary of the interview results and discussions of the new issues were 
conducted via telephone interviews and emails. 

We have conducted 59 interviews. Interviewees were selected from 10 different 
defense companies and from 18 different projects. Selected companies are mid-to-
large scale companies from around the world (4 from Turkey, 3 from Europe, 2 
from USA and 1 from Australia). Our target population is systems engineers with 
more than 5 years experience of which at least 3 years is gained in a large scale 
software intensive project. At least 3 systems engineers and at most 4 systems 
engineers are selected from each project. Projects are selected with team sizes 
larger than 30 engineers, duration more than 2 years and budget more than 10 
million US dollars. Each project is a new system development project. 

Although there are slight differences in the adapted traditional waterfall model 
between the projects, all systems engineers agree on the linear lifecycle model as: 
requirements, design, development, verification and maintenance. 

3   Case Study Findings 

3.1   Reasons for Change 

Agility attribute "flexibility" is about dealing with changes. In today's SE 
environment, changes occur in the concept, scope, requirements, design and even 
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in the already implemented part of the system during the system lifecycle. 
However, in the scope of this study, we limited our focus to the changes in the 
requirements (especially system requirements) with the assumption that all the 
other major changes should be reflected by the changes in the requirements. 

Each interviewee was asked to identify 3 major reasons for the requirements 
change. In addition to this, in order to keep the set more understandable and 
workable, similar reasons are grouped under more general definitions. For 
example, different answers like:  

• Late understanding of the operational processes; 
• Late identification of the complete set of users, their responsibilities and 

interactions;  
• Increased understanding of the customer's decision making mechanism; 
• Late discovery of the existing system's performance limitations on the 

operations 

are all grouped under "increased understanding of the operational processes". 
Table 1 summarizes the major reasons for requirements change. 

Table 1 Reasons for Requirements Changes 

ID Reasons for Change Total % 

R1 Increased understanding of the initially defined operational problem  45 76 

R2 Late clarification/definition of the non-functional requirements 37 63 

R3 Late understanding of the capabilities/constraints of the COTS/outsourced products 36 61 

R4 Changes in the technology  23 39 

R5 Initial problem has changed as a consequence of other changes 22 37 

R6 Late understanding of the legacy/external system constraints. 14 24 

3.2   Operational Domain Knowledge 

The primary reason for requirement changes is the increased understanding of the 
initially defined operational problem. R1, R5 and R6 are considered as closely 
related to the operational domain knowledge. Many different answers are 
collected addressing this problem from different perspectives but all were related 
to the customer's operating environment and the missing knowledge regarding this 
environment such as customer's business processes, organizational structure, 
decision hierarchy, user types and their interaction, etc. During the interviews, all 
systems engineers stated that their main problem was to understand the customer's 
operating environment and their problems in this environment. For example, only 
one systems engineer stated that they had real difficulty in developing the 
technical solution after the customer's operational problem was clearly understood.   

On the other hand, the case study results showed us that although the systems 
engineers are having problems due to the lack of operational knowledge, most of 
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them do not make use of the relevant SE processes and methods that are already 
defined in the traditional SE literature to address this knowledge gap. Traditional 
SE literature proposes processes and methods for better understanding of the 
customer's operational needs and the problem domain such as concept of 
operations (ConOps) development, scenario development, prototype development, 
stakeholder analysis, etc. However, systems engineers do not consult them. 
Following are some of the findings from the case study: 

• Only %24 of the systems engineers stated that they have a defined ConOps 
development (or a similar one) process in the project/organization. However, 
the resources and time allocated to this process is not enough to conduct this 
process properly.  

• None of the projects/organizations has a defined process (or a guideline) for  

− Operational scenario development,  
− Prototype development,  
− Stakeholder analysis. 

• None of the organizations has a business analyst/business process engineer (or 
a similar) role in the team. In any of the projects, there isn't a task defined in the 
WBS to capture and document the existing business/operational processes of 
the customer.  

• None of the systems engineers establish traceability from the requirements to 
the source stakeholder and his/her responsibilities in the organization.  

• No task or document exists for the complete definition of the stakeholder and 
user types. 

• None of the systems engineers has ever defined effectiveness measures for the 
system. 

Such findings were surprising as the traditional SE approach receives most 
critiques on the heavy processes and resulting documentation. However, our 
observations indicate that documents are produced but the process steps (e.g. 
analysis) to produce such documents are not properly conducted. As a result, SE 
artifacts were produced without the valuable information in them. 
 
Highlight1: Operational domain knowledge is defined as the most valuable 
knowledge by the systems engineers. This knowledge is indicated as a key to 
understand the real problem to be solved.  
 
Highlight2: Systems engineers do not perform the requirements/knowledge 
elicitation and analysis processes that are proposed by the traditional SE literature 
to address the operational domain knowledge. 

3.3   Customer Interaction 

As the interviewees highlighted the need for the operational domain knowledge, 
we also discussed the interaction of the systems engineers with customers. The 
case study findings are summarized in Table 2, Table 3 and Table 4.  
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The results are mostly surprising. It was expected that most of the systems 

engineers would have difficulty in accessing the customer, especially since these 
are all military projects. However, the results showed that more than half of the 
systems engineers (%53) were able to communicate with the customer whenever 
they needed customer support. Similarly, a significant portion of the interviewees 
(%39) stated that they could reach the customers when a serious problem occurs. 
In total, %92 of them did not have real difficulty in reaching the customer when 
they needed.  

On the other hand, we observed that the real problem about customer 
collaboration is not the difficulty in accessing the customer but the difficulty in 
communicating with the correct customer representative with the required 
knowledge, experience and decision authority. %75 of the systems engineers 
stated that they did not have a chance to work with the specific customer 
representative but with the one that is provided by the customer. Such kind of 
situations did not help the systems engineers to resolve their problems.  

Table 2 Ability to Reach Customer 

I can communicate/collaborate with the customer Total % 

Whenever I want 31 53 

Whenever a significant problem occurs 23 39 

When the customer wants 5 8 

Not at all 0 0 

Table 3 Ability to Select Customer Representative 

I can chose the customer representative according to my needs Total % 

Yes 15 25 

No 44 75 

Table 4 Need for the Customer Collaboration vs. Project Phase 

I need the customer collaboration mostly during the: Total % 

Requirements Phase 42 71 

Design Phase 13 22 

Development Phase 4 7 

 
The case study also revealed that there is no specific effort to increase the level 

and effectiveness of communication and collaboration with the customer 
representatives. Apart from the planned review meetings with the customer (such 
as requirements review, preliminary design review, critical design review, etc), all 
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the communication and collaboration activities are ad-hoc upon the request of the 
SE team. For example, in all projects there were detailed training requirements in 
the contract. However, in any of the projects trainings were not planned and 
detailed until the end of the development phase and were not performed after the 
whole system is tested.   

Another observation indicates that systems engineers need customer 
collaboration mostly during the requirements phase. This finding is in parallel 
with the observation which indicated the operational domain knowledge as the 
main reason for the requirements changes. We observed that the contract 
documents do not provide sufficient information about the operational problem 
and the organizational processes of the customers. As the requirements definition 
phase is when systems engineers first meet the customer and try to understand the 
problem as defined in the customer requirements, they require significant 
customer support in this phase. 

Case study results showed us that requirements phase provides an environment 
with dense customer interaction. It was expected that the systems engineers learn a 
lot from the customers about the operational problem such as business processes, 
interacting legacy systems, types of users etc. during this phase. However, it is 
found that the systems engineers mostly interact with the customers to clarify the 
ambiguities in the customer defined requirements.  

Highlight3: The real problem in collaborating with the customer is not to reach 
the customer but to find and reach the customer with the required skills, 
experience and decision authority. 

Highlight4: Systems engineers do not proactively plan and manage their 
interaction with the customer to increase the effectiveness of the collaboration. 

Highlight5: Customer requirements are considered as the scope of the project and 
no extra effort is spent to understand the operational objectives and current 
limitations of the customer in the mission environment to reach those objectives. It 
is assumed that the customer requirements define the problem completely.  

3.4   Non-functional Requirements  

Late clarification/definition of the non-functional requirements is the other main 
reason for requirements changes. Non-functional requirements are known as 
constraints or quality requirements. They can be further classified according to 
whether they are performance requirements, maintainability requirements, safety 
requirements, reliability requirements, or one of many other types of system 
requirements [15].  

Non-functional requirements are sometimes addressed under the specialty 
engineering title in the SE literature. INCOSE handbook defines 12 areas  
(Table 5) in the specialty engineering section. Our discussions regarding the 
problems with the non-functional requirements are based on these areas [16]. 

The case study results revealed that specialty engineering tasks are almost 
always performed by the SE group. However, the SE groups do not have a fixed, 
well-defined position for a specialty engineer. We have observed only 4 titles 
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defined for specialty engineering within the 18 projects: 2 logistics analyst, 1 
human engineer and 1 specialty engineer. All these positions are allocated to a 
single project (no matrix organization for specialty engineers). In the case study 
companies there is no separate group for specialty engineering. They are working 
within the SE group. 

In the rest of the projects, the tasks required for specialty engineering is 
performed by the systems engineers. However, these systems engineers do not 
have the required training and experience to perform such tasks (summarized in 
Table 5). For example, among the 59 interviewees, only 2 of them had training on 
electromagnetic compatibility analysis and only 3 of them have past experience  
on this area. Similarly, only 1 systems engineer have previously performed 
training needs analysis. However, this systems engineer did not have any 
education/training for this task. 

Table 5 Specialty Engineering Competencies 

 Specialty Engineering Analysis Area  Training  Experience
 Specialty Engineering 

Analysis Area 
 Training  Experience 

 Cost effectiveness  - - 
 Mass properties 

engineering  
- - 

 Electromagnetic compatibility  2 3  Safety & health hazard 1 3 

 Environmental impact  - - 
 Sustainment 

engineering  
- - 

 Interoperability  - -  Training needs  - 1 

 Lifecycle cost  - - 
 Usability/human 

systems integration  
- - 

 Manufacturing & producibility - -  Value engineering - - 

 
Most of the systems engineers find it relatively difficult to define non-

functional requirements compared to defining functional requirements. This is the 
major reason for addressing the non-functional requirements very late during the 
project lifecycle. We observed that systems engineers do not like dealing with  
the non-functional aspects of the requirements. In all of the case study projects, 
the document templates that are used for the requirements and design artifacts 
have dedicated sections that are addressing the non-functional requirements. Our 
findings indicate that unless a non-functional requirement is defined directly by 
the customer in the stakeholder requirements document, systems engineers leave 
those document sections as TBD (to be determined) as long as possible.  
 

Highlight6: Although most of the systems engineers do not have the required 
training and experience, non-functional requirements are considered in the 
responsibility of the SE teams.  

Highlight7: As the systems engineers do not feel comfortable working on the 
non-functional requirements, definition/clarification of the requirements related to 
specialty engineering is delayed late in the project lifecycle.  
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3.5   Time of Requirements Change  

Discussions on the time of the requirements changes provided us with interesting 
findings. The results of the case study interviews are summarized in Table 6. 
There are two things to note about the findings. Firstly, since the changes during 
the requirements phase is expected and mostly welcome without any side effects, 
the changes during the requirements phase is not discussed during the interviews. 
Secondly, in most of the projects the final customer acceptance is obtained before 
the maintenance phase starts. Therefore, the systems engineers we interviewed are 
not knowledgeable about the maintenance period as they have already started to 
work for other projects.  

Table 6 Time of Requirements Change 

# Design Development Verification 

Total 9 34 16 

% 15 58 27 

 
According to the results in Table 6, majority of the requirements changes occur 

after the design phase. Therefore, it is possible to interpret that most of the 
requirements changes have significant impacts as they occur late during the 
project. They result in rework both in the design and in the developed product.  

A significant number of changes were expected in the verification phase. Since 
the final system is tested against the system requirements together with the end 
users, it is the first time that the users interact with the overall system. It is quite 
normal that the users discover what they really needed and what they did not like 
as a result of this interaction. On the other hand, large amount of changes in the 
development phase was an unexpected result for us. During this phase, system 
requirements and system design is already baselined and the system is realized by 
developing and integrating the subsystems. This is the phase that software, 
hardware and integration engineers are mostly on the scene.  

After re-discussing the findings we found that keeping the software and 
hardware engineers (system developers) out of the decision making process during 
the requirements and design phases is the main reason. During the requirements 
phase where most of the fruitful customer interaction occurs and systems 
engineers try to understand the problem, software and hardware engineers are not 
consulted. As a result, software and hardware engineers try to understand the 
problem to be solved from the artifacts of the requirements and design phases.  

As the system developers try to implement the abstract design and requirements 
into a physical and functioning system, they discover that significant amount of 
details for this transition is missing in the SE documents. Questions raised by the 
system developers against the systems engineers to understand the problem 
domain result in the discovery of new knowledge which in turn initiates changes 
to the requirements. Similarly, as the functioning system gets more visible, the 
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systems engineers understand that this cannot be the feature/behavior that 
customer was asking for and asks for changes. 

Although most of the changes occur during the development phase (Table 6), 
the results presented in Table 4 show that only %7 of the participants highlighted 
the need for customer collaboration during the development phase. During the 
discussions on this finding we have observed that when the systems engineers 
discovers a need for customer collaboration to bridge some knowledge gap, their 
approach towards the resolution of this problem changes from phase to phase. 

If they discover that they need customer support during the requirements 
definition phase, they prefer to contact the customer without any hesitation. On the 
other hand during the design or development phases, their behavior is somewhat 
different. Case study results indicate that as the time passes and as decision point 
gets far and far from the requirements definition phase, systems engineers prefer 
the decisions that result in less rework and less changes in the previous artifacts. 
Especially, if the decision point is in the development phase they prefer not to 
consult the customer.  

Most of the systems engineers state that they discover new knowledge related 
to the problem domain as a result of the interaction between the development 
teams and the SE team during the development phase. Most of the time, such new 
knowledge make them think that the requirements and design should change in a 
way to provide better solution with more customer satisfaction. However, they are 
reluctant to discuss such major changes with the customer since such changes are 
considered to have significant cost and schedule impact.  

Table 7 summarizes how the change decisions are supported during different 
phases. As the decision point gets away from the requirements phase, systems 
engineers prefer making assumptions towards the option which requires less 
changes instead of asking for customers support and opinion. On the other hand, 
participants note that most of these decisions are rejected by the customer in later 
stages and had more serious cost consequences. 

Table 7 Change Decisions vs. Phases 

Method Requirements Design Development 

Make assumptions 5 23 30 

Consult the customer 53 20 9 

Execute decision support processes supported with  
the required analysis work 

1 16 20 

 
Although significant amount of the participants stated that they would execute 

decision support processes with the necessary analysis during the design and 
development phases, in practice only 4 of the 59 systems engineers have 
previously performed a formal analysis study with properly planned evaluation 
criteria and with properly documented analysis results. 
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Highlight8: Since the majority of the changes occur after the design phase, it can 
be interpreted that the costs of the changes are high. 

Highlight9: The interactions between the systems engineers and the system 
developers during the development phase create a great environment for 
improving the understanding of the customer's problem and identifying the 
knowledge gaps in the requirements and design artifacts. 

Highlight10: Nature of the traditional SE approach discourages the collaboration 
between the systems engineers and the customer/system developers. 

3.6   Validation Process and Customer Focus 

All the participants were theoretically aware of the difference between the 
verification and validation. They all referred to the widely known definition of 
verification and validation as: "…While verification proves whether 'the system 
was done right'; validation proves whether 'the right system was done" [17]. 
Validation is about user’s operational needs and expectations [18]. Therefore, if 
there is a problem in understanding the true operational needs of the customer, 
then it is not possible to properly validate the system. Following are the highlights 
from the case study: 

• %54 of the interviewees were performing requirements analysis activities in 
defining the system requirements from the stakeholder requirements. %46 were 
defining the system requirements from the stakeholder requirements based on 
their experience without performing any requirements analysis activities. 

• Only %20 were performing requirements validation activities such as reviews, 
analysis, prototyping, etc.  

• Only %10 were utilizing a requirements prioritization scheme and any of them 
did not use “value for customer” or stakeholder expectations as criteria. All 
criteria were chosen based on the developer’s technical, budget and cost 
considerations.  

• Verification & validation plans were not prepared in any one of the cases 
before the implementation started. 

• %100 assume that the operational needs of the customer are documented in  
the stakeholder requirements (customer technical requirements provided with 
the contract) and a final system passing the tests that are defined against the 
stakeholder requirements in the operational environment results in a validated 
system. 

• All agree that the technical review meetings (apart from the requirements 
review meeting) do not effectively provide customer feedback to systems 
engineers. Most of the time, customer’s do not understand much from these 
technical review meetings.  

Validated set of acquirer requirements are defined as a requirement/prerequisite 
for the end system validation in the ANSI/EIA 632 [19]. Therefore, in order to 
perform a proper validation process, one needs to perform requirements validation 
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activities. Case study results indicate that requirements validation is not a well 
known concept and systems engineers do not perform this process properly. 

Highlight11: Validation activities are poorly understood and weakly performed in 
practice.  

Highlight12: Current SE practice is not customer and value focused. No special 
attention is given to understanding the specific needs of the stakeholders and their 
relative importance. 

3.7   Project Documentation 

Traditional SE approaches are also known as "document-driven" or "document-
heavy" processes. Systems engineers defined different purposes for the usage of 
documentation:  

• We capture and communicate the information via documentation. 
• We are paid for the documentation. 
• Documentation is required during the operation and maintenance of the system 

after delivery. 
• Documentation is necessary if some of the engineers leave the project or the 

company. 
• Documentation is used for future projects to help estimating and planning. 
• Documentation helps us to prevent/control changes. 
• Progress is monitored by the completion of the documents. 

Documentation we refer in this section is the technical documentation such as 
requirements, design and interface documents. The user documentation like the 
manuals is not discussed during the case study. 

We observed that producing a lot of documentation is not the main agility 
problem of the traditional SE processes. Every piece of information in the 
documents somehow reflects a decision. Systems engineers need to deliver the 
documents with the required decisions within a pre-determined timeframe ended 
at a project milestone. In this approach they are expected to make the decisions 
when the necessary information is missing. The rest of the design and 
development activities (and the associated documentation) are based on such ill-
made decisions. Systems engineers state that most of their time is spent on 
changing the decisions when the required information is available and re-working 
on the documents in the later phases of the projects.  

Findings also indicate that the existing processes are weak in measuring the 
quality and completeness of the documents. Systems engineers use most of their 
time to write further requirements on the problem domain that they are familiar 
with. In such an approach while the details of the well-known areas increase with 
a lot of redundant requirements, the unknown space remains to be unknown. Time 
is used to increase the thickness of the documents. However, knowledge creation 
and hence the value provided to the systems engineers is not directly proportional 
with the thickness of the documents. 
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Highlight13: Current document-oriented SE practice forces systems engineers to 
make decisions when the necessary information is not mature or available. This 
causes serious rework and lack of team's ownership.  

Highlight14: Current SE practice focuses on document generation and is weak in 
creating value for the systems engineers. In such an approach it is not easy to 
control whether the processes are redundantly capturing the already known 
information or new and valuable knowledge is being created. Such an approach 
makes it difficult to monitor the progress in the project.  

4   Discussion 

4.1   Knowledge-Based Model for Change Initiation 

Our discussions with the systems engineers to explore the reasons and nature of 
changes in the system projects resulted in a simple model (Fig. 1) which relates 
changes with the discovery of new knowledge. Our model is based mainly on the 
categorization of the knowledge as described in Donald Rumsfeld's famous 
statement: “…as we know, there are known knowns; there are things we know we 
know. We also know there are known unknowns; that is to say we know there are 
some things we do not know. But there are also unknown unknowns – the ones we 
don’t know we don’t know.” Although they are different concepts, in this paper 
knowledge and information is used interchangeably. 

As Donald Rumsfeld has defined, there are three categories of knowledge: 
Known knowns (KKs), known unknowns (KUs) and unknown unknowns (UUs). 
KKs represent our knowledge in relation to the project. Every piece of information 
that we have and we are planning to use (i.e. valuable information) during the 
system development is in this category. Our technical experience, our operational 
domain knowledge, information captured in the initial project documentation, etc.  

 

Fig. 1 Knowledge-based change initiation model 

KUs are the missing information that we need. This is defined according to our 
understanding of the initial problem. For example, we know that we need to know 
all the user types and their operational responsibilities in order to solve their 
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operational problem. However, initial project documents do not include such 
information. Therefore, this missing information is identified (i.e. known) as 
necessary but we don't have it yet (i.e. unknown at the moment). 

UUs are the missing information that is required for the solution development 
but we are not aware of the fact that this piece of information exists and is 
necessary. This type of knowledge remains completely in the unknown space.  

During the case study it's agreed with the participants that every change request 
is a result of new knowledge (i.e. new KKs). Of course not necessarily that every 
new information triggers changes. According to our model there are two ways to 
create new knowledge. The first is a result of the transition of some KUs into 
KKs. We acquire new information which was already identified as valuable but 
missing. The second is a result of the transition of some UUs into KKs. Some new 
information is discovered and at the same time we discover that this new 
information affects the project. In both transitions, new valuable information is 
available and it is expected that this new information will trigger changes on the 
previously made decisions.  

There is one other transition in the model which is from the UUs to the KUs. 
This occurs when we discover that we need some information which will affect 
our decisions. We discover the need for that information but we don't have it yet. 
This is the transition that systems engineers are supposed to define risks.  

4.2   Flexibility with Focus on Learning  

The key characteristic of agile approaches is flexibility. This requires dealing with 
expected and unexpected changes. In today's system projects, trying to eliminate 
changes is not realistic and no more a valid option, then what we need is to reduce 
the cost of responding to changes [2].  

Case study results showed us that most of the change reasons can be associated 
to missing knowledge (unknowns) such as operational domain knowledge, 
knowledge on the legacy systems and knowledge on the COTS/outsourced 
products, etc. In addition to this, participants categorize this missing information 
as KUs. For example, all the systems engineers know that they will need 
information on all types of users and the business processes they are involved 
(HL1). They all know that their system design will be affected by the legacy 
systems that are in use. They all know that they need to know about the security, 
interoperability, safety, etc. needs of the customer (HL6). Traditional ConOps 
templates and requirements templates all address such information. However, 
current linear, document oriented practice does not focus on getting or creating the 
required knowledge (HL2, HL4). Most of the new knowledge comes uncontrolled 
and hence comes late in the project. Therefore, the changes initiated by such late 
and uncontrolled knowledge have costly consequences (HL8).   

According to our model, all the transitions from the UUs are uncontrollable. 
However, transitions from the KUs to KKs can be controlled. By identifying the 
valuable but missing knowledge (i.e. KUs) early in the project and by 
defining/tailoring the SE processes to focus on getting/creating the required 
knowledge can shift these transitions to early phases and thus reduce the costs of 
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changes. Such an approach will trigger learning and knowledge focused SE and 
will also be flexible from the agility point of view. 

4.3   Focus on Customer Value and Lean Behavior 

The agility attributes "focus on customer value" and "lean attitude" are closely 
related to each other. Lean attitude is about removing non-value added activities 
and delaying decisions as much as possible [5]. Lean thinking defines three 
conditions for value added activities [20] [21]: 

• The external customer is willing to pay for it explicitly or implicitly, 
• Transforms information or material, or reduce uncertainty, 
• Provides specified performance right the first time. 

In order to develop something valuable for the customer we need to understand 
the customer's real problem. Systems engineers state that they need problem 
domain information to understand the real operational problem but they are not 
consulting the necessary processes for this need (HL1, HL12). Difficulty in 
understanding the real problem and real value for the customer makes it also 
difficult for the systems engineers to properly define and perform the validation 
activities (HL11). Although the systems engineers agree and are very well aware 
of the fact that the customers do not know what they need at the beginning of the 
project and the system requirements derived from these customer requirements do 
not reflect the true and complete operational need of the customer, they still try to 
develop a system based on the ill-defined customer/system requirements (HL5).  

In real life, operational problems are mostly non-functional oriented rather than 
functionally oriented. Whether a software system will satisfy a customer will 
mostly be determined by its quality attributes but not its functions. Every 
competing system will more or less provide similar functionality [22]. The key 
characteristics of the successful systems differentiating them from the others are 
their non-functional requirements. A system's utility and effectiveness will be 
determined by its non-functional requirements.   

Main distinguishing characteristics of SE is its interdisciplinary nature. Systems 
engineers are not expected to be experts in all of the areas related to whole system 
lifecycle. However, it is the main contribution of the systems engineers to 
coordinate the activities of different disciplines for the success of the overall 
system. Coherent integration of the specialty engineering into the project/program 
at the right time is one of the responsibilities of the systems engineers [23]. 
Developing specialty engineering competencies in the SE teams and changing the 
current processes in a way to integrate the specialty engineering efforts early in 
the lifecycle is necessary for developing valuable systems (HL6, HL7, HL12). 

The value for the systems engineers is the timely and accurate knowledge. 
However, with the current document-oriented SE practices they cannot focus on 
the activities that create/transform knowledge to reduce uncertainty. In contrast, 
current SE practices encourage ignoring the valuable knowledge in decision 
making since this knowledge comes uncontrolled and late (HL8). In addition to 
this, linear and document-driven approach forces systems engineers to make 
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decisions early in the project lifecycle when the necessary information is missing. 
This is in contrast to the lean behavior which supports delaying decisions as much 
as possible (HL13).  

Instead of focusing on the documentation and document-based processes, 
systems engineers should focus on their own needs. In such an approach, the side 
effects of the document heavy approach will be reduced and team ownership will 
be increased. Systems engineers will find the opportunity to plan and perform 
tasks to reach what they really need instead of trying to fill out the document 
templates with poorly made decisions (HL14). 

4.4   Collaborative Systems Engineering and Trainings 

In this case study we have learnt that traditional, document-oriented, linear SE 
approach does not emphasize and support the collaboration and interaction both 
internally and externally. Therefore, agile SE approach should be designed to 
support collaboration of the systems engineers with the customer, with the internal 
system developers and with the external parties (COTS companies and 
subcontractors). HL1, HL2, HL3, HL4, HL5, HL9 and HL10 can all be associated 
with the problem of timely and effective collaboration. 

Increased understanding of the initial operational problem by both the 
customer's team and the supplier's team is found to be the primary reason for 
changes (HL1). We propose that trainings can help systems engineers on this 
problem. As the users get more familiar with the concept and the technical 
capabilities they can address their problems better. In the current practice, 
trainings are used to teach the users and maintainers how to operate and sustain 
the delivered system. That is why the trainings are not planned until almost all the 
features of the system are designed and implemented. This is always considered as 
something valuable to the customer but a non-value added activity from the 
supplier's point of view during the development. 

Considering the knowledge-based change model and the other findings of this 
case study, we believe that trainings can be used to achieve several agility 
attributes by starting the training sessions very early in the project and conducting 
in a periodic manner. The objectives of the trainings will be defined in a large 
spectrum such as SE and system lifecycle training, concept of operations training, 
user interface training, COTS capabilities trainings, etc. In addition, the trainings 
should not be limited to the customer but also many other stakeholders. We expect 
several benefits from such a training dense SE approach: 

• Effective knowledge sharing/creating environment and reducing the paper 
based engineering efforts, 

• It is possible to increase the concept and technology awareness of the customer 
so that the customer can discover his operational needs early in the project. 
Consequently, change requests will occur early in the project with relatively 
reduced costs. 

• It will be possible to interact with different types of customer representatives with 
the required skill set and experience. Customers will not see this collaboration 
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activity as a burden because this is a training session and they will benefit  
from this. 

• It will be possible to give the context and system view to the subcontractors and 
obtain early feedback about their limitations. 

• Better understanding of customer value. 
• Early feedback from the systems developers regarding the feasible technical 

options and innovative improvement suggestions. 

5   Threats to Validity 

There are four widely accepted categories of validity related to qualitative 
research: construct validity, internal validity, external validity and reliability [24]. 
Internal validity is relevant for the explanatory case studies [25]. Construct 
validity reflects how much the findings represent what the researcher is really 
investigating. Researcher's subjectivity is always a threat. The results may be 
misleading if the interview questions are misunderstood or misinterpreted by the 
participants. We used both written questionnaires and interviews for data 
collection. By selecting the systems engineers with more than 5 years SE 
experience we tried to minimize the possibility of the misunderstanding in the 
concepts used in the interviews. In addition to this, we explained every key 
concept using the definitions and examples from the well known IEEE and 
INCOSE SE literature. As we discovered some ambiguity we iteratively re-
discussed the findings with the participants. As suggested by [26], all the findings 
and our interpretations were reviewed by the participants and corrected if 
necessary according to their feedback.  

External validity determines whether the findings can be generalized beyond 
the setting of the group studied [24]. In order to increase the external validity of 
our study we carefully planned and selected multiple case interview set. We have 
conducted 59 interviews. Interviewees were selected from 10 different companies 
and from 18 different projects. Selected companies are mid-to-large scale 
companies from around the world (4 from Turkey, 3 from Europe, 2 from USA 
and 1 from Australia). At least 3 systems engineers and at most 4 systems 
engineers are selected from each project. All projects are large scale software 
intensive defense projects. It is argued in the case study literature that cross-case 
analysis involving 4 to 10 case studies may provide a good basis for analytical 
generalization [27]. Yin also states that these case studies can be from the same 
organization [26]. Since we have worked on 18 different cases from 10 different 
organizations, the findings are expected to be generalizable to other cases. 

We tried to increase the reliability of findings by both using an interview 
protocol based on a template questionnaire and open interviews as data sources. 
On the other hand, due to the nature of the military projects we unfortunately did 
not have a chance to review the documents of the projects or make observations in 
the projects. For example, the results would be more realistic and reliable if we 
could have a chance to review the change request forms of the projects.  
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6   Conclusions 

Identifying the need for agile SE is not new. However, studies in this area are 
strongly affected by the agile software methods and mostly present the effort to 
adopt agile software engineering methodologies in the agile SE area. It can no 
longer be an excuse for systems engineers to just say that agile is not for large 
scale complex system projects, but it is for small scale -purely- software projects. 
The real problem is not the adoption of the current agile methods in large scale 
system projects, or it is not the problem of tailoring the light weighted software 
engineering methods to the SE. The real problem is that we need agility in SE, we 
need agile SE processes and methodologies to be applied in complex, large scale, 
software intensive systems of systems projects.  

Based on this motivation we started a research to develop a novel SE approach 
with improved agility attributes. In this initial study, we performed an exploratory 
case study to explore the practical problems associated with the agility attributes 
of the traditional SE approach in defense projects. In an attempt to understand the 
nature and causes of changes in the projects, we proposed a knowledge-based 
change model. The results of the case study showed us that traditional SE in 
practice is mostly process and document focused and ignoring the real needs of 
both the customer and the systems engineers themselves. The findings will be very 
valuable in the next step while we are trying to address the agility problems in the 
traditional SE approach. 
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Chapter 5 
Modeling Transportation Systems: A Case 
Study with the Open Method Praxeme 

Dominique Vauquier* 

Abstract. This paper is based on the outcome of a research project developed at 
the RATP Group (the world’s fifth largest public transport company). This ongo-
ing research project aims to provide RATP with a proper methodology that will 
help it to cope with complexity and to address the challenges of the future market 
(competition, large programs...). The company has chosen the open method Prax-
eme and was willing to check whether it could apply to the realm of transporta-
tion. Praxeme proposes an efficient architecture framework that links the aspects 
of the Enterprise System together. This framework lays the groundwork for a 
comprehensive approach to socio-technical systems; it strongly ties the various 
models together moving progressively from clarified business knowledge to con-
crete solutions. A very specific case study was used to demonstrate the value of a 
modeling approach in the eyes of the decision-makers. The approach proved able 
to oversee issues in the running of the system.  
 
Keywords: transportation, modeling, UML, methodology, Praxeme, system. 

Introduction 

The RATP Group is the world's fifth largest public transport company operating 
all modes of collective mobility – bus, metro, trains and trams. In Île-de-France it 
runs, maintains, and develops one of the world’s densest multimodal networks. 
Every day it transports over 10 million people. In addition to its traditional role in 
and around Paris, RATP and its subsidiaries export this expertise across all conti-
nents. The offer relies on transport systems that combine numerous elements  
developed by many industrial providers. Any failed element may cause the failure 
of the entire system and damage the service, with an impact on the comfort and  
satisfaction of tens of thousands of clients. 
                                                           
Dominique Vauquier 
PRAXEME Institute (A not-for-profit association whose purpose is to develop and  
promote the open method Praxeme) 
21, chemin des Sapins 
NOISY LE GRAND 93100 
France 
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In the face of aging lines and upcoming requests for proposals, the “Maîtrise 
d’ouvrage des transports” department, in charge of running the lines, launched a 
research project to investigate the field of methodology, in quest of a method that 
would allow it to improve its activity and its relationships with its providers. The 
challenge is to establish new practices in order to tame the complexity of transpor-
tation systems. 

The first step was to explain the principles and to adapt the Praxeme methodol-
ogy and terminology to the context. Praxeme is an open method that results from 
an initiative supported by the French administration and many public and private 
organizations (the French army, SAGEM, CNAF, AXA Group…). It offers a 
comprehensive approach that covers every aspect of the enterprise. In fact, 
changes to the method have been minor as the people involved have been willing 
to stick to the open method as much as possible. We only had to change one de-
pendency in the architecture framework, also referred to as the Enterprise System 
Topology1. Nevertheless, this was a significant change, which marks the adjust-
ment of the methodology to physical systems, in addition to its applications to  
information systems and human organizations. 

Then, a proof of concept was used to confirm the validity of the approach: this 
will be the case study detailed hereafter. The challenge consisted in demonstrating 
that, had the method been used, some issues encountered in the current systems 
could have been anticipated and avoided. At stake are: 

• the quality of service, 
• cost-cutting thanks to a more rigorous approach to specifications, 
• renewing the relationships between the system owners, the engineering depart-

ment and the industrial providers. 

After a brief review of the difficulties encountered, we will set forth the general 
answers provided by the Praxeme method. We will then look firstly at the findings 
from a system level and secondly from the detailed case-study level. The case 
study was chosen by the project sponsors in order to assess the validity and appli-
cability of the method. 

1   Difficulties Encountered When Addressing Transport 
Systems 

1.1   Complexity or Complication 

Transport systems are said to be complex systems. This is not something we will 
dispute. That’s right, blame complexity! However, a great deal of the difficulties 
do not stem from the system itself but from the human beings involved and their 
lack of rigor. Vocabulary – a loose, ambiguous and unstable terminology – arises 

                                                           
1 For a presentation of the Enterprise System Topology, see “Enterprise Methodology: an 

Approach to Multisystems”, in Complex Systems Design & Management, 2010 or the 
white paper and the general guide available on the Praxeme Institute’s website. 
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as the first obstacle on our path to understanding and designing the system. We 
were able to collect several glossaries but we found that defining terms was not an 
easy task.  

Moreover, it proved very difficult to build a picture of the systems that were 
abstract enough from the very details of the current implementations. A lot of 
functions are named after the solutions provided by the industry. As solutions vary 
from one line to another and even more from one means of transport to another 
(metro, bus, tram), building a common and generic representation seemed out of 
reach, and some participants simply dismissed this target. Even the boundaries of 
the subsystems did not resist to thorough examination, despite the creed that this 
exercise is easier when it comes to physical systems as opposed to organizations. 
Habits and preconceived ideas hinder the reflection and prevent us from seeing the 
fundamental simplicity behind the accumulated complications. 

1.2   The Curse of Requirements 

As in most places within the industry sector, the description of the systems is 
made up of an almost overwhelming number of requirements. This description 
suffers from the usual flaws: 

• The requirements are badly formulated, using an ambiguous vocabulary and  
relying on assumptions that are not always clarified. 

• They are poorly managed, as they exist in the form of documents. A given re-
quirement may appear in several places within the entire documentation and 
may also refer to several other document elements. 

• Taken at the overall level of the transport network, the documentation shows a 
huge redundancy rate, due to the absence of an overall endeavor to arrange it in 
a proper structure that would embrace all lines and transport types. Redundancy 
raises the risk of discrepancy, which, in turn, translates into additional costs and 
operational risks. 

To take an example, ergonomics entails hundreds of requirement elements. Not 
only are these duplicated but the prescriptions vary from one line to another, in-
cluding items such as the color code or button shapes. This leads to increased 
training efforts and costs when a driver moves from one line to another; it also 
multiplies the investment and maintenance of software interfaces. 

In theory, the system owner is the sole authority on the functional specifications 
which are supposed to perfectly reflect the reality of the system, at least from a 
functional perspective. In practice, things go slightly differently. Firstly, the func-
tional nature of the specifications is hardly preserved at all, since the physical sys-
tems tend to be perceived through their current solutions and terminology rather 
than in terms of functions. Writing pure functional specifications demands an ef-
fort of abstraction and a specific sense of concept over percept. Secondly,  
even though the system owner develops a first version of the functional specifica-
tions and engages his or her own responsibility, the industry provider responds 
with another document. This document, called a technical specification, partly 
rephrases the requirements in a more “concrete” way, and partly complements 
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them with additional and technology-oriented requirements. Afterward, the tech-
nical specifications will serve as sole reference, replacing the initial functional 
specifications. The latter do not evolve anyway and are rarely updated because 
they are seen as less detailed and less accurate than the former. The end result is a 
functional repository that lacks consistency, accuracy and relevance. Instead, the 
only valid description of the system – at least in its current state – is the technical 
one, in the hands of the industrial provider. This says a lot, as far as autonomy and 
control are concerned. 

After a while, the only document which all players, including the system own-
er, refer to is the technical document. This tends to bias the understanding and de-
finition of the system. Obviously, it hinders new design and slows innovation 
down, as will be demonstrated in the last part of this paper. 

To a certain extent, quantity harms quality, especially when the structure of the 
corpus has nothing to do with the inner structure of the reality observed. This hap-
pens with the traditional approach based on documents or spreadsheets, the very 
structure of which is detrimental to the natural organization of any system. The 
mismatch of the description feeds the complication of the design, which augments 
the complexity of the system. 

2   Initial Answers by the Praxeme Method 

Praxeme presents itself as an enterprise methodology, which means that it aims to 
cover every aspect of the enterprise, from strategy to deployment. Indeed, Prax-
eme insists on the need for linking together all specialties and disciplines that con-
tribute to think, design and transform the systems. By “enterprise”, we mean any 
kind of organized and willful entity or action. By “Enterprise System”, we assert 
the rational approach to the enterprise and the use of the intellectual tools we find 
in the system theory2. 

Praxeme provides the practitioners (strategists, organization designers, archi-
tects, modelers…) with a set of techniques, split over its framework. There are 
numerous elements to be considered and decisions to be made about the Enterprise 
System. The framework – the Enterprise System Topology – distributes these 
elements and decisions throughout well-connected aspects. Here, the notion of as-
pect is key. It must not be confused with either view or layer3. The aspects are 
supposed to be embedded in the very nature of any system. This tenet – quite me-
taphysical – sets the stage for the process of analysis and design, at every level and 
in every dimension, maintaining the natural articulations between the artifacts 
produced. Thanks to this foundation, Praxeme can easily link the disciplines to-
gether into an interdisciplinary approach to complex systems. 

                                                           
2 The Enterprise Transformation Manifesto simply defines the “Enterprise System” as “the 

enterprise that perceives itself as a system” (see on  
www.enterprisetransformationmanifesto.org).  

3 Both notions are part of the method, too, but play a secondary role. As opposed to a view 
(see IEEE Std 1471-2000), an aspect is not a representation but a certain portion of reality 
to be considered. 



5   Modeling Transportation Systems: A Case Study with the Open Method Praxeme 77
 

 
 

Fig. 1 The Enterprise System Topology (in the 
form of a UML diagram) 

Going back to our research project, this foundation was adopted from the very 
start. It showed itself in the deliverables that were produced, which are presented 
hereafter under the headings named after some of the aspects that were identified. 
As usual, the company does not own a proper representation that captures its core 
knowledge. This leads to confusion and a waste of time and energy, whenever 
people have to gather and address issues. The effect is worsened when representa-
tives from several organization units, carrying various cognitive universes are 
called upon. To tackle this situation, Praxeme proposes two kinds of techniques: 
terminology and semantic modeling.  

2.1   The Intentional Aspect 

The intentional aspect of the Enterprise System is made up of objectives (from 
strategic objectives to operational objectives), terms, requirements, rules, perfor-
mance indicators. In short, it collects all expressions that cannot be referred to as 
models, due to the simplicity of their underlying approach. However, these ex-
pressions bring value insofar as they convey the fundamental will of the system 
builders and users. Among these expressions can be found the ultimate goal of the 
system itself and its ensuing objectives and feature requirements. 

One of the first tasks of any project is to clarify the terminology used. To this 
end, the method recommends collecting available glossaries and developing a the-
saurus. The terminological work shows two facets: on the one hand, it passively 
collects the terms used and analyzes their usages; on the other hand, it elaborates a 
canonical vocabulary, cleaned from ambiguity and polysemy as much as possible4. 
In so doing, the terminologist paves the way for the modeler. Both disciplines are 
connected and can help each other when it comes to formulating good definitions. 
The meaning of a specific term results from its place in the network of terms. Pre-
cisely, the best network of terms is the semantic model. Some vague concepts can 
only receive a proper definition when deduced from the model. 

Once the canonical dictionary is available – and ideally confirmed through the 
semantic model – we can turn to the requirements and review their formulation. 
Ideally, every term of a require-
ment expression should have a 
corresponding item in the canon-
ical dictionary. This is not 
enough: the sentences should 
obey syntactical rules that have 
been thought through to avoid 
confusion and to detect all possi-
ble options. 

These tasks can only be con-
ducted with appropriate tooling. 
There are many tools available on 

                                                           
4 Incidentally, terminology is a scientific discipline, a branch of linguistics, and it can bene-

fit from a couple of ISO standards. 
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the market. It is important to consider one major requirement when selecting such 
tools: the need for dictionary and requirement management tools to smoothly in-
terface with modeling tools. Indeed, we will have to link requirements and terms 
to modeling elements. The resulting traceability chains provide us with the me-
chanism to justify the modeling decisions and to check the requirement coverage 
by the model. 

2.2   The Semantic Aspect 

Semantics isolate the core business knowledge, that is: knowledge regardless of 
the way players operate and equipment supports the operations. So, a semantic 
model is the most abstract of all models, focusing on real objects and concepts and 
expelling any element that comes from organizational choices or technical solu-
tions. We could think of several means to formally express this knowledge. In our 
case, we used the semantic modeling technique proposed by Praxeme, which har-
nesses the object-oriented approach. Alternative techniques include ontologies and 
formal notations.  

We can find some models available on the market, in the field of transporta-
tion,5 as well as in other sectors6. Unfortunately none of these models can be 
deemed a fully-fledged semantic model. They are essentially data models, some-
times conceptual, most of the time logical, and always far from assuming all  
the dimensions and reach of business knowledge. Consequently, they can help as 
input but we still need to undertake the modeling endeavor that captures and clari-
fies the business knowledge. If we fail to do so, we will not reap the benefits of 
thorough examination and any investment will not yield its full potential. 

3   System, Where Are You? 

3.1   Everything Is Not a System 

Professionals in the field of transportation commonly use the term “system”, as 
does everyone else. There is even a norm7 that lists the sixteen systems composing 
a transport system. In these usages, the term “system” does not convey the mean-
ing it has inside engineering and science. It is worth spending some time on this 
issue because it fuels misunderstanding and makes it more difficult to apply a sys-
tem approach to the domain of study. 

Let us make the assumption that “system” – as our core intellectual tool – is a 
term and notion that has to be taken care of. A common and widespread usage  
of the term tends to weaken the notion and to obliterate its real and operative 
meaning. When the norm speaks of sixteen so-called systems and people get  
                                                           
5 See Transmodel on www.transmodel.org 
6 An example is given by the ACORD Framework in the insurance sector. See 
www.acorg.org  

7 Norms issued by the SRTMG (Service Technique des Remontées Mécaniques et des 
Transports Guidés). 
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The best way is to adopt a naïve approach, so as to get rid of preconceived ideas. 
We identify the mission of the system and its main functions.  

The choice of terms is of paramount importance and adopting a renewed voca-
bulary can be a prerequisite to creativity. For example, if we start saying “drive”, 
we imply that there must be a driver, thus restricting our design to the manual 
mode. This is why we favor the more neutral and more open term “transport”, 
which is closer to the core mission of the system and leaves the options for design 
open.  

Of course, we can always challenge the answer. Why do we have transport? 
There is always an opportunity for thinking out of the box. Indeed, why do so 
many people have to commute on a daily basis, generating pollution, wasting time 
and energy and transforming cities into hell holes? This is a relevant question, but 
out of the scope of our project and out of the remit of the department involved as 
well. This is a question for political decision-makers, if they are able to broaden 
the topic of transportation to consider the much larger system: society itself, with 
all its dimensions (working hours, organization modes, remote work, culture, etc.). 

Words play a huge role here in the following design process and the methodol-
ogy recommends changing the wording in order to free our  imagination. Most of 
the time, our understanding remains stuck to the current state of things. Using the 
usual, traditional, technical vocabulary reinforces this alienation. This is why we 
proposed that the RATP adopts new terms, evoking basic functions, for example: 
“locomotion system” instead of “rolling material”; “regulator” instead of “com-
mand-control station”. 

3.3   The Logical Aspect: Representation of Systems 

In the previous chapter, we introduced the intentional and the semantic aspects, re-
spectively the realm of will and of knowledge. The notion of system as a modeling 
tool emerges from the logical aspect. This aspect plays a very specific role in the 
method. It is an intermediary aspect between the business reality (business know-
ledge, organization, business activity) and the artificial solutions we may build 
(technology, logistics…). As an intermediary aspect, it leaves us free to choose the 
mindset we apply to it, starting with an appropriate metaphor. The use of meta-
phor to address this aspect is not meaningless: urbanization for the information 
system, service-oriented architecture for the IT system, functional design, agents, 
events… We choose our vocabulary because we stand in a situation where we as-
sume the role of designer and creator. Therefore, it is quite natural to resort to the 
system notion and theory: it is our conscious choice, exactly as a worker selects 
his/her tool from a toolbox8. 

The whole system theory is not sufficient to act effectively: we also need to 
equip ourselves with a notation that will enforce the operative notions. Here, Prax-
eme proposes a pragmatic option, providing that its main criterion is the ability to 

                                                           
8 This is not to say that system as a notion may apply only to logical aspect. We can even 

imagine an approach to an organization that analyzes the organizational unit in terms of 
systems, meaning real systems in the sense of our definition above. 
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3.4   The Human Being and the System Thing 

One of the findings when designing the transport system from a logical architec-
ture perspective has been that, sometimes, we ought to put the players inside the 
system, even when it is an artificial system. Doing otherwise would impair our 
ability to design systems in accordance with the encapsulation principle. This is 
particularly obvious in the case of a vehicle. The company handles two transporta-
tion modes: traditional, with a driver onboard and automatic (e.g., line 14 of the 
Paris metro). In some cases, both modes are mixed (e.g., line 1). From the traffic 
regulator’s perspective, the mobile system should be described the same way, 
whichever the mode. When we are not able to do so, we increase the complexity 
of the representation and we fail in our bid to construct a generic and convergent 
architecture. Therefore, the mobile system exposes an interface with all required 
services to steer the vehicle. These services are to be interpreted from inside the 
system, depending on the solution implemented (manual or automated). In so 
doing, we preserve the genericity of the architecture; the regulator system can be 
designed in such a way that it can cover every case. Had the command-control sta-
tion been designed following this rule, the transition of the underground service 
from manual to automated mode would have been facilitated. 

Some people may feel uncomfortable with this idea that the human actor is 
“lowered” and reduced to the level of a component.  

Here, we are dealing with the logical aspect, and we need to put all kinds of re-
sources together to make the system run. If we study an artificial system as being 
separate from the human system, we miss the true meaning and complexity of the 
system. This is why the method recommends modeling human beings among the 
material artifacts, thereby anticipating that the former could revert to the latter 
from time to time. It is the only way to comply with the encapsulation principle 
and, thus, to simplify the design. 

3.5   The System Boundaries: Between Arbitrary and Arbitration 

A critical question when designing systems is one about the breakdown structure. 
A spontaneous and unchallenged representation is not always the best one. Let us 
take the example of the track. The semantic model attaches many properties to the 
Track class, notably its states: occupied, free… These features certainly belong to 
the semantics of a track. It is a no brainer, as far as semantic modeling is con-
cerned. But when it comes to logical modeling and to delineating the subsystems, 
how should we proceed? On the one hand, the tracks are part of the infrastructure, 
which is a separate subsystem (with a notion of dedicated accountability). On the 
other hand, the state of a track is checked and displayed thanks to signals, which 
pertain to the means of signaling. There is a great temptation to create a “signal-
ing” subsystem, inasmuch as it reflects the human organization (there is a depart-
ment devoted to this topic). Choosing this spontaneous option leads to breaking 
the semantics of a track, scattering it among at least two subsystems. A better op-
tion would be to adopt the view that signals intervene only as means to express the 
inner states of objects and, as such, they should be modeled close to these objects. 
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Unfortunately, this purist idea goes against the usual way of perceiving things and 
organizing people; it hits an immutable factor that habits have engendered. It is 
not to say that the culture of the company is impervious to change, but we need 
time for this kind of cultural shift to happen. Modeling attempts always unravel 
such knots. If not, this is a sign that modeling has not dug deeply enough. To con-
clude with this example, identifying systems and establishing their boundaries are 
acts subjected to uncertainty and a topic for debate. There may be a best solution 
but it will not necessarily be accepted or, to put it in other terms, one may have the 
feeling that there still remains a sort of arbitrary approach when delineating the 
systems. 

A second example will show that the affair can be even trickier. Let us examine 
the classical dichotomy Product versus Production (or system-to-be-designed ver-
sus the socio-technical system, i.e., the project that produces the product). Where 
should maintenance stand? It would make sense to put it on either side:  

• Maintenance contributes to transforming the product or to creating a new ver-
sion of the product, or a new product. As such, we can justifiably decide that 
maintenance pertains to production. By the way, the total cost of ownership in-
cludes the maintenance costs, and the technical debt should be estimated once 
the project starts. 

• However, there is another way to see things; this will appear if we put ourselves 
in the customer’s shoes. From the client’s perspective, the product system en-
compasses every element, every service and interaction that makes the product 
work. And the product works provided that the fees are paid, that the call-center 
answers the request, that the after-sales service repairs the failed parts, and so 
on and so forth. Following this analysis, maintenance is part of the product. 

How can we decide between these two options? They are equally logical and, even 
though we fully develop both architecture scenarios, it is not sure that we will be 
able to differentiate between them with quantitative metrics. Nevertheless, their 
implications differ dramatically. I bet that the second option would drive a signifi-
cant improvement in terms of quality of service and corporate image. But we face 
what we could coin arbitrariness or, at least, liberty: it’s up to us, as architects and 
designers, to choose. When confronted with several equivalent options, the deci-
sion falls to us. With liberty comes duty.  

Both examples (the signaling system and the maintenance case) share the sense 
of arbitrariness when drawing the boundaries of the systems. The second example 
is more about the organization and the discussion will be positioned in the prag-
matic aspect, in Praxeme terms. On the contrary, the first example – taken from 
our case study – epitomizes the decisions architects have to make through the log-
ical architecture. At this level, it is worth noticing an amazing phenomenon that 
tempers the debate: the subsystem boundaries are not so important! At least, they 
are less important than the interfaces that we bring out. There may be several ways 
to break down the system into pieces while supporting the same set of interfaces. 
At the end of the day, what really matters are not so much the boundaries of the 
subsystems, than the set of interfaces that compose the system and that ensure the 
interactions and operations. This is the outcome we expect from the logical design. 
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We can vary the way we decompose the system, but we will always need the same 
set of interfaces. We can dispatch the interfaces through several scenarios of archi-
tecture. A given interface may simply appear at various levels depending on the 
architecture scenario. This phenomenon holds true within certain limits, of course. 
It may be more easily understood when we examine the impact of the logical 
model. First and foremost, the logical model can be seen as the catalog of con-
tracts, expressed through the interfaces (in the sense given by UML). Specific  
solutions, as they are delivered by the industry, refer to these contracts. In UML 
terms, we would say that the solution components implement the interfaces. This 
task occurs in the hardware aspect of the Enterprise System (tantamount to  
logistics). At this level, the material structure is not necessarily isomorphic to the 
logical structure. What is mandatory is that the material or physical solution con-
cretely translates every required interface. 

4   How Can Models Anticipate Issues in the Real World? 

The case study was proposed by the steering committee. In the past, the signaling 
system was based on incandescent bulbs. As this technology was known to be sub-
ject to failure, the company developed a control device that informed the traffic 
regulator should an incident arise. As a result, the regulator in the central com-
mand post always had the same perception as the driver on the ground. Then came 
LED technology. In a general excess of optimism, the industry suppliers and the 
company decided that, due to the resilience of this technology, the control device 
was not necessary anymore. The migration started. Unfortunately the damaged fi-
lament was not the only cause of failure. For a signal – even an LED display – to 
work, it needs electricity! And sometimes there are problems with the electricity 
network. Because the new configuration gets rid of the feedback loop, it results in 
a situation where the traffic regulator has a different view of the reality perceived 
by the drivers. When drivers find themselves in front of a switched-off signal, they 
have to stop, even though they may know this is only a minor issue and the track 
is free. The regulation imposes such mandatory behavior. At the same time, the 
traffic regulator still thinks that the situation is fine and that the train is able to 
move on. This results in a delay before the situation is handled correctly. The  
full picture is a little more complicated, since it also contains a device that auto-
matically stops the train in case the driver does not pay attention to the signal (see 
figure 4). 

The question posed was: would a proper modeling approach have emphasized 
this issue? 

4.1   The Problem Solving Approach and the Techniques Used 

The first task is to represent the components involved in the case. To this end, we 
used the UML component symbol. The semantics of component in UML are re-
stricted to software components, but they have been extended to cover all kinds of 
things (in SysML for example). 
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Figure 4 fits the elements of the problem together. It also displays the interfaces 
between these elements. The picture is certainly a simple one, but it took a while 
to stabilize it and it required us to uncover all implicit knowledge. For instance, 
we discovered that the lights were plugged into the signaling post and not directly 
into the electricity network. We had to make the interactions clear too. 

 

 

Fig. 4 Representation of the components that come into play in the case study (UML) 

The interfaces are typified, and the customized notation adopts the color code 
of the Enterprise System Topology: every aspect is given a special color. Many in-
terfaces come from the logical aspect and, thus, express command-control interac-
tions. Their symbols are colored in orange, which is the color of the logical aspect. 
The physical interfaces – here with the electricity network – are blue. Last of all, 
we have to take into account interactions between the system and the human  
actors. To understand the overall behavior of the transport system, we have to in-
troduce the behavior of the driver in front of the signal. Human perception and the 
attached states need to be included in the model. The human-machine interface is 
represented with the color of the pragmatic aspect, the aspect of the Enterprise 
System dedicated to human beings and to organization. 

That way, the model accounts for all the dimensions of the problem. These  
dimensions are weaved together at the core of the model, still being disentangled 
according to the “separation of concerns” principle. 

Knowing the elements, we have to examine their behavior. The state diagram 
below (figure 5) illustrates this modeling technique, which equips us with a  
powerful tool to analyze complex systems and their dynamics. This technique re-
veals itself to be not too difficult in practice because it applies to objects, at the 
scale of a single object. It consists in capturing the adjectives and phrases used in 
connection to the object name, then in linking them in a logical manner to reflect 
the behavior of the object. 
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work in some contexts but not here. The logical model is far too detailed and the 
owner refuses to dive into excruciating details. As a result, we can specify respon-
sibilities by fixing a level of detail for the modeling. The system owner’s respon-
sibilities cover the big picture, the overall design, and it goes down to the level 
where industrial partners are identified. At this level, components are black boxes 
in the eyes of the system owner. These boxes are perfectly specified to such a 
point that test cases are attached to them. Then the industrial provider has to satis-
fy the specification and to comply with the modeling approach. To the provider, 
the component is a white box, designed so that it fits the upper-level design, as 
shown in figure 8. 

5   Conclusion 

Praxeme can apply to physical systems12, provided that some adjustments are 
made on its framework. We are carrying out an ongoing reflection and collective 
discussion inside the Praxeme Institute in order to review the Enterprise System 
Topology. Our goal is to generalize the architecture frame, so as to apply it to any 
kind of system without further adjustment. We also seek to build it on a solid theo-
retical basis, and we call for the support of the scientific community to this end.  

Modeling is a powerful tool that helps us to anticipate and avoid issues in the 
real world. This is common wisdom, but only inside the community of modelers, 
architects and system practitioners. Nevertheless, it has to be constantly reasserted 
against the common mood that affects the management sphere and ruins any at-
tempt to take the necessary time for thorough reflection. 

This demonstration has been done in the context of the department in charge of 
the transport systems at RATP. The question now is whether this organization is 
willing to follow through with the demonstration and to cope with the growing 
complexity of its systems. Will it shy away in the face of technical difficulties, or-
ganizational deadlock and cultural resistance? Or will it be able to build on these 
conclusions and adopt a new approach, in spite of its fear that it lacks the compe-
tencies and resources to undergo this cultural shift? Ten million commuters are 
expecting them to! 
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Chapter 6 
PBS: A Major Enabler for Systems Engineering 
A Thematic Thinking by Thales Systèmes Aéroportés 

Edmond Tonnellier and Olivier Terrien* 

Abstract. In 2012, Thales Systèmes Aéroportés initiated a study on the PBS 
(Product Breakdown Structure) as the central enabler for Systems Engineering 
throughout the lifecycle of a Solution. The obvious similarities between tree repre-
sentations suggest in a simplistic and reductive way that breakdown structures are 
only an unnecessary redundancy due to complementary businesses designating the 
same reality in different ways. However, a more careful examination of interna-
tional standards and stepped uses of these tree frames shows how different their 
purposes are and how they support different features of the system being designed. 
Nevertheless a confusion exists between these tools. Our paper asks a question of 
principle: “does this confusion come from imprecise and unclear standards on this 
subject, from incorrect interpretations of these by system architects or from vague 
approximations in the use of technical tools that structure and size R&D 
projects?”. 

1   Context 

Thales Systèmes Aéroportés is a company within the Thales group.  

 
                                                           

Edmond Tonnellier . Olivier Terrien 
Thales Systèmes Aéroportés 
2 Av Gay Lussac 
Elancourt, 78851 
France 
e-mail: {olivier.terrien,edmond.tonnellier}@fr.thalesgroup.com 



92 E. Tonnellier and O. Terrien
 

Thales Systèmes Aéroportés is currently the European leader and the third 
player worldwide on the market of airborne and naval defense equipment and sys-
tems. The company designs, develops and produces solutions at the cutting edge 
of technology for platforms as varied as fighter aircrafts, drones, surveillance air-
crafts as well as ships and submarines. 

About 20 % of the turnover is dedicated to R&D activities with a large propor-
tion for systems engineering. With facilities in many European countries, the 
company employs numerous highly-qualified experts to design solutions matching 
increasingly complex customer requirements as closely as possible. Benefiting 
from traditional positions as leader in the electronic intelligence and surveillance 
systems, recognized know-how in radar for fighter aircraft and electronic warfare, 
Thales Systèmes Aéroportés involves its customers from the solution definition 
phase up to the operational validation of the products. This requires high reactivity 
to changes in specifications and an ongoing effort to reduce development cycles. 
In addition, international competition and the effect of the euro/dollar conversion 
results in major budget constraints (in recurring and non-recurring costs). 

The complexity of the systems developed within Thales is due to the number of 
components involved, the numerous technologies used and the volume of the em-
bedded software. Due to the systematic combination of technical and non-technical 
constraints in new contracts, the technical teams must synchronize more and more 
precisely, skills from complementary disciplines whose contributors are often based 
in several countries. Lastly, the accelerated pace of developments requires detailed 
definitions as well as optimum reactivity to the events or defects encountered, in-
evitable consequences of faster changes in requirements and markets. 

In 2012 Thales Systèmes Aéroportés initiated a study on the PBS (Product 
Breakdown Structure) as the central enabler for Systems Engineering throughout 
the lifecycle of a Solution. 

2   Trouble with Breakdown Structures 

Fundamental for Configuration Management, a technical tree is a structured repre-
sentation of the various components of a system (‘a tree frame’). Actually, there 
are a multitude of breakdown structures mentioned in technical processes required 
to design and develop a new solution. The obvious similarities between these var-
ious representations suggest in a simplistic and reductive way that these are only 
an unnecessary redundancy due to complementary businesses designating the 
same reality in different ways. However, a more careful examination of interna-
tional standards and stepped uses of these breakdown structures shows how differ-
ent their purposes are and how they support different features of the system to be 
designed. 

2.1   Question of Principle 

At the end of a workshop to adjust development processes of a new solution, a 
question of principle raised by a participant triggered this more in-depth thinking 
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Typical ‘technical tree’ breakdown of a system / solution 

on our understanding and control of the PBS (Product Breakdown Structure) dur-
ing R&D projects. This question dealt with the possible confusion between tech-
nical trees or breakdown structures. 

“Does this confusion come from imprecise and unclear standards on this sub-
ject, incorrect interpretations of these breakdowns by system architects or by va-
gue approximations in the use of tools which structure and size R&D projects?” 

Our thinking is organized around these three themes: 

 The incomplete and/or inaccurate definition of technical breakdown structures 
within design and development processes; 

 The appropriation and real use of them in each phase of a product/solution 
development cycle; 

 The behavior of designers located between “too much” and “too little” when 
developing complex systems and the associated level of visibility. 

2.2   Surveys and Benchmarks 

To go beyond theories found in texts and to monitor how breakdown structures are 
applied in the field, we conducted a number of interviews with various contribu-
tors to product/solution development. Several benchmarks from companies that 
implement long and risky design processes confirmed the potential risk of incom-
plete, incorrect or inaccurate use of technical trees spontaneously mentioned dur-
ing our interviews. 

The immediate conclusion from these feedback comes from the inevitable  
uncertainty about the future that causes two diametrically opposed behaviors: the 
desire to anticipate every possible situation by describing in detail all the require-
ments of a solution, and the choice of dealing only with problems when they occur 
without making a lot of extra effort to eliminate blocking situations that are not 
necessarily going to appear. In the first case, describing in detail may lead to a 
humanly unmanageable, and therefore unacceptable, degree of complexity. In the 
second case, reacting only to dangerous situations when the defect appears cause 
problems to pile up that are impossible to overcome and that may stop the project. 
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This first observation shows how the choice made by Systems Engineering is at 
the heart of the issue of breakdown structures: “what level of visibility and what 
depth of analysis are required to control the complexity of a new development?” 

2.3   Diagnosis 

Rather than thinking in absolute terms and about intricacies of technical tools, let 
us try to take a somewhat stereotyped look at the different representations. 

 
‘What’, ‘Who’ and ‘How’ 
Imagine a technical team not supplying physical equipment but mainly focusing 
on its workload. Why use the PBS (Product Breakdown Structure), when the WBS 
(Work Breakdown Structure) directly represents the activities to be carried out? At 
this point, a confusion exists between the 'what to do' which is usually closed to 
similar products and the 'how to do it' which is based on business standards. Build-
ing a WBS results from iterative choices and interactions with the PBS. This con-
fusion starts when people do not know which one starts the other. Especially when 
an OBS (Organizational Breakdown Structure) is superimposed on the activities to 
be assigned. 

 
‘The Development of a Solution’ and ‘The Solution Developed’ 
Take a team made up only of designers and architects preparing a new develop-
ment. Why use the PBS (Product Breakdown Structure), when the development 
breakdown directly structures the functional characteristics of the product to be 
designed? A confusion arises from the goal to be reached and the path taken to 
reach it. The final product may require preliminary models or specific means of 
validation (simulators, test benches, etc.) but also all enabling systems such as op-
erations, training, maintenance, production, logistics, etc. Building a development 
breakdown supports all the specifications of the new solution. This confusion 
starts when people do not discriminate the product which has to be accepted once 
by the customer and the copies which has to be accepted at each delivery. 

 
NRCs & RCs 
Consider a team designing a new system that will be replicated to the extent of 
several dozen copies. Why use the PBS (Product Breakdown Structure), when the 
design breakdown identifies all physical components to be made, acquired and as-
sembled? A confusion arises from this difference between costs not yet spent (like 
the recurring costs of productions, RC) but already committed by the development 
decisions (due to architecture, choice of components, etc through the non recur-
ring costs of development, NRC). This first stage leads to the validation of a  
system but only represents a small proportion of the total expenditures, over the 
complete life cycle. Estimating a design breakdown only provides an order of 
magnitude for the recurring portion of costs. This confusion starts when people 
misunderstand the one that pays an activity and the one who decides of it: the 
functional acceptance of a system and the recurrent acceptance of all the constitu-
ents of a copy. 
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Re-use, Product Lines and Interchangeability 
Imagine a sales team drawing up the Bid for a new solution. Why use the PBS 
(Product Breakdown Structure), when the concatenation of sub-sections of design 
breakdown trees from previous projects responds roughly to the request? A confu-
sion arises from the conditions of use, the (un)known limits of use and the as-
sumptions about reuse. The combination of single risks may generate an overall 
risk much greater than the simple summation of the single problems under consid-
eration. Estimating a solution for a Bid is the sum of elementary costs models but 
also the combination of associated risks and possible technical impossibilities. 
This confusion starts when people only focused on visible elements of a proposal 
and not awared of the invisible and negative impacts of the choices made. 

2.4   Structure of This Document 

For long life cycle solutions with high levels of risk, each development phase can 
identify its own costs and risks. However, each phase cannot quickly estimate 
overcosts and troubles that it might generate for the rest of the life cycle of the so-
lution being developed. Yet this is a key enabler for controlling the overall cost of 
a project. A local optimum may be dangerous for the whole project. While the 
customer of a new system quickly grasps the procurement and development costs, 
he must also consider the overall costs of his system including probable overcosts  
and possible risks for each of these aspects through a complete life cycle: opera-
tion, reparation, training... right up to decommission.  

3   PBS and Bids 

During this preliminary step in designing a new solution, the way this solution is 
structured is of paramount importance because the exploration of the initial con-
cepts define the first levels of technical and functional trees, the activities and 
therefore their estimates, the partnership strategies, manufacturing and logistics 
constraints, etc. This is why the PBS is the technical tree at the heart of this first 
subsection. A reminder of the specific features of the Bid process will be followed 
by a definition and an illustration of a PBS. 

3.1   Bid Process 

In the Aeronautics & Defense fields, the Bid process has various characteristics of 
which the main one is to stand as an immutable TEND process. If the response is a 
day late, all the work done is worthless because the proposal submitted will not be 
analyzed by the potential customer. This constraint leads to two notions: restricted 
visibility on certain sub-sections of the solution and de-risking actions on the cho-
sen solution. 
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ENDSTART

 

In constrained time, it is impossible to obtain a comprehensive, consolidated 
and 100% sure assessment (apart from responding outside the time frame). The 
challenge for Systems Engineering is to limit the risks taken so that they do not 
become out of all proportion during the project, i.e. when the company is fully en-
gaged in the contract. From this constrained time, two imperatives emerge: 

1) formulate a solution that covers 100% of the customer’s requests (one or 
more responses for each question identified) and that deals with 100 % of the life 
cycle of the solution (from development to decommissioning). Cover everything 
in constrained time but not every thing is covered in detail, hence the notion of  
restricted visibility. 

2) minimize the risks taken by detailing / examining areas that are vague, am-
biguous or obscure. Refine the most critical parts in order to limit the risks taken 
to an acceptable level and to make sure that the chosen solution is secure, hence 
the notion of “de-risking” the inevitable uncertainty reigning during design and 
development processes. 

3.2   Definition of the PBS 

The definition of a PBS by ANSI/EIA-632 Standards shows how relevant this 
technical breakdown structure is during this exploration of initial concepts in Bid 
phase: “PBS is a hierarchical structure of the complete set of physical systems 
and subsystems including operational system, training system, development sup-
port, production support, etc which identifies the configuration items”. 

The purpose of a PBS is therefore to structure the solution, taking into account 
its entire lifecycle (design, development, operation, training, repair, etc.) but also 
determining the types of its components (e.g. prototypes, testing facilities, sup-
plied constituents, etc.). From this tree representation, it is possible to estimate the 
overall cost of this solution with a satisfactory visibility (for example, depending 
on the criticality of particular constituents). The PBS also makes it possible to de-
fine strategies for the "system of interest" (SOI) but also for the enabling systems 
("to make" and "to maintain"). 

The main constraint of the PBS lies in the time available to create it. The PBS, 
initialized in the Bid phase, usually a very tense one, must stop at an acceptable 
level of detail that secures the solution. The acceptable is then the criterion to be 
specified. The balance between “too much” and “too little” and the associated lev-
el of visibility becomes the real challenge for Systems Engineering during this 
preliminary phase of a project. 
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3.3   Levels of Visibility and Stopping Criteria 

Lightening dark areas, illuminating shadowy areas and confirming bright areas are 
three activities to be conducted in the Bid process. However, within the limited 
time, they must only immobilize available resources to the absolute minimum ne-
cessary and then stop at the satisfactory level to reallocate resources onto higher 
risk areas. What criteria should be provided to Systems Engineering to stop an 
analysis in time and focus efforts on a more relevant subject? 

The feedback obtained through our interviews shows that an acceptable level 
for a sub-section of the PBS is one that allows the Systems Engineering to make 
an estimate based on its usual cost models and to stabilize the associated assump-
tions. From the choices made concerning re-use, compliance with existing product 
lines, partnerships and subcontracting, cost models estimate the cost of a constitu-
ent, value the potential risks (technical, financial, scheduling, organizational, con-
tractual, etc.) and compare the solution to previous similar designs (main problems 
experienced, observed instability of customer requests, etc.). 

So the PBS structures the solution into large sub-sections but also into activities 
with an index expressing confidence in its being achieved. 

3.4   Illustration of a PBS in Bid Phase 

The breakdown of a system is progressive and iterative until one reaches the stop-
ping criteria mentioned above. 

Break-Down and Types to Identify Constituents 
A first pass is used to break the system down into subsets by identifying strategies 
of re-use/ acquisition/ development and Technical Readiness Level (TRL). This 
first representation quickly gives direction to the project strategy. 

Compliance and Risk Estimation 
A second pass verifies compliance with the needs expressed by the customer and 
provides an estimated risk taken for each component (including any de-risking ac-
tion). This second representation is more complete and shows how the different 
elements of a system are structured and how the system can be recomposed (archi-
tecture & schedule). 

Interdependence and Qualifications 
A third pass characterizes development cycles of the sub-sections to be designed, 
the “Team / Make / Buy” strategies, the development and IVV strategies (Integra-
tion, Verification, Validation with the associated enabling systems) and all  
products in order to make, to produce and to support. This third representation 
identifies the interactions and dependencies between constituents of the complete 
system. 
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PBS of an Unmanned Aerial System during Bid phase 
 

 

During Bid phases, the PBS appears as a major act in Systems Engineer-
ing. It is an important enabler for structuring the solution (architecture & 
development cycle) through the life cycle and sizing the project  
(activities & strategies). 

4   PBS and Projects 

The contract has been signed and the complete solution has yet to be designed.  
Initialized as of the Bid phase, the PBS directs development. The PBS includes 
Non Development Items (NDI, to be directed towards the purchase teams),  
hardware and software items (HWCI and SWCI to be designed, to be assigned to 
teams of Hardware/Software designers), together with information on manufactur-
ing, logistics, etc. 

4.1   Development Process 

In the Aeronautics & Defense fields, development processes have certain charac-
teristics of which the main one is to transform information by linking decision-
making actions. They are therefore a divergent process because all decisions  
provide some added value for the solution but also new risks to be taken. 

option1

decision1

decision2

decision3 END1

END2

END3

END..

ENDn

START
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The sum of all decisions does not guarantee the success of a development as the 
transformations of information are most often dependent on each other. A well-
known example shows that fixing twenty or so screws is not the sum of tightening 
twenty screws. Tightening one screw after the other often means that it will be 
impossible to fix the final one (thanks to Murphy’s Law). Fastening all the screws 
is the result of twenty tightening operations but also the way in which tightening 
operations are ordered. Similarly, a development process is not the sum of all the 
activities to be carried out but an accumulation of work with a common vision and 
a common purpose. This vision is provided by the PBS. This technical tree makes 
it possible to stay focused on purpose when choices must be made, and to avoid 
differences that each individual designer may introduce into the complete system 
to achieve a local optimum. This notion is the major lever of the PBS which en-
sures convergence of forces towards acceptance of the complete system. All strat-
egies being planned accordingly. 

4.2   Development Breakdown 

On the basis of the PBS, the development breakdown is a structured representation 
of the system divided into subsystems and configuration items (CI). It takes into 
account the functional characteristics of the system by organizing all the configu-
ration items and linking between levels all the traceability links of the specified 
requirements (requirements of level N are directly derived from level N-1). The 
purpose of this tree is to support the “functional” and '”specified” statuses of the 
solution during design and development activities. 

4.3   Configuration Item and Selection Criteria 

By means of a generally top-down, progressive and iterative approach, the devel-
opment breakdown divides the system into its main constituents. Once again, the 
question arises about the level of detail and the complexity of the Configuration 
Management. This is why this representation involves identifying the main com-
ponents and using the functional architecture, the physical architecture of the sys-
tem and also the interactions between all the components of the solution. Systems 
Engineering allocates characteristics (functions, requirements, constraints) to each 
of these elements. So a configuration item is a particular article since it has to be 
specified, identified, assembled, tested and maintained. 

Increasing the number of configuration items (CI) provides a detailed overview 
of the system but requires complex and rigorous management. Multiplying CIs 
leads to a proliferation of documents, reviews, etc. On the other hand, decreasing 
the number of CIs makes Configuration Management easy but complicates 
Change Management. Reducing CIs extends their size to an extent which encou-
rages the propagation of changes between items. 
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4.4   Illustration of a Development Breakdown 

The construction of a development breakdown starts out from the PBS and applies 
criteria for selecting configuration items such as Technical Readiness Levels 
(TRL), common components between several products, co- and sub-contracting, 
planned releases, etc. 
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Adjustment of a PBS to prepare a development breakdown 

4.5   IVVQ Strategies 

Often called the “Vee up” of the V cycle, the ‘Integration, Verification, Valida-
tion, Qualification’ sequence is part of the development process. These activities 
prove whether the system functions as designed: demonstrating that the product is 
right and that it is the right product. To do this requires passing milestones, and 
meeting the criteria for completion of the development. The specific nature of this 
sub-process lies in its predefined criteria as of the start of development. The IVVQ 
strategy therefore depends on the PBS which structures the solution and the devel-
opment tree that specifies the break-down of the system to be approved. Proper 
control of the development is judged by the end of the project. The experience of 
previous V cycles is therefore essential to build these technical trees. As the IVVQ 
scenario involves a number of items and a number of increments, the PBS struc-
tures project planning by introducing incremental life cycles and/or changing 
components (the V cycle is only theoretical and cannot withstand the reality of the 
versions of a system). 

 

 
At project start-up, the PBS is seen as a crucial adjustment enabler for 

Systems Engineering. It is the common vision to unite efforts of all involved 
disciplines and to guide all decisions towards a common goal: a successful 
developed solution. 
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5   PBS and Productions 

Multiple stakeholders may be involved in the building of the PBS. One of the 
main users of development processes may introduce an additional tree. 

5.1   Production Processes 

The production process has the special feature of reproducing an approved  
configuration and assembling the components of a system because their interac-
tions have been validated previously. So this is a recurring process that leads to 
repetition. 

START END

START END

START END

 

An initial state of the system, meaning that it was originally approved, may 
change by modifications: a defined state is the initial approved state supplemented 
by all approved changes. This definition and this approbation become two major 
issues of this production process. The notion of interchangeability is therefore es-
sential beyond the mere correct operation of each component. The PBS can stand 
as a common vision to insure coherence through the complete life cycle of a solu-
tion: interchangeability within the system of interest but also in enabling systems. 

5.2   Design Breakdown 

Deducted from the development breakdown without calling it into question, the 
design breakdown is the structured representation of all items of a system. It re-
flects the physical characteristics of the system by structuring the items but also 
the definition documents that can reproduce multiple identical copies. The links 
between the levels of this representation reflect the assembly links (the level N ar-
ticle enters into the breakdown of level N-1). 

These two technical trees - development and design breakdowns - are two re-
presentations of the same system. They do not have the same purpose but are not 
independent from each other because one is derived from the other. Activities and 
decisions during the building of the first one have a strong impact on the other. 

5.3   Logistic Breakdown / Exchange Criteria 

In the design breakdown, the question is raised of exchanging a component and 
the impact of a change on the rest of the entire system. These items are both ex-
changeable and serviceable by the customer by swapping their constituents, and 
are distinguished by the level at which this is done: 
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 Shop Replaceable Unit (SRU), 
 Line Replaceable Unit (LRU). 

These logistic compounds will not necessarily be CIs, but they may appear as 
items tracked in the various configuration states. The logistic constituents likely to 
be configuration items must have a certain level of complexity. 

5.4   Illustration of a Design Breakdown 

Building a design breakdown starts out from the development breakdown and ap-
plies criteria for selecting configuration items (CI). 
 

 

CI A

CI B

CI C

Item X

Item Y

Item Z

Development breakdown Design breakdown
 

Visibility between development and design breakdowns 
 
 

 
During production phase, the PBS keeps on leading decisions to make 

and to support the complete system. Its role has to be reinforced in order to 
keep coherence between all the phases of a project (from Bid to Disposal). 
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6   Conclusion 

 
As a conclusion, 
 

The PBS is a major enabler for Systems Engineering. During Bid, Project, 
Production phases, the PBS represents a possible lighthouse that pulls every 
orientation, that lightens dark situations and that federates efforts of all the 
various disciplines involved in Complex Systems Design & Management. 

 



Chapter 7 
Complex Systems Architecture Framework: 
Extension to Multi-objective Optimization 

Abdelkrim Doufene, Hugo G. Chalé-Góngora, and Daniel Krob * 

Abstract. This paper shows the utility to follow an architecture framework in 
order to design complex systems with a holistic approach. Multi-objective 
Optimization techniques extend and complete the architecture framework to 
support trade-off analysis and decision making in the Systems Engineering design 
process. The merging and combination of these two approaches, decision making 
and systems engineering, contribute to the efficient design of systems by helping 
to meet needs and constraints stemming mainly from the system analysis. 

To support this assertion, we present a case study for an Electric Vehicle 
Powertrain. The decision problem is modeled as a Pareto model, in order to find a 
solution for the Electric Vehicle Powertrain that maximizes its autonomy and 
minimizes its total cost of ownership. 

 
Keywords: complex systems, architecture framework, trade-off analysis, multi-
objective optimization, electric vehicle. 

1   Introduction 

Trade-off analyses during complex systems design are inevitable. They are useful 
and necessary to make almost all the decisions during system design. Different 
kinds of decisions are involved: the choice of a safe and not too expensive 
architecture, the balance between the most reliable but still available architecture 
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and so on. We can imagine a lot of possible tradeoffs taking into consideration the 
stakeholders’ needs, the total cost of ownership of the system we want to design, 
its lifecycle properties such as quality, reliability, safety, flexibility, robustness, 
durability, scalability, sustainability… In addition, economical, technological, 
societal and regulatory feasibility studies are indispensable in order to satisfy all 
the stakeholders’ needs around the system of interest. 

Indeed, in industrial practice, in order to design a complex system, there are 
several multidisciplinary objectives and constraints. Making analyses, defining the 
right criteria and evaluating the possible alternatives are hard tasks. This difficulty 
is due in particular to the fact that the separation between the problem definition 
and the solution design is often blurry. 

Using an architecture framework could considerably contribute to bridge this 
gap, and to clarify the link between design constraints and design variables, often 
mixed in practice. An architecture framework provides guidance and rules for 
structuring and organizing system architectures. The several viewpoints that allow 
covering all the scope of the system architecture and the different abstraction 
levels add clarity to the problem definition and solution design processes. 

To explain this assertion, we present in this paper the architecture framework 
explained in (Krob, 2009 and 2010), and we show the contribution of multi-
objective optimization models in the decision-making process. We illustrate these 
contributions on a simplified case study. Our system of interest is the Electric 
Vehicle Powertrain (EVP) whose mission is to propel an Electric Vehicle (EV). 
The three global measures of effectiveness related to EVs are the protection of the 
environment by the reduction of carbon dioxide emissions1, a TCO (total cost of 
ownership) that must at least be equivalent to internal combustion engine vehicles 
and a driving autonomy. 

This paper is organized as follows. We begin with an overview of the 
background of our study, the architecture framework we use and the multi-
objective optimization problem formulation. We then explain the context of the 
optimization problem studied in this paper. We present the requirements analysis 
and the objectives to reach, we define the parameters and variables to be used, we 
represent the optimization problem as a multi-objective optimization mathematical 
formulation. Finally, before concluding, we discuss some tests and results. 

Note that this work is a part of current initiatives at Renault aiming at 
improving the efficiency of product development and mastering the complexity of 
automotive systems as reported in (Chalé Góngora  et al. 2012).  

2   Background 

The decision problem model presented in this article is based on a systems 
architecture model. In this section, we briefly present the systems architecture 
framework we use, explained in (Krob 2009 and 2010). Then we present some 

                                                           
1 The same way for other pollutants as: Nitrogen oxide (NOx), Hydrocarbon (HC) and 

Carbon monoxide (CO). Source: Presentation of Rémi Bastien, Director of the 
Department of Research, Advanced Engineering, and Materials at Renault: The Electric 
Vehicle Program of the Renault-Nissan Alliance, in Automotive Electronics and Systems 
Congress CESA, Electric and Hybrid Vehicles, Paris, November 2010. 
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related works on multi-objective optimization in the context of complex systems 
engineering. 

2.1   Systems Architecture Framework 

In order to design our System of Interest (SOI), we follow a framework that 
provides guidance and rules for structuring and organizing system architectures. 
The framework provides several viewpoints that allow covering the whole scope 
of the system architecture. It is inspired from the SAGACE method originally 
proposed in (Penalva 1997), which revolves around three main principles: a 
modeling approach, a representation of views (a matrix of nine points of view) and 
a graphical modeling language. In this method, the SOI is defined in an iterative 
manner. First, elements like issues and system environment, project purpose and 
missions, stakeholders are identified. Then, we can design the system and describe 
it with a matrix of nine points of view: Operational, Functional and Structural 
views, refined by three temporal perspectives (Benkhannouchel 1993; Chatel 
2004; Meinadier 1998 and 2002). 

In our study, we also use these three main views but we refine them by 
behavioral - and not temporal, as in SAGACE - perspectives in order to be able to 
use the SysML modeling language, as explained in (Krob 2009 and 2010). This 
Framework was adapted for the automotive context as explained in (Chalé 
Góngora et al. 2012). Figure 1 gives an overview of the analysis and modeling 
steps used in our study. 
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the system's mission and the services it offers

identify clearly some elements like issues and 
system environment, project purpose and missions, 
stakeholders... 
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Fig. 1 Analysis and modeling process (adapted from (Krob 2009)) 
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The system perimeter identification and the operational view, followed by a 
needs analysis, define clearly the problem, and the SOI missions and issues.  It is 
during these steps that the Measures Of Effectiveness (MOEs) of the SOI are 
identified. The MOEs are the “operational” measures of success that are closely 
related to the achievement of the mission or operational objective being evaluated, 
in the intended operational environment under a specified set of conditions (i.e., 
how well the solution achieves the intended purpose) (INCOSE 2010). 

Additionally, we highlight some Measures Of Performances (MOPs) that 
define the key performance characteristics the system should have when fielded 
and operated in its intended operating environment. MOPs are used to assess 
whether the system meets design or performance requirements that are necessary 
to satisfy the MOEs. MOPs should be derived from or provide insight for MOEs 
or other user needs. (INCOSE 2010). Performances may be economic, technical, 
user-perceived and so on. The differentiation between these two key concepts 
(MOEs and MOPs) is important in order to resolve multi-objective optimization 
problems. 

2.2   Multi-objective Optimization  

Multi-objective optimization (MOO) in the context of the engineering and design 
of complex systems, is very useful in trade-off analysis and decision-making. It 
allows taking into consideration multidisciplinary objectives such as performance, 
cost, schedule and risk (cf. Maier and Rechtin, 2000 in (de Weck 2006)). A brief 
review of the history of MOO and the most popular methods are presented in (de 
Weck 2006). We reproduce the same formulation of a MOO problem in the 
following equation (1). 

 
)p,x(Jmin  

s.t. 0)p,x(g ≤  

      0)p,x(h =  

UB,iiLB,i xxx ≤≤    (i=1,…,n) 
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[ ]Tz1 )x(J)...x(JJ =  

[ ]Tni1 x...x....xx =  

[ ]Tm1 )x(g)...x(gg
1

=  

[ ]Tm1 )x(h)...x(hh
2

=  

 

 
 

(1) 

 
Here, J is a column vector of z objectives, whereby Ji ∈R. The individual 
objectives are dependent on a vector x of n design variables as well a vector of 
fixed parameters, p. The individual design variables are assumed continuous and 
can be changed independently by a designer within upper and lower bounds, xUB 
and xLB, respectively. In order for a particular design x to be in the feasible domain 
S, both a vector g of m1 inequality constraints, and a vector h of m2 equality 
constraints have to be satisfied. The problem is to minimize – simultaneously – all 
the elements of the objective vector (de Weck 2006). 

The survey of MOO concepts and methods presented in (Marler and Arora 
2004), classifies methods into four major categories: methods with a priori 
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articulation of preferences, methods with a posteriori articulation of preferences, 
methods with no articulation of preferences and genetic algorithms. The reader 
can refer to the surveys on MOO methods in (Andersson 2000) and (Coello 2010), 
for further references. 

In a MOO problem, there is no single global solution, and it is often necessary 
to determine a set of points that all fit a predetermined definition for an optimum. 
The predominant concept in defining an optimal point is that of Pareto optimality 
(Marler and Arora 2004).  Works have been done using Pareto modeling in the 
context of systems architecture. We can cite, for example, (Kim and de Weck 
2005a, 2005b), (Smaling and de Weck 2004) and (Smaling 2005). 

The difficulty in industrial practice is the identification of the adequate 
objectives, design constraints, design variables and mathematical relations among 
them. Which are the necessary and useful criteria in order to evaluate the design 
alternatives? Are there priorities? Questions we often ask. 

This case study shows an example how to deal with these questions. Our SOI is 
the Electric Vehicle Powertrain (EVP). The main challenges that the EVP has to 
face are autonomy (the driving capacity, given the embedded electric energy in the 
vehicle, measured by distance or time) and Total Cost of Ownership (TCO). 
However, the EVP has to meet a set of other needs and constraints stemming 
mainly from its environment and from the different technologies that are involved. 
We model a decision problem as a Pareto model with no articulation of 
preferences, in order to find adequate and satisfactory values of dimensional 
parameters of a solution that maximizes the EVP autonomy and minimizes its 
TCO, and that best meets all the needs and constraints. 

3   Context of Our Optimization Problem  

As explained previously, our study is based on the utilization of an architecture 
framework in order to design the SOI. In one word, all the information useful for 
the optimization problem stems from this architecture framework. The first steps 
highlight the SOI missions and its environment. 

Our SOI is the EVP whose mission is to propel an EV. Given that we use an 
electric powertrain, the EV MOE related to the CO2 reduction is achieved. 
Therefore, we consider that the EVP MOEs are the driving autonomy (or range, 
that we define as the driving capacity, given the embedded electric energy in the 
vehicle, measured by distance or time) and total cost of ownership. 

The EVP must be well integrated in its environment in order to achieve its 
mission. The environment modeling identifies the external systems that interact 
with the EVP. In this study, we consider the following significant external 
systems: the users, standards and regulations, roads, environmental conditions 
(weather), charging stations, and other subsystems of the vehicle (e.g. the charge 
management system). 

The operational analysis of the EVP, following the architecture framework, 
highlights its lifecycle phases (Design, Production, Vehicle integration, 
Distribution/ Commercialization, Use/ Exploitation, Maintenance / Reparation and 
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Recycling). In the present study, we will focus on the Use / Exploitation phase, for 
which Use Cases and Scenarios analyses help to discover the SOI functions. 

Still following the architecture framework, we show in figure 2 a first stage of 
the functional and structural architectures design. The circles represent the macro-
functions organized in a Functional Breakdown Structure (FBS) and the rectangles 
represent the components organized in a Product Breakdown Structure (PBS). The 
arrows <Allocated to> serve to show the Functions to Components allocation 
process. 

 

 

Fig. 2 Macro FBS and PBS of the EVP 

 
Globally, in order to provide the sufficient torque, the EVP transforms an 

electric energy into mechanical energy. A battery serves to stock and provide the 
electric energy. An engine transforms the electric energy to a mechanical energy. 
Converters are used in order to adapt the electric energy from the battery to the 
engine. A gear serves to reduce the resisting torque. A supervisor (actually a set of 
electronic control units) supervises and manages the EVP. Electric wiring 
connects all these components. 

We summarize in figure 3 the EVP components and its environment. It is clear 
that the external systems are more numerous and diverse depending on the life 
cycle phases of the EVP. For the sake of clarity, we focus on those that are 
significant in our context. We aim at pre-sizing the EVP that best meets all the 
needs and constraints, in order to optimize its autonomy and TCO. In the next 
sections, we present the inputs of the problem, the analysis of these inputs and the 
optimization objectives we have to reach.  
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Fig. 3 Overview of the environment and the components of an EVP 

4   Requirement Analysis 

4.1   Inputs of the Problem 

The main inputs of the problem are a set of needs and constraints as stated by the 
stakeholders of the SOI, listed in the table 1 and 2 (stemming from (Dauron et al. 
2011)), as well as other information resulting from market studies. These data are 
illustrative and do not reflect the actual Renault EVs characteristics. 

Table 1 Macro needs around the EV 

Need ID Need description 

N1 The user expects that the EV's purpose is zero emission. 

N2 The user needs to be reassured by usage support and assistance. 

N3 The user wants powerful and safe EVs. 

N4 The user wants to be able to supply the vehicle with energy. 

N5 The automotive manufacturer wants the EV to be an innovation for a large 
number of customers. 

N6 The automotive manufacturer wants to offer an environment-friendly 
performance to the customers, combined with economic attractiveness and 
unique services. 

N7 Green norms and automotive standards impose their constraints. 

Table 2 Refinement of the macro need (N3) 

Need ID Need description 

N1-3 The user wants good acceleration level when fully pressing the accelerator 
pedal. 

N3-2 The user does not want to feel the physical limitations of the EV autonomy. 

N3-3 The user wants the maximum speed not to exceed a defined safety threshold. 

N3-4 The user wants a completely safe behavior in respect to electric risk 
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There are other inputs to be taken into consideration resulting from market 
studies. Indeed, the target market for our example is the European market. The 
business model takes into account the TCO that we define as sum of the 
acquisition cost, the costs of use (focusing only on the energy consumption by  
the vehicle) and maintenance costs. The battery, converters, wiring and supervisor 
technologies are imposed. 

Additionally, to move the vehicle at a given speed, the EVP must provide 
sufficient wheel torque to overcome all resisting forces (rolling resistance, wind 
speed, road slope and vehicle acceleration), as represented in Figure 4. The torque 
represents a MOP. 

 

Fig. 4 Summary of the resisting forces, adapted from (Janiaud 2011) 

4.2   Analysis of Inputs of the Problem 

The analysis of the inputs of the problem aims at identifying useful and significant 
information (parameters, variables and constraints) for modeling our optimization 
problem. The abbreviations used in this section are defined in table 3. 

The needs presented in the previous paragraph can be used to derive some 
requirements that the vehicle shall satisfy. First, concerning the type of vehicle, need 
(N1) implies that the EV shall not emit CO2. Need (N6) implies that the EV shall 
not be expensive at purchasing and that it shall not be expensive at use. Therefore, 
the EV shall consume as little energy as possible. In addition, and following market 
studies, the EV is defined as an urban and semi-urban vehicle, which can carry up to 
four passengers (driver included), for a daily utilization that does not exceed an 
average distance of 60km and at a maximum speed of 120km/h. To design the EVP, 
we must furthermore consider the characteristics of this type of vehicle that 
constrain the EVP, namely: aerodynamic coefficient of the vehicle, wheel diameter, 
weight of empty vehicle (without passengers and luggage), weight of passengers and 
luggage and the coefficient of rolling resistance. 

Concerning the user expectations, needs (N3-1), (N3-2), (N3-3) in Table 2 
respectively imply that the EV shall allow a maximum acceleration, have the 
highest autonomy as possible and limit the vehicle to maximum speed. 

On the other hand, the vehicle has to face environmental factors such as 
resisting forces of the road, wind, vehicle weight, road friction coefficient and 
weather (temperature, rain, ...). For demonstration purposes, we consider in this 
study the following parameters in order to calculate the resisting torque: Road 
slope, Acceleration of gravity, Air density, Temperature, Air pressure. 
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In order to satisfy need (N7), the EV shall be tested using normalized driving 
cycles. This allows, for instance, the estimation of the energy consumption by the 
vehicle. We will use predefined profiles to estimate the energy consumption per 
vehicle: The New European driving cycle (NEDC), Artemis Urban, Extra-urban 
and Highway. 

Finally, we have to take into consideration the imposed technologies on some 
components of the EV. These concern mainly the battery technology, as 
summarized in the Table 3. 

Table 3 List of parameters 

Parameter Explications Measure 
units 

Values 

RP Road and weather constraints   

RP1 

RP2 

RP3 

RP4 

RP5 

Road slope 

Acceleration of gravity  

Air density 

Temperature  

Air pressure  

[0  1] 

m/s² 

Kg/m3 

° celsius  

bar 

0 

9,81 

1,28 

25 

VP Vehicle parameters   

VP1  

VP2 

VP3 

VP4 

VP5 

Aerodynamic coefficient of vehicle. 

Wheel diameter 

Weight of empty vehicle (without passengers/luggage) 

Weight of passengers and luggage  

Coefficient of rolling resistance  

-- 

Meter 

Kg 

Kg 

-- 

0,7 

0,6 

1000 

350 

0,015 

STP Standards parameters   

STP1 Driving cycle  NEDC/Artemis 

UP User parameters   

UP1 

UP2 

Maximum acceleration  

Maximum speed 

m/s² 

km/h 

0-100km/h(20s) 

120 

CHP Electric charger parameters   

CHP1 

CHP2 

CHP3 

Charger performance  

Weight of the Charger 

Charger load power 

-- 

Kg 

kw 

~1 

10 

 

BP Battery parameters   

BP1 

BP2 

BP3 

BP4 

BP5 

Weight of the battery  

Energy of the battery  

Battery voltage  

Battery storage Performance 

Battery cost  

Kg 

Kwh 

Volt 

-- 

Euros 

250 

24  

400 

~1 

COP Converters parameters   

COP1 

COP2 

COP3 

Weight of the Converters  

Converters cost  

Performance of the Converters 

Kg 

euros 

-- 

25 

 

~1 
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Table 3 (continued) 

WP Wiring parameters   

WP1 

WP2 

WP3 

Weight of the wiring  

Wiring cost 

Electric resistance 

Kg 

euros 

ohm 

3 

 

~0 

SP Supervisor parameters   

SP1 

SP2 

Weight of the Supervisor  

Supervisor cost  

Kg 

euros 

2 

4.3   Optimization Objectives 

On a first approach, some of the system requirements become optimization 
objectives. In our context, for instance, the requirement « The EV shall not be 
expensive» yields an objective that is Minimize (the vehicle TCO). Another 
requirement « The EV shall not be expensive at use » yields another objective: 
Minimize (Energy consumption cost). Finally, the requirement « The EV shall 
have as long autonomy as possible» yields the objective Maximize (Vehicle 
autonomy). Note that in order to minimize the total cost of ownership of the EV, it 
is clear that we can study other factors such as maintenance costs, the battery 
rental costs, insurance costs,... In the present case, we focus only on the energy 
 

 

Fig. 5 The objectives simplification process 
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consumption cost for demonstration purposes. We explain in the following 
paragraphs how we simplify these objectives on the EVP. We summarize 
objectives simplification process in figure 5. 

5   Requirement Derivation and Simplification of Objective 
Functions  

5.1   Requirement Derivation on the EVP 

The vehicle requirements are derived on all of its subsystems. Similarly, other 
requirements on the EVP are derived from enabling systems that interact with the 
EVP. As some macro-needs defined previously, some requirements are outside the 
scope of this study. We will address only the requirements that are relevant to our 
decision problem. Consequently, we take into account the requirements listed on 
Table 4. 

Table 4 The requirements of the EVP 

Requirement ID Requirement description 

Req1 The EVP shall be able to propel a vehicle having the following 
parameters: VP1, VP2, VP3, VP4, VP5. 

Req2 The EVP shall be able to propel a vehicle given the following road 
parameters: RP1, RP2, RP3, RP4, RP5. 

Req3 The EVP shall interact with an electric charger that has the following 
parameters: CHP1, CHP2, CHP3. 

Req4 The EVP shall use the electric energy provided by the battery that has 
the following parameters: BP1, BP2, BP3, BP4, BP5. 

Req5 The EVP shall use the Converters that have the following parameters: 
COP1, COP2, COP3. 

Req6 The EVP shall use the Electric Wiring that has the following 
parameters:  WP1, WP2, WP3. 

Req7 The EVP shall use the Supervisor that has the following parameters: 
SP1, SP2. 

Req8 The EVP shall meet the user requirements: UP1, UP2. 

Req9 The EVP shall be tested with driving cycles NEDC and Artemis: 
STP1. 

5.2   Simplification of the Objective Minimize (Vehicle TCO) on 
the EVP 

If we focus exclusively on the perimeter of the EVP, the objective Minimize 
(Vehicle TCO) becomes Minimize (EVP TCO). Moreover, given that the battery, 
converters and supervisor are imposed as design constraints, we can say that 
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Minimize (EVP TCO) becomes Minimize (Engine TCO+ Gear TCO+ Electric 
wiring TCO). If we consider that the electric wiring TCO is the cost of its 
acquisition and it is fixed, the function becomes Minimize (Engine TCO+ Gear 
TCO). 

We defined previousely the TCO as the sum of  the costs of acquisition, use and 
maintenance. Therefore, we have to Minimize(engine_acquisition_cost + 
engine_costs_of_use + engine_costs_of_maintenance) and 
Minimize(gear_acquisition_cost + gear_costs_of_maintenance). Given that the 
engine_costs_of_use is equal to: engine_energy_consumption * energy_cost, and 
we have to Minimize (Engine energy consumption), explained previously, this will 
Minimize (Engine_costs_of_use). Therefore, it is sufficient to Minimize 
(engine_acquisition_cost + engine_costs_of_maintenance) in order to Minimize 
(Engine_cost). 

In this study, we do not consider the costs of maintenance of the engine and the 
gear. The objective Minimize (Engine_TCO + Gear_TCO) becomes Minimize 
(Engine_acquisition_cost + Gear_acquisition_cost). 

This should not be confused with the total cost of EV use. If we focus only on 
the electric energy consumption (EV_energy_consumption), the cost of EV use is 
the product of the energy cost (that may change during day and season) multiplied 
by EV_energy_consumption. The latter is the sum of the energy consumed by all 
the components of the EVP, taking into account the performance of all the 
component. To this, we would have to add the energy consumption by the 
auxiliaries, such as lights, air conditioning system and radio. 

5.3   Simplification of the Objective Maximize (Vehicle Autonomy) 
on the EVP 

There exists a dependency between the two functions: Minimize (Energy 
consumption cost) with Maximize (Vehicle autonomy). This relationship is linear if 
we do not take into account fluctuations in the price of electricity over time (such 
as prices that change depending on the time of day). Therefore, it is sufficient to 
Maximize (Vehicle autonomy) in order to Minimize (Energy consumption cost). 
Given that the battery technology is imposed, the function Maximize (Vehicle 
autonomy) becomes Minimize (EVP energy consumption). 

The EVP energy consumption is the sum of the energy consumption by all its 
components. Since in our context the Converters are imposed and the consumption 
of the other components is negligible, then Minimize (EVP energy consumption) 
becomes Minimize (Engine energy consumption). This implication is completely 
true if we do not consider the energy that may be recovered during braking. 

To calculate the electric energy consumption by the engine, we will adapt the 
solution proposed in (Janiaud 2011), as follows: 

Given: 
t= time 
UP[t] is the vehicle speed at t on a given driving cycle. 

741111243 VarVarSPWPCOPBPCHPVPVPM ++++++++=     (2) 
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Result, Gear_torque, Engine_torque, Engine_omega : intermediate variables.  
The estimation of the resisting forces is performed as follows. 

• Force related to vehicle acceleration: 

( ) ( ) ( )( )
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• Force related to wind speed: 
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• Force related to road slope:    
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• Force related to rolling resistance:  
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Where Gear_torque represents the resisting torque which the EVP has to face in 
order to move the vehicle. It represents all the resistant forces, given the vehicle 
speed STP1 (t) with which it must advance (see Figure 2). 

Then we reduce the resisting forces, as follows. 
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Where 

• Engine_torque represents the torque against which the engine has to face in 
order to move the vehicle. Engine_torque corresponds to Gear_torque divided 
by Gear_ratio.   

• Engine_omega represents the rotational speed of the engine in order to move 
the vehicle with the speed required by the user. 

The energy consumption by the engine « Engine_energy_consumption » depends 
on the Engine_torque, Engine_omega, Engine_map and t. Indeed, we calculate the 
energy losses as a function of the engine torque and the engine speed: 

( )tPelectE ×=  and  




= µ

PmecaPelect       (12) 



118 A. Doufene, H.G. Chalé-Góngora, and D. Krob
 

Where  
• E is Engine_energy_consumption  
• Pelect is the electric power 
• µ is the engine power according to a functioning point on the engine map. 
• Pmeca is the mechanic power given by the relation: 

( )gaEngine_omequeEngine_tor ×=Pmeca      (13) 

The engine map gives the correspondence between Engine_omega and 
Engine_torque. It serves to calculate the electric power given a functioning point. 
The Engine_energy_consumption represents the energy consumed by the engine 
over a given time interval. Indeed, the electrical energy « E » consumed by an 
electric component is equal to the product of the electric power « Pelect » by the 
duration « t » of its operation. Note that when we choose an engine, we must take 
into account the battery voltage. An example of engine map is shown on Figure 6. 

 

Fig. 6 Example of an engine map (Adapted from (Janiaud et al. 2009)) 

NB. The maximum speed and acceleration (UP1, UP2) required by the user 
must be realizable by the engine. In order to verify this, we create a deriving cycle 
from these two data and make the same calculation as a driving cycle such as 
NEDC. 

Finally, given a driving cycle, an estimation of the total EV autonomy is given 
by these equations:  

cediscycle tan_||nconsumptioEV_energy_
BP2|| ncey_by_distaEV_autonom ×





=          (14) 

durationcycle _||nconsumptioEV_energy_
BP2||ion y_by_duratEV_autonom ×





=          (15) 

For example, in NEDC, Cycle_disance~11km and Cycle_duration~20minutes. 

6   Synthesis of Simplified Functions to Optimize 

Coming back to our original problem, we have to choose an engine and a gear in 
order to reach two objectives: 
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• Minimize (Engine acquisition cost+ Gear acquisition cost). 
• Minimize (Engine energy consumption). 

taking into consideration the parameters and the different variables related to the 
engine and to the gear summarized respectively in Table 3 and Table 5. 

Table 5 List of the variables and their domain value constraints 

Variables Explications Measure units 

Engine variables   

• Engine map 

• Var1 

• Var2  

• Var3  

• Var0 

• Var4 

• Var5 

that contains: 

• Engine torque 

• Engine rotation speed 

• Engine power  

• Engine cost 

• Weight of the engine  

• Engine voltage 

 

N*m 

Rad/s 

Watt 

Euros 

Kg 

volt 

Gear variables   

• Var6 

• Var7 

• Var8 

• Var9 

• Gear performance 

• Weight of the gear 

• Gear cost  

• Gear ratio 

-- 

Kg 

Euros 

-- 

7   Mathematical Representation 

In this section, we represent our optimization model following the equation (1) 
formulation: 
 

Parameters “p”: 
P (VP, EP, CHP, RP, BP, COP, WP, SP, UP,STP) is a vector of parameters , where :  
• VP (VP1, VP2, VP3, VP4, VP5) is the vector of the vehicle parameters. 
• EP (EP1, EP2) is the vector of the charging station parameters.  
• RP (RP1, RP2, RP3, RP4, RP5) is the vector of the road/weather parameters. 
• CHP (CHP1, CHP2, CHP3) is the vector of the charger parameters. 
• UP (UP1, UP2) is the vector of the user parameters.  
• STP (STP1) is the vector of the user/standard parameters. 
• BP (BP1, BP2, BP3, BP4, BP5) is the vector of the battery parameters.  
• COP (COP1, COP2, COP3) is the vector of the converters’ parameters. 
• WP (WP1, WP2, WP3) is the vector of the wiring parameters.  
• SP (SP1, SP2) is the vector of the supervisor parameters.  
• t is the time. 
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Variables « x » :  
V (VE, VG) is the vector of the variables where:  
• VE (Var0, Var1, Var2, Var3, Var4, Var5) is the vector of the engine variables. 
• VG (Var6, Var7, Var8, Var9) is the vector of the gear variables.  

Constraints « g » and « h »: (examples) 
g1(BP1,COP1,WP1,SP1,Var4,Var7)=(BP1+COP1+WP1+SP1+Var4+Var7)< 400 
h1(BP3, Var5) =BP3 – Var5 = 0 

Functions « J » to minimize : 
J1: engine_energy_consumption = J1(VP1, VP2, VP3, VP4, VP5, BP1, RP2, RP3, 

COP1, WP1, SP1, RP1,STP1,Var9,Var4,Var7, engine_map, t)  
= equa(Engine_torque, Engine_omega , engine_map, t)

2
 

Given the equations (2-3-4-5-6-7-8-9-10-11)  
J2: engine and gear acquisition costs = J2 (Var0, Var8) =Var0 + Var8 

For the sake of clarity, we do not list all the constraints. 

8   Tests, Results and Brief Discussion 

In this section, we show simulation results of our example, simplified to compare 
two different engines and one same gear. The choice of the engine will be made 
according to the two criteria defined above (the acquisition cost of the engine and 
its energy consumption). The parameters values and measure units are shown in 
the Tables 3 and 5. The values of the variables of the gear we use are:  

• Var9 = 10.4 
• Var6 = ~1 
• Var7 = 10 
• Var8 =200 

Figure 7 shows the simulation results: the acquisition cost of the two engines (in 
euros) and their energy consumptions (kWh) on the four driving cycles. 

 

 

Fig. 7 Simulation results 

Table 6 gives an estimation of engine costs of use (focused on the energy 
consumption by the engine on the driving cycle is NEDC) given the cost of 1kwh 
= 0,1209 Euros 3. 

                                                           
2 This equations system is resolved with a matlab-simulink model. 
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Table 6 Engine costs of use estimation 

Engine Engine 
acquisition  

cost 

(euros) 

Engine energy 
consumption on NEDC, 
distance= 11 km 

 (kwh) 

Engine energy 
consumption on NEDC, 
distance= 1000 km 
(kwh) 

Engine cost of use – 
distance = 1000 km 
(euros) 

Engine 1 600 0,2162 19,6545 2,376 

Engine 2 450 0,5098 46,3454 5,6031 

 
These results show that Engine 1 would be the better choice according to the 

criteria defined above. Furthermore, according to this short study, it appears that it 
would be beneficial to broaden the optimization problem by a parametric 
sensitivity analysis to the scope of the overall vehicle. Indeed, other parameters 
can affect the overall vehicle autonomy. Some parameters can be varied and see 
the impact on the energy consumption. Some interesting results have been 
presented in (Janiaud 2011). In the context of its study, the results show that the 
most sensitive parameters (on the overall vehicle) are the Aerodynamic coefficient 
of vehicle, Coefficient of rolling resistance and the Weight of the vehicle.  

Continuing on the same example, given the battery capacity, we calculate the 
EV autonomy (14) and its cost of use per 100km. We use the same driving cycles. 
Also, we focus only on the electric energy consumption without other fees such as 
insurance, battery rent, highway toll,... Note, as we said previously, the EV cost of 
use is the product of the energy cost multiplied by the EV energy consumption. 
The latter represents the sum of the energy consumed by all the components of the 
EVP (considering the performance of all its components) and by the auxiliaries, 
such as lights, air conditioning system and radio…). We present the results in the 
following figure 8. 

 

 

Fig. 8 The EV autonomy, energy consumption and cost of use estimations 

Widening the study scope by considering all the fees related to the whole 
Electric Vehicle TCO (such as subscription and taxes, insurance, battery rent, 
highway toll,....) is challenging. To study such a complex system, the assessment 
of all its lifecycle would yield other promising results. 
                                                                                                                                     
3 Cost of 1 kwh, without subscription and taxes fees, France, august 1st, 2011. Source 
http://bleuciel.edf.com 
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9   Conclusion 

This paper shows the importance and utility to use an architecture framework in 
order to organize and structure all the views that allow studying the system of 
interest with a holistic approach. Additionally, multi-objective optimization 
models in a complex systems engineering context help considerably in trade-off 
analysis and decisions making. The data used in the optimization problem stem 
from the system descriptions contained in this architecture framework, which 
separates the solution design process from the problem definition. Indeed, the 
design constrains are easily distinguishable from the design variables. On the other 
hand, this paper shows the importance of taking into account the lifecycle of the 
system of interest in the optimization problems modeling. The assessment of the 
properties of the lifecycle would yield some parameters that might contribute 
efficiently in the integration of the system in its environment (See an exhaustive 
list of lifecycle properties in (de Weck et al. 2011)).  

Concerning the case study we presented, it is important to note that some 
criteria that might contribute for the success of electric vehicles depend not only 
on their characteristics but also on other parameters derived from their 
environment. Also, for example, studying some properties such as scalability 
(millions of EVs), flexibility (if new needs will appear), modularity (easy to adapt 
for different target markets) and sustainability (given European policies) is 
challenging but important. Some design constraints such as regulation laws could 
be considered as design variables in a continuously and increasingly uncertain 
complex environment. 
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Chapter 8 
Requirement Management for Complex 
Systems, a Critical Element of the Integration 
Process 

Nicolas Chapron, Michel Luttmann, and Christian Blanchet* 

Abstract. The Laser MégaJoule (LMJ) is a laser beam facility dedicated to the in-
ertial confinement fusion program. Its construction started in 2003 at the French 
Atomic Energy Commission CESTA centre located near Bordeaux. This facility is 
an extremely complex system, designed using a concurrent engineering process, 
with state of the art performances. Requirement management is an essential part of 
the project management of such a complex system, characterized by the integra-
tion of multiple heteroclite subsystems and products. This activity ensures the 
mapping between the system requirements of the project’s end user and the lower-
level specifications for subsystems and product suppliers. Using adequate metho-
dology and tools, requirement management acts as a guide throughout the whole 
integration process, from the first steps of the definition phase to the last part of 
the project qualification and delivery. As an illustration, this paper presents how 
the project team (CEA/DAM as the prime contractor and Areva TA as its support) 
handles alignment performance engineering for the LMJ project using a specific 
tool based on software package DOORS made by the Telelogic company. 
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1   About Requirement Management 

Requirement management is one of the major concerns in project management. Its 
main objective is to ensure that the requirements desired by the end user are fully 
realized by the prime contractor. Therefore, managing the requirements means not 
waiting until the qualification phase to discover conformity problems. Of particu-
lar concern are system performances (quantitative technical requirements) whose 
realization is accomplished using different techniques, different trades and differ-
ent suppliers, whose global monitoring is hard to achieve and whose qualification 
can only be done at the very end of the project. 

The concept of requirement management is based on constant monitoring 
throughout the entire project’s lifecycle, strengthened by different assessment 
tools. The whole concept is based on describing the process step-by-step with a 
breakdown tree whose objectives are: 

1. To link the system requirements to the subsystems/products specifications, 
2. To explain the impact of each subsystem/product specification on the different 

system requirements. 

In reality, it means one has to master an ascendant calculation of system perfor-
mance from the low-level specification values. We will describe the ascendant 
calculation part later because it represents the quality of the integrated model. 

Considering this as a V-lifecycle model, this activity can be separated into four 
distinct steps (Figure 1): 

 

Fig. 1 Performance V-lifecycle model 
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• During the specification phase: 

− The end user has to identify and to rank the system requirements. 
− At this stage, a label and a number has to be given to each requirement to 

avoid any misunderstanding. 

• During the design phase: 

− The requirement breakdown structure has to be completed during the pro-
gression of each design. Each requirement needs to be allocated to different 
contributors, contributors may then have sub-contributors one level down. 
This breakdown operation should be pursued until the contributors’ level is 
coherent with the subsystems or the products’ specifications. To calculate 
performances, the ascendant calculation model has to be established during 
this phase. 

− One important constraint is to respect a lower level contributors’ coherence 
with the products’ specifications. Strictness is important: each lower level 
contributor must have its own separate and corresponding product specifi-
cation. 

− A useful study to do at this stage is to synchronize the breakdown steps 
with each step of the technical studies and their documentation. If this syn-
chronization is done properly, the requirement breakdown structure can be-
come the justification map of the project. 

• During the supplier product design phase: 

− The ascendant calculation model permits to repeatedly update the calcula-
tion of system performances. This work requires a follow-up of the  
different contributors’ progress during the product design lifecycle. These 
supplied milestone values will be carried across into the calculation model. 

− The ascendant calculation model enhances the change request analysis 
process. Non-conformities can be analyzed with a view of the global effect 
on the top-level requirements and taking into account the status of the other 
products involved in the requirement (sometimes enabling trade-offs). 

− A sensitivity analysis can give first order coefficients in order to quickly 
estimate the effect of a non-conformity or to focus efforts on critical con-
tributors. 

• During the system qualification phase: 

− The breakdown structure is a powerful tool to define and organize the sys-
tem qualification plan. 

− The ranking of the system performances and the sensitivity analysis 
enables a focus on the major qualification tests. 

Such requirement management methodology is quite difficult to put into practice. 
Small projects generally don’t have time and money for this kind of subject and 
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large projects are too detailed to permit such work on every requirement. Two va-
riables permit to adjust requirement management work to the size and budget of 
the project: 

1. The ranking of the requirements (cf. specification phase) helps to focus the 
breakdown work only on the major requirements. 

2. The complexity of the ascendant calculation model (for performances) can be 
adapted according to the rank, flexibility and state of the art of the required per-
formance. 

The following presents an illustration of this methodology applied to a large scien-
tific instrument project: the Laser Mégajoule (LMJ) Project. 

2   About the Laser Megajoule Project 

The Laser Mégajoule (LMJ) is one of the major tools of the French Simulation 
Program. The main objective is to ensure the relevance and control of computing 
software that simulates the operation of a nuclear weapon. The final user and 
prime contractor is the CEA (French Atomic Energy Commission). This project is 
entirely funded by the French military budget for about 3 Billion Euro (complete 
cost) for 15 years but it will also be available to the French and European scientif-
ic community. Indeed, the LMJ and its prototype (the LIL) are unique ways to  
simulate the phenomena that occur under extreme conditions of temperature, pres-
sure and density, such as those encountered in stars and planetary cores. 

 

 

Fig. 2 The Laser MégaJoule concept 
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Technically, the LMJ is an inertial confinement fusion facility designed to  
focus an UV (351 nm) laser short pulse of 1.8 MJ on about 1 cm size deuterium-
tritium (DT) target located in an experiment chamber. The laser UV beams are  
obtained using a four-pass infrared amplifier and a laser beam wavelength conver-
sion. The experiment chamber is a 10 meter diameter aluminum sphere under high 
vacuum (10-6 bars). The whole experiment is monitored with IR and UV laser  
diagnostics for the laser properties and with plasma diagnostics for the fusion 
measurements. 

Physically, the LMJ is composed of 5 main halls: 

• The Experiment Hall (the central one) contains the experiment chamber, the 
experimental diagnostics and the final stages of the laser process (mirrors de-
viating beams towards target and UV conversion and focusing). 

• The 4 Laser Halls are designed to include 7 or 8 laser lines of 8 laser beams 
each, leading to a total of 240 laser beams grouped in 30 bundles. The current 
plan is to only install 22 bundles. 

 
 

 

Fig. 3 LMJ views: Experiment Hall and the chamber (left); one of the 4 Laser Halls (right) 

Temporally, the program is organized in 2 steps: 

1. The LIL is a prototype equivalent to 1/30 of LMJ. It is operational since March 
2002. 

2. The LMJ is the main facility. The building construction started in 2003 for 5 
years and the laser installation and assembly is in progress. The first laser 
alignment is expected in 2012, the operation will start in 2014 and the first  
fusion will be in 2016. 
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The LMJ concept requires numerous equipments, each one involving very differ-
ent techniques: optics, lasers, neutronics, mechanics, radiation shielding, vacuum, 
cryogenics, electronics, HVAC, I&C...  Because a lot of the LMJ requirements are 
state of the art, many competent suppliers are necessary (hence, more than 35 in-
dustrial contracts are identified). 

To manage all these industrial contracts, the LMJ project is organized using a 
double classification: 

1. Four subsystems: building and utilities, lasers, experimental equipments and 
I&C. 

2. Three different engineering levels: the system engineering whose responsibility 
is to define the system requirements for the subsystems, then the subsystems 
engineering have to pursue the allocation of work for suppliers’ specifications. 

In this paper we will focus on the alignment performance: the LMJ facility has to 
focus the laser beams, after 450 meters of propagation, on a target to a precision 
under 50 microns. Indeed the alignment performance is representative of the 
project’s complexity and it fully illustrates the ascendant calculation modeling. 

To obtain such a performance, it is important to master different error sources: 
optical design, actuator accuracy, image processing, thermal drift and mechanical 
stability. All these errors must be identified during the breakdown of the align-
ment performance. 

We can identify 490 product specifications in accordance with the 14 system 
performances for the alignment subject alone. The resulting breakdown structure 
is described completely using a specific software (DOORS, by Telelogic) which is 
a relational database commonly used for requirement management in the aeronaut-
ical or automotive sectors. 

As shown in Figure 4, where red arrows indicate the system alignment entity’s 
outputs, there are three kinds of outputs: 

1. Specifications towards a product, which are to be included in the product speci-
fication documents, 

2. Specifications towards subsystems entities which are to be allocated one level 
down with a design and justification study towards product specifications (blue 
arrows in Figure 4), 

3. Specifications towards complex models which are to be allocated with specific 
technical model software (NASTRAN in this example for studying the build-
ing’s stability) in order to add some specifications towards the different LMJ 
products (green arrows in Figure 4). 

 
Finally, another constraint has to be considered, different industrial calendars are 
not synchronized, some suppliers are in the testing phase when others are just be-
ginning design studies. 
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Fig. 4 System alignment performances organization  

For all these reasons, simply using a requirement management tool (such as 
Doors) was not sufficient to handle the LMJ project’s objectives. Thus, different 
contributions were made to add to Doors capacities. The three major contributions 
described in the next paragraphs were: 

1. The addition of a simple marker to directly link suppliers specifications with 
systems requirements, 

2. The encoding of the performances ascendant calculation model, 
3. The use of specific milestone values on the follow-up of suppliers’ specifica-

tions. 

3   First LMJ Contribution: The Gene Marker 

Alignment performances can be separated into the following different objectives: 
the laser alignment, the target alignment and the plasma diagnostics alignment. 
The alignment breakdown structure allocates these values between different con-
tributors and sub-contributors towards the lower level specifications, as illustrated 
below. 

With such a complex organization of the contributors, one of the LMJ difficulties 
is to find a way to quickly link the products’ specifications (the ones who are dis-
cussed everyday with the suppliers) with the system performances impacted. As the 
whole structure is contained in the Doors model which can not be shared with  
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Fig. 5 Breakdown trees with traceability  

everybody involved in the project, one useful tool to implement is the  
traceability matrix that indicates which product specification impacts which system 
requirement. 

In order to simplify the software process generating this matrix, we introduced 
to the LMJ project a marker (a ‘gene’) for each system requirement and all its con-
tributors and sub-contributors. These genes are defined for each alignment system 
performance and then reported towards each first rank contributors of the perfor-
mance. When a contributor impacts multiple performances, its genome contains 
all the genes associated with the performances impacted. The operation is repeated 
at every breakdown step: each contributor transmits its own genome towards its 
sub-contributors. 

In Figure 6, the genes are represented by colors: 

• Product specifications with one color will only impact the associated colored 
system requirement. 

• Product specifications with multiple colors will impact multiple system  
requirements. 

One of the greatest advantages of this genetic transcription is to directly see from 
the product specification the exact list of system performances impacted. 

To implement such a marker, specific DXL code has been implemented in the 
Doors software. Moreover, due to specific project management needs, other DXL 
codes based on the genome have been implemented in the Doors software to 
create the following functions: 

• Change request analysis: One can extract from a product specification the list 
of system performances impacted. 
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• System performance appraisal: One can extract from a system performance the 
whole list of product specifications to check and number their conformity status 
or their progression level. 

• Criticality analysis: One can extract from a system performance the whole list 
of product specifications to check and number their criticality level. 

One must be aware that the gene marker only indicates a link with the system re-
quirements. In order to quantify the impact of a contributor on a system perfor-
mance, an ascendant calculating model has to be implemented. 
 
 

 

Fig. 6 Gene markers 

4   Second LMJ Contribution: The Ascendant Calculation 

The ascendant calculation model is established during the design phase in order to 
allocate lower level contributors in accordance with the system performances ob-
jectives. This calculation represents the performance modeling quality. Whichever 
the software tools one may choose, from off-the-shelf software to specific tailor-
made developments, it will have to be capable of the ascendant calculation. 

This ability to easily build-up the system performances from the product speci-
fications involves requirement management as a major actor in the change request 
analysis process. Indeed, by changing the lower-level specification value, the cal-
culation can report the impact throughout the structure and give the final impact 
on the system performances as illustrated in Figure 7. 
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Fig. 7 Change request analysis  

The ascendant calculation helps to enable a sensitivity analysis which gives: 

• First order coefficients (between the product specification and the impacted 
system performances) which are useful in quickly giving the effects of non-
conformities without the need for calculation software. 

• Criticality ranking of the lower level specifications: the calculation part can 
provide impact analysis for a generic specification evolution (+10% for in-
stance) and rank specifications by considering the percentage impact on the 
performances. 

Moreover, the ascendant calculation allows definition of some intermediate levels 
of system qualification. This helps to manage a step-by-step integration of the 
whole system, as shown in Figure 8. 

Sometimes, when the top-level requirement is difficult to qualify, the ascendant 
calculation can provide an adequate justification. The criticality ranking enables a 
focus on the major qualification tests and allows time optimization for the entire 
qualification phase. 

The global ascendant calculation is created by collating the local models used 
during the design phase and connecting them together for their path through the 
whole breakdown tree. 

Three kinds of local models can be differentiated: 

1. Basic models: The calculation involves basic operations like addition, multipli-
cation, unit conversion, quadratic sums and requirement software can easily 
handle this calculation. These operations are implemented directly into the re-
quirement software (DXL source code in our case). 
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Fig. 8 Intermediary performance qualification  

2. Complex linear models: The definition calculation can only be made by a  
specific modeling tool (optical design software) but once this has been done 
evolutions can be modeled in the requirement software by using first-order eq-
uations. 

3. Specific complex models: The calculation has to be modeled for every product 
change with a specific tool and requirement software will only record this cal-
culation’s output. One has to develop gateways with these specific tools. 

The LMJ laser beam alignment performance is a typical example of these multiple 
calculation models. In order to target the DT capsule, laser beam alignment has to 
fulfill: 

• Alignment process requirements: about 1/3 of the global alignment perfor-
mance depends on the alignment process (sensors, actuators and image treat-
ment errors), managed by the laser subsystem teams (Figure 4). 

• Stability requirements: nearly 2/3 of the global alignment performance depends 
on the building’s stability (ground vibration and thermal drift), modeled with 
powerful finite element analysis such as NASTRAN. 

The NASTRAN model manages the whole facility’s structure (building, equip-
ment, optics). It has already been qualified with the LMJ’s prototype ‘LIL’ and is 
frequently updated with environmental data taken within the LMJ. Figure 9 shows 
an example of one laser focusing module as modeled by NASTRAN. 

In order to translate these NASTRAN results into laser pointing errors on the 
DT target, we need to put the NASTRAN result through an optical model of the 
laser (made with ZEMAX software) and then enter these results into the alignment 
breakdown structure. In practice, NASTRAN is reiterated whereas the ZEMAX 
model is approximated to the first order (available at this scale of vibrations) with 
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Fig. 9 NASTRAN modeling of the focusing and UV conversion module  

in the DOORS alignment breakdown structure and the remaining calculations are 
made within DOORS (specific calculations implemented with DXL source code) 
as described in Figure 10 where red indicates the NASTRAN results, blue 
represents the external data (ZEMAX) memorized in the Doors model and black 
highlights Doors calculations. 

 

Fig. 10 DOORS calculation example 

5   Third LMJ Contribution: Milestone Value Monitoring 

As the ascendant calculation of the system performances is one of the keys to en-
sure the products’ integration success, it should be updated frequently. For the 
LMJ project, frequent status reports are made to update the evolution of the sys-
tem alignment performance. 

In order to make these reports, we need to follow up the contributors’ status 
during their lifecycle and to report corresponding milestone values. The more ad-
vanced the milestone is, the more accurate the assessment of the final value will 
be. The DOORS requirement database built for the LMJ project allows data input 
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for each contributor and its use (especially the latest value) in the ascendant calcu-
lation of the system performances.  

Due to different contributors using a variety of state of the art techniques, every 
supplier has its own schedule and some products are in the feasibility stage when 
others are nearly qualified. Then, the question arises of how to describe in these 
reports the maturity of the performance (its confidence level)? 

For the alignment status reports at the LMJ, specific states of advancement 
were considered: 

• The specification value: what you need, 
• The contract value: what you may get, 
• The model/tests value: what you are likely to have, 
• The qualified value: what you have. 

The percentage of contributors at each different state, used for the calculation of 
the system performance in the status report, gives important information about the 
confidence level. 

6   Conclusion 

Requirement management has been actively employed to develop a range of LMJ 
project specific tools to ensure integration success. The entire requirement break-
down structure, coupled with the ascendant calculation, is a major tool for change 
request analysis, for integration process support and for performance validation. 

Requirement management needs a real calculation part and it needs to register 
the complete breakdown structure and milestone values. Whilst the choice was 
made for the LMJ project to use DOORS together with specific code developed 
for calculations, one should choose his own software solution based on his own 
priorities. 

Moreover, the whole requirement management methodology can be extended 
to a ‘‘design to cost’’ activity: there is indeed a strong link between these two me-
thods as their shared concept lies in linking the end user’s system needs with the 
equipment manufactured. So the requirement breakdown structure can be used for 
design to cost interpretation. 
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Chapter 9 
Modelling Languages for Functional Analysis 
Put to the Test of Real Life 

Jean-Luc Voirin* 

Abstract. ARCADIA is a system & software architecture engineering method, 
based on architecture-centric and model-driven engineering activities. It targets 
systems whose architecture is largely constrained by issues such as performance, 
safety, security. This paper focuses on functional analysis concerns in ARCADIA, 
and return of real life experiments around use of existing standards such as 
Architecture frameworks, SysML/UML, for this purpose. 

1   Introduction 

System Engineering of aerospace, transportation or security electronic devices and 
systems (e.g. avionics, flight or aircraft or train systems control, mission com-
puters,…) is submitted to high constraints regarding safety, security, performance, 
environment, human factors and more; all of these are under responsibility of dif-
ferent stakeholders, yet deeply influence systems architecture design and devel-
opment; thus they are to be reconciled in a relevant system architecture. 

The approach partly described in this paper, named ARCADIA (ARChitecture 
Analysis & Design Integrated Approach) ([1][2]), based on architecture-centric 
and model-driven engineering activities, aims at: 

• securing system definition and verification,  
• supporting collaborative work on architecture,  
• and easing fluid technical relationships with both customers and suppliers.  

 

ARCADIA definition was completed in 2008, and the method is in operational use 
since then. Initially, it was supported by use of “standard” languages such as archi-
tecture Frameworks (e.g. NATO AF or NAF [4]), and SysML/UML ([5][6]). But 
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first return of experiments coming from early operational users in real life, dealing 
with large scale models and complex systems/software, raised significant difficul-
ties with these languages given ARCADIA purpose; this resulted into modifica-
tions in the method support language (meta-model), especially in the field of  
functional analysis definition and use. This is the subject of this paper. 

2   Why a Functional Analysis? 

Current practices in system engineering are often based on « requirement to box 
allocation »:  

• customer need is captured through (usually textual) requirements;  
• these requirements are allocated to components of a system breakdown whose 

outline and justification are rarely formalized and capitalized,  
• then interfaces are built and “justified” by means of (manual) traceability with 

requirements, 
• IVVQ defines test campaigns based on a set of requirements, whose precise 

allocation on components to be integrated often appears fragile (because 
manual, here again)… 

These practices show their limits, especially in large and complex sys-
tems/software engineering, and when reactivity, agility are required. In contrast to 
them, ARCADIA promotes driving engineering, no more by requirements only, 
but mainly by functional need analysis (and operational analysis as well). Of 
course, non formalized requirements are still used, but not used as a major driver 
for engineering. 

Comprehensive need requirements are thus captured that way, by “translating” 
each textual requirement into functions, exchanges and data flows between func-
tions, conveyed data, modes & states, time-related scenarios…; this leads to a 
formalized, checkable need model description, including expected behaviour, 
exchanged data, etc.  

Quantified and non functional requirements such as latency, reaction time, 
feared events, security threats, cost target, and more, can be expressed on this 
model by defining non-functional properties on model elements. Traceability with 
textual input requirements is of course maintained for each functional element 
contributing to a requirement. 

User explicit requirements are often not sufficient in order to describe end users 
expectations, the context of their work, conditions and constraints… Thus, before 
or in parallel with the functional analysis, an operational analysis is performed to 
capture user missions, activities, organization, constraints, tasks and way of work-
ing…  Usually, some elements of the functional analysis should contribute to each 
element of this operational need analysis in order to fulfil operational need (simi-
lar to Architecture Frameworks). Confronting textual requirements to operational 
analysis and functional/non functional analysis usually greatly helps in securing 
and strengthening need definition (figure 1). 
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Fig. 1 Securing need definition by confrontation 

 
Once this need analysis is done, architecture is built by grouping or segregating 

these functions into components, under engineering constraints such as perform-
ance, interface simplification, safety, security, cost, reuse… this results in an ar-
chitecture still related to - and “documented” by - the need description, and that 
can be justified with regards to its expectations. 

Many uses can be made of this model, thanks to multi-viewpoint analysis ([3]); 
among others, some uses are: 

• Defining and justifying components interfaces based on functional dataflow 
between functions implemented by each component 

• Describing and validating dynamic interactions of components based on time-
ordered functional sequence diagrams  

• And also:  

o Mastering safety and security analyses, 
o planning and mastering Integration Verification Validation (IVV),  
o optimizing non regression testing, 
o estimating cost and risks,  
o securing sub-contracting,  
o securing evolutions,  
o optimizing product line definition, management, and value analysis, 

… and much more. Multi-viewpoint analysis is unfortunately out of the scope of 
this paper, and will not be detailed here. 

3   How to Elaborate Functional Analysis? 

As mentioned previously, functional analysis is used by ARCADIA as the way to 
express and formalize customer need and expectations – and detailed behaviour  
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expectations as well (in architecture definition steps); before all, this formalization 
is expected to allow an early check of requirements, in terms of completeness, 
consistency, coherency, what is hard to obtain when considering textual require-
ments only. 

This approach is different from just defining a requirement specific language, 
using ontology and appropriate syntax to guide and constrain expression of re-
quirements. It is more an added value transformation into the description of the 
expected behaviour and properties of the final product based on - and justified by - 
the initial requirements. 

The process to elaborate functional analysis depends on the context, and when 
defining ARCADIA, a special effort has been put on its ability to deal with non 
conventional waterfall or V cycle: ARCADIA is compatible (and tested) with top-
down, bottom-up, middle-out, iterative, incremental, agile and mixed approaches. 
But for sake of simplification, several major ways can be (simplistically)  
described here, depending on the available sources of requirements:  

- When an operational need analysis exists (such as those promoted by 
TOGAF, DODAF, NAF Architecture Frameworks), then for actors dealing 
with system, each owned operational activity shall be translated into some 
functions and exchanges between them, these functions being then allocated 
to system and users/actors (under performance and workload constraints, a 
major human factors concern); traceability is maintained with operational 
analysis for justification; 

- When operational scenarios between users, or interaction scenarios between 
users and system can be identified, then a “use case based” approach can also 
be applied, starting from operational scenarios, and identifying functions con-
tributing to scenarios interactions; 

- When user requirements exist, then each of them shall be “translated” in 
terms of functions (e.g. expressing the “verbs” of the requirement), exchanges 
between these functions (expressing dataflow and information exchanges), 
and non functional properties on them (e.g. performance expectations, secu-
rity & safety constraints, human factors…) 
this is a “bottom-up” process, creating low level, fine grain, leaf functions, 
that are later grouped into coarse grain mother functions; 

- When a product is to be defined from scratch or without sufficiently detailed 
requirements, then, added to operational analysis, a “top-down” process can 
be used, decomposing the product in terms of major expected capabilities, and 
defining functions fulfilling each capability, in a recursive, hierarchical  
manner. 

Of course, these different ways can be mixed to adapt to each context, and tooling 
should be able to support this. 
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Note that during this process, each function is progressively defined, by its ca-
pability to deliver services, information, data, flows…, and its need for inputs of 
the same kind. This is an important feature, as explained below. 

4   What Kind of Functional Analysis? 

When functional analysis becomes complex (several hundreds or even thousands 
of functions in complex systems), a function usually appears in several contexts 
and diagrams; it can be reused several times in this single analysis, in order to 
simplify and secure definition; thus care has to be taken to ensure consistency be-
tween its different uses.  

The first functional analyses that we experimented in the large, used architec-
ture frameworks support tools; each function was therefore only defined by name, 
and exchanges with its neighbourhood - in the context of a given diagram. Incon-
sistencies in the understanding of a function inputs/outputs where often detected 
very late in the modelling phase: each functional analyst modified function use by 
changing/adding exchanges according to his/her needs, with no means to be 
warned against resulting inconsistency with other uses of the function.  

We concluded from this that function inputs/outputs have to be formalized in-
dependently from its specific use in one given context; thus the notion of “function 
port” characterizing these inputs/outputs. Thanks to this, each time the function is 
considered for reuse in the elaboration process above, the compatibility of its in-
puts/outputs with the reuse context is checked, resulting in better definition and 
consistency of functions and functional exchanges. Ports of a function describe a 
kind of “direction for use” of the function. 

Since we introduced function ports, we decided to follow SysML standard by 
considering port delegation for nested functions (in the same way as for blocks or 
activities/actions in SysML). Functions where intended to be hierarchically de-
fined; due to SysML rules, only top level functions were allowed to be connected 
to each other by functional exchanges; delegation links between mother ports and 
children ports ensured precise exchange allocation. 

Unfortunately, when applied to large models by early users, this led to a huge 
work each time a modification had to be done: moving a function from one mother 
to another, changing an exchange source or destination… meant dealing with sev-
eral unnecessary delegation links, for example. Even in diagram management, fo-
cusing on leaf function interaction was complex and difficult to tool or to allow. 

Furthermore, in the bottom-up approach above (“translating requirements”), 
leave functions are defined first, and then they are grouped into more abstract 
mother functions for ease of understanding (abstraction).Transforming a simple 
exchange between two leave functions into a set of delegation links and exchange 
between top level functions appeared tedious and inefficient, hard to modify and 
not relevant. Tooling could have been a (complex) solution, but with little added 
value, especially because considering functions, hierarchy deals more with organi-
zation or abstraction than with structuring: our users often change top-level func-
tions meaning and outline when moving from need analysis to architecture (see 
later in this paper).  
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Figure 2 compares two ways of representing interactions between nested func-
tions, in order to illustrate consequences on diagram complexity:  

 
- the upper one (in green) is extracted from Thales modelling tool supporting 

ARCADIA;  
- the lower one (light yellow) comes from an open source SysML  

modeller; in order to represent a similar situation in SysML, you may  
need up to four diagrams (yet this may depend on the kind of modeller, of 
course). 

 

 

Fig. 2 Ports delegation in SysML can make simple representations hard to obtain 

A similar problem arose when allocating functions to components: when dealing 
with direct exchanges between leaf functions, defining components exchanges and 
interfaces from them is straightforward, as well as traceability; when dealing with 
delegation links, it is much more difficult, especially when a mother function has 
children allocated to several components. And here again, any change in model is 
complex, as well as model exploitation/analysis. 

For all these reasons, we had to change our mind and relax some SysML-
originated constraints:  

Any function can be linked to any other, no matter whether they are top-level or 
nested, child functions; no delegation links are defined between mother and child 
functions.  This leads to mainly defining links (functional exchanges) between leaf 
functions. 
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In a top-down approach, once a function has been broken down into child func-
tions, functional exchanges of the mother are just moved towards the relevant 
child function in charge of managing the exchange. In bottom-up approach, 
mother functions can be defined after leaf functions, to group them, and there is no 
need for extra allocation or delegation work. 

Of course, this is not sufficient to manage abstraction: when defining a model 
diagram with only mother functions, users would like to see which functional ex-
changes it deals with (even if allocated to its sub-functions). This is automatically 
done by tooling (functional exchanges allocated to child functions are displayed as 
if allocated to the mother function, if it is the only one visible in the diagram), but 
this is only done at diagram level (“computed links”), instead of in the model it-
self, resulting in a much easier modelling and model management and use. 

Another side effect of the top-down ap-
proach is that once refinement of functions and 
exchanges are done, high level diagrams using 
mother functions appear cluttered with very 
numerous exchanges; in order to solve this 
point and give the same abstraction capability 
to exchanges as compared to functions, we in-
troduced the notion of “exchange categories”; 
when several exchanges between two functions 
belong to the same category, they can be dis-
played as a single “composite” exchange. 

 

Fig. 3 Categories: abstraction means for exchanges 

This emphasizes the fact that functional breakdown is not structural, but rather 
documentary, or in other words just a way of dealing with abstractions to hide 
complexity at some level of detail. 

It is to be noted, however, that this is just a modelling option: ARCADIA func-
tional approach can be supported in SysML, by reconstructing delegation links 
and moving exchanges to mother functions, e.g.  if required in a SysML model or 
for model interoperability. 

5   Data Flows or Activity Diagrams? 

How to specify the expected interactions between functions? The first need is to 
specify data flows (or information, or signals, or fluid flows, energy, heat…) to be 
exchanged between these functions; these “functional exchanges” are related to 
ports describing function capabilities, as sources or destinations (they may be as-
sociated to a data model describing the exchanged contents in more details).  

This just describes which inputs a function needs to execute, and which outputs 
it can deliver (thus the necessity of function ports, as mentioned above). But it also  
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describes functional dependencies between functions, which are of prime impor-
tance in architecture engineering: these dependencies drive architecture versus 
need analysis, for most engineering concerns (to be described in a later paper): 
Definition and justification of interfaces, Performance, Safety, testability, avail-
ability, Security, Constraints for integration verification validation, Constraints on 
startup and reconfiguration procedures… 

This is why the major functional interaction modelling means used in Arcadia 
only deals with functional exchanges as defined here (while excluding pure con-
trol flows). To summarize quickly, what we call “dataflow” describes:  

- Functions definition in terms of “direction for use” through function ports, 
and function contents through sub-functions (children), 

- Dependencies between functions, as expressed by (oriented) functional  
exchanges linking their ports, 

- Nature of data, information, signals, and flows… exchanged between  
functions. 

Considering SysML or UML activity diagrams to support these concepts, the 
OMG specifies:  

“Activity modelling emphasizes the sequence and conditions for coordinating 
lower-level behaviours, rather than which classifiers own those behaviours. These 
are commonly called control flow and object flow models. The actions coordi-
nated by activity models can be initiated because other actions finish executing, 
because objects and data become available, or because events occur external to 
the flow.” ([6] page 303) 

The mix of control and data (or object) flows in UML/SysML activity dia-
grams, although well adapted to describe algorithms, led to some difficulties for 
our system engineering purpose:  

Even though data-oriented flows can be used between activities in SysML ac-
tivity diagrams, the way to secure and control “direction for use” of these activi-
ties (e.g. by ports) is not easy: control flows do not contribute to the “direction for 
use” of an activity, and do not express an intrinsic required dependency between 
functions that are executed as a sequence. Therefore, control flows should be at 
least separated from data flows, and should not use same ports as a means to de-
scribe direction for use. 

This raises the question of how to express control flows. Many of them are or 
may be related to “underlying” data flows: e.g. events, commands, service re-
quests… In these cases, corresponding data flows can be qualified as carrying 
control. Note that this covers a very large part of needs if we restrict to expressing 
expected behaviour (and not final [software] design): when describing what func-
tional behaviour is to be done, you don’t necessarily need to explicitly define 
which function should be executed before which other, but just which precedence 
constraints should be respected – this is adequately described by functional data 
flows dependencies. 

In some cases, however, describing an order between existing data flows can be 
useful, either to describe some time-related operational scenarios, or to specify 
non functional constraints such as latency, safety criticality… 
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In ARCADIA, time-related operational scenarios are described by using se-
quence diagrams, whose arcs are functional exchanges described earlier. This al-
lows describing the possible “functional graph” by means of the data flow, and 
different ways of running along it by means of different scenarios. 

Currently in the method and its applications, these means are most of the time 
sufficient. In some rare cases, triggering functions are defined; order of sequence 
itself is described by means of a sequence diagram or functional chain. Note that 
this preserves the properties described above in terms of direction of use, because 
it only adds a trigger entry to the function, which is not thus linked to others for 
execution order concerns. 

However, of course, the opportunity to add specific sequence arcs is still under 
study, but if so they would be fully distinguished from functional exchanges, and 
not part of the direction for use definition (function ports). 

Furthermore, pure control flows raise some problems still to be solved when al-
locating functions to architecture components: what would be the meaning of two 
function s linked by such a link, if allocated on two separate processors, without 
any supporting event (or command) exchange? 

6   One or Several Functional Analyses? 

As seen above in this paper, ARCADIA recommends capturing need through a 
functional and non functional need analysis (linked to requirements and opera-
tional analysis from which it is built). This is done in System need Analysis (SA). 
This part of the model has a lifecycle related to need definition only. It is some-
times called "external functional analysis" ([7][8]).  

When entering design, the approach is to allocate functions on components, by 
grouping or segregating them according to architectural constraints. 

Here, the question that we had to address was: can we only use functions com-
ing from need capture, in order to describe each component contents (expected 
behaviour)? Or should we need to enrich, detail, group, and reuse... some func-
tions, as a design decision? 

Most of our users replies meet the same orientation: when defining the architec-
ture, they need to make design and optimization decisions, that lead to modify the 
former functional analysis; thus they define an enriched one, sometimes called 
"internal functional analysis": starting from the SA external functional analysis, it 
details it, adding design choices, reuse concerns, etc. This part of the model has a 
lifecycle related to design & development rather than only need. 

This is done once at Logical Architecture (LA) level, and is likely to be done 
once again in Physical Architecture (PA), where final technological choices may 
appear (e.g. adding technical daemons, database storage, middleware or network 
routing functions, depending on technology implementation). 

Note that this is just the way to detail the expected behaviour of each compo-
nent at the end of system design; this level of detail is likely to be greater than 
need expectations, so not surprising to have two different functional descriptions. 
To be short : In ARCADIA the different levels of functional analysis are useful for 
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the same reason as the different levels of requirements for one engineering level 
(customer requirements, system requirements, allocated to sub-systems...). 

Furthermore, the need for functional abstraction (top-level functions) is differ-
ent from need analysis: architects often group leaf functions under considerations 
such as Human System interactions Vs processing Vs data management Vs real-
time processing…, thus the logical or physical function tree can be significantly 
different from the need analysis one, which is usually fully user and functional 
need-oriented. 

Of course, each new level of functional analysis is initialized from the former 
one, and traceability links should be maintained between them, even if one of 
them evolves (see Figure 4). 
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Fig. 4 Major ARCADIA concepts & relationships 

This is recommended practice in ARCADIA, and looks beneficial to most pilot 
projects, that appreciate not mixing need and solution; but of course it can be 
adapted and tailored. 

Here is an example of adjustments: 

- In order to ease building and maintaining traceability between functional 
analyses of different levels, some can choose to only enrich the upper level by 
refining upper level0000.0. functional tree leaves – with limited expressivity 
in some cases; 
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- If one considers that separating need and solution is not relevant for them, 
then they can use the same SA functional analysis at each level - and accept-
ing resulting limits. 

7   Conclusion 

At the end of this return of experiment, our major convictions were clearly rein-
forced: 

Method is of prime importance: focus first on defining your natural way of 
thinking; then support it, secure it and share it among stakeholders by means of 
the method. 

A major challenge in adoption of such new practices is to reduce the complex-
ity for engineers to understand new concepts and their representations; for so, 
Domain Specific Languages tailored to their own context are best suited. 

These languages should cover the full scope of required engineering notions, in 
a seamless and transparent way. 

Modelling languages targeting system and software architecture are useful  
because they give great versatility and broad implementation range, along with a 
basic common “inspiring” vocabulary; they are of great value also as an interop-
erability means between organizations and domain specific languages (DSL). 

But such languages are today limited to only part of the global engineering 
need: they cover only parts of the required engineering notions; and – more impor-
tant – not really founding or structuring engineering enough, to strengthen and se-
cure engineering. 

Furthermore, in some cases, these languages still need to be improved to  
address real life situations such as large scale modelling, model maintenance ca-
pacity, functional (or service) based engineering, non functional constraints  sup-
port… and above all, evolutionary, agile and multi-users team modelling. 

And last but not least, a tailored, field proven modelling approach such as 
ARCADIA definitely appears to be a major lever for transforming our engineering 
and addressing new challenges and complexity of emerging systems. 
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Chapter 10
Modeling the Impact of Requirements Change
in the Design of Complex Systems

João Fernandes, Arlindo Silva, and Elsa Henriques

Abstract. Managing changes in requirements more effectively than others can be-
come a source of competitive advantage for companies designing and developing
complex systems. In this paper, we report that decision-makers in these firms feel
that understanding the effects of requirements change in the design process is a dif-
ficult task in practice. Such knowledge is however crucial to organize the design
process in ways that mitigate for the impact of requirement change. Considering
this need, we propose here a modeling framework to determine the impact of re-
quirements change in the design process of complex systems. We view the design
process as a requirements-driven process containing steps performed in a mechan-
ical way, but ultimately controlled and steered by the human agents involved in it.
Therefore, we develop a technique which allows the modeler to capture both the
mechanical relationships and the decision-making behavior of design agents. We
introduce attributes such as requirements availability, stability, difficulty and mar-
gin, which act as process variables driving the design process. Task properties and
the agents’ behavior are then modeled as functions of these process variables, which
are dynamically updated as the design process progresses and decisions are taken.
The potential of this modeling technique is illustrated on the design process of a
turbine blade cooling system. Discrete-event Monte Carlo simulations are used to
assess the impact of requirements change during design.

Keywords: requirements management, requirements change, impact analysis, de-
sign process modeling, discrete-event simulation.

1 Introduction

Requirements change has concerned academia and industry during the last couple
of decades, due to the importance of requirements in the design and development
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of complex systems. Change management processes have been designed to iden-
tify, analyze, cost and ensure that changes in requirements are consistently imple-
mented into the system under development [1]. A central activity to all requirements
change management processes is change impact assessment [2, 3]. In this paper, we
begin by presenting results showing that there are many causes of requirements
change during the design of complex systems, but a significant proportion is related
to how the design process itself is organized. Finding how can the design process of
complex systems be structured to mitigate for requirements change is of interest to
decision-makers, but requires understanding a priori the impact of changes in de-
sign . The main part of this paper is thus the presentation of a modeling framework
to assess the impact of requirements change during design. We finalize with an il-
lustrative example based on the design process of a turbine blade cooling system,
showing the potential of the proposed modeling technique in requirements change
impact assessment.

2 Findings from Exploratory Research

Our starting point on the topic of requirements change was an exploratory research
conducted at a large UK aerospace company. This organization develops complex
products and is currently employing state-of-the-art systems engineering method-
ologies [3]. Our belief was that managing changes in requirements during the de-
velopment of complex systems is a multi-faceted issue and therefore we begun with
a qualitative research approach. A set of 14 semi-structured interviews were per-
formed on an heterogeneous sample of engineers and managers, which is shown in
Figure 1. The interviews followed the structure Introduction, Warm-up, Main Body,
Cool-off recommended in literature [4] and lasted between 45 minutes and 1 hour
with each interviewee. Sample selection was purposive but following the method of
maximum variation [5]. The objective was to gain insight while minimizing sample
selection bias through comparison of answers coming from people with very dif-
ferent expertise, experience and job responsibilities in the company. The interview
guide consisted of 30 pre-defined open questions organized around the requirements
process, uncertainty, response to uncertainty and risk, causes and impact of change
and current challenges in requirements change management. Despite of the pre-
defined sequence of questions, considerable freedom was given to the interviewees
and questions were often suppressed, added or re-sequenced, depending on the path
taken by the interviewee. From the analysis and comparison of the interviewee’s
answers, a set of key findings were retrieved which are subsequently summarized.

2.1 Causes of Requirements Change

The causes of requirements change were found to be diverse. The group generally
divided them into externally or internally-driven changes. Among the first type,
it was often mentioned that customer needs may change during the development
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REQUIREMENTS ENGINEERING (2)

SYSTEMS ENGINEERING (2)

SUB-SYSTEM INTEGRATION (2)

CONCEPT DEVELOPMENT & SELECTION (1)

DETAILED DESIGN & DEVELOPMENT (1)

DESIGN METHODS (3)

ENGINEERING IMPROVEMENT & QUALITY (2)

STRATEGIC MANAGEMENT (1)

Fig. 1 Overview of the sample of interviewees investigated at a large UK aerospace company

process and regulations evolve cyclically. Both were seen as causes of change.
Internally-driven changes included a larger number of causes. Lack of compliance
in the initial design solutions was pointed out frequently as a source of change, since
the inability of meeting requirements triggers technical trade-offs that often lead to
new requirements. Incorrect requirements capture or flow down were two identi-
fied causes of change which relate to the requirements management process. On the
other hand, lack of communication in design (such as ”unawareness about the re-
quirements status”) and incorrect design planning (such as ”triggering activities too
early or too late”) were mentioned causes of change which relate to the organization
of the design process itself. Figure 2 lists all the causes of change mentioned by the
interviewees according to the number of answers found. It shows that the response
to unpredicted system behaviors, lack of confidence in requirements validation or
verification activities and change propagation effects were additional causes iden-
tified in the interviews, although with lower frequencies of response. There was a
general agreement between the interviewees that most changes in requirements are
self-generated, which is an important finding also suggested by the proportion of
answers in Figure 2 that can be related to problems in the design solution, in re-
quirements management or in design management.

2.2 Impact of Requirements Change

Because ”development time is shortening” as one of the interviewees stated, require-
ments change impact was found to be of great importance. The impact of changes
was thought to be considerable in terms of the amount of scrap and rework gener-
ated during the design process and, at times, even ”massive”. Having established the
context, we probed for which changes ”hurt the most” to establish which types of re-
quirements change cause the highest impact. We found that interviewees associated
a high change impact to the following cases or events:
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Fig. 2 Causes of requirements change found in the interviews, according to the number of
answers

• Changes in high level product requirements, which typically trigger design
changes in a larger set of sub-systems and thus originate large amounts of scrap
and rework.

• Changes arising during functional sub-system integration, which typically in-
clude changes in difficult to predict interface requirements. Although the impact
is significant, changes are typically contained in one or in a small number of
sub-systems.

• Changes arising from product systems requirements, which include changes in
the requirements of systems in the product interfacing with many sub-systems.
Since the large number of interdependencies can cause networks of design
changes, the impact of this type of change was considered high.

• Late changes, which typically originates high impact since earlier design activi-
ties need to be revisited and trade-offs are harder to achieve because the design
is much more constrained in later development stages.

2.3 Conclusions from Exploratory Research

Requirements change is a complex phenomena, as illustrated by the wide range
of causes mentioned in Figure 2. Finding an universal approach capable of miti-
gating all causes of change seems to be an unsurmountable challenge. However,
we found in the interviews a connection between requirements change and de-
sign process management. The design of complex systems requires design activ-
ities to start, usually concurrently, long before requirements are final. Therefore,
design teams are forced to work with uncertain requirements. This uncertainty is
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gradually reduced as the design progresses and new knowledge is gained but
changes are ”inevitable”, as one of the interviewees stated. Moreover, although in-
terviewees mentioned that change is expected, we concluded that organizing the
design process in ways that mitigate for the impact of change is difficult in practice.
How can decision-makers structure the design process of complex systems to miti-
gate for the impact of changes in requirements? This industrial need is our research
motivation and supports the development of modeling techniques suited to quantify
its impact in the design process.

3 Modeling the Impact of Requirements Change during Design

Modeling always starts from the analysis of the main mechanisms governing a real-
ity and the same principle applies to design modeling. Literature on this subject [6]
shows there are two main trends among design process modelers.

One trend sees design essentially as a mechanical process, where the process’s
outcome is determined by a well defined sequence of interactions between tasks
containing individual sources of uncertainty, such as task durations. This has been
called the mechanistic vision of design [6]. Models based on precedence relation-
ships, such as PERT/GERT [7, 8], signal flow graphs [9] or the Applied Sign-
posting approach [10] are highly efficient representing and simulating well defined
sequences of tasks. The same strength is found on models based on dependency
relationships, such as the activity-based Design Structure Matrix [11] and its sub-
sequent extensions, which possess the extra benefit of allowing decision-makers to
understand which tasks should be made in series or in parallel and which are highly
coupled [12].

Conversely, the second trend sees design as a dynamical and adaptive process
essentially controlled by the human agents intervening in it, who take in-situ deci-
sions [6] about the next tasks to be performed depending upon past events or future
predictions. Therefore, design agents actively shape the design process itself and
determine its outcome. Adaptive models such Signposting [13] or the Adaptive Test
Process [14] rely on adaptive task selection schemes, based for instance on the level
of confidence in parameters, while agent-based approaches [15] rely on custom-
made computer codes describing the design processes and the behavior of human
intervenients.

We argue that real design processes contain, with variable proportion, a mixture
of both mechanisms. This proportion certainly depends on multiple factors, such
as the type of system or the degree of innovation contained in the design. We can
foresee that the design process of an entirely new system is quite dynamical, while a
redesign process is much more mechanical. It thus varies from case to case. Never-
theless, our belief is that any model capable of assessing the impact of requirements
change must contain both of the previous modeling capabilities.
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3.1 A Requirements-Driven Process Model

In addition, we view the design of complex systems as a requirements-driven pro-
cess, due to the importance of the status of requirements during design. Deciding
when to start a set of design activities or to what level of accuracy they should be per-
formed certainly depends upon the availability and the maturity of the corresponding
requirements. The technical difficulty associated with the target values embedded in
requirements certainly affects the time spent in design activities, searching for better
concepts, technologies, materials and validated results. Additionally, margins intro-
duced in requirements influence decisions from design agents, such as whether to
continue iterating or to perform trade-offs. There are thus numerous examples sup-
porting the idea that the design of complex systems is requirements-driven.

To capture such mechanisms in a model, we propose that a set of attributes, char-
acterizing the status of requirements, drive the design process during time. The con-
cept of requirement attributes has been suggested by several authors in requirements
engineering literature [1, 2]. Volatility, for instance, is commonly used in require-
ments management in software development [2]. However, the concept’s potential
has not been fully explored in design modeling. In this paper, we propose (but we
are not limited to) four requirement attributes to model design:

1. Availability - is seen as an attribute conditioning the existence of dependent
entities during design, such as activities or other requirements. For instance, an
unavailable requirement status can prevent dependent activities to begin.

2. Stability - is seen as an attribute shaping the probability that the requirement
will change during a particular design stage and conditioning task properties. We
view a stable requirement status as a condition determining a small probability
of change (e.g. 2%) while an unstable status is a condition leading to a large
probability (e.g. 50%). In addition, an unstable status also determines lower task
durations since teams typically reduce effort and accuracy when input data is
more uncertain.

3. Difficulty - is perceived as an attribute shaping the probability of the design
solution complying with a requirement, as a result of a particular sequence of
activities and considering the current technologies employed in that solution. A
difficult status is a condition determining a large probability of non-compliance,
for instance.

4. Margin - is realized as the tolerance of the requirement to non-compliance, act-
ing as a threshold that conditions the outcome of non-compliance situations. A
low margin, for instance, is seen as a status making the process very vulnera-
ble to non-compliance and thus increasing the probability of reworking certain
activities.

3.2 Assessing the Impact of Change through Simulation

Requirement attributes are used to drive the design process over time through sim-
ulation. Furthermore, we transform these attributes into process variables in our
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Fig. 3 Overview and main features of the requirement-driven process modeling framework

modeling framework. Figure 3 illustrates the definition of requirements availability,
stability, difficulty and margin as functions of design process time. This transforma-
tion augments the model’s capabilities during simulation. In fact, defining attributes
as process variables allows requirements to control the design process and, simul-
taneously, be affected by it since results from activities or decisions made during
the course of the process are fed back to them. This intends to capture the complex
dynamics of design processes and it is illustrated in Figure 3 by the arrows repre-
senting control and feedback loops. Figure 3 also depicts, in greater detail, the main
features of the requirements-driven process modeling framework, which include:

1. Requirements traceability data, i.e, the hierarchy of requirements and their inter-
dependencies. This information is needed to allow changes in requirements to be
propagated to connected entities, such as activities or other requirements.

2. Attributes as functions of design process time, i.e, the status of requirements is
dynamically updated as design progresses.

3. Task properties as functions of process variables, i.e., activities depend upon
the status of requirements. For instance, as shown in Figure 3, entering the sub-
process A-B-C-D depends upon the availability of requirement X1 and the dura-
tion of activity A is a function of the associated requirement’s stability.

4. Decisions as functions of process variables and the typical decision-making be-
havior of agents, i.e., the process’s evolution is influenced dynamically by the
requirements status and the encoded behavior of design agents. A couple of ex-
amples are depicted in Figure 3. For example, the probability of compliance is
function of X1’s difficulty. In addition, the agent’s typical behavior in the event
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Fig. 4 Scalability of the proposed requirements-driven process modeling framework

of non-compliance is captured through the relationship between the compliance
gap (the difference between the current and target values) and requirement X1’s
margin status, which dictates whether to change the requirement or to iterate
again.

We illustrate in Figure 4 that the proposed modeling framework is completely scal-
able and it is up to the modeler to decide the appropriate level of detail for the impact
analysis. However, according to the findings presented in subsection 2.2, we can an-
ticipate that changes in requirements and constraints affecting the design of related
sub-systems or components will be of interest to most models. This rich representa-
tion can then be used to assess the impact of requirements change during the design
of complex systems through discrete-event Monte Carlo simulations [16]. The re-
sult of these requirement-driven simulations is thus a probabilistic assessment of
impact. This paper follows with an illustrative example. We argue that, despite its
probabilistic nature, such impact assessment is useful to decision-makers and can
subsequently lead to design process improvements that mitigate for the effects of
requirements change.

4 An Illustrative Example

The purpose of this illustrative example is to demonstrate the potential of the pro-
posed framework. A simplified version of a turbine blade cooling system design
process was retrieved from literature [17] to perform this demonstration, since it
integrates the design of a complex system: the jet engine. Figure 5 depicts this de-
sign process. In addition, we propose in Table 1 requirement-based relationships
to model properties and agent behaviors in this illustrative example. We will natu-
rally need to validate any relationships in a case-study with a real design team later
on. But for demonstration purposes, we claim that the relationships shown in Ta-
ble 1 are straightforward models for task durations, probabilities of compliance and
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Fig. 5 The turbine blade cooling system design process used in this example, simplified from
[17]

requirements change, compliance gap and the decision-making behavior of agents
when non-compliance occurs. These are dependent variables in our requirements-
driven model. The attributes Avail, Stab, Diff, Mar are the independent variables
driving the model, taking numeric values between 0 and 1. In this illustrative case,
the actual numbers were sampled from assumed triangular probability distributions.
It also means that an unstable requirement would get Stab= 0 in this example, while
a stable would take Stab= 1. Similar reasoning applies to the other attributes. T max

i ,
T min

i and ei are data inputs. We consider that tasks have minimum and maximum
durations and different effectiveness, ei, which represents the capability of making
the design progress, i.e., an improvement rate towards compliance. The previous
effectiveness concept is similar to the one used in ATP [14]. We have assumed min-
imum and maximum task durations ranging from 4 hours to 3 days. Relatively to
the effectiveness values, we assumed that concept and geometry generation are the
main tasks in this process capable of making the design solution progress and these
were assigned 10% and 20% improvement rates, respectively. This means that each
time such tasks were repeated, the compliance gap, g, decreased according to the
task’s effectiveness. Ka was set to 1. The relationships proposed in Table 1 have
then been assigned to this particular design process. This assignment is shown in
Table 2. The model for this example has been constructed in Applied Signposting
[10], but advanced DSM models could also be employed [18, 19].
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Table 1 Definition of the relationships used to model properties and behaviors in this
example

Modeled properties/behavior Definition

The duration of a task, di, is proportional to the sta-
bility, Stab, of the requirements driving the task and
decreases with increasing number of iterations of that
task, Ni. T max

i and T min
i represent maximum and min-

imum task durations and bound the expression.

di =
[Stab× (T max

i −T min
i )]

Ni
+T min

i

(1)

Following a sequence of tasks, the probability of the
design solution complying with the requirements de-
creases with increasing requirements difficulty, Di f f ,
and increases with increasing number of iterations of
that sequence, Ns.

P(compliance) = 1−Di f f /Ns (2)

During the course of the design process, the probabil-
ity of changes in requirements decreases with increas-
ing requirements stability, Stab.

P(change) = 1−Stab (3)

The gap between solution and requirement, g, is re-
lated to the requirements difficulty, Di f f , and in-
versely related to the effectiveness, ei, and number of
iterations, Ns, of the m tasks affecting the solution’s
progress during design.

g = Di f f /(1+
m

∑
i=1

ei)
Ns (4)

If the difference between the compliance gap, g, and
the requirement margin, Mar, is close to the effective-
ness of a particular task, ei, the agent decides to con-
tinue iterating that task. Ka is a constant adjusted ac-
cording to the agent’s typical tolerance.

|g−Mar| ≤ Ka ×ei (5)

Attributes Avail, Stab, Di f f and Mar are independent variables of each requirement, taking numeric values between 0
and 1. T max

i , T min
i and ei are data inputs retrieved from the actual process. Ka is set according to the agent’s tolerance.

di , P(compliance), P(change) and g are dependent variables. All other variables are internal.

With assumed inputs and the previous modeling framework, the turbine blade
cooling system design process was simulated using discrete-event Monte Carlo sim-
ulations. The probability distribution for the overall process duration, which repre-
sents a basic performance measure of the design process, is shown in Figure 6. The
impact of requirements change in the design process is then depicted in Figure 7,
which shows the probability distribution for the duration of rework triggered by re-
quirements change. Figure 7 shows that, in this illustrative example, the cumulative
probability of a rework duration between 2 and 5 weeks due to requirements change
is 61%. These results characterize the performance of the design process, in its cur-
rent state, relatively to requirements change. In addition, we aim that the proposed
framework becomes an useful tool to investigate the effects of change mitigation
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Table 2 Assignment of modeled properties/behaviors to the design process shown in Figure 5

Activity Pre-process Properties/Behavior Post-process

Assess cooling reqs. d = constant Avail, Stab, Diff,
Mar

Identify concept Eq. (1)
Create/modify CAD Eq. (1)
Generate models Eq. (1)
Model thermal behavior Eq. (1)
Cooling reqs. met? Eq. (2) if No, then Eq. (4)
Solve w/ geom change? Yes if Eq. (5) is true
Solve w/ concept
change?

Yes if Eq. (5) is true

Change cooling duty d = constant
Model stress behavior Eq. (1)
Predict aerofoil life Eq. (1)
Life reqs. met? Avail, Stab, Diff,

Mar
Eq. (2) if No, then Eq. (4)

Exch. data w/ conn. sys. d = constant
New constraints? Avail, Stab, Diff,

Mar
Eq. (3) Diff, Cooling Req.

Review d = constant
Design reqs. met? Eq. (2)1 if No, then Eq. (4)

1 Assuming independence in the probability of compliance of multiple requirements.

strategies and to search for process improvements to the current state. Considering
the design process used in this example, several mitigation strategies could be in-
vestigated with this framework. For instance, the modeler could determine whether
to start concept generation earlier or later as a function of the stability and difficulty
levels in the requirements cascaded to the turbine blade component. Or to determine
if the cooling concepts should be created and assessed in series, as shown in the
current state, or in parallel, depending on the status of the requirements attributes.
Or even to determine if the data exchange task with connected systems should be
performed earlier or more frequently to reduce the likelihood of long design iter-
ation loops due to changed constraints. Deriving a future state for the design pro-
cess, which is likely to deliver a lower duration of rework triggered by requirements
change and thus lower development costs is the ultimate goal, as illustrated in Fig-
ure 8. This illustrative example therefore demonstrates the potential of the proposed
framework to assess the impact of requirements change in the design of complex
systems.
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Fig. 6 Probability distribu-
tion for the duration of a
turbine blade cooling sys-
tem design process [17],
with assumed data inputs

Fig. 7 Probability distri-
bution for the duration of
rework triggered by require-
ments change in the design
process simulations pre-
sented in Figure 6
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Fig. 8 Example of the en-
visioned probability dis-
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5 Conclusions and Outlook

In conclusion, this paper has proposed and described a requirements-driven mod-
eling framework to assess the impact of requirements change during the design
of complex systems. We have been inspired by findings obtained at a large UK
aerospace company demonstrating there is the need to understand how can the de-
sign process be structured to mitigate for requirements change. This paper proposes
requirement attributes to model the complex dynamics of design, such as task prop-
erties or the decision-making behavior of agents. Within a simulation environment,
these relationships allow a probabilistic assessment of requirements change impact.
Developing this modeling framework and validating it with design teams is planned
through further research at the same aerospace company.



10 Modeling the Impact of Requirements Change 163

Acknowledgments. Funding from the Portuguese Foundation of Science and Technology
under the doctoral grant SFRH/BD/51107/2010 is greatly acknowledged.

References

[1] Kotonya, G., Sommerville, I.: Requirements Engineering: Processes and Techniques,
1st edn. Wiley, Chichester (1998)

[2] Pohl, K.: Requirements Engineering: Fundamentals, Principles and Techniques, 1st edn.
Springer, Heidelberg (2010)

[3] NASA. Systems Engineering Handbook, 1st edn. National Aeronautics and Space
Agency, Washington D.C. (2007)

[4] Robson, C.: Real World Research - A Resource for Social Scientists and Practitioners,
2nd edn. Blackwell Publishing (2002)

[5] Kuzel, A.: Sampling in Qualitative Inquiry. Sage Publisher (1999)
[6] Wynn, D.C., Eckert, C.M., Clarkson, P.J.: Modelling iteration in engineering design. In:

16th International Conference on Engineering Design, Paris, France (August 2007)
[7] Wiest, J.D., Levy, F.K.: A Management Guide to PERT/CPM, 2nd edn. Prentice Hall

(1977)
[8] Pritsker, A.A.B.: Gert: Graphical evaluation and review technique. Technical report,

The RAND Corporation, RM-4973-NAS (April 1966)
[9] Eppinger, S.D., Nukala, M.V., Whitney, D.E.: Generalised models of design interation

using signal flow graphs. Research in Engineering Design 9(2), 1121–1123 (1997)
[10] Wynn, D.C., Eckert, C.M., Clarkson, P.J.: Applied signposting: a modeling framework

to support design process improvement. In: Proceedings of ASME Design Engineering
Technical Conferences, Philadelphia, Pennsylvania, USA (September 2006)

[11] Browning, T.R.: Applying the design structure matrix to system decomposition and
integration problems: a review and new directions. IEEE Transactions on Engineering
Management 48(3), 292–306 (2001)

[12] Eppinger, S.D., Whitney, D.E., Smith, R.P., Gebala, D.A.: A model-based method for
organizing tasks in product development. Research in Engineering Design 6(1), 1–13
(1994)

[13] Clarkson, P.J., Hamilton, J.R.: Signposting, a parameter-driven task-based model of the
design process. Research in Engineering Design 12(1), 18–38 (2000)
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Chapter 11
Model-Driven Development of Logistic Systems
Using Domain-Specific Tooling

Jacques Verriet, Hsuan Lorraine Liang,
Roelof Hamberg, and Bruno van Wijngaarden

Abstract. The development of complex systems involves many people from differ-
ent disciplines, each communicating with his own jargon. These different languages
may lead to misunderstandings between stakeholders that cause a significant in-
crease of development costs. This paper addresses this communication gap by pro-
posing the usage of domain-specific tooling, which is shared by all stakeholders.
We argue that logistic systems are well suited for the usage of such tooling. This
is illustrated by the application of domain-specific tooling in the warehousing do-
main. We present a warehouse-specific graphical configuration tool built on top of
a warehouse-specific language and apply it to an industrial automated case picking
warehouse. This application shows that the communication gap between specifica-
tion and implementation can be reduced by introducing parameterised components
and behaviours and local optimisation rules with well-defined interfaces.

1 Introduction

There are many stakeholders in the development of complex systems. Since these
stakeholders have different backgrounds, they generally use different languages.
For instance, a system architect uses a different jargon than the software engin-
eers who have to implement the system’s control software. These differences cause

Jacques Verriet · Roelof Hamberg
Embedded Systems Institute, P.O. Box 513, 5600 MB Eindhoven, The Netherlands
e-mail: {jacques.verriet,roelof.hamberg}@esi.nl

Hsuan Lorraine Liang
Sioux Embedded Systems, Esp 405, 5633 AJ Eindhoven, The Netherlands
e-mail: lorraine.liang@sioux.eu

Bruno van Wijngaarden
Vanderlande Industries, Vanderlandelaan 2, 5466 RB Veghel, The Netherlands
e-mail: bruno.van.wijngaarden@vanderlande.com

{jacques.verriet,roelof.hamberg}@esi.nl
lorraine.liang@sioux.eu
bruno.van.wijngaarden@vanderlande.com


166 J. Verriet et al.

misunderstandings between stakeholders, for instance due to ambiguity of the lan-
guage used or incomplete information. These misunderstandings may be very costly,
because they result in errors that need to be repaired later in the development pro-
cess. Especially in the final stages of development, the repair of these engineering
errors is very expensive [16].

The number of misinterpretations between stakeholders will greatly decrease if
they use a language that is understandable to all stakeholders. This is the main pur-
pose of a domain-specific language (DSL). A DSL is a language specific for the
underlying solution domain that is shared by all system development stakeholders.
Because of its commonality, a DSL leaves little room for misunderstanding. There-
fore it reduces the chance of misinterpretations, the resulting engineering errors, and
the corresponding rework. A DSL can simplify system development even further if
it is linked to a reference architecture, which defines the general system organisa-
tion. A DSL can, for example, be a (formal) description of a product family to which
the system under development belongs. In that case, the DSL describes the common
components of the reference architecture and how they can be configured using their
parameters.

A DSL can be used for more than just reducing communication ambiguity. A
formal DSL can be used to develop domain-specific tooling. Using such tooling,
a system developer can specify a system by appropriately configuring the system
parameters defined by the DSL. Moreover, the domain-specific tooling may allow
parts of a specified system to be generated directly from the domain-specific con-
figuration tooling, thereby reducing development efforts even further.

Hvam et al. [6] address the benefits of domain-specific tooling. They present a
literature study of successful applications of system configuration in a variety of in-
dustries. For four companies, they quantify the following benefits of domain-specific
system configuration: reduction of lead times, more frequent on-time delivery, re-
duced resource consumption, higher quality of specifications, and optimisation of
products. Other (qualitative) benefits that they observed include increased sales, re-
duction of production/engineering costs, formalisation of engineering knowledge,
and reduction of item numbers.

1.1 Logistic Systems

Logistic systems are well suited for the usage of domain-specific tooling. This is
because such systems are highly modular and their constituting parts are loosely
coupled. Logistic systems can be seen as a collection of workstations connected
by a transportation system. Each workstation implements one step of the overall
logistic process. Logistic systems are organised in such a way that the functions
performed by the different workstations are largely independent of each other.

Because a logistic system involves many independent processes, a decentralised
controller is well suited for the corresponding process control. In the literature, there
are many examples of decentralised controllers for logistic systems. Many of these
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controllers have a structure that resembles the structure of the underlying physical
hardware. Van Brussel et al. [13] have defined the PROSA reference architecture
for holonic manufacturing systems. PROSA distinguishes three common roles: or-
der, product, and resource. These roles are implemented by three standardised con-
trol components, called holons. From these holons, one can construct a hierarchical
decentralised controller where each manufacturing workstation is represented by
instantiations of the holons. ADACOR [7] is another reference architecture for de-
centralised manufacturing control systems. ADACOR is very similar to PROSA; the
main difference is the addition of a supervisor holon.

Moneva et al. [9] have taken PROSA [13] as an inspiration for the control of
warehouses. They define a hierarchical reference architecture that distinguishes
three roles enacted by holons: order, logic, and resource. The logic holon provides
a service directory; it is similar to PROSA’s product holon, albeit more general.
Using their reference architecture, Moneva et al. [9] are able to develop ware-
house control software from an XML specification of the underlying warehouse
equipment.

Hallenborg and Demazeau [5] have proposed an agent-based controller model
for airport baggage handling systems. Their controller model consists of default
agents for all standard elements of such a logistic system; they distinguish top load-
ers, diverters, mergers, straight segments, and dischargers. These element agents are
supported by a routing agent, which is responsible for calculating a suitcase’s route
taking into account its urgency.

The fact that logistic systems can be controlled using software of which the struc-
ture resembles the underlying physical hardware is useful for model-driven devel-
opment of logistic systems. One can use a single layout model, which forms the
basis for both the physical hardware and the control software.

1.2 Outline

In this paper, we will demonstrate how domain-specific tooling can be used to sup-
port the development of logistic systems. We have selected the warehousing domain
as a carrier for this demonstration. In particular, we will present domain-specific
tooling for the development of warehouse management and control systems. This
tooling involves a graphical configuration tool built on top of a reference architec-
ture for warehouse management and control systems. Although we demonstrate the
usage of domain-specific tooling in the warehousing domain, the underlying meth-
ods are also applicable to other logistic systems.

The warehousing domain and the corresponding domain-specific tooling are de-
scribed in Sect. 2. We have applied the developed tooling to an automated case
picking warehouse. The application of our tooling to this warehouse is presented in
Sect. 3. In Sect. 4, we evaluate our tooling and its application to the automated case
picking warehouse. Section 5 provides a summary of this paper.
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2 Warehouse-Specific Tooling

Warehouses, or distribution centres, are facilities that receive and store goods of
many suppliers. These goods are shipped to a large diversity of different customers.
Thereby warehouses enable the efficient distribution of goods. The operations in a
warehouse are controlled by a warehouse management and control system (WMCS).
To achieve a high warehouse performance, a WMCS needs to use the warehouse’s
scarce resources efficiently.

Two important stakeholders in warehouse development are warehouse architects
and WMCS developers. The former are specialists in the design of logistic pro-
cesses. They are responsible for the selection of the required warehouse equipment
and the operations to be carried out using this equipment. The specification of the
warehouse’s logistic process is transferred to WMCS developers, who are respons-
ible for the implementation of the WMCS code that realises the specified logistic
processes. The backgrounds of the warehouse architects and WMCS developers are
quite different: warehouse architects have great knowledge of logistic processes,
and generally little experience with the WMCS developers’ expertise, i.e. software
development. The communication between warehouse architects and WMCS de-
velopers often has not been formalised, making it highly ambiguous. This ambiguity
causes misinterpretations resulting in rework by the WMCS developers and hence
involves a larger WMCS development effort.

This section describes domain-specific tooling which allows a large reduction
of the WMCS development effort by addressing the communication gap between
warehouse architects and WMCS developers. The basis of the prototype tools is
a WMCS reference architecture (or meta-model) that was developed by Verriet et
al. [14, 15]. Section 2.1 gives a short description of this reference architecture. The
reference architecture has been used to develop a WMCS configuration tool with
which warehouse architects are able to configure a WMCS using warehouse-specific
terminology. This tooling is presented in Sect. 2.2.

2.1 Warehouse Reference Architecture

Our reference architecture distinguishes five layers of WMCS functionality. The
top layer is the Enterprise Resource Planning (ERP) layer, which is responsible
for the high-level management of orders and stock. The second layer, the planning
layer, handles the assignment of orders to resources, i.e. equipment and stock. The
scheduling layer is responsible for balancing the system to obtain an optimal sys-
tem performance. Scheduling involves selecting tasks to be executed and forwarding
them to the Material Flow Controller (MFC) layer, which controls the warehouse
equipment. The MFC layer provides an interface to the Material Handling Sys-
tem (MHS), which contains the warehouse equipment. In this paper, we will limit
ourselves to the three top layers: ERP, planning, and scheduling. The MFC and MHS
layers will be emulated in the scheduling layer.



11 Model-Driven Development of Logistic Systems 169

Fig. 1 Standard agent types: gateway, stock planner, and device manager

In each layer, there is one type of standardised agent. This is illustrated by the
schematic WMCS organisation in Fig. 1. In the ERP layer, there is only one agent,
a gateway agent, which plays the role of the ERP system. This agent has a list of
customer orders and forwards these to the stock planners in the planning layer.

The planning layer’s stock planner agents are responsible fulfilling incoming or-
ders. Efficient order fulfilment is achieved by maintaining a certain level of stock.
If its stock level drops below a specific minimum, a stock planner issues a replen-
ishment order to other stock planners. Together the stock planners form a tree. Each
stock planner, starting at the root stock planner, divides incoming work over its un-
derlying agents, either other stock planners or device managers, taking into account
their capabilities and work-in-process (WIP) level.

The device manager agents in the scheduling layer have a one-to-one corres-
pondence to a warehouse’s workstations. As illustrated in Fig. 1, the device man-
agers form a network of producers and consumers: goods flow along the directed
arcs from producers to consumers. This network corresponds to the physical trans-
portation system connecting the warehouse workstations. Device managers are re-
sponsible for the sequencing and execution of work; hereby they take into account
the (sequencing) requirements of their consumer device managers.

The gateway, stock planner, and device manager agents are standardised com-
ponents that can be configured using their (structural) parameters. The main para-
meters of the stock planners are their initial stock level, their target WIP level, and
their stock replenishment strategy. The device managers’ parameters include their
(nominal) throughput, i.e. the number of operations per hour, and the packaging
types they can handle. The gateway agent is a specialisation of the stock plan-
ner agent. Compared to the stock planner agents, it has one additional parameter,
a collection of orders to be forwarded. Apart from these attributes, the agents’ para-
meters also include their connections to other agents. There are parent-child rela-
tionships between stock planners, producer-consumer relationships between device
managers, and associations between stock planners and device managers.

Besides the structural parameters, the standardised agents also have behavioural
parameters: each agent has a number of behaviours. The reference architecture in-
cludes a library of behavioural components. These are generic agent behaviours that
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Fig. 2 State machine of ForwardWork behaviour

have to be made application specific in order to obtain the desired overall system
behaviour. The implementation of the reference architecture involves 30 generic be-
haviours that are implemented as state machines. These state machines define the
standardised agent interaction protocols. These protocols are triggered by the recep-
tion of a message or the change of an agent’s internal status.

An example is the state machine of the ForwardWork behaviour in Fig. 2. This
behaviour is responsible for forwarding a stock planner’s orders to its children. The
behaviour starts by selecting an order and checking whether all stock needed is avail-
able in its children’s local stock. The latter is achieved by sending them a StockIn-
quiry message and receiving the corresponding StockReply answers. If the child
stock planners have sufficient stock, the ForwardWork behaviour sends a Supply-
CostInquiry to its children, which answer with a SupplyCostReply specifying the
cost of supplying (parts of) the order. Based on the received replies, the Forward-
Work behaviour assigns (parts of) the order to some of its children using an As-
signWork message. The ForwardWork behaviour continues until it has completely
forwarded the order and then selects the next order to be forwarded.

Note that the state machine in Fig. 2 has two types of states. The bold states have
associated business rules. These are local optimisation rules, with which a beha-
viour can be configured. The ForwardWork behaviour in Fig. 2 has four business
rules. The business rule of state 0 selects the next order to be forwarded to the child
stock planners. The business rule of state 1 decides which children to ask for the
availability of the stock for the selected order. State 4 has a business rule that de-
cides which children to ask for the cost of supplying stock and the packaging in
which this stock is to be delivered. State 6’s business rule decides which parts of the
order to assign to which child stock planners; this includes the packaging.

The reference architecture was implemented in Java using Jade [1], the Java
Agent Development Framework. The implementation involves 30 default beha-
viours implemented as state machines. Together, these behaviours have 172 states
and 73 business rules. The business rules in the default behaviours are called default
business rules. These are application-independent business rule implementations. In
the ForwardWork behaviour shown in Fig. 2, the default business rule of state 0 se-
lects the oldest order for forwarding. State 1’s default business rule asks all children
for their available stock. The default business rule of state 4 asks all children for
supply costs without changing any delivery requirements. Finally, state 6’s default
business rule assigns work to the child with the shortest delivery time.

To obtain the desired overall system behaviour, some of the default behaviours
need to be made application specific. For instance, delivery packaging may need to
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Fig. 3 Warehouse Control Specification Language (WCSL)

be changed due to the capabilities of the warehouse’s equipment. A behaviour can
be made specific by specialisation of a default behaviour, i.e. by overwriting some
of a default behaviour’s business rules. This is similar to the techniques proposed by
Praehofer [11] to reuse simulation code.

2.2 WMCS Configuration Tool

The usage of the reference architecture described in the previous section requires
software engineering skills that a warehouse architect may not have. To make the
reference architecture accessible for warehouse architects, Liang [8] has developed
a WMCS configuration tool. The elements of this tool are similar to those of the
tooling of Trask et al. [12] used for a software product line for software-defined ra-
dio: it consists of a domain-specific language, a domain-specific graphical language,
a domain-specific constraint language, and a domain-specific code generator. These
elements will be discussed in this section.

The goal of the WMCS configuration tool is to offer a means to configure
WMCSs with as little manual programming as possible. The basis of the tool is
a DSL, called Warehouse Control Specification Language (WCSL). An Ecore [3]
model of WCSL is depicted in Fig. 3. Note that WCSL contains all the elements of
the reference architecture described in Sect. 2.1: it shows the WMCS components
with their configuration parameters, the components’ behaviours, and these beha-
viours’ business rules.
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Fig. 4 WST component diagram

The second main ingredient of our model-driven WMCS development approach
is the configuration tool, called Warehouse Specification Tool (WST). This WMCS
configuration tool is generated from the domain-specific language WSCL using
EMF [3] and GMF [4]. Its main components include two diagrams, a component
diagram and a behaviour diagram. The component diagram is shown in Fig. 4. With
this diagram, a warehouse architect can create WMCS components by selecting the
appropriate agent type from the palette on the right and placing it on the main can-
vas. Next, he can specify the configuration parameters of the newly created agent
using the interface on the bottom. The warehouse architect can define relationships
between agents using the different agent relations on the palette. These relations can
be selected from the palette and drawn between agents on the canvas. To extend the
support of the warehouse architect, WST also performs consistency checks using
its constraint language. For instance, it checks whether all agent names are unique,
relationships are drawn between the correct agent types, the stock planners form a
tree, and there is at most one gateway agent.

With the other main diagram, the behaviour diagram (see Fig. 5), a warehouse
architect can assign behaviours to agents. The specification of a behaviour starts
with the selection of a default behaviour from the default behaviour library and
the specification of the new behaviour’s name. The corresponding Java code will
directly be shown in the behaviour’s properties (bottom part of Fig. 5). If needed, the
warehouse architect can select some of the behaviour’s business rules and, possibly
with the help of a WMCS developer, overwrite them in a special code window (right
part of Fig. 5). The newly written code will be merged with the default behaviour’s
code and updated in the behaviour’s properties. After a new behaviour has been
defined, it can be assigned to the agents that have been defined earlier. The latter
can be done using the component diagram (see Fig. 4) or the behaviour diagram
(see Fig. 5).
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Fig. 5 WST behaviour diagram

After all WMCS components and their behaviours have been specified, WST
allows the corresponding WMCS code to be generated. For this, WST uses Ac-
celeo [2]: Acceleo performs model-to-text transformations using OMG’s Model to
Text Transformation Language (MTL). It takes an MTL specification and a specified
WMCS configuration as input and generates WMCS code.

WST also provides the possibility to run the generated WMCS code as a software-
in-the-loop simulation. The output of this simulation can be visualised using WST’s
Gantt chart tool. This tool, which is built using JFreeChart [10], takes the logging
written during the execution of the generated WMCS and visualises an execution
chart. These Gantt charts provide quick feedback to the warehouse architect: e.g.
it shows whether the desired system throughput can be achieved using the spe-
cified warehouse equipment and the generated WMCS software. With this, the ware-
house architect can change his specification until the desired system performance is
achieved.

3 Automated Case Picking Case Study

We will use the system shown in Fig. 6 to demonstrate an application of the model-
driven WMCS development approach described in Sect. 2. It shows an Automated
Case Picking (ACP) module with a palletiser and three case picking cells. Each of
a module’s cells consists of two pick fronts, a reserve, two case pickers, and a tray
miniload. The pick fronts and the reserves are storage racks containing trays with
cases. Case pickers are devices that can pick cases from a pick front’s trays; tray
miniloads are capable of handling the trays of a reserve.
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Fig. 6 Automated case picking module

The ACP module in Fig. 6 is responsible for delivering mixed pallets, i.e. pallets
built from a collection of different cases. If a module is asked to deliver a pallet, it
will ask the pick fronts to deliver the required cases using the corresponding case
picker. If a pick front cannot deliver a case of certain product, it can be replenished
from a reserve: the corresponding tray miniload can pick entire trays and place them
in the pick front’s local stock.

The ACP module’s component structure is shown in the WST component dia-
gram in Fig. 4. The top agent is a gateway agent, which represents the ERP system.
It assigns a collection of orders to a tree of stock planners consisting of the module
and its children: six pick fronts and three reserves. The palletiser, case pickers, and
tray miniloads are device managers that reside in the scheduling layer. The palletiser
is associated to the module, each case picker to one pick front, and each tray mini-
load to one reserve and two pick fronts. The device managers’ producer-consumer
network shows that a tray miniload delivers goods (i.e. trays) to two case pickers
and that all case pickers deliver goods (i.e. cases) to the palletiser.

The bottom part of Fig. 4 shows the properties of the module stock planner. It
shows the module’s behaviours, its parent, its child stock planners, its connected
device managers, its initial stock level, and a few other parameters.

The total number of different ACP-specific behaviours is 49. If the instances of
the different agent types are counted, there are 21 different agents with 173 beha-
viours. Although these behaviours have many business rules, few have been made
ACP-specific: only 15 business rules had to be changed in order to obtain the de-
sired ACP system behaviour. For instance, for the module stock planner, one of the
default business rules of the ForwardWork behaviour in Fig. 2 had to be overwrit-
ten. The business rule of state 4 needs to do a packaging transformation: it takes an
order for pallets and translates this into orders for the contained cases.

The small number of overwritten business rules is due to the fact that all agents
of one type share the same behaviours and there are only three types of packaging,
i.e. case, tray, and pallet. The code of the overwritten business rules is the only code
that was written by hand; all other code was generated from WST. Only 310 out of
nearly 9,000 lines of code had to be written by hand. This is just 3 percent of the
WMCS code; the remaining 97 percent of the code was generated automatically.
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4 Reflection

In the previous sections, we have introduced domain-specific tooling for WMCS
development and have applied this tooling to an ACP module. Using our proto-
type tools, we are able to specify and generate a WMCS. For the ACP module, this
proved to be very successful, since only 3 percent of the WMCS code needed to be
written by hand. This low percentage is partially due to the characteristics of ACP.
There are only three types of packaging (case, tray, and pallet) and only two pack-
aging transformations (from pallet to case for the module’s pallet delivery and from
case to tray for pick front replenishment). Moreover, the ACP stock planners and
device managers work according to an oldest-work-first strategy. Since this strategy
is implemented by the behaviours’ default business rules and the number of pack-
aging transformations is small, only few business rules needed to be overwritten to
obtain the desired WMCS configuration. For a different system or another type of
logistic process the percentage of hand-written code may be larger.

However, there is more to the WMCS development effort than the amount of
manual coding. Currently, warehouse architects define a warehouse architecture and
communicate this architecture to the WMCS developers. This architectural specific-
ation involves the selected warehouse equipment and a description of the logistic
process to be implemented using this equipment. The communication has not been
formalised meaning that it is highly ambiguous. The misinterpretations caused by
the ambiguity necessitate rework by the WMCS developers and hence involves a lar-
ger WMCS development effort. Our domain-specific tooling can eliminate a large
part of this communication ambiguity, as it provides a clear structure for the WMCS
architecture, the logistic process in particular. This structure will leave little room
for misinterpretation, because the code to be implemented by WMCS developers
only involves local business rules, which have a well-defined scope and interface.

5 Conclusion

In this paper, we have shown that domain-specific tooling can improve the develop-
ment of logistic systems by bridging the communication gap between specification
and implementation. Logistic systems are characterised by a highly modular struc-
ture and a loose coupling of its components and the corresponding processes. We
have used the warehousing domain to illustrate the benefits of domain-specific tool-
ing, but the underlying methods apply to other types of logistic systems as well. We
have presented a warehouse-specific specification language and used it to create a
graphical configuration tool for WMCSs. The warehouse-specific tooling exploits
the modular structure and loose coupling by using a library of structural and beha-
vioural components. Using these parameterised components a warehouse architect
can configure a WMCS. The tooling was demonstrated for an automated case pick-
ing warehouse. It was shown that the communication gap between warehouse archi-
tects and WMCS developers can be reduced by the parameterised components and
behaviours and local optimisation rules of our domain-specific tooling. As a result,
the probability of misunderstandings between development stakeholders is reduced
greatly.
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Chapter 12 
Smart Grid: Constructing a System of Systems 
Model Using Both Qualitative and Quantitative 
Assessments 

Michael Z. Miller, Satya S. Pogaru, and Dimitri N. Mavris* 

Abstract. When constructing a model of a system or system of systems, one 
usually decides between utilizing a qualitative model or a quantitative model. 
There exists a desire to leverage both modeling approaches by finding a way to 
compare and contrast both types of models. In this paper the authors make at-
tempts to leverage these modeling techniques by exploring the use of a newly 
formulated methodology, referred to as Relational Oriented Systems Engineering 
and Technology Tradeoff Analysis (ROSETTA) as a way to compare qualitative 
assessment and quantitative analysis. This was applied to a sample problem of 
constructing a model of the Smart Grid. As a proof of concept, instead of examin-
ing the entire Smart Grid, only Demand Response and day-ahead load prediction 
were assessed. Qualitatively, the Quality Function Deployment methodology was 
used as a representative means to capture Subject Matter Expert (SME) opinion. 
On the quantitative side, an Agent-Based Modeling approach augmented with 
elements of Discrete Event Simulation was employed to construct a physics-based 
model.  The use of ROSETTA allows for communication between the SMEs and 
the modelers, which was used to improve the accuracy of both models. This im-
provement comes from the iterations of the qualitative assessments and quantita-
tive analyses, successively building off of insights gained from previous iterations. 
This paper shows the first steps in leveraging the benefits of both qualitative and 
quantitative models. 
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1   List of Abbreviations 

ABM – Agent-Based Modeling 
DES – Discrete Even Simulation 
DG – Distributed Generation 
DisCo – Distribution Company (Power Distributor/Generator) 
DLC – Direct Load Control 
DR – Demand Response 
DS – Distributed Storage 
HoQ – House of Quality  
HVAC – Heating, Ventilation, and Air-Conditioning 
M&S – Modeling and Simulation 
m-space – ‘System-Level Metrics’ space 
MCS – Monte Carlo Simulation 
PMV – Predicted Mean Value 
QFD – Quality Function Deployment 
ROSETTA – Relational Oriented Systems Engineering and Technology  
Tradeoff Analysis 
R-space – ‘Requirements’ space 
SE – Systems Engineering 
SME – Subject Matter Expert 
SoS – System of Systems 
VP – Variable Pricing 
x-space – ‘Design Variable’ space 

2   Motivation 

A disconnect exists between the SMEs and the modelers when assessing a com-
plex system or system of systems (SoS), especially early in the design process 
where behavior of a system or SoS is more uncertain. The SMEs perform qualita-
tive analysis, often using Systems Engineering (SE) practices that can be captured 
using Quality Function Deployment (QFD), which will be further explained later 
in this paper; therefore, the building of this qualitative model can be thought of as 
a SME-driven process. Modelers often seek to gain insight into a complex system 
by performing quantitative analysis using physics-based models. It is believed that 
neither of these techniques can independently provide as much insight into a com-
plex system or SoS as some way of combining these techniques. There is a need 
for a way to leverage both qualitative assessment and quantitative analysis in order 
to construct a desirable model. Since the qualitative assessments and quantitative 
analysis are not done using the same tools/techniques, there is a need to translate 
between the SMEs and modelers. ROSETTA allows for this translation to occur, 
and this approach may be applied to guide model construction; more details about 
ROSETTA will be discussed later in this paper. To understand how ROSETTA 
can be used to translate between the qualitative assessments and quantitative anal-
ysis, a model of the Smart Grid was constructed. This sample problem built off of 
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work done by Duncan, et al. [2] They showed how the ROSETTA methodology 
could be applied to the Smart Grid, although they discussed the use ROSETTA 
has a framework to gain insight into the Smart Grid SoS, not necessarily to aid in 
construction of a SoS model. [2] 

3   Background on Smart Grid 

The current energy grid was conceived over 120-years-ago, and the grid is reach-
ing its limitations in terms of capacity, efficiency, and life period.[12] These  
limitations directly manifest themselves as problems for both the power distribu-
tor/generator (DisCo) and the customers relying on the electricity; some examples 
of these problems include: blackouts; huge losses associated with distribution and 
transmission; inability to quickly locate and isolate faults; and integration of re-
newable sources of electricity production, which are intermittent; etc. These issues 
have lead to a push in recent years for large, system-wide upgrades to, what is 
commonly referred to as, the Smart Grid. [12] One of the enabling technologies 
for the Smart Grid is two-way communication between the DisCo and the power 
consumers. This allows for the power consumption to be monitored from genera-
tion to end use, which can then enable implementation of several different pro-
grams that work to improve the operability, efficiency, and capacity that is needed 
to meet future power demands. Some of these programs include: Demand Re-
sponse (DR), better utilization of Distributed Generation (DG), better utilization of 
Distributed Storage (DS), Load Balancing, and Fault Isolation. In order to accu-
rately assess the overall impact of these programs on the energy grid, one needs a 
holistic understanding of the Smart Grid as a SoS. 

To gain insight into the Smart Grid SoS, one needs to examine the individual 
technologies of the various programs that will be implemented. DR seeks to re-
duce the peak load, which minimizes the use of less efficient and more expensive 
peaking plants. This can be used to help maximize the profits of the DisCo. [12] 
DG seeks to increase efficiency in power distribution by moving from a few, 
large-scale power production facilities to a larger number of distributed small-
scale power production units; this small-scale power production could be small 
enough to supply partial power for one residential home, or large enough to sup-
port an entire neighborhood. [12] DS, which is sometimes coupled with DG, seeks 
to use multiple storage facilities/types to use when power demand is high, or ener-
gy production is low. [12] Load Balancing involves transferring power at a certain 
current in order to maximize the efficiency of electricity transmission. [10] Fault 
Isolation seeks to locate and to minimize service interruptions that result from 
hardware failures. The current energy grid accomplishes Fault Isolation by relying 
on reporting from energy consumers, but the Smart Grid seeks to automate this 
process. [4] Each of these programs has several different ways of being imple-
mented, which drastically increases the complexity when performing a SoS analy-
sis of the Smart Grid.  In order to gain insight into such a complex SoS, one must 
determine what parameters of the various Smart Grid programs and technologies 
are necessary to model in order to gain adequate insight.  
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Due to the complex nature of the Smart Grid SoS, modeling all the parameters 
associated with the different programs can quickly become infeasible because of 
the computational requirements. As a proof of concept, one can only examine 
some of the Smart Grid programs and technologies in order to gain insight into the 
construction a SoS model. The rest of this paper will only focus on DR and day-
ahead load predictions. 

3.1   Demand Response 

DR is defined by Federal Energy Regulatory Commission as, “changes in electric 
usage by demand-side resources from their normal consumption patterns in re-
sponse to changes in the price of electricity over time, or to incentive payments 
designed to induce lower electricity use at times of high wholesale market prices 
or when system reliability is jeopardized”. [3] This change in consumption beha-
vior reduces the likelihood of forced outages or full-scale blackouts. [13] DR can 
be achieved either through Direct Load Control (DLC) or Variable Pricing (VP). 
DLC is when the residential user temporarily cedes control of some of their ap-
pliances to the DisCo. The most frequently discussed VP schemes are: Dynamic 
Pricing and Real-Time Pricing [1]. To minimize computational resources, only 
one general form of DLC being the only DR scheme modeled for the proof of 
concept of the method.  

3.2   Load Prediction 

The load prediction was examined in order to assess its impact on the DR scheme 
modeled. Two types of load predictions are commonly used.  The first type was 
done through day-ahead load prediction model, where the actual load data of simi-
lar day over the past five years was aggregated to get the prediction for the desired 
day. The second type is done through real-time prediction of the load, which can 
be done by using various prediction algorithms. This proof of concept only con-
siders day-ahead predictions.  

4   Modeling and Simulation 

As previously discussed, both a qualitative model and a quantitative model were 
needed. These models were compared to each other in order to gain further insight 
into the modeling of this complex SoS. A physics-based model was developed,  
using lower-fidelity approximations to model the behavior of the Smart Grid  
systems that were modeled. The ROSETTA framework utilizes the QFD metho-
dology for the qualitative model. In the QFD, SMEs were able to identify relation-
ships between systems in order to gain insight into the behavior of the SoS. 

4.1   Qualitative Modeling 

The qualitative model was constructed using data from SMEs and captured using a 
QFD. This begins by constructing a top-level House of Quality (HoQ) showing 
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the various technologies of the Smart Grid; this HoQ, which maps the stakehold-
ers’ requirements (R-space) to the SoS-level metrics (m-space), can be seen in 
Figure 1. The next step of QFD was to look at the next lower level HoQ, which 
maps the m-space to the design variables (x-space). This was done to ultimately 
create a mapping between the x-space and the R-space. This is shown in Figure 2. 

 

 

 

Fig. 1 First-level HoQ of the Smart Grid showing the relationships between the Require-
ments (R-Space) and System-Level Metrics (m-Space) 

Since this paper is not trying to build a model for the entire Smart Grid, the qu-
alitative model was reduced to only include aspects of DR and day-ahead load 
prediction. Within DR, there are several appliances that were not considered be-
cause of the impracticality of controlling those for residential consumers (e.g., 
lights and miscellaneous appliances). [12] The following analysis utilized infor-
mation presented on the scoped-down QFDs shown in Figure 3 and Figure 4. 

The top-level HoQ, shown in Fig. 3, maps the R-space to the m-space. Here the 
R-space is consisting of the stakeholders involved in the DR, namely the DisCo 
and consumers; government regulators were not considered for brevity. The 
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Fig. 2 Second-level HoQ showing the relationships between System-Level Metrics (m-
Space) and Design Variables(x-Space) 

stakeholders have unique interests/requirements for a DR program. As an exam-
ple, the DisCo might be interested in DR to reduce the peak loads that cause high 
power production costs, while consumers might participate in order to decrease 
their power bills or at least to keep their power bills from increasing. The m-space 
defines the possible ways to meet the stakeholders’ interests/requirements.  
The second HoQ, shown in Figure 4, maps the m-space to the x-space, which are 
the variables used to describe these programs in order to see if they achieve the  
requirements in the R-space. Besides these mappings, the QFD also maps correla-
tions among parameters in the R-space, m-space, and x-space, by utilizing the 
‘roof’ and the ‘greenhouse’ of the HoQ. As an example, consider the Heating, 
Ventilation, and Air Conditioning (HVAC) (from the m-space), which is controll-
able, but the washer or dryer are deferrable, but currently assumed to not be con-
trollable. For brevity, the other mappings are not explicitly stated, but can be seen 
in Figure 3 and Figure 4.  
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Fig. 3 Down-selected first-level HoQ of Demand Response 

 

Fig. 4 Down-selected second-level HoQ of Demand Response 
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4.2   Quantitative Modeling  

No publicly available software was found that captured all of the desired metrics 
for DR. This was a large motivator for building an M&S environment. The model 
constructed was an Agent-Based Model (ABM) [14] that utilized discrete event 
simulation (DES) in order to minimize simulation run time. An ABM was chosen 
in order to capture the uniqueness of different residential energy consumption us-
ers and then aggregate individual consumptions to generate system level data. It is 
important to note that this quantitative model was being used early in the design 
process to help gain insight into the complex SoS. For this reason, the model con-
structed could be of lower fidelity, which meant that utilizing DES was acceptable 
(i.e., there was no need to model the exact flow of power and minute-by-minute 
actions of the consumer at this phase in the design process).  

In the model used, the agents are defined as the residential energy consumers; 
the methodology of constructing this model builds off of work presented by Lewe, 
et al. [6] The agents in the model had a level of sentience that was limited to res-
ponding to changes in their comfort level due to the internal temperature. This was 
modeled using Fanger’s equation on comfort. [8] In this model, one agent 
represents the behavior of all of the residents in the household. This is advanta-
geous for several reasons: 1) Fanger’s equation calculates a predicted mean value 
(PMV) of comfort for a group of people; 2) the energy consumption of one person 
is not as predictable as the energy consumption of a family [9]; 3) this reduces the 
simulation run time because it reduces the number of agents. The simulation was 
run with 1000 agents (i.e., households), each with unique characteristics (e.g., 
house size, thermal efficiency, number of residents, daily schedule, etc.). All ac-
tions, not related to thermal comfort, of the agent were governed by randomized 
discrete events. Besides agent actions, several appliances (e.g., washers, dryers, 
refrigerators, and freezers) were modeled using probabilistic DES, from Depart-
ment of Energy consumption data. [3] A summary of modeling details can be seen 
in Table 1. Changes in internal temperature used in the M&S environment were 
based on fundamental heat transfer equations. [5] The external temperature was 
modeled using a hot summer day with the temperature varying between 70°F and 
95°F. 

Table 1 Summary of the appliance control in the quantitative model 

 HVAC Water 
Heater Washer Dryer Freezer 

Defrost 
Refrigerator 

Defrost 

Other 
Power 
Loads 

Agent  
Controls  

X       

Probability 
Schedule 

[3] 
 X X X X X X 

 
 



12   Smart Grid: Constructing a System of Systems Model  185
 

In order to guide construction of an accurate SoS model, the quantitative model 
needs to track metrics stated in the qualitative model; there is a need to track all 
metrics because previously unrealized relationships or trends might arise from the 
quantitative model. Most of the metrics were obvious to track, but the system me-
tric of ‘Acceptance of DR’ was quantified by keeping track of the inverse of the 
agents’ total annoyance in response to DR events. This total annoyance was the 
aggregation of two types of annoyance: 1)  thermal discomfort, which occurs 
when their thermostat is set too high or low from their comfortable setting, and 2)  
deferring annoyance, which occurs when they are unable to perform an activity 
(e.g., laundry) because a DR event differed that load. Hence, it should be noted 
that ‘Acceptance of DR’ is a measure of “how much less intrusive the given DR 
is”. In the second-level HoQ, which is shown in Figure 4, the ‘delta Temperatures’ 
refer to the change in the set temperature caused by a DR event. The ‘Delta Defer 
Time X’ metrics refer to the length of time that a DR event would defer the use of 
that specific appliance after the end of DR event. 

5   Leveraging Both Models 

ROSETTA utilizes surrogate models of the quantitative model in order to rapidly 
perform a Monte Carlo Simulation (MCS), which is used to establish relationships 
and trends within the HoQs. After performing MCS on the surrogate models of the 
developed quantitative model, the correlations, sensitivities, and impacts of the 
design variables can be examined. These surrogate models were constructed using 
Response Surface Methodology. Examining the correlations, sensitivities and im-
pacts of the design variables is important in order to understand what aspects of 
the M&S environment need further development. The quantitative results of 
second-level HoQ (refer to Figure 4) can be seen in Fig. 5. The results from the 
quantitative provide more insight into the relationships established from qualita-
tive model. It is important to note that all of the red circles/ellipses in the roofs and 
greenhouses of the HoQ of Figures 5, 6, 7, and 8 show the correlations between 
those requirements, metrics, or design variables. These correlations result from the 
MCS, and each black point represents a data point from a simulation run. A red 
circle indicates no correlation, whereas an ellipse indicates a correlation in the di-
rection of the major axis of that ellipse. 

The ROSETTA results shown in Figure 5 demonstrates the quantitative model 
results being translated to a form that is easily understood by the SMEs, whom 
perform the qualitative analysis. When comparing the qualitative and quantitative 
model assessments, it can be see that the ‘Day Ahead Peak Prediction Error’ has 
an impact on more parameters in the m-space than was previously captured by the 
qualitative assessment alone (refer Figure 3 and Figure 4). In fact, most appliances 
seem to be more sensitive to the ‘Day Ahead Peak Prediction Error’ than other  
variables. Also from Figure 5, two significant points should be observed: 1) The 
variation of the appliance contributions with respect to the ‘Day Ahead Peak Pre-
diction Error’, all of the discrete appliances (Washer, Dryer, Fridge, and Freezer) 
show almost similar variation trend (though not same in terms of magnitude), and 
2) from the prediction profilers, it can be observed that appliance contributions 
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Fig. 5 The second-level HoQ
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of ROSETTA, which creating a commonality between qualitative assessments and 
quantitative analysis in order to understand complex system (or SoS) behavior. 
Looking at this level HoQ, one should go back to the non-linear relationship that 
is shown between ‘Freezer Contribution’ and ‘Day Ahead Peak Prediction Error.’ 
This trend can be interpreted to mean that regardless of the ‘Day Ahead Prediction 
Error’ the Freezer does not contribute to the overall power consumption. By con-
sulting SMEs, one can find that this trend is not correct because the Freezer’s con-
tribution to the peak should depend on the direction of the prediction error. This 
highlights an error in modeling the Freezer that was corrected in the next model 
iteration.  

To further highlight the benefits of ROSETTA, one should examine the higher 
level HoQ, which relates the m-space to the R-space and can be seen in Figure 6. 
Looking at this figure, one notices the sensitivity to ‘Reduce Peak’ and ‘Non-
increasing Power Bill’ to ‘Dryer Contribution’ that do not exist with the other  
appliances. These sensitivities can be interpreted to mean that the Dryer plays a 
larger role in these requirements than other appliances. By consulting SMEs, one 
realizes that the quantitative trend shown in this figure do not make intuitive sense 
because less ‘Dryer Contribution’ should result in more reduction of the peak 
load, not the opposite. This error was addressed in the next model iteration.  

Besides these errors, the SMEs were able to help with presenting the results 
from the quantitative model in a more intuitive manner. By looking at Figure 5, 
one may initially think that ‘HVAC Contribution’ and ‘Delta Temp AC’ have an 
inverse relationship. This was done because the modelers believed that tracking an 
increase in ‘Delta Temp AC’ should result in a decrease in ‘HVAC Contribution.’ 
However, the SMEs suggested the modelers show that increasing ‘Delta Temp 
AC’ has an increase in the reductions from ‘HVAC Contribution.’ This feedback 
from the SMEs is basically saying that the modelers were not tracking metrics in 
an intuitive way for the SMEs (in this study) to understand the quantitative data. 
Again, this highlights the importance of ROSETTA in being able to translate be-
tween the SMEs and the modelers. This and other ways to more intuitively present 
the data were implemented in the next model iteration.  The results of this second 
iteration can be seen in Figure 7 and Figure 8.  

Many of the trends previously identified in the first round of modeling can be 
seen in the second iteration of modeling, but more importantly, all of the previous-
ly identified errors are corrected. When comparing Figure 5 and Figure 6 with 
Figure 7 and Figure 8, one can also notice that many of the trends and correlations 
are more tightly defined. However, when comparing Figure 7 and Figure 8 to Fig-
ure 3 and Figure 4, respectively, one notices several differences. The sensitivities 
shown in Figure 7 do not correspond to the relationships identified in Figure 4. 
Majority of the relationships identified in Figure 4 result in no or only small varia-
tions, in terms of sensitivities, when examined in Figure 7. For example, the 
HVAC shows a variation range of 1600KW in magnitude whereas the Freezer 
shows a variation range of 0.3KW, which is why it show little or variations in the 
sensitivity plots. Similarly, most of the other appliances also show considerably 
very less variation than HVAC. This can be interpreted as changes in the set  
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Fig. 6 The first-level HoQ that results from the first iteration of ROSETTA. Note: the ‘Re-
duce Peak’ metric counts reductions in peak as negative so that the correlation seen be-
tween ‘Reduce Peak’ and ‘Acceptance of DR’ was a strong, positive relationship. 

 

Fig. 7 Results of the second-level HoQ second iteration from ROSETTA 
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Fig. 8 Results of ROSETTA on first-level HoQ from the second iteration of modeling 

temperature of the HVAC have more impact than changes in the deferral times of 
other appliances. Also, when comparing the results from Figure 7 and Figure 4, 
one notices that the results in Figure 7 can actually quantify the type (e.g., linear, 
quadratic, inverse, etc.) of relationship instead of just stating that a relationship ex-
ists. To further explain this, Figure 9 shows the three down-selected requirements. 
On the left of these requirements (i.e., the greenhouse in Figure 3) are the symbols 
used in QFD (i.e., qualitative assessment), whereas the symbols on the right side 
(i.e., the greenhouse in Figure 8) are the correlations seen from the quantitative 
analysis. The symbols on the left all indicate strong, positive correlations; howev-
er, the red ellipses on the right show the actual degree of these correlations. From 
examining this figure, one can see a stronger correlation between ‘Reduce Peak’ 
and ‘Non-increasing Power Bill’ as opposed to the other requirements. This corre-
lations is stronger because the ellipse in this box not only has a larger slope (in 
terms of the major axis), but also a smaller minor axis than the other two ellipses. 
Due to space limitations, other correlations are not explicitly discussed. 

Even in this second iteration, the importance of translating between the SMEs 
and the quantitative results of the model can be seen. For example, when analyz-
ing the results, the SMEs begin to wonder what metrics or design variables  
accounted for the possibility of a rebound effect. A rebound effect is the synchro-
nization of various loads after a DR event that causes the power consumption to 
spike to levels that could have been higher than the initial peak [11]. Currently, the 
model does not consider assessing potential rebound effects; this will be ac-
counted for in future iterations of constructing this model. It is important to note 
that the SMEs (used for this paper) did not initially capture the idea of the rebound 
effect in the original QFD (Figure 1 and Figure 2), but this lack of inclusion was 
captured by examining the results from the quantitiative analysis, presented using 
ROSETTA (Figure 7 and Figure 8). Although this error might not have occurred if 
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Fig. 9 Analyzing the correlations between requirements (i.e., the greenhouses in Figures 3 
and 8) 

more vetting was used in selecting SMEs, this example highlights the power of 
ROSETTA, especially when the definition of a SME can be rather nebulous. 

From this HoQ, it can be seen that the qualitative assessment did not adequately 
capture the correlations between all the design variables. For example, it was be-
lieved that there would be a strong correlation between the ‘HVAC Contribution’ 
and the ‘Error in initiating DR time’, but because of the way HVAC is used 
throughout the day (i.e., the shape of the load curve from HVAC use throughout 
the day) there exist little, correlation between these design variables. However, the 
quantitative model did verify the correlation between ‘Washer & Dryer Contribu-
tion’ and ‘Error in initiating DR time’. The differences in the impacts of these ap-
pliances on the error in initiating DR time were realized by using ROSETTA, and 
it can be accounted for in future iterations of constructing this model. It is also im-
portant to note the strong positive correlation between the requirements ‘Reduce 
Peak’ and ‘Non-Increasing Power Bill’, which was expected. These requirements 
show an interesting correlation when compared to the requirement ‘Acceptance of 
DR’; this relationship seems to show a tradeoff between these requirements, which 
was expected, but not adequately captured in the qualitative analysis of QFD. 

6   Conclusions 

The gap in translation between SMEs, giving qualitative assessments, and mod-
elers, using physics-based models to perform quantitative analysis, was mitigated 
by using ROSETTA to aid in constructing a model of the Smart Grid. The quantit-
ative model was able to verify some aspects of the qualitative model, and also 
highlight some misrepresented/non-intuitive relationships (e.g., the qualitative 
model might say there is an impact, but the quantitative model shows that whether 
that impact is a linear or non-linear relation). From the opposite perspective, the 
qualitative assessments were able to show inaccuracies in the quantitative model. 
This was accomplished by using ROSETTA as a means of translating between 
these two approaches. Any discrepancies that arise between the qualitative and 
quantitative model were further examined in both models in order to increase the 
accuracy of the quantitative model. Even with performing two iterations, this 
model was still not able to capture all aspects of the Smart Grid DR and day-ahead 
prediction. This means that using ROSETTA to aid in model construction should 
be viewed as an iterative process until the desired level of model fidelity is 
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reached. By using ROSETTA to compare the qualitative assessments and quan-
titative analysis in an iterative process, it is believed that a model can constructed 
to a desired level of fidelity earlier in the design process.  

7   Future Work 

This paper covered the use of ROSETTA as a guide for developing a model of  
only a subset of the Smart Grid: the DLC aspect of DR with day-ahead load  
predictions. It will be necessary to further build on this model to incorporate other 
aspects of the Smart Grid. The first step should be to perform another iteration of 
the qualitative and quantitative models using insights gained from the second ite-
ration of modeling (e.g., rebound effect). The next logical step is to include the 
impacts of DS and DG because it is believed they might impact the feasibility of 
DR. Another important aspect of DR, which was not captured in this model, is the 
use of VP for a DR program. In order to be able to accurately assess these pricing 
schemes it will be necessary to increase the agents’ sentience. This could be  
accomplished by incorporating utility functions for individual agents. It is not re-
quired that all aspects of the Smart Grid be captured by one model; for instance, 
load balancing may be done using a separate model (ABM might not be a suitable 
modeling technique for analyzing load balancing), if there is no relationship  
between load balancing and other DR programs. 
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Chapter 13 
Prototyping Systems Thinking Curriculum 
Development for Pre-college Students 

Ben R. Jurewicz* 

Abstract. This paper describes the results of the first 5 years effort to develop a 
new focus and process for creating an awareness of systems thinking methodology 
in pre-college students. The effort was undertaken as part of the University of 
Texas Pre-Freshman Engineering (PREP) program based in San Antonio, TX.  
The PREP program conducts a 6 week summer classroom environment on local 
university campuses for Texas Middle School (7-8-9 grades) students focusing on 
the basics of Science, Technology, Engineering & Math (STEM.)  Our particular 
effort was to add a fourth year known as PREP IV. PREP IV served as a 
prototyping laboratory to experiment with new curricula for introducing the 
systems thinking mindset to pre-college students.   

Several approaches, such as Community Based Projects, Student Centered 
Learning, Activity Based Learning, and Challenge Based Learning were 
incorporated into the curriculum developed. As a result of the exploratory 
prototyping fundamental understandings of student basic needs were uncovered 
including: (1) creating a systems thinking awareness or mindset in the students; 
(2) developing a teachable approach to grasping the concept of what is a system; 
(3) learning how to do the abstraction required for modeling a system; and (4) 
analyzing the behavior of a system from a systems model.  Most of these basics of 
system thinking are not intuitive but require innovative development approaches.  
This paper discusses teaching approaches that address those new understandings.  
Specifically, it includes the approach of tightly integrating the study of system 
thinking concepts with the learning exploration of a local community watershed as 
a system. System definition, modeling, and behavior analysis in a parallel top 
down theory and bottom up approach results in system thinking mindset retention 
that was measured by pre and post testing of students. In addition, the basics of the 
systems engineering process were built into the curriculum providing a process 
framework to support the systems concept mindset and awareness. 

                                                           
Ben R. Jurewicz 
St Mary's University 
One Camino Santa Maria 
San Antonio, Texas 78228 
United States 
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A high level watershed system model was built using the STELLA computer 
model. This model was constructed from the ground up in parallel with basic 
water science teaching of: the water cycle, rainfall rates, rain accumulation, 
watershed area determination (using U.S. Geological Service or USGS 
topographic maps and Google Earth), soil analysis, evaporation, and river water 
flow fundamentals. The model was calibrated using an historical rainfall event 
along with measured stream water flow rates at local stream USGS monitoring 
stations. Once calibrated the model was exercised to discover the benefits of 
reduced flows and flooding associated with creating water retention dams. Soil 
and surface runoff conditions were varied to develop a student understanding of 
increases in community land development on the potential for flooding. The 
model and graphical outputs are discussed in the paper.   

As a result of the PREP IV experience the students could clearly articulate an 
understanding of a very important community system. They showed this in a 
formal presentation to local senior water system executives, water science 
university professors, and parents. Continuing PREP IV classes are extending the 
systematic discovery of how to develop curricula that creates sustainable systems 
mindset awareness. Areas other than watershed systems, such as aerospace, 
energy, environment, and medicine are also being introduced into the PREP IV 
systems curriculum. 

1   Introduction 

Our modern society is generating an increasing complexity in products, processes, 
and organizations. The possible adverse impacts of uncertain events, misjudgment 
in reaction and control, and interrelated unforeseen reactions necessitate an 
increased understanding of systems. While significant effort has gone into 
developing an understanding of systems theory there is little widespread 
appreciation of the concept with the vast majority of people. Systems Thinking, 
Systems Engineering, and Systems Management courses are offered at the college 
level and for professionals.  There are a number of pre-college efforts to move the 
concept of systems thinking to younger students. The TexPREP program 
originated at the University of Texas in San Antonio about 30 years ago.  It is a 7 
week summer program that has focused on creating an interest in Science, 
Technology, Engineering, and Math (STEM) careers middle and high school 
students, primarily but not exclusively minority students.  Over the last 5 years the 
TexPREP program has served as a prototyping facility for innovative approaches 
to developing systems thinking in pre-college students. In particular, the program 
created a separate 4th year called PREP IV which was expected to be a learning 
laboratory for developing approaches to teaching systems thinking. This paper 
discusses insights that have been discovered in the process of teaching systems 
and provides a community-based example of how the TexPREP students were 
able to use their newly developed understanding of the systems thinking approach. 
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2   PREP Program 

The TexPREP program location sites and summary data are shown in the 
following two figures. Students in the program attend daily classes at local 
universities. 

 

3   The Systems Approach 

Much has been written on the systems approach as a dynamic thinking process, an 
engineering methodology, or as a project management concept. The approach we 
used with our PREP IV students was systems as a problem solving method for 
certain types of problems.  These types of problems might not have an obvious or 
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easy answer.  In fact, many times the existence of this type of problem is not even 
known until one explores a situation using the systems approach.  Our approach 
emphasized 3 very basic system thinking ideas: awareness of the existence of a 
specific system; abstraction of selected system characteristics as the basis of 
modeling a system; and imagination of future states as the foundation for systems 
analysis. Exercising these core concepts, well, is the necessary foundation for 
effective and enduring system thinking, systems engineering and systems 
management approaches in all types of problem solving. Moreover, we were 
convinced at the outset that no systems thinking learning would be effective or 
enduring without the very close integration to a relevant practical community 
based problem.  

4   Teaching the Systems Approach 

The PREP IV program consisted of 3 subject class periods a day and a study 
period.  One class was systems problem solving theory, another was water science 
and the third was computer programming basics. The water science class was 
chosen since our community based problem was related to current activity by local 
universities and water authorities who are working on understanding the flood 
potential of the local Salado Creek Watershed. The general concept was to 
integrate the classroom activities. Systems learning involved understanding 
system theory. To support this we needed to relate to a specific area, hence the 
Salado Creek Watershed. Also, the activity in systems problem solving requires 
using a software program and for these early efforts we chose to use the STELLA 
systems modeling computer program Classes were comprised of from 20 to 25 
students.    

The first year’s class in 2007 had both the systems theory and water science 
analysis as part of one class period. It proved to be too much to cover in too short 
of a time. Our second attempt was to have parallel systems and waters science 
classes with a convergent focus at the last three weeks. This worked somewhat 
better, but was not completely satisfactory. Our third attempt had parallel classes 
that were tightly integrated from the start and all the way through the 6 weeks.  Up 
to this time the computer classes were somewhat separate from the systems and 
waters science classes. We are currently exploring integrating the computer 
science class with a systems and an application science class.   

Teaching systems theory to students even with concrete examples has not 
proven effective in instilling a strong awareness of what is a system. Thus, our 
approach has been to develop system theory through using the application system. 
Systems classes alone have not been very effective at developing the ability to 
create an abstract behavior model from just the concept of a system.  

System behavior modeling requires a high degree of abstraction. To a degree 
this can be learned by most anyone with practice and repetition, but some students 
have a higher degree capability naturally to abstract. Our approach has been to use 
a very close analogy of the actual system as an introduction, first in the systems 
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theory class.  Specifically, we found the bathtub stock and flow analogy was very 
effective as an introductory system model for a watershed.  Using a model like 
STELLA clearly enhances this process for those students with strong abstraction 
capabilities as well as those without the capability.   

We found that the systems analysis, using a system behavior model, requires 
time spent understanding the problem context and a good deal of class time 
devoted to exploring “what-if” scenarios. This analysis process is enhanced by 
practicing imagination or visioning with various artifacts. We created artifacts, 
such as the picture in the figure below to see things in different ways to help 
students learn this process.   

Each of the three areas (defining a system, modeling a system’s behavior, and 
analyzing a system’s behavior) requires continued development.   Nonetheless, we 
feel that we have made headway as described in the following example of 
student’s results.   

 

Source: Malcolm Lancaster,M.D. (Used to train medical students in interpreting 
electrocardiograph outputs.) 

5   Defining a System 

The water science class initially explored the water cycle as a large system. A 
watershed was then defined as an element of this much larger system as indicated 
in the figure. Initially, systems can be conceptually defined by a circle with a set 
of elements inside and outside. As a conceptual diagram this aids students to 
understand that a system has a boundary, defined by the circle. Inside are the 
major elements of the system and outside are the other systems that interact with 
our system of interest. In pure systems theory the major inside circle elements are 
defined and relations established. The external systems interacting with our 
system of interest are also defined. Focusing on the watershed system as part of 
the larger water cycle gets this across more clearly than circle diagrams although 
they have an initial role. 
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Salado Creek Watershed - Part of a Much Larger Water Cycle System 

6   The Salado Creek Watershed System in San Antonio, TX  

The Salado Creek Watershed (SCW) was studied very intensively. U.S. 
Geological Survey (USGS) data delineating the actual SCW boundary were used 
to overlay the SCW boundary on a Google Earth map of the San Antonio area.  
The Salado Creek and all tributary streams were identified as shown below.                       
 

 
Defining the Salado Creek Watershed System 

The water 
evaporates and 
condenses into 
clouds. 

The rainwater 
flows into the 
Gulf of 
Mexico. 

Run-off water flows 
into Salado Creek. 

The rainwater 
runs off or gets 
soaked into the 
ground. 

Water falls 
over the 
Salado Creek 
Watershed. 
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7   Modeling the Salado Creek Watershed  

For our purposes the students were focused on understanding the flow of water 
through the SCW associated with an Input rainfall event. Behavior of the SCW 
system was focused on the water flow activity leading to the SCW system Output 
of stream flow. How rainfall of a specified intensity and duration was converted to 
a level of stream flow was the system behavior desired. This required the 
development of a Stock and Flow model. Understanding of the sequential and 
parallel set of causes and effects during a rainfall event in a watershed was clearly 
discussed as part of the science class activity. An understanding of the physical 
processes that controlled the transport and accumulation of water was explored 
with hands on measurements and activities.  This provided the basis of selecting a 
network of Stocks and Flows that connected the input rainfall to the output stream 
flow. Early efforts provided a fully developed model to the students who then used 
it to explore alternative scenarios. The more recent efforts build the SCW systems 
model from single Stocks and Flows and allow them to participate in full 
development of the SCW model. In the process surface topography, soil topology, 
evaporation, and other phenomena are explored. This was accompanied with a 
field trip and computational exercises.    
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Behavioral Watershed Characteristics of Modeling Interest 

 
 
 

Input:   
Accumulated Daily (in or cm) 
Rainfall Rate (in/hr or cm/hr) 

System Function of Interest:  
      Collect & Drain Water 

• Ground Seepage 
• Surface Runoff 
• Evaporation

Output: 
Streamflow (cfm or m3/sec) 

Watershed Characteristics Modeled: 
• Surface Topology 
• Land Usage Patterns 
• Soil Classification 
• Basin Retention 
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8   The Salado Creek Watershed Model 

The student developed SCW models from the starting version to the final version 
are show. After exposure to the bathtub systems flow model, the initial construct 
for a watershed model was developed with the students as shown below. From this 
simple stock and flow model the more detailed model was constructed.    

 

 

 

 
 

Initial Watershed STELLA Model 

Final STELLA Watershed Model 
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9   Systems Engineering Approach 

We used real world data from Salado Creek station 13 to test our watershed 
system in the Stella program. In June and July, Salado Creek experienced a lot of 
stream flow. It had rained on June 16th, 20th, and 28th. Each one was above 1 
inch with the 28th being 3.07 inches. After that rain, the peak flow in cubic feet 
per second was almost 4000. The changes in the graph were similar to the actual 
data, but less dramatic. The graph in the Stella program is almost as accurate as 
the actual data from the Salado Creek station 13, but it doesn’t show the little 
changes that happened between the days. The real data showed more changes 
among the days with more increases and decreases around the June 16 and June 23 
portion of the data. The computer model cannot account for all of the complexities 
of the Salado Creek watershed. 

Calibrating the Model (With Real Time data) 

 
 
 
 

Varying Rainfall Accumulation Levels 
 
This graph represents the number of cubic feet per second (CFS) given different 
scenarios of rainfall. The y-axis (vertical line) of the graph represents the CFS, 
and the x-axis (horizontal) of the graph represents the days. The rainfall totals 
used in this scenario were one, five, and ten inches. The blue represents what 
would occur if it rained 1 inch in one day. The CFS for one inch for one day was 
about 2,000.  It doesn’t show any significant change in the CFS, because it was a 
small rain event. The red line represents what would occur to the CFS at five 
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inches in one day. The CFS at five inches in one day was about a little over 5,000. 
The reason is because this was a somewhat considerable rainfall event. There is 
somewhat a significant change. In comparison with 1 inch in one day, the CFS 
was greatly altered. The pink line represents ten inches of rain falling within only 
one day, which means this was a huge rainfall event. The CFS for ten inches in 
one day can be estimated by looking at the graph to be 13,000. In comparison to 
five inches one day, the CFS for 10 inches greatly surpasses it. After the 8th day, 
the CFS for each scenario evens out. In conclusion, the greater the rainfall in 
inches the greater was the CFS. 

Rainfall Accumulation Different Rain Events 

 

This graph compares the events of 2 inches per day for five days and 10 inches of 
rainfall in one day. The stream discharge in cubic feet per second (cfs) for the 
event where it rained 10 inches in one day is higher than the stream discharge cfs 
for the event where it rained 2 inches per day for five days. The graph for the 
event of 10 inches in one day decreases drastically after the first couple of days. 
This is because it stops raining after the first day, so the discharge is lower. The 
graph for the event of 2 inches per day for five days increases after the first day 
because it continues to rain for the next four days. These two graphs are 
dramatically different even though the same amount of rainfall fell during the five 
days. It is because the rate at which the rain fell was different in both cases, so the 
graphs would also be different. Since more rain fell in a shorter amount of time, 
the discharge is higher than when it rained at a constant rate for 2 inches per day 
for five days. The conclusion is, the discharge in cubic feet per second is higher 
during situations where more rain falls in a condensed amount of time than at a 
constant rate over a long period of time. 
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Same Total Rainfall Accumulation 

 

 
Effect of Increasing Rainfall Rate (10% Retention) 

       Increasing Rainfall Rate (10% Retention) 
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Effect of Increased Runoff Rate 
      (5 inches of Rain in 1 hour and 10% Retention) 

 

Varying the Retention Quantity in Dams 

This graph deals with showing the (impact of) fraction retained (in dams). The 
graph shows that the highest amount of retention led to the highest amount of 
stream flow. At a 0% retention rate and 5 inches of rainfall, the cfs level of the 
stream is shown in 1. At 50% retention rate and with 5 inches of rainfall, the cfs 
level of the stream is shown in 2. Then finally at 100% retention rate and 5 inches 
of rainfall, the cfs level of the stream is shown in 3. This graph shows that it just 
delayed the problem and didn’t fix it. The best one was 50% because it fixed the 
problem. 

Rainfall Retention Variation 
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Effect of Release Rate on Stream Flow 

This graph represents what happens to the water in the stream as water from a 
retention dam is slowly released into it. These curves in the graph are the amount 
of water in the stream after a 3-day period. You have 3 different cases. In the first 
case water is retained for one day and then released back into the stream on the 
first day. In the second case water is retained for two days and then released back 
into the stream on the second day.  On the final case study water is retained for 
three days and then released back into the stream on the third day. As you can see, 
retention dams help for quick water control but when you put the water back into 
the stream it rises again so engineers have to be careful they do not flood the 
stream when they release the water.  

Release Rates 

 

Effect of Complete Urbanization 

The graph shows that as the percent of urban land use increases there is more 
water in the stream flow. This shows that if the whole area of Salado Creek were 
to become urban, then there would be more water and also more flooding. The red 
line represents the total amount of water there would be in Salado Creek if all the 
land were urban. The blue line represents the result with the actual present day 
percentages of land that is urban, suburban, forest, and farm. This scenario was set 
so that Salado Creek would receive five inches of rainfall. Also, to show the 
difference that would occur if all the Salado Creek would become an urban area 
instead of the type of area it is formed of, the percent of urban land area was 
changed to 100 percent. The other land areas such as: forest, farm, and suburban 
areas were all set to 0 percent. The final result was that if Salado Creek were only 
urban (all pavement, no plants, no absorbent surfaces), then the amount of water 
that would flow would increase significantly. The amount of water flowing in the 
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current condition is half of the amount flowing in the other graph that shows all 
the land being urban. The amount of water measured in the graph is measured in 
cubic feet per second. 

Urbanization 

 

10   Summary  

The PREP IV program in Texas is a learning environment for developing new 
methods to teach the systems way of thinking to young students, i.e., pre-college.  
We think of it as a Systems Education Environmental Development (SEED) 
laboratory. Prototyping new approaches to teaching systems thinking was our 
objective and the efforts were assessed to see how well they work. Our 
measurements, thus far, by pre and post testing indicated significant statistically-
based improvement in student understanding of systems.    

Our approach was based on teaching the systems concept through integrating 
systems theory with a community problem application. We used general systems 
concepts together with a water science focus. The water science focus was 
specifically on rainfall in a watershed and the nature of its contribution to the level 
of stream water flow. The community service oriented focus was used to make the 
abstract systems concepts relevant, understandable, and interesting.   

The teaching approach started with an initial concept, followed by a discussion 
of basic examples, and then a hands-on activity was used to firm up the concepts.  
This “think-talk-do” approach evolved over several years. Our feeling is that it 
should be a spiraling process repeated over and over as new systems concepts are 
introduced.  It has become clear that there are three major concepts that need to be 
embedded in young students to truly develop a systems thinking mindset. These 
are: (1) a deep awareness of the system concept so that students can isolate and 
define a relevant system from a situation; (2) an abstraction capability to select the 
relevant characteristics from the system to make a representative model of system 
behavior; and (3) an exploratory imagination to formulate scenarios to analyze 
with the system’s representative model.  We found that if we could develop these 
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three concepts in students, then the student is truly capable of serious systems 
thinking. 

The Salado Creek Watershed (SCW) focus and the resulting student analyses 
shown in the graphs of this report indicate a clearly developed process of systems 
thinking, even a systems engineering mindset. A positively received presentation 
of these SCW results to a large group of community professionals affirmed that 
the students had grasped the ideas of systems thinking and would be well prepared 
to enter college in Science, Technology, Engineering, and Mathematics (STEM) 
fields.  
 
Acknowledgement. This material is based upon work supported by, or in part by, the U.S. 
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W911NF -11-1-0150.  



Chapter 14 
An Integrated Approach to Developing 
Automotive Climate Control Systems 

Guillaume Belloncle, Patrick Chombart, and Bernard Clark* 

Abstract. The development of embedded systems for complex cyber-physical 
products involves multiple processes and disciplines – from project management 
and requirements engineering, to configuration, integration, simulation, test and 
verification management. Traditional model based systems engineering approach-
es, where generated models and simulations are largely isolated from one anoth-
er, make it almost impossible to get a ‘holistic’ view of a complete product or  
systems behavior.   

While most frameworks for model-based design support a single discipline, 
what is actually needed is a framework that can handle the multi-disciplinary ar-
chitecture and systems integration of the complete product or system. There is a 
need for standards to enable the combination of cross-discipline design efforts in a 
common environment that fully supports modeling, simulation and embedded 
software generation and validation. 

This paper outlines an integrated approach where the Requirement, Functional, 
Logical, and Physical (RFLP) decomposition of complex cyber-physical products 
is achieved in a fully integrated 2D / 3D collaborative systems development envi-
ronment. We will outline how the Modelica1 language, in conjunction with the 
open ‘Functional Mockup2’ and AUTOSAR3 concepts, can be leveraged by a 
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Product Lifecycle Management (PLM) based systems integration platform, to de-
fine and evaluate the functional definition of a complete product or system.  We 
will illustrate this approach through an example of an automotive climate control 
system development process.   

1   The Systems Engineering Challenge 

Systems engineering is not new in the automotive industry. Most leading automo-
tive companies have formalized the discipline in one form or another into their 
new product development process. However, many organizations have not derived 
all the benefits that they expect because of the poor collaboration and orchestra-
tion of their business processes. There is a lack of control in managing data and 
model consistency across a large number of systems engineering tools – particu-
larly in the context of highly configured products that are developed across an ex-
tended enterprise.   

Another source of frustration is the fact that existing systems engineering 
processes are largely document driven, and that systems are still verified and vali-
dated late in the overall development process through physical prototypes. The 
premise of the classical systems engineering ‘V’-based systems development 
model is that every stage of the development is tested, verified, and validated.  In 
spite of this premise, the effectiveness of the V model has been limited by the lack 
of integration between the tools that are employed at each stage of the process.  

It is not uncommon for organizations to literally use hundreds of different tools 
at various stages of the systems development process. These tools are all aligned 
by the individual needs of the different engineering disciplines, and exemplified 
by the different digital engineering-based models, which have limited or no con-
nectivity to one another.   

The crux of this problem stems from the classical approach to defining and de-
veloping systems. Systems are usually initially defined with a standalone require-
ments-management tool that has loose integrations to a systems architecture tool, 
which is typically done with a combination of UML & SysML (or even Visio) 
based tools. In the context of cyber-physical products however, these architecture 
modeling tools have limited value. While they are excellent for the high-level sys-
tems architecture definition and detailed design of a given software module, they 
are limited by their inability to be well integrated into the overall product devel-
opment process. Typically, using standalone tools results in: 

• Limited integration and traceability capabilities exist between the high-level 
product requirements definition through to the decomposed functional, logical 
and discipline specific architecture models, and then through to the instantiation 
and simulation of these models in a 3D-based virtual product definition. 

• No ability to share the systems architecture with the different engineering 
domains in a unified way. This is due to the traditional “models”, which are ex-
pected by the engineering teams to be normal 2D schematics of the electrical, 
hydraulic, pneumatic, power management systems, etc.; these are different and 
‘disconnected’ from the traditional SysML-based diagrams that the systems 
architect uses. 
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• No ability to have configuration management of the systems architecture at a 
very granular level and no integration between the embedded software  
development process and the physical (virtual 3D-based) product modeling en-
vironments. As a result, it is not possible to receive inputs from the physical 
dependencies of the 3D model, or to simulate the embedded software within the 
context of the virtual product. 

• Limited coverage of the entire systems & product development lifecycle, as 
these systems development tools do not cover all the engineering activities 
needed to develop the complete product. I.e. Poor code generation, poor sup-
port for the integration and validation of the software with the physical product 
under development. 

Models and data are often tool specific and evolve over time, making it almost 
impossible to manage their consistency without a major change in the way organi-
zations manage their overall systems engineering development process. 

Producers of complex cyber-physical products are demanding a more unified 
and integrated approach to systems engineering. They need a system’s engineering 
development platform as well as tools that enable them to quickly and easily de-
fine and navigate the complex relationships that exist between the many different 
entities that make up the complete product, with all of its embedded systems.   

1.1   The Need for an Integrated Systems Engineering 
Development Platform 

Stand-alone modeling approaches to systems modeling and simulation are no 
longer adequate for addressing the combined pressures of reducing product lead 
times, improving responsiveness, and accommodating the greater levels of com-
plexity introduced with software. Models must contribute to the validation of the 
entire system, not just the individual parts or sub-systems.  

Innovations in multi-physics analysis are enabling designers to combine the si-
mulation of multiple physical properties in a unique simulation. However, increa-
singly complex automotive designs, such as hybrid vehicles, are triggering the 
need to chain together models of multiple parts, sub-systems, or systems in order 
to reliably represent complete vehicle operating scenarios. For example, there are 
different patterns of interplay between internal combustion engines, electric  
motors, braking, energy recovery, and battery charging and discharging in hybrid 
vehicles that must be modeled in conjunction with one another under different  
acceleration, deceleration, cruising, and braking conditions. 

What is needed is a systemic view, as depicted in figure 1, that sees models not 
only as individual sub-optimizations, but also as product-level exercises that optim-
ize the design of the whole vehicle. This approach is critical to the vision of deliver-
ing the "3D digital product experience" with the goal of embedding intelligence in 
3D based simulations. Additionally, to improve the relevance of simulations,  
environment models are increasingly required that include the ‘driver-in-the-loop’ 
behavior, as well as the related operating scenarios. 
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Fig. 1 The need to move to an integrated cross-disciple co-design & co-simulation  
environment 

1.2   The Need for Multi-disciplinary Design Optimization 

An ever-increasing drive to improve performance, reduce costs, and increase  
efficiencies associated with complex system development has led to the need to 
explore computational methodologies that enable the development of better sys-
tems in less time with higher quality and reliability. This impetus has been particu-
larly visible in industries where the complexity and multidisciplinary aspect of 
systems can lead the design team to challenging problems involving conflicting 
requirements that do not appear to have an optimum solution space.  

If we consider an automotive example, where the performance of antilock brak-
ing systems provides a good case in point, braking distance can be shortened by 
increasing the size of the tires; however, bigger tires may in turn penalize fuel 
economy, increase vehicle weight, increase road rolling resistance, impact vehicle 
aerodynamics and ultimately penalize fuel consumption. In turn, such adjustments 
may also dictate changes in embedded software logic.  Two of the most important 
computational methodologies required are multidisciplinary design optimization 
(MDO) and multi-physics simulation. Figure 2 graphically shows some automo-
tive examples of multi-disciplinary design optimization scenarios. 

Multidisciplinary design optimization is a field of engineering that uses optimi-
zation methods to solve design problems incorporating a number of engineering 
disciplines simultaneously. Although including all disciplines simultaneously  
significantly increases the complexity of the engineering design problem, the op-
timum of the simultaneous problem is far superior to the design found by optimiz-
ing each discipline sequentially, since it can account for interactions between the 
disciplines. 
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Fig. 2 Automotive examples of multi-disciplinary design optimization 

The Dassault Systèmes’s (DS) MDO products are built on Isight technology, 
which is a software framework that replaces the manual trial and error portion of 
the traditional design optimization process with an automated, iterative procedure. 
This technology loosely couples all of the relevant modeling codes then automati-
cally runs these codes, evaluates the output, adjusts the input based on defined  
objectives, and re-runs the codes, continuing with this process until the design ob-
jectives are satisfied.  See figure 3. 

 

Fig. 3 Typical “System of Systems” Multi-discipline Design Optimization (MDO) flow 
represented in Isight 
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The deployment of MDO can be very effective in systems-level design as a 

bridge between disciplines and subsystems. It can also be used as an optimization 
tool for exploration of design solutions when coupled with higher fidelity comput-
er-aided engineering tools (i.e., finite element analysis in structural design or 
computational fluid dynamics in aerodynamics) and multi-physics tools involving 
coupling of multiple, high-level design disciplines (i.e., fluid-structure interaction 
problems or software coupled with electromechanical components).  

1.3   The Role of Standards – Modelica, Functional Mockup 
Interface and AUTOSAR 

Standards are pivotal for integrating modeling and providing end-to-end tracea-
bility. The new Modelica, FMI / MODELISAR and AUTOSAR standards are 
opening new possibilities, not only to integrate the automotive modeling 
processes, but also to provide new, flexible capabilities that can help automotive 
companies develop the mixed-domain models that are increasingly required by to-
day's vehicles. 

These standards will enable OEMs and suppliers to concentrate on developing 
new functionality rather than designing interfaces. They will boost the cooperation 
between organizations; not only between OEM’s and their suppliers and partners, 
but also across disciplines within any given organization. 

2   Modelica for Modeling and Simulating Multi-domain  
Cyber-Physical Systems 

Modelica is a relatively new language which emerged in the late 90s. It offers a 
robust solution to address the needs of industry brought about by the increasing 
complexity of products and systems, and the need to improve quality and reducing 
overall time to market of these complex products.   

 
Fig. 4 Modelica Representation of Typical Automotive 
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Modelica is a declarative, object oriented, open-source modeling language that 
can support extensions for multiple domains including mechanical, electrical, 
electronic, hydraulic, thermal, control, electric power, and process-oriented com-
ponents. Significantly, Modelica can support mixed domains within the same 
model, a benefit that has become important for automakers that are developing 
hybrid vehicles. It provides a higher-level alternative to traditional modeling ap-
proaches that represents models as data that flow in and out of computational 
blocks. It also provides a more dynamic alternative to SysML, which provides 
snapshots of a system state, whereas Modelica is designed to solve difficult sys-
tem problems, for dynamic interaction giving performance estimates and mea-
surements in particular: 

• Multi-discipline problems involving simultaneous technologies from multiple 
domains such as: mechanical, hydraulics, pneumatics, thermodynamics, flow 
dynamics, electrical, software, real-time, etc. 

• Problems where the components are highly coupled together, where traditional 
hierarchical design does not work, or does not readily provide the ability to 
reach optimal designs 

• Problems involving hybrid mathematic solving such as continuous-discrete 
modeling and simulation 

Figure 4 shows diagrammatically a Modelica representation of a typical automo-
tive climate control system. Modelica is defined and managed openly, by the non-
profit Modelica association with the objective of delivering a scalable, equation 
based, dynamic modeling environment that unifies multiple engineering and phys-
ics domains. By leveraging investments in component libraries created using the 
Modelica language, it provides the ability to design, optimize, and check, as early 
as possible in the design process, the behavior of a planned future product in a  
virtual environment. 

Additionally, the Modelica association is planning to extend the language 
scopes to encompass additional domains such as HiL, safety and embedded soft-
ware to provide a comprehensive coverage of the system engineering disciplines 
as shown in figure 5. 

 

Fig. 5 Evolution of Modelica scope 
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Thus, Modelica has the potential to become ‘the’ standard for dynamic system 
modeling in all disciplines. 

By using the open source Modelica language and its multi-physical solvers, 
systems engineers can execute and analyze system or sub-systems models while 
mixing dynamic and state logic behaviors. They can also add control algorithms 
by linking to third-party models from tools such as MATLAB/Simulink. Modelica 
makes it possible for users to generate deterministic behavior and reuse modular 
mechatronics components.   

3   Functional Mockup Interface for the Multi Disciplinary 
Exchange of Models and Their Co-simulation 

The concept of a ‘Functional Mockup Interface2’ was defined by the European 
ITEA2 Modelisar project. The main output of this project was the definition of a 
Functional Mockup Interface5 (FMI). This FMI definition provides advanced run-
time interoperability interfaces that enable accurate model compositions to be 
created by allowing several pre-compiled simulation units to be combined into one 
simulation framework.  

FMI is an open, general and vendor independent tool interface standard for enabl-
ing systems simulation by creating a Functional Mockup2 as shown in figure 6.  

 

Fig. 6 Functional Mockup for co-simulation & model exchange 

The FMI specifications are published under a copyright free license.  It includes 
the definition of four key capabilities for model composition including model in-
terface, co-simulation interface, lifecycle management interface and application 
interface (including HIL). See figure 7.   

The use of FMI offers a number of values and benefits: 

1. The FMI definition is tool & modeling language neutral compared to e.g. 
Simulink from The MathWorks 

2. The delivery of Functional Mockup Units (FMU’s) can preserve the pro-
viders Intellectual Property (IP) since code is delivered in binary format 
(documentation and source code can optionally be added to the FMU 
package) 
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Fig. 7 FMI for model composition, co-simulation, lifecycle management and application in-
terface (including HIL) 

3. The export formats generated can be “composed” – manually with very 
lightweight tools – with models coming from other (non-Modelica) mod-
eling environments. These composition capabilities are expressed dia-
grammatically in figure 6, in an automotive use case, where often specia-
lized or legacy tools are used to create, model and simulate individual 
subsystems 

4. FMI specifications have been designed with a minimum overhead, to pre-
serve – as much as possible - the capability of real-time execution. 

In practice the FMI standard has four layers, and is implemented through a stan-
dardized XML description that acts as meta-data to enable the digital composition.  

3.1   The Standard for Model Exchange 

The intention is that a modeling environment can generate C-code of a dynamic 
system model that can be utilized by other modeling and simulation environments. 
Models are described by differential, algebraic and discrete equations with time-, 
state- and step-events. The models to be treated by this interface can be large for 
usage in offline or online simulation, or can be used in embedded control systems 
on micro-processors. It is possible to utilize several instances of a model and to 
connect models hierarchically together. A model is independent of the target simu-
lator because it does not use a simulator specific header file as in other approach-
es. A model is distributed in one file called FMU (Functional Mockup Unit). 

3.2   The Standard for Co-simulation 

The FMI definition provides an interface standard for coupling two or more simu-
lation tools in a co-simulation environment. The data exchange between subsys-
tems is restricted to discrete communication points. In the time between two 
communication points, the subsystems are solved independently from each other 



218 G. Belloncle, P. Chombart, and B. Clark
 

by their individual solver. Master algorithms control the data exchange between 
subsystems and the synchronization of all slave simulation solvers (slaves). All in-
formation about the slaves, which is relevant for the communication in the co-
simulation environment is provided in a slave specific XML-file. In particular, this 
includes a set of capability flags to characterize the ability of the slave to support 
advanced master algorithms, e.g. the usage of variable communication step sizes, 
higher order signal extrapolation, or others.  

3.3   The Standard for Component Management  

The intention is to provide a generic way to handle all FMI related data needed in 
a simulation of systems within a "Product Lifecycle Management" system. This 
includes:  

• Functional Mockup Unit data, needed for: editing, documenting, simulation and 
validation;  

• Co-simulation data, needed for:  editing, simulation, and results management;  
• Result data, needed for: post-processing, analysis and reporting.  

Generic processes are defined as well as a format description to communicate be-
tween the PLM system and the authoring tools.  

With the completion of the MODELISAR project in December 2011, FMI has 
begun picking up critical mass support. Currently, FMI has drawn support in more 
than 30 tools from 20 third-party vendors. Going forward, FMI will continue to 
evolve under the auspices of the Modelica association.  

4   AUTOSAR for Embedded Software Architecture and Code 
Generation 

AUTOSAR (Automotive Open System Architecture) is an initiative for standar-
dizing the architecture and interfaces of software embedded into automotive ECUs 
that is being developed by automobile manufacturers, suppliers, and tool develop-
ers. The standard, which is now stabilizing with the recent release of version 4.0, 
is designed around a tiered architecture that includes an application layer that con-
tains all functionality, the interface to the hardware, and the runtime environment. 

AUTOSAR frees OEMs of the need to devise their own proprietary systems ar-
chitectures or spend time writing unique interfaces to different ECUs. By decoupl-
ing the application from how it is physically implemented on the device, automak-
ers can focus software development on the embedded applications that define the 
driving experience and differentiate the car. Furthermore, by providing a standar-
dized architecture, AUTOSAR allows designers the flexibility of taking advantage 
of the distributed, networked architecture that provides the information backbone 
within the modern automobile. As the level of software content in the vehicle 
grows, systems designers must determine how to distribute processing loads 
across different ECUs, and with AUTOSAR they have the freedom of deployment 
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without the burden of having to port software to different ECU devices. In turn, 
AUTOSAR frees suppliers from having to worry about writing custom APIs to 
devices designed by different OEMs. 

5   Illustrative Example: Developing an Automotive Climate 
Control Systems 

To illustrate the above points, this example which was developed jointly by Volvo 
Technology Corporation and Dassault Systèmes as part of the European ITEA2 
Modelisar project, illustrates the benefits of using a collaborative PLM systems 
platform for managing the end-to-end system engineering & embedded software 
development, based on an automotive climate control system example. 

Volvo Technology Corporation delivers climate control systems for cars, trucks 
and construction equipment. Although climate control systems are technologically 
mature products, there are still industry challenges to decrease the systems devel-
opment time while increasing the overall product quality. Typically, these chal-
lenges include: 

• Difficult to work on a “single source of truth”, while maintaining the right level 
of Intellectual Property (IP) protection for both the OEM and their suppliers - 
when exchanging requirements, models, data and documents. 

• Demonstrating end-to-end traceability, from requirements to detailed hardware 
and software components, is needed more and more in order to comply with 
functional safety regulations 

• Limited ability to simulate early in the development cycle, the climate control 
systems behavior while optimizing the controlling parameters in the context of 
a new vehicle program. This limitation is brought about by the disconnection 
between the systems architecture definition and the associated software and 
hardware design tools and processes. 

Using industrial data and representative systems engineering workflow processes, 
a demonstrator has been developed to show how a combined PLM platform and 
integrated systems engineering approach can address these challenges.  

5.1   The Climate Control System 

The system being designed in this scenario is shown in figure 8, and is composed 
of: 

A Controller Model: Created by a supplier using MATLAB/Simulink from The 
MathWorks, and then refined into a FMU component for model exchange and co-
simulation; 

A Plant Model: The climate control systems components are modeled first with 
Modelica libraries within the Dassault Systèmes CATIA V6 Dynamic Behavior 
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Modeling (DBM) environment, and then exported into Functional Mockup Units 
(FMU’s) for model exchange and co-simulation 

Systems engineering data and artifact are stored in PLM database leveraging 
the Dassault Systèmes Requirement / Functional / Logical / Physical (RFLP) de-
velopment paradigm. This RFLP based integrated data model is stored within a 
unique central database that facilitates worldwide collaboration across multi-
discipline teams. 

 

Fig. 8 Topology of Automotive Climate Control System 

• The Requirement layer is used to capture requirements such as marketing and 
engineering needs, regulatory requirements, etc. E.g. Minimize blower noise, 
display inside cabin temperature, automatic fan speed selection, etc., and the 
associated test cases to verify the climate control system is fulfilling these re-
quirements 

• The Functional layer is used to perform the functional decomposition of the 
services the climate control system should perform and structure them with 
function interfaces, data and control flows (see figure 9).  

• Definition of system functions and sub functions; e.g. recycle air, heat cabin, 
compute required air temperature and flow rate, etc.  

• Definition of data exchanged and control flows between sub-functions; e.g. 
HMI signals, air flow within the cabin, etc. 

• Provide traceability via links between functions and requirements; e.g. “com-
pute the temperature increase / decrease required” requirement is implemented 
by a “temperature sensor” function and a “comparator” function. 
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Fig. 9 Functional Decomposition of Typical Climate Control Systems 

• The Logical layer represents the implementation of a technical solution for the 
climate control system matching the functional analysis. 

• Definition of the components behavior using Modelica models and libraries 
(e.g. HVAC model) and FMU Import (e.g. A controller FMU generated from 
Simulink) 

• Definition of exchanged data and flows between components (e.g. Air flows, 
signal flow between buttons in the Human Machine Interface (HMI) and the 
climate controller) 

• Provide Traceability between logical components and functions, e.g.: “compute 
needed temperature” function is implemented by an ECU controller defined as 
a logical component  

• The Physical layer enable the definition of the detailed 3D design in models 
(e.g. climate control mechanical parts, HVAC tubing part, electrical wires, 
etc.), as well as the instantiated embedded software code and its related hard-
ware 

This RFLP approach enables the modeling of the interaction chain of multi-
disciplines component such as the climate control software controller algorithm, 
information flows from sensors and driver interfaces to actuators, air flows in the 
air conditioning system, mechanical parts and 3D vehicle mockup. This multi-
discipline modeling enables verification that the system will deliver the necessary 
climate comfort requirements, as well as meeting the demands of demisting, odor 
control, noise minimization, energy efficiency and performance such as heating / 
cooling time in the context of the new vehicle system being studied. 

Integrating, virtualizing and simulating all the climate controller system func-
tions allow the early verification and validation of the behavior of the climate con-
trol systems in the context of the complete vehicle.   
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Fig. 10 Scenario Overview of Development Process 

5.2   MIL, SIL and HIL Collaborative Development – Scenario 
Overview 

The scenario (shown in figure 10) demonstrates a typical end-to-end engineering 
process with multiple stakeholders involved in developing the climate control sys-
tem and the various embedded systems activities from multi-physics modeling and 
simulation, through to code generation, test and co-simulation. The scenario is 
composed of 3 phases: Supplier Selection, Model in the Loop (MIL) simulation, 
Software design and Software in the Loop (SIL) simulation. At each phase, the 
climate control system project leader is able to track the activities and deliveries.  

 

 
Fig. 11 Model and co-simulation formats used during MIL and SIL phases 
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Figure 11 shows that as the scenario evolves with the creation of more accurate 
models and the resulting generated software. FMI is then used for a complete co-
simulation of all the climate control system components. 

Phase 1: Climate Controller Suppliers – Benchmarking 
and Selection 

The first phase of the scenario deals with supplier selection. Two different suppli-
ers provide their controller models (in FMU for model exchange format) to the 
OEM using an integrated PLM platform. Using the dedicated security rights in the 
PLM platform, each supplier can access a dedicated virtual workspace to consult 
the OEMs requirements (request for information, request for quotation) and deliv-
er their work package back to the OEM. By leveraging FMI, the suppliers can 
maintain a high level of intellectual propriety protection during Request for In-
formation / Request for Quotations processes.  

The OEM can then compares the two provided controllers by simulating them 
within the 3D virtual mockup of the new vehicle at conceptual design stage 
(shown in figure 12), and selects the supplier controller model that gives the best 
results.  
 

 
Fig. 12 Comparing FMU's from different suppliers in order to determine supplier of choice 

Dedicated project management functionalities in the PLM platform enable the 
tracking of the simulation results and decisions taken for the “supplier selection” 
milestone. 
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Phase 2: Model-In-The-Loop Optimization for Early Validation of 
the Climate System 

During the Model-In-the-Loop phase of the scenario, a controller parameter is op-
timized using the SIMULIA Scenario Definition tool for cross domain system ex-
ploration and optimization using FMI (see figure 13).  

 

Fig. 13 Using MDO for Model-in-the-Loop and controller optimization 

The optimized controller is then simulated with the virtual plant to validate the 
behavior in the 3D virtual mockup of the new vehicle. Using the RFLP traceability 
capabilities, test case results corresponding to the performance requirements can 
be checked, with the actual simulation results achieved being linked to the under-
lying requirements. 

Phase 3: Controller Software Development and 3D Virtual  
Mockup Co-simulation  

The next step is to consider the implementation of the C source code of the con-
troller into the loop. Code is semi-automatically generated from the Simulink 
model. After software unit testing, a FMU of the controller, including the embed-
dable AUTOSAR code6, is then generated (as shown on figure 14) and introduced 
in the global co-simulation of the virtual system.   

The final co-simulation is played with a combination of the FMU including 
controller compiled code and plant models with both FMUs and Modelica models. 
Validation test cases and associated report deliveries are then updated and stored 
within the PLM platform. 

This SIL co-simulation with the virtual 3D plant enables to validate the soft-
ware embedded in the virtual vehicle context, to tune parameters calibration and 
detect integration issues before going to physical tests. This co-simulation step is 
crucial in decreasing the actual cost of physical prototypes and physical tests. 
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Fig. 14 FMU with embedded code generation shown in AUTOSAR Builder 

6   Summary 

The outlined solution provides a next-generation approach to systems engineering 
of cyber-physical products.  It provides: 

• A collaborative systems engineering development environment 
• Persistence & navigation on systems engineering data, models, simulations and  

virtual experiences 
• Uniform management of diversity with full versioning and configuration man-

agement of systems artifacts 
• Traceability and impact analysis of all proposed and implemented  changes 
• Integration of legacy models & tools 
• Support of the Modelica, FMI and AUTOSAR open standards  

The solution presented, with its rich and open data structure, the inbuilt collabora-
tive  business  process support, and the fully integrated domain specific modeling 
and simulation environments, is  unique in industry today. It enables the ability to 
quickly and easily evaluate  requests  for  changes, or  the creation of new cyber-
physical product or system variants. This approach offers  better  flexibility, both  
in  business  and expected systems performance terms, leading to a unified  per-
formance based systems engineering approach and optimization of the system and 
its development process.  
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The FMI standard has been successfully implemented in a number of industrial 
uses cases. While this paper has used an automotive climate control system as an 
example, it important to note that a similar approach, as well as the supporting tools, 
can also be readily applied to other industries.  Today 34 tools are compliant to the 
FMI standard including CAD, existing co-simulation platforms, and non-Modelica 
simulation tools.  The Modelisar generated FMI standard will continue to be sup-
ported, maintained and further developed within the Modelica Association. 
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Chapter 15
Flexible Product Line Derivation Applied to a
Model Based Systems Engineering Process�

Cosmin Dumitrescu, Patrick Tessier, Camille Salinesi,
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Abstract. Systems engineering enables the successful realization of systems, focus-
ing on defining customer needs early in the development cycle. However, when the
development of systems needs to rely on legacy designs there is little methodolog-
ical support. Furthermore, in the automotive domain, product diversity increases
system complexity so much, that reuse becomes much more difficult and time con-
suming. We believe a specific strategy must be adopted to prepare for reuse and to
achieve systems engineering by reuse. While product line derivation provides the
means to obtain single products form a collection of assets, there is a lack of flexi-
bility and support from a systems perspective. In this paper we present an approach
which takes into account systems engineering methodological aspects in product
line engineering and provides a means to develop new systems by reusing existing
designs. We present the implementation of the tool support for our approach based
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on the Papyrus1 SysML modeller and exemplify the concepts through a derivation
example of the electric parking brake system.

Keywords: product lines, variability, derivation, model based systems engineering.

1 Introduction

Whether developing a new innovative system or reusing existing assets, engineers
often need to adapt existing systems to new customers needs or deployment envi-
ronments. In the case of automotive systems, the family of systems assets are useful
(though not sufficient) to derive the specification for a new vehicle system project.
While existing designs are used, improvements or new functionalities are introduced
with each new iteration, which means that systems frequently require redesigning
or altering the products.
Product line engineering derivation brings us closer to reuse, but from the systems
engineering (SE) perspective we believe it needs to improve:

a) flexibility - to satisfy the need of altering existing models, derived from a family
of systems

b) methodological support - to follow the traditional SE process from requirements
to detailed architectural design.

We propose an approach for the configuration of a system from a family of systems,
performed in several successive steps, that gradually reduce the model scope, but
also enable the specification of new model items. As support for our approach we
use the SysML modeller Papyrus with the Sequoia add-on for managing product
lines.

The paper is structured as follows: in section 2 we present some industry and
background information as well as motivation behind the work. Section 2.1 presents
existing work related to the derivation activity. In section 3 we present the scenario
that the derivation needs to follow. We also include a brief presentation of the vari-
ability modeller we use. In section 4 we describe the implementation principles and
an example derivation scenario of the electric parking brake system. Finally in sec-
tion 5 we conclude the paper with a short summary and outlook on future work.

2 Industry Background and Motivation

Systems engineering, which represents a development paradigm that aims at devel-
oping complex systems faster and with full conformance to stakeholder require-
ments, does not fully solve the problems coming from a product diversity rich
environment. Product lines however, present the advantage of lowering develop-
ment costs by reuse of existing development assets, but its practices would need to

1 http://www.eclipse.org/papyrus

http://www.eclipse.org/papyrus
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be adapted to meet organization specific requirements and integrate existing activi-
ties. The core issue for this scenario represents the derivation and how to integrate
it with development activities.

Product Lines represent a set of systems that share a common, managed set of
assets throughout their entire life cycle. Two main phases are distinguished: domain
engineering, concerning the development of core system assets and application en-
gineering, related to product derivation.

While our research approach is based on the creation of a set of development sce-
narios for families of systems, the present article focuses on a single common case
for the automotive industry: single system development, based on reusable assets
from previous experiences. In general, automotive system families are not planned
for a long time horizon and they are rarely the product of a dedicated, separate
development cycle, with a clear “domain (systems) engineering” phase. This is be-
cause there is a relatively short cycle of vehicle feature evolution in order to keep
up with a competitive market, but reuse attempts do exist concerning issues such as
standardisation, definition of common software architectures, or vehicle platforms.

The most important challenge, however, comes from the product range [1], or
“product diversity”, with a staggering number of different configurations for each
vehicle model: 1021 for the Renault “Traffic” van for instance. The variability im-
pacts subsystems relative to the vehicle and eventually propagates to the component
level, creating complex design and configuration problems. Furthermore, engineers
need to add new model elements while each new project has its own specificities,
but still relies on existing designs. In consequence we are confronted with a problem
of constant evolution of family of system models. The article presents an approach
to integrating product derivation in a model based systems engineering framework
using SysML models. The work also represents the first stage of an effort to bring
product lines closer to the MBSE world.

2.1 Research Background

As other publications have pointed out, derivation requires methodological and
tool support. It is indeed an error prone and complex task consisting in perform-
ing complex configuration on a set of assets of different nature and with intricate
inter-relations. Furthermore, derivation methodology needs to integrate with exist-
ing organization practices, in our case with the systems engineering development
process as defined in [10]. In consequence the derivation of the product line needs
to be regarded, as proposed by Djebbi [6], as a decision making activity, where
the engineer might take into account existing alternatives or develop new assets to
reach a completely defined product. However, another constraint is to allow the user
to perform usual SE activities during derivation according to the framework pro-
posed by Chalé [3], with a focus on flexibility, which is not an issue considered by
the previously mentioned approach.

Deelstra points out in [4] that the derivation ”is a time-consuming and expensive
activity” and provides a through investigation based on real industry case studies,
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that identify the sources of these problems. We are confronted with a series of sim-
ilar issues, such as managing the complexity of the derivation activity or evolving
the family of systems by adding new assets during derivation, but in the context of
a predefined framework for SysML models (Renault SysML profile).

In [15] Rabiser presents an approach to support product derivation through adap-
tation or augmentation of variability models. This approach is supported by the
DOPLER tool suite and it explicitly captures derivation information in a decision
model. The solution that we propose relies heavily on complementary information
contained in the system model, such as predefined stakeholders or specific points of
view. We do not capture role information for example in the variability model, as in
our context this kind of information can be provided by family of system models. At
the same time the SE framework provides an asset collection structure which proves
useful during derivation. The problem of finding the right assets during derivation
is also pointed out by Hunt [11] who provides an evaluation of the impact of orga-
nizing the asset base in different ways.

Product diversity is the cause of an outstanding complexity increase in both auto-
motive software and system domain, as suggested by Astesana [1] and Tischer [20].
Variability and complexity impact all aspects of the organization activity, from mar-
keting, customer interaction (through online configurators), engineering (through
the design of families of systems and capitalization) and eventually manufacturing
in the plant and logistics.

3 Context and Needs

In order to understand the industry needs, we have developed a set of systems engi-
neering scenarios involving the reuse of assets (e.g., requirements, solution designs,
models): synchronized systems development, integration of a single system into a
product line, merge of two product lines, derivation of a single system from a sys-
tem family, development of a single system based on reuse (through derivation). We
have chosen the latter as a nominal case, that we exploit in this paper to define our
goals and constraints, which are articulated around the following statements:

• Starting working context of the project:

1. We assume that the family of systems (FoS) model is defined a priori;
2. We assume that there is sufficient detail in the FoS description to derive a sin-

gle complete system specification, as a consequence of previous development
efforts

3. As process input, we assume that a variability definition of the system context
(environment, technical context and client services) is ”inherited” from the
upper level system analysis (e.g. vehicle variability propagates to subsystems).

• In addition to the typical activities of the systems engineering process, we need
to take into account other activities related to reuse:
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1. The approach shall enable identification of system scope reuse opportunities:
for that the engineer has to choose existing assets in relation to high level re-
quirements, environment variability, technical context and commercial offer.
These assets, related to the operational analysis viewpoint of the systems en-
gineering process, define and place the system context and its use cases in
relation to previously developed systems and and orient subsequent activities
towards reuse.

2. The approach shall enable identification of solution reuse opportunities. The
engineer is required to choose among potential solutions by performing con-
cept synthesis/analysis and trade-off analysis. He may either decide to go for
an existing solution, matching a similar ”system scope” and use cases, either
develop a new architecture, to satisfy new requirements or to provide more
efficient solutions to existing problem definitions.

3. The approach shall enable identification of component and module reuse op-
portunities. The engineer is required to match the system architecture with ex-
isting solutions and take advantage of existing components or modules. Thus,
in a top-down approach, a common architecture can lead to reusable compo-
nents. In the opposite case, a bottom up-approach may allow the engineer to
match and combine existing components and modules to realize the required
system functions.

• The output of the process consists of:

1. Allocation of requirements to components for the selected configurations.
2. Variability description for each component belonging to the selected configu-

rations.

The statements that we presented are compatible with the general systems engineer-
ing process described in [3]. Figure 1 illustrates the relation between the activities
presented above and system assets : with each reuse decision, variability contained
in the description of the family of systems is solved, leading to an intermediate and
partial configuration of the system.

Meanwhile, it is possible to introduce new assets for each partial configuration.
The target diversity is specified, as input to the process, using the Renault documen-
tary language [1]. The key activities where reuse opportunities should be evaluated

Fig. 1 Reuse related activities in the development process
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correspond to transitions between the different viewpoints: operational, functional
and physical [3], that correspond to our reference model-based systems engineering
architecture framework. At a more general level, these transitions correspond to the
passage from higher to lower levels of abstraction (to a more detailed description of
the problem) or to a subsystem or subcomponent (e.g. environment to vehicle or ve-
hicle to subsystem). Of course, if the requirements offset is too important in respect
to the family of systems and if new requirements cannot be satisfied by existing
solutions, the activities will be oriented towards development, instead of reuse.

A partial system configuration represents a collection of assets that includes vari-
ability and is obtained through partial resolution of variability contained in the fam-
ily of systems definition.

We define target diversity as a partial system configuration of a system that refers
only to: the system environment, the system technical context and customer services
(commercial offer). It represents the diversity of customer needs that the system
shall cover and the diversity of environments a system shall be used in.

Even if most of the system and variability assets are already defined before start-
ing the derivation, the target diversity may have a larger scope than what is already
defined. In consequence variability creation and resolution activities may be per-
formed even during the development of the same product.

3.1 The Sequoia Tool

The goal of the Sequoia approach [19], developed by the CEA LIST is to help
designers to build product lines based on UML/SysML models. Among its different
functionalities, Sequoia supports variability modelling, variability propagation [18],
and generation of a decision model.

Variability is expressed through the definition of a UML profile. To specify an
optional element, the designer simply adds the stereotype VariableElement to the
item. The stereotype ElementGroup introduces additional information through its
properties, such as constraints between variable elements. In Sequoia, the decision
model is used as a guide enabling to analyse all available variants and paths leading
to a completely defined product. Once the derivation activity is launched, the choices
described by the decision model are proposed to the user as a series of questions.
The output of this process is a completely defined product and the user is not able to
make any kind of modification to the initial model until the derivation step is over.

4 Results and Implementation

We have imagined two scenarios for the derivation of a single system with the Se-
quoia tool, which are compatible with the context and process related elements pre-
sented in section 3.
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# Scenario A (Derivation based on system viewpoints or stakeholders): we con-
sider the derivation process follows the development process and a certain se-
quence of choices performed to gradually reduce the model scope.

# Scenario B (Non-functional requirements as criteria for derivation): we take into
account a derivation process where the final product has to satisfy certain non
functional properties (e.g. weight, cost)

We can achieve these scenarios by performing several partial configuration on the
family of systems model. In consequence, each configuration step should take into
account only a part of the variable elements, while the rest are to be kept in the
resulting model. At the same time the engineer should be able to modify or define
new variable or non variable model items between stages.

4.1 Partial System Configuration

In order to perform a partial configuration we rely on the description of a CSP prob-
lem (classically defined as a triplet P = (X ,D,C), for any variable xi ∈ X , D(xi) is
the domain of xi, while c1..n ∈C a set of constraints related to x1..k). The tool Sequoia
allows the user to select among a list of predefined constraints: implication, equiv-
alence, AtLeastOne, AllPosibilities, Alternative, or to define a custom expression.
Each variable is related to a model item, which is stereotyped as variable, meaning
the item can be present, absent or replaceable.

A viewpoint (on a system) is an abstraction that yields a specification of the whole
system restricted to a particular set of concerns. [8] Suppose γ denotes a viewpoint
restricted to a set of concerns φγ = {ϕ1..ϕn}. We suppose there is a user defined
rule of correspondence fγ : φγ → X , which associates to each concern ϕ a set of
variables x from X. An assignment gV is a function that maps any xi ∈ X to a value
in D(xi)∪{#}, using the symbol ”#” to denote that the variable has not yet been
assigned a value from D.

Table 1 Partial derivation activity flow

0. Define family of system concerns γ for derivation
1. Define viewpoint φγ .
2. Determine Vd = fγ (φγ) the set of variables for
partial derivation.
3. Assign values from D(xi) = {0;1} for each vari-
able xi until g is a complete assignment on Vd , such
as ∀xi ∈Vd ,xi �= #.
4. For each xi = 0 remove model items.
5. Allow the user to define new model items.
6. Regenerate CSP problem : P′ = (X ′,D,C′), where
X ′ = X \Vd and C’ the set of related constraints.
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4.2 Towards a Scenario Based System Derivation, the Sequoia-R
Profile

The Sequoia profile was modified to support partial derivation, by introducing con-
cepts that enable filtering constraints in respect to particular concerns defined by the
user, as described in table 1. The concepts that were added are DecisionCriteria and
ProductCriteria.

The concept DecisionCriteria is used to gather the variation groups, that describe
constraints between several system assets or independent variable assets, that are not
linked by the system specified to any other variation groups. It provides a way to
map specific user concerns for derivation to configuration variables and constraints.

We define variation group categories depending on the systems engineering de-
velopment process phases and system stakeholders. For example, we can define a
series of DecisionCriteria which follow the different levels of analysis of a system,
or DecisionCriteria which regroup choices concerning a certain development phase:
requirement elicitation, technical requirement definition, solution alternatives, func-
tional architecture definition physical architecture definition, etc.

One of the ways the system can be partially derived, is to associate the different
stakeholders (stakeholder model element) included in the development process and
in the system scope. We can perform for example a derivation where we resolve all
customer or marketing variations but leave open all detailed design decisions or pa-
rameters. A variation group can be referenced by multiple DecisionCriteria, which
allows for different aspects to be taken into account in the creation of a decision
model for the system family.

The element ProductCriteria was added to express non-functional properties of
the products. For example, it can contain an integer, a string or a boolean value
which can be associated to the product.

4.3 The Electric Parking Brake Case Study

The electric parking brake (EPB) application is a variation of the classical, purely
mechanical, parking brake which ensures vehicle immobilization when the driver
brings the vehicle to a full stop and leaves the vehicle. We have chosen this

Fig. 2 The stereotypes DecisionCriteria and ProductCriteria
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example for its simplicity in respect to other automotive systems and because it
contains many variations from the requirements to solution design and component
implementation. Table 2 presents the main variations which were identified in the
conception of this system, relative to the viewpoints specific to the Renault systems
engineering process [3].

Table 2 Electric parking brake system main variations

System View-
Point

Occurrence place Variation point V Id Variants

Operational High Level Brake Lock BL1 Automatic
Analysis Customer BL2 Manual

Requirements Brake Release BR1 Automatic
BR2 Manual

Hill Start Assistance HSA Present
System Context GearBox GB1 Automatic

GB2 Manual
Clutch Pedal CP Present
Vehicle Trailer VT Present

System Environement Regulation Reg1 EU
Reg2 US

Functional Functional Braking Strategy BS1 Dynamic
Viewpoint Decomposition BS2 Comfort

BS3 Static
Effort Monitor EMon1 Permanent
On Engine Stop Emon2 Temporary

Engineering Technical Solution Main Design PC Puller Cable
Decisions Alternative CA Caliper Actuators
Physical Physical Electrical DCM DC motor
Viewpoint Decomposition Action ACT Actuators

For the sake of simplicity we do not present all variations relative to the EPB
system, but only the most representative ones. Other variations are present, such as
specific behaviour relative to the vehicle model or range, depending on the config-
uration of CAN bus messages, vehicle weight, etc. As an observation, we point out
that all variations occurring in the operational viewpoint propagate towards the be-
haviour and physical implementation of the system. At the same time new variations
may appear due to alternative design solutions during the problem solving process.

Fig. 3 The Electric Parking Brake system main design alternatives
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These variants induce alternative representations of the SysML system model.
We used the modeller Papyrus [18] in order to model the system and constraints re-
lated to variability, that are supported by its Sequoia add-on [18]. (e.g. VT excludes
HSA; GB1 or GB2, BS2 requires CA)

4.4 Example of Derivation Scenario for the EPB

We have tested a derivation scenario, on the electric parking brake example, accord-
ing to the implementation presented in section 4.2 in the tool Sequoia for managing
model based product lines. In order to create the criteria sequence, we consider that
the family of systems model is already available along with the required variability.

The first step from here, is to model the derivation criteria within the FoS model.
After modelling all needed derivation criteria, we are able to customize the deriva-
tion process by selection of the appropriate order and desired criteria through a
specific model wizard.

Fig. 4 Derivation scenarios for the EPB system

Figure 4 describes a sequence of choices that lead to the configuration of a single
EPB system model. Two types of variability can be seen: one issued by stakeholders
or customer requirements (the customer being represented by the marketing repre-
sentative), and the other belonging to the solution domain, relative to design alterna-
tives. Thus it is possible to reach different designs on the solution level, depending
on the selected path and on the initial configuration on problem level. However some
of the explored alternatives may not yet be implemented (e.g. a new design leading
to cost reduction, increased performance, based on component availability etc.), and
reusing assets will only be possible for the operational viewpoints and stakeholder
requirements in this case.
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Fig. 5 Configuration of the partial derivation stages

The dialogue shown in figure 5 enables the user to specify the kind of model
generation,partial or complete, along with a sequence of criteria that will impact the
order of proposed choices. In the case where the decision criteria only correspond
to a subset of all variation groups, after generating a decision model, only the linked
choices will be proposed during the derivation phase. The result of a derivation
based on a partial decision model will be a new family of systems model containing
less variations as the previous one, but not the complete specification of the product.

In the case of a complete derivation, the tool will search the variation groups
which were not selected in the derivation sequence, and will propose them as deci-
sions after the treatment of the variations linked to the selected criteria.

In this way, we are not only able to impose a desired sequence of choices, in
accordance to the SE process, but also to create several iterations of derivation and
modelling, where new assets can be introduced or removed. It allows at the same
time to distribute the derivation process between several actors, which could have
different preoccupations, without the need to know the details of the product line
model.

Since the derivations are successive, there is no problem concerning conflicting
decisions, because the generation model is regenerated after each partial derivation.
In the case where the derivations are made in parallel however, conflicts can appear,
but this aspect is treated (at least for now) on the methodology level, by following a
predefined flow of actions.

5 Conclusion and Future Work

We presented in this paper an approach to integrate model based systems engineer-
ing activities with product derivation and to render the configuration process more
flexible, by reducing complexity and allowing the introduction of new model items
at each step of the configuration.

Because the development of systems in the automotive domain often relies on
reuse, but requires modification or evolution of previous designs, the process of
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family of systems derivation needs to address flexibility. Being difficult and error
prone, derivation methodological support reduces significantly the possible paths of
configuration and simplifies the overall process. We also presented the implementa-
tion realized in order to support this approach through the tool Sequoia for managing
product lines.

Our future work includes the adoption of an expressive orthogonal variability
model that would ease manipulation of variable assets. It includes modelling of au-
tomotive domain specific diversity and interaction with the Renault configuration
language [1]. We also intend to investigate the issue of guidance during product line
derivation and how this could benefit from systems engineering trade-off analysis
in the selection or development of variants. While the current approach allows the
specification of new assets, we would have to take into account evolution, mainte-
nance and tracking changes for family of system model.
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Chapter 16 
Towards an Architectural Design Framework 
for Automotive Systems Development 
Towards an Architectural Design Framework 

Hugo G. Chalé Góngora, Thierry Gaudré, and Sara Tucci-Piergiovanni* 

Abstract. This paper discusses the concepts of Model-Based Systems Engineering 
(MBSE) and of Architecture Frameworks (AF) and presents some preliminary re-
sults of current initiatives at Renault on these subjects. We advocate the adoption 
of a MBSE approach, i.e., the application of modeling to support a SE methodolo-
gy covering the SE design process and activities and supporting the methods  
that are needed to carry out these activities. This results in the definition of an arc-
hitectural design framework for the automotive systems development currently 
implemented in a SysML specialization. It is expected that this work will contri-
bute to foster the reflection on an architecture framework for the automotive  
industry and stimulate discussions across the automotive community. 
 
Keywords: complex systems, architecture framework, SysML, Model-Based Sys-
tems Engineering. 

1   Introduction 

Commercial automobiles have turned into very complex high-technology products 
in a relatively short time span. Different factors contribute to this complexity. One 
of them is the increasing number of vehicle functionalities supported by software, 
electronics and mechatronic technologies, a trend that does not seem to slow 

                                                           
Hugo G. Chalé Góngora  
RENAULT, 1 avenue du Golf, 78288 Guyancourt, France  
e-mail: hugo.chale-gongora@renault.com 

Thierry Gaudré 
RENAULT, 1 avenue du Golf, 78288 Guyancourt, France  
e-mail: thierry.gaudre@renault.com 

Sara Tucci-Piergiovanni  
CEA, LIST,  
Laboratory of Model-Driven Engineering for Embedded Systems, 
PC 174, 91191 Gif-sur-Yvette, France 
e-mail: sara.tucci@cea.fr 



242 H.G. Chalé Góngora, T. Gaudré, and S. Tucci-Piergiovanni
 

down. The involvement of carmakers in the development of these functionalities 
differs from one vehicle domain to the other (chassis, body, powertrain), ranging 
from black box integration to white-box developments. Another factor is the way 
in which car manufacturers have evolved from their historical mechanical and 
manufacturing background to the intricate organizations that develop the automo-
bile products of today. Generally, this evolution has translated into development 
processes that are not as efficient, flexible and agile as they could or should be. 
Modern vehicle systems impose indeed a cultural and organizational change from 
carmakers, in that their development calls for the participation of many different 
professional fields each having its own language, its own jargon. Besides this mul-
ti-disciplinary aspect, vehicle systems are very often developed in a concurrent 
engineering approach, instead of a linear or cascade process. The advent of the 
electrical vehicle makes this last two factors even more evident, not only because 
of the “untraditional” technologies that carmakers need to master but also, and 
specially, because the arrival of new stakeholders, actors and interests around the 
electrical vehicle mean that the traditional scope of the automobile has changed. 

The need to master these different complexity-inducing factors and improve the 
efficiency of product development, plus the arrival of the ISO 26262 standard 
(which besides from safety-related aspects, also raises issues concerning develop-
ment processes of automotive systems, currently under-formalized) have  
motivated Renault to deploy Systems Engineering. The first visible results of this 
deployment were some evolutions of Renault’s engineering divisions: first, a list 
of vehicle systems covering main classical functionalities (e.g. braking, air-
conditioning) was built, to improve requirements consistency between the whole 
vehicle and its elementary parts. Second, it was decided to deploy a standard SE 
process on certain vehicle systems based on their complexity or innovative charac-
ter. This process is in line with INCOSE references and adapted to specificities of 
automotive systems, for instance the management of re-usable system references 
(Chalé Góngora et al. 2010). As a result, a shared SE data model and process, and 
standard document templates, were elaborated. 

The SE process at Renault has mainly been (and still is) a document-centric one 
depending largely on testing and prototyping performed at component or specialty 
domain levels. The authoring of the different objects of the process (e.g. use-cases, 
requirements, and architectures) is somewhat troublesome and time-consuming. 
One of the reasons for this is that these objects are elaborated by means of manual 
transformations of ad-hoc data and information contained in different documents 
that are transmitted from one activity of the process to the other and from one en-
gineering domain to the other. Another reason is that the methods for elaborating 
the objects are applied (and to a certain degree described) inconsistently. Still, in 
order to avoid creating another complexity-inducing factor, all the objects of the 
systems design process should be described as clearly as possible. A better forma-
lization of processes and of the process objects should certainly contribute to 
avoid confusion and misinterpretations in the development of systems. This is  
further stressed by the fact that Renault, like all other car manufacturers, relies 
heavily on third parties to develop vehicle systems. 
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One of the main drawbacks in implementing the SE process can then be  
summarized as a lack of semantic consistency among the different objects and  
activities of the process and a lack of integration and alignment of both activities 
and engineering disciplines. While there might not be one single solution to all 
these problems, we believe that the use of formal and informal (but consistent) 
models that comply with a common semantic model could facilitate systems engi-
neering activities and avoid the encountered drawbacks of document-centric, er-
ror-prone implementations of the process. Our current improvement initiatives are 
divided into two main activities: The definition of common unambiguous seman-
tics through the formalization of SE terminology in a formal ontology, as pre-
sented in (Chalé Góngora et al. 2010 and 2011); and a computer-assisted SE 
process that formalizes and partially automates the system design activities. This 
paper presents preliminary results of the latter initiative. The initiative advocates 
the adoption of a Model-Based Systems Engineering (MBSE) approach, i.e., the 
application of modeling for the support of SE activities. The envisaged modeling 
approach has the following features: 1)It complies with architecture frameworks 
principles. Following these principles, the model of the system is defined and ana-
lyzed at different levels of abstraction and from different viewpoints. At each  
level, the system model is described by a set of views (typically, graphical repre-
sentations). A view describes the architecture of the system at some level of ab-
straction and in conformance to a viewpoint. Interestingly, relationships between 
(i) elements at different level of abstractions and/or (ii) belonging to different 
viewpoints are explicitly traced by well-defined refinement/decomposition me-
thods. The paper presents how SE activities are formalized through the definition 
of an architectural design framework and related models. 2) It uses standard mod-
els for architectural framework description. In order to build standard models, a 
standard architecture modeling language is needed. Such a language must support 
(i) system architecture structuring and decomposition, (ii) abstraction and refine-
ment, (iii) system viewpoints definition, and (iv) traceability between elements of 
the model. Today, the SysML language (SysML 2010) represents a good and usa-
ble choice, being a widely accepted standard for system modeling, especially in 
industry domains. The paper presents the use and specialization of SysML for the 
description of the proposed architectural design framework. 

The paper is organized as follows: Section 2 discusses concepts of MBSE and 
of Architecture Frameworks (AF), detailing objectives and motivations of our ap-
proach. Section 3 briefly presents the systems design process and outlines the pro-
posed architectural design framework. Section 4 presents the SysML diagrams 
that implement the different views of the architectural design framework, along 
with the data model based on a SysML specialization. The paper concludes with a 
presentation of possible extensions of the proposed architectural design frame-
work to tend toward the definition of a true and complete architecture framework 
for the automotive industry. 
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2   Towards MBSE 

Systems Engineering (SE) proposes a holistic approach and a set of principles and 
methods for successfully engineering systems that meet stakeholder needs and 
maximize the value delivered to stakeholders. MBSE, on the other hand, aims at 
producing a consistent system model that contains all the information that is re-
quired to completely describe, verify and validate the system. The benefits of im-
plementing MBSE include an improvement of quality, through a more rigorous 
and costless traceability between requirements, design, analysis and testing; an in-
crease in productivity, through the reuse of models and automated document  
generation (Estefan 2008 and Friedenthal et al. 2008); and an improvement in 
communication, by integrating views of the system from multiple perspectives 
(Wand and Dagli 2011). At the heart of MBSE, lies the concept of architecture, 
which can be defined according to ANSI/IEEE Std 1471-2000 (IEEE 2000) as 
“the fundamental organization of a system embodied in its elements, their rela-
tionship to each other and to the environment, and the principles governing its de-
sign and evolution”. Therefore, according to the principles of SE, wherever there 
is a need there should be an architecture and wherever there is an architecture 
there should be a need (Watkins and Dagli 2010). Furthermore, the results pre-
sented in (Elm 2011) and (Hounour 2010 and 2011) show a strong relationship be-
tween project performance and product architecture and trade study capabilities, 
on one hand, and between project success and the relative weight of these same 
activities with respect to the overall cost of the project, on the other hand. Not sur-
prisingly, in many industrial domains, the set up of system architecture design ac-
tivities and the use of AF has proven particularly beneficial for the management of 
large complex system projects involving different organizations (Broy 2009). 

An AF can be defined as a standard set of elements that enables and facilitates 
the description of architectures in a complete, consistent, homogeneous and un-
ambiguous way and provides guidance on how to create such description. An AF 
helps to understand the way in which a specific domain develops products or ser-
vices. Some well known examples of architecture frameworks are DoDAF, MoD-
AF and TOGAF. These examples provide concepts, guidelines, best practices, and 
methods that are tailored for the needs of specific domains, respectively, defense 
and information technologies. They apply similar principles to organize and struc-
ture information using different levels of abstraction. 

In the automotive industry, a standard AF does not exist yet, although this con-
cept and its potential benefits have been discussed before, like in (Broy 2009). The 
work presented in this paper is intended to provide the Systems Engineering 
groundwork for starting the construction of an architecture framework for the au-
tomotive industry, by defining an architectural design framework which only sup-
ports the system design process, i.e. the main “Technical processes” defined by 
the ISO/IEC 15288 standard. In the future, the Renault intends to define and share 
with other automotive actors a true and complete AF for the automotive domain, 
which will provide, in its final version, an overarching set of concepts, guidance, 
best practices, and methods that will support all the processes defined by ISO/IEC 
15288 standard (Enterprise, Agreement, Project and Technical processes). 
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The purpose of the AF is to ensure that system architectures can be understood, 
shared, analyzed and compared across organizational and project boundaries, in 
order to help decision makers to make key decisions more effectively thanks to 
structured, organized information sharing. This shall enhance the efficiency of the 
value creation stream and facilitate the integration of innovations into the vehicle 
and the reduction of risks. The proposed AF for automotive systems and the sys-
tems design process that it supports are described in the following paragraphs. 

3   The Starting Point 

The Systems Design Process. When defining the systems design process, we 
tried to answer to a simple question: how do we design our systems? Or, rather, 
how would we like to design our systems? The logical answer to this question was 
that we should strictly follow Systems Engineering principles (of course). So, not 
surprisingly, the four main activities of the systems design process are the Elicita-
tion of Stakeholders Requirements, the Elaboration of System Technical Require-
ments, the Functional Architecture Design and the Organic Architecture Design.    

During the “Elicitation of stakeholders requirements” activity, we identify the 
scope, the environment and the main actors concerned in the development of the 
system (the system of interest). The original stakeholders needs are captured, ana-
lyzed (according to each operational context of the system’s lifecycle) and gener-
ally structured using a use-case approach. These use-cases are refined in their turn 
by operational scenarios. The outcome of this activity is a set of (individually) 
clear stakeholder requirements, including the purpose, missions, objectives and 
scope of the system, as well as other technical measures of the “success” of the 
system. 

The goal of the “Elaboration of the system technical requirements” activity, is 
to transform the stakeholder requirements into a set of precise, achievable and 
consistent requirements, with tradeoffs between inconsistent or contradictory 
stakeholder requirements being possible. System technical requirements are orga-
nized and classified according to their type (behavioral, functional, performance, 
RAMS, operational, design, withdrawal, recycling). 

The objectives of “Functional architecture design” activity are, on one hand, to 
identify, describe and make more precise (by decomposing them) the functions or 
transformations that the system must perform in order to satisfy the requirements 
(mainly functional requirements). And, on the other hand, to specify the flows 
(i.e., information, energy or material flows) that are produced or consumed by the 
functions. The internal dynamic behavior of the system is also an outcome of this 
activity and corresponds to the logic scheduling of the execution of the system 
functions. 

The outcome of the “Organic architecture design” activity is the definition of 
the components of the system, of their interfaces and of their connections. The 
system architecture shall fully satisfy the system technical requirements, including  
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non-functional requirements (like cost, weight and size of the system, kind of in-
terfaces, forbidden or authorized use of materials, etc.), and other technical meas-
ures or criteria (measures of effectiveness, key performance parameters, etc.). 
During this activity, the system functions, defined in the previous activity, are al-
located to the constituents of the system and, eventually, decomposed again to 
achieve an optimal allocation. The flows produced and consumed by the allocated 
functions are associated to the interfaces and connectors that shall transport them. 
New interfaces can be defined, depending on architectural choices that are made. 

“Dependability” and the “Evaluation and Optimization” activities take place 
during all the systems design process. It is not the aim this paper to deal with these 
activities. For more information about the Dependability analysis activity, the 
reader can refer to (Chalé Góngora et al 2010 and 2011), where we focus on the 
safety aspects of dependability as the main objective is to comply with the ISO 
26262 standard. The “Evaluation and Optimization” activity is presented in (Dou-
fene et al. 2012). Similarly, all the activities of the systems design process are the 
object of “Verification and Validation” activities, such as inspections (of docu-
ments, models or plans), simulation, model checking, design reviews, etc. 

The systems design process is recursive and iterative, with several design loops 
that can be repeated partially or completely following the evolution of needs or the 
emergence of bottom-up constraints, like the impossibility to realize certain com-
ponents of the system. At the end of (one loop) of the process , sub-systems are 
developed following either a similar process, if the sub-system is complex in the 
sense that it calls for different professional fields (disciplines or technologies), or a 
domain-specific process, if the subsystem calls for only one professional field 
such as software, electronics, mechanics, etc. The architectural design framework 
presented below provides the methods and views (or sets of models) that com-
pletely support the systems design process presented here. 

 
Background of the architectural design framework. The background of the 
architectural design framework presented in this paper can be found in the work of 
(Krob 2009 and 2010) concerning the architecture of complex systems. This work 
presents an architecture framework derived from the SAGACE method (Penalva 
1997), which is structured on three main pillars: a modeling methodology; a 
graphical representation based on a nine-viewpoint matrix, or analysis grid, con-
sisting of three main viewpoints (operational, functional and structural or  
constructional), each refined by three temporal perspectives; and a graphical mod-
eling language. When adapting this framework to the systems design process de-
scribed above, we used the same main viewpoints to support the activities of  
the process and we added a requirements viewpoint for consistency purposes. The 
Operational, Requirements, Functional and Constructional Viewpoints respective-
ly support the Elicitation of stakeholder requirements, the Elaboration of system 
technical requirements and the Functional and Organic architecture design activi-
ties. Figure 1 presents an overview of viewpoints of the proposed architectural  
design framework. 
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Fig. 1 Viewpoints of the architectural design framework 

Table 1 Summary of Methods, Views and Viewpoints of the Architectural Design  
Framework 

Systems design 
process 
Activity 

Used Methods Supporting Views Defining 
Viewpoints 

Elicitation of stake-
holder requirements 

Systemic Analysis Maximal System Scope Operational 

System Environment 

Definition of the  
Operational Scope 

Operational Context 

External Interfaces 

Identification of Use-Cases Use-Cases 

Definition of Operational 
Scenarios 

Operational Scenarios 

System Working Modes 

Formalization of Stake-
holder and High-Level  
Requirements 

Stakeholder Requirements  Requirements 

High-Level Requirements 

Elaboration of sys-
tem technical  
requirements 

Requirement Analysis System Technical  
Requirements 

Requirements 

Traceability 1 --- 

Functional architec-
ture design 

Functions Identification & 
decomposition  

Functional Breakdown  
Structure 

Functional 

Structuring Functional Architecture 

Requirements Allocation on 
Functions 

Allocation on Functions 

Organic architecture 
design 

Components Identification Product Breakdown Structure Constructional 

Allocation & Structuring Organic Architecture 

Requirements and  
Functions Allocation on 
Components 

Allocation on Components 

                                                           
1 There is not one single view supporting traceability. We use instead the mechanisms pro-

posed by SysML in the other views and diagrams of the architecture framework. 
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More precisely, each activity of the systems design process calls for specific 
design and analysis methods, as proposed in (Krob 2009 and 2010). These  
methods are supported by one or more views or sets of models of the system (im-
plemented as specialized SysML diagrams in this paper), which are related to a 
viewpoint. We may consider these viewpoints and their associated views as differ-
ent abstraction levels in which the system is represented at a certain level of detail. 
Table 1 presents a summary of the methods and views and their relationship to 
viewpoints and activities of the systems design process.   

As we can observe on Table 1, the number of methods and views supporting 
the Elicitation of Stakeholder Requirements activity is higher than those of the 
other activities. This indicates that the workload involved in this activity is also 
more important, which seems only logical, since stating the problem is more im-
portant than solving the problem in Systems Engineering. 

As explained in (Chalé et al. 2012) the data model and the architectural design 
framework can be implemented in SysML. SysML is a widely accepted standard 
language that supports well systems modeling, but because it is a multi-purpose 
language, not a domain specific language (DSL), it is not particularly adapted to 
the automotive domain. Most importantly, SysML does not support per se the 
MBSE process and methods that are being deployed in Renault. Some extensions 
and restrictions of the SysML language are thus necessary. The adaptation of the 
SysML to support our data model is performed in the form of a specialization (or 
profile), the standard method used in UML for language extensions. Finally, since 
this architectural design framework is formalized in a machine-interpretable lan-
guage, we can perform automatic verifications and calculations on complex  
system models (this feature is not presented in this article). The methods and the 
SysML specialization (objects and diagrams) that constitute the architectural de-
sign framework are detailed in the following paragraphs. 

4   The Architectural Design Framework: Main Views and 
SysML Specialization 

Main Views. This section summarizes the set of views defined for the Operation-
al, Functional, Constructional and Requirement viewpoints along with the SysML 
diagrams chosen for the view. Views associated to the Operational Viewpoint are 
presented in Table 2 and Table 3, which presents structural and behavioral views 
respectively. Table 4 shows views for both the Functional and Constructional 
viewpoints. Table 5 presents views for the Requirements Viewpoint. 

Operational Viewpoint. The set of views in Table 2 represents the most abstract 
views of the MBSE process.  They are the artifacts produced during the first phase 
of the process where the actors, the system scope, the system environment and 
high-level interactions have to be identified. The system is here a black box as 
analyzed by a user's perspective. 
 



16   Towards an Architectural Design Framework 249
 

Table 2 Structural Views for the Operational Viewpoint 

View SysML Diagram Modelled Elements 

Maximal 
Scope 

 

Internal Block Diagram 

 

Maximal scope actors: all the 
stakeholders, users, systems and 
environment conditions potentially 
impacting the system under study. 

Maximal scope categories: set of 
actors' categories to include in the 
maximal scope (at least one actor 
of each category).  

System Envi-
ronment 

 

Internal Block Diagram 

 

System boundary: distinction be-
tween external actors and system 
actors (system actors: actors being 
part of the system of interest). 

High-level interactions: interaction 
points and connections between 
external actors and system actor(s). 

Operational 
Context 

 

Internal Block Diagram 

 

Subset of the system environment 
elements related to a specific life-
cycle phase. 

Life cycle-phase: phases of the 
system project life-cycle; i.e., de-
velopment, manufacture, delivery, 
assembly, use, maintenance, recy-
cling.  

External  
Interfaces 

 

 

Internal Block Diagram Refinement of actor/system inter-
actions and interaction points pre-
viously identified, represented by 
two contexts: 

Functional Context: refinement 
through specification of flows cir-
culating to/from the system (mat-
ter, energy, information). 

Physical Context: refinement through 
the specification of the physical 
means the flows circulate through 
(mechanic, electric, network).  



250 H.G. Chalé Góngora, T. Gaudré, and S. Tucci-Piergiovanni
 

The set of views in Table 3 builds from the structural operational views. Once 
actors, the system boundary and high-level interactions have been identified, the 
expected behavior of the system must be specified. To this end System Use Cases 
are used. System Use Cases are then refined in Sequence Diagrams, to describe 
needed behavior in terms of expected interactions (actor requests and system op-
erations). The next step consists in adding complementary views to interactions. 
To this end Activity diagrams and State Machines are employed. Ideally, for each 
operation an activity diagram should be defined. State machine can help in com-
pleting the activity diagram view by defining conditions (upon transitions) to  
refine alternative paths of expected interactions. 

Table 3 Behavioral Views for the Operational Viewpoint 

View SysML Diagram Modelled Elements 

Operational  

Scenarios 

 

Sequence Diagram for operations and actor  
requests, Activity Diagram for internal behaviours, 
actions and flows 

Detailed interactions between the
system and external sys-
tems/user/environment to realize
the use cases. 

Actor requests and Operations the
system should perform upon re-
quests. 

Actions to refine/detail each op-
eration. 

Control/data flows between ac-
tions. 

 

 

 

 

 

State machines to describe alterna-
tive conditions for operational
scenarios. 

System 
Working 
States 

 

State machines 

 
Functional and Constructional Viewpoints. The set of views in Table 4 is con-
structed from the whole set of Operational Views. First, system functions are ob-
tained by properly grouping or refining Activities (actions) and allocating them on 
SysML Blocks. Ports and connectors should convey a type of flow compatible to 
flows of external interfaces and to object flows identified in Activity Diagrams. A 
further allocation (or grouping) of system functions into physical components 
yields the construction of the organic architecture. One particular characteristic of  
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the automotive industry is a strong carry-over constraint (mostly justified by cost 
constraints). This implies that the physical components of the system are most of 
the time identified from existing Bills of Materials (BOM). 

Table 4 Views for Functional and Constructional Viewpoints 

View SysML Diagram Modelled Elements 

Functional 
Breakdown 
Structure 

Activity, Block Definition and Internal Block Diagrams System functions: ac-
tions identified in the 
Operational Scenario 
views can be regrouped 
or refined in system 
functions. Ports and 
Connectors connecting 
used blocks will conform 
to control/data flows 
identified in Operational 
Scenarios views. Type of 
flow: type of flow flow-
ing across a connector 
(matter, energy, informa-
tion).  

Functional 
Architecture 

Product 
Breakdown 
Structure 

Block Definition and Internal Block Diagrams 

 

Physical components: 
defined by allocation of 
system functions. 

Ports and connectors 
connecting used compo-
nents are identified. 
Circulating flows are de-
rived from allocated 
functions. 

Type of physical connec-
tor: type of physical 
means the flows circu-
late through (mechanic, 
electric, network). 

Organic Ar-
chitecture 

 

 
Requirements Viewpoint. Table 5 shows views for the Requirement viewpoint. As 
already pointed out, the Requirement viewpoint is orthogonal to other viewpoints 
(Figure 1). Nonetheless, each requirement view has a relationship with views of 
other viewpoints. In particular the Stakeholder requirement view is built at the 
very beginning after the identification of actors and system boundary. The whole 
set of stakeholder requirements is the starting point for identifying High-Level 
Requirements. The Technical Requirement view, instead, is typically built after 
the whole set of Operational Views is available. For instance, functional require-
ments typically stem from operations identified in sequence diagrams. 
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Table 5 Views for the Requirements Viewpoint 

View SysML Diagram Modelled Elements 

Stake-
holders 
Require-
ments 

Requirement Diagram Stakeholder requirements: require-
ments as issued by stakeholders.  

High-
Level Re-
quire-
ments 

Requirement Diagram Purpose: rationale of the system, 
i.e. the reasons why the system 
should be realised 

Mission: what the system should do 
to fulfil the purpose. 

Measures of effectiveness or Key 
Performance Parameters (KPP): 
criteria defining how well the sys-
tem achieves the intended purpose. 

Core Concept: 

statement defining the main con-
straints on system design 

Technical 
Require-
ments  

Requirement Diagram 

 

 

Functional, performance, interface 
requirements: unambiguous, con-
sistent, verifiable set of stand-alone 
statements that identify system’s 
characteristics or constraints. 

 
SysML specialization and usage. This section presents the SysML specializa-

tion needed to model views defined so far. It is worth to be noticed that typical 
views, as the functional and constructional views, can be easily constructed in 
standard SysML. In particular the "allocation" concept allows grouping Activity  
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actions or Blocks to other Blocks in straightforward manner. This feature allows 
supporting the construction of the functions (Blocks) from activity actions and of 
physical components (Blocks) from functions (Blocks). The component model, 
moreover, is very rich and supports physical and functional flow descriptions cir-
culating between components. Note that object flows (flows in Activity Diagrams) 
can also be easily allocated on connectors (internal block diagrams) or associa-
tions (in block definition diagrams). Concerning requirements traceability, SysML 
already offers numerous relationships (refine, derive, verify, and satisfy) to  
describe traceability between design objects and no specialization has been neces-
sary on this side. The only specialization has been introduced to model the concept 
of stakeholder, technical and high-level requirement as explained below. Concern-
ing the behavioral views of Operational Scenarios, we mainly rely on those parts 
of SysML shared with UML (Interactions, Activity and State Machines). The lan-
guage on this side is quite rich and no extension/specialization has been necessary 
so far. On the other hand, to model top-most views of the MBSE process (struc-
tural operational views and system use case views) a heavy specialization has been 
necessary. In the following subsections, SysML specialization is presented in the 
form of profiles to support above-defined views and diagrams construction. 
Guidelines for the SysML specialization usage are also presented.        
 
Sysml specializarion and usage for structural Operational Views. In order to 
model structural views for the Operational Viewpoints, stereotypes have been in-
troduced to model respectively: the different contexts in which actors play a role 
(from Maximal Scope to the Functional/Physical Context) and the actor concept 
itself. Figure 2 shows stereotypes introduced for contexts. They are applied to the 
enclosing blocks in the associated Internal Block Diagrams (see Table 2). Note 
that for the Operational Context, the attribute lifeCyclePhase identifies to what 
life-cycle phase the Operational Context refers to. Figure 3 shows specialized 
SysML ItemFlows. They are applied to connectors in IBDs for Function-
al/Physical Contexts in order to properly refine actor/system interactions. 

In Figure 4 stereotypes for actors have been introduced.  The introduction of 
this set of stereotypes has been mainly motivated by the fact that actors always 
appear as properties (or parts) of enclosing blocks (maximal scope, system envi-
ronment, etc.) in Internal Block Diagrams. As in UML/SyML an Actor is always a 
Classifier and not a Property, a special stereotype called <<ActorPart>> has been 
introduced to be applied to properties of enclosing blocks. We've also defined an 
ad-hoc usage of the types of actor parts. The idea is to have each actor part typed 
by an actor category, i.e. a SysML Block stereotyped with the <<ActorCate-
gory>> stereotype, herein introduced.  The set of pre-defined categories can be  
also specialized by establishing a Generalization between the new Block 
(representing the newest sub-category) and its parent. 
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Fig. 2 The different contexts extending SysML Block 

 

Fig. 3 Specialized flows for Functional/Physical Contexts 

 

Fig. 4 Stereotypes for actors and actor categories 

For practical reasons, it is useful that the topmost categories can also be applied 
as stereotypes to actor parts, to highlight the topmost category the actor falls in. 
This is why the stereotypes <<User>>, <<EnvironemantalCondition>>, <<Sys-
tem>>, and <<Stakeholder>> have been introduced. These stereotypes when ap-
plied to actor parts must comply with the super category set for the actor's type. 
Note also that the <<System>> stereotype has Boolean attribute isExternal. This 
attribute is set to true by default. During the system environment construction, it 
will be set to false to identify all actor parts included in the system boundary. The 
meaning of the stereotype <<ActorBlock>> will be explained in the next section. 

 



16   Towards an Architectural Design Framework 255
 

SysML specialization and usage for high-level behavioral Operational Views. In 
order to model behavioral views for the Operational Viewpoints, stereotypes have 
been introduced to model, System Use Cases and Use Case Conditions, respec-
tively (see Table 3). No specialization has been necessary right now to model  
operational scenarios. 

System Use Cases are UML Use cases empowered by a set of Use Case Condi-
tions. Figure 5 shows the introduced stereotypes to apply to Use Cases. As shown, 
Use Case Conditions are defined by creating UML Constraints stereotyped 
<<UseCaseCondition>>. Note that a use case condition can be written in natural 
language and/or may refer to more formal conditions called sub-life-cycle phases. 
Sub-life cycle phases are states of the vehicle/environment refining a given life-
cycle phase. 

 

Fig. 5 Stereotypes extending Use Case and defining Use Case Conditions 

In the previous sections we explained that through the definition of the System 
Environment, actor parts are identified as part of "system" or purely "external ac-
tors". Actors used in System Use Cases must be chosen among the actor parts 
identified in System Environment. However, the use of a standard UML Use Case 
poses some problem on this side. In UML Use Case diagrams, the interaction be-
tween the actor and the system is represented by an UML Association. An Associ-
ation cannot be established between properties, i.e. between an actor part and the 
system. To solve this problem we introduced a constraint in our meta-model. This 
constraint establishes that each actor part must have a counterpart represented by a 
Block, stereotyped <<ActorBlock>>. These two elements represent conceptually 
the same actor: (1) they should be in one-to-one correspondence, (2) they should 
have the same name and (3) the <<ActorBlock>> specializes also the category of 
the actor part (its type) to inherit category's attributes (if any). Note that the same 
problem affects the example used in the SysML specification, annex B (OMG 
2010), but no specific actions are suggested to solve the problem, an actor with  
the same name of the actor part is used in use case diagrams, without further  
constraints. 

 
SysML specialization and usage for Requirement Views. In order to model the 
different set of requirements defined in views for the Requirement Viewpoint, ste-
reotypes have been introduced to model respectively Stakeholders requirements, 



256 H.G. Chalé Góngora, T. Gaudré, and S. Tucci-Piergiovanni
 

High-level requirements and Technical Requirements. Figure 6 shows introduced 
stereotypes to be applied to SysML Requirements.  

Two types of requirements have been identified: high-level requirement and 
general requirement. Both of them are abstract and cannot be directly applied. 
High-level requirements summarize at a high level of abstraction the main goals 
and expected functionalities of the system (see Table 5). General requirements are 
traditional requirements enriched with several attributes as category (functional, 
performance, interface, etc.) and safety level/flexibility. For stakeholder require-
ments a special attribute is added, which is not shared with technical requirements. 
This attribute is called isUseCaseRelated and considers the fact that the require-
ment, expressed in natural language, must be later refined in a Use Case. A  
technical requirement instead, has another specific attribute called prescribedO-
nExternalSystem. Note that each technical requirement must have at least on  
“derive from” or “trace” relationship with at least one element, e.g. a stakeholder 
requirement, a use case, a scenario, a signal or an operation defined in a Sequence 
diagram, etc. This relationship witnesses that the technical requirement is formu-
lated starting from the analysis of formalized user/system interactions. Each tech-
nical requirement must also have at least one "satisfiedBy" relation with at least 
one element amongst the external actors if prescribedOnExternalSystem=true or 
elements inside the system boundary if prescribedOnExternalSystem=false. 

 

 

Fig. 6 Stereotypes for Requirements 

5   Conclusion 

In this paper, we presented the first results of the work started by RENAULT and 
CEA List on the specification of a architectural design framework and the specia-
lization of the SysML language to support the RENAULT systems and system of 
systems design process. 

The final goal of this activity is the elaboration of a complete, integrated AF for 
the automotive industry and the development of the MBSE environment which 
will support it. This AF will be able to support: Verification and Validation activi-
ties through simulation and optimization techniques; Product Line Management, 
to fill the gap between top-down systems design and bottom-up integration of  
 



16   Towards an Architectural Design Framework 257
 

legacy elements (components, technologies); Safety Processes, as defined by ISO 
26262 standard; a seamless transition to Software Design environments using 
UML; Project, Agreement, and Enterprise processes such as defined by the 
ISO/IEC 15288 standard. 

This kind of initiative would require more discussion and dissemination and, 
particularly, a wider adoption by the actors of the automotive industry. The work 
presented here will hopefully contribute to foster the reflection on this subject and 
stimulate exchanges across the automotive community. 

References 

Broy, M., Gleirscher, M., Kluge, P., Krenzer, W., Merenda, S., Wild, D.: Automotive Ar-
chitecture Framework: Towards a Holistic and Standardised System Architecture De-
scription. White paper, IBM Corporation. Technical Report, Technische Universität 
München. TUM-I0915 (2009) 

Chalé Góngora, H.G., Gaudré, T., Taofifenua, O.: A Process and Data Model for Automo-
tive Safety-Critical Systems Design. In: Proceedings of the 20th Annual International 
Symposium of the INCOSE (Chicago, IL). INCOSE, San Diego (2010) 

Chalé Góngora, H.G., Guadré, T., Taofifenua, O., Topa, A., Levy, N., Boulanger, J.L.: Re-
ducing the Gap Between Formal and Informal Worlds in Automotive Safety-Critical 
Systems Design. In: Proceedings of the 21st Annual International Symposium of the 
INCOSE (Denver, CO). INCOSE, San Diego (2011) 

Chalé Góngora, H.G., Dauron, A., Guadré, T.: A Commonsense-Driven Architecture 
Framework. Part 1: A Car Manufacturer’s (naïve) Take on MBSE. Submitted to the 
22nd Annual International Symposium of the INCOSE, Rome, ITALY (2012) 

Estefan, J.A.: Survey of Model-Based Systems Engineering Methodologies (MBSE) - Rev. 
B. In: International Council on Systems Engineering. INCOSE, Seattle (2008) 

Friedenthal, S., Moore, A., Steiner, R.: A Practical Guide to SysML- The Systems Model-
ing Language. Morgan Kaufmann OMG Press (2008) 

ANSI/IEEE (American National Standards Institute / Institute of Electrical and Electronic 
Engineers), ANSI/IEEE 1471-2000. IEEE Recommended Practice for Architectural De-
scription of Software-Intensive Systems (2000) 

Elm, J.: A Study of Systems Engineering Effectiveness: Building a Business Case for SE. 
In: Proceedings of the 21st annual International Symposium of the INCOSE, Denver, 
CO. INCOSE, San Diego (2011) 

Honour, E.: Systems Engineering Return on Investment. In: Proceedings of the 20th annual 
International Symposium of the INCOSE, Chicago, IL. INCOSE, Chicago (2010) 

Honour, E.: Sizing Systems Engineering Activities to Optimize Return on Investment. In: 
Proceedings of the 21st annual International Symposium of the INCOSE, Denver, CO. 
INCOSE, San Diego (2011) 

Doufene, A., Chalé Gongora, H.G., Krob, D.: A Commonsense-Driven Architecture 
Framework. Part 3: Extension to Multi-Objective Optimization - A case study for Elec-
tric Vehicle Powertrain. Submitted to the 22nd Annual International Symposium of the 
INCOSE, Rome, Italy (2012) 

Krob, D.: Eléments d’architecture des systèmes complexes. In: Appriou, A. (ed.) Gestion 
de la Complexité et de l’information Dans les Grands Systèmes Critiques, pp. 179–207. 
CNRS Editions, Paris (2009) 

Krob, D.: Enterprise Architecture, Modules 1-10". Internal Communication, Ecole Poly-
technique, Palaiseau, France (2009-2010) 



258 H.G. Chalé Góngora, T. Gaudré, and S. Tucci-Piergiovanni
 

Penalva, J.M.: La modélisation par les systèmes en situations complexes. PhD Thesis, Un-
iversité de Paris 11, Orsay, France (1997) 

OMG (Object Management Group), OMG Systems Modeling Language (OMG SysMLTM), 
Needham, MA, US (2010), http://www.omg.org/spec/SysML/1.2 

Wang, R., Dagli, C.H.: Executable System Architecting Using Systems Modeling Lan-
guage in Conjunction with Colored Petri Nets in a Model-Driven Systems Development 
Process. Journal of Systems Engineering 14(4), 383–409 (2011) 

Watkins, C.B., Dagli, C.H.: Understanding the Implementation of System Architectures in 
the Context of Distributed Cognition. In: Proceedings of the 20th Annual International 
Symposium of the INCOSE, Chicago, IL, INCOSE. San Diego (2010) 



 

Chapter 17 
Human Emotional Interaction and 
Hydrotherpy: Industrial Design Keys 

Sergio Gago and Joaquim Lloveras* 

Abstract. This article focuses on bathroom design and more specifically on the 
sub-sector commonly known as “wellness”. This sector is characterized by its es-
sential element, water. It is possible to generate several types of sensations 
through water by utilizing several variables such as composition, temperature, and 
pressure. The leading companies in this sector are allocating more and more re-
sources in the design phase of development. These products need to meet a more 
demanding market, not only in regards to the product, but also the environment. 

This is a growing and complex market because its purpose is not just selling a 
physical product, but also the types of sensations and emotions that are generated. 
This set of sensations should result in positive emotions for the user. In short, the 
aim is to sell "wellness". The sensory design plays a key role in this process. It’s 
also essential to consider the product aesthetics, both the presence aesthetic and 
the aesthetic in human interaction. 

A critical issue in today’s market place is how to obtain the feedback from us-
ers. This feedback contributes vital information that is essential in order to  
improve the features of design for each product. This information can bridge 
communication barriers between the end user and the product design team: retail, 
sales department, technical after sales .. each of these units filters the user feed-
back with a self-interest that lead to the discovery of concrete needs. Therefore 
providing specific designs that could be vastly improved in terms of interaction 
and emotional design. 

The study of sensory characteristics and user feedback for current products 
create the basis for future ¨wellness¨ designs. The interaction of users with these 
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products and their experience strongly influence research and development. The 
wellness products are designed to improve the physical and mental health of users 
through hydrotherapy. By creating more effective sensory and emotional relation-
ships, not only will we achieve greater success in the market, but also enhance the 
quality of life for the users as well. 

 
Keywords: design, emotion, wellness, hydrotherapy, interaction. 

1   Introduction 

It is very important to understand that aesthetics, interaction and the way that we 
perceive the products can deeply affect the user's emotions. The world, the envi-
ronment and even everyday objects can be perceived in a distinctive way, making 
people change their way of doing things [1]. The material world that surrounds us 
affects our emotions. By understanding these emotions and the interaction with the 
products, the users’ quality of life can be improved by engineers and designers, 
making the designs better without having to increase the cost [2]. 

Both, current products and new products that are being designed should be ana-
lyzed in market, functional, and ergonomic studies in order to obtain more infor-
mation. The goal is to improve how the products are developed and designed 
without increasing cost and still make an impact in the market. 

This article is focused on studying the products that represent the wellness sec-
tor. The actual design of these kinds of products doesn´t always involve studying 
the deep emotional values that people share with these products. Understanding 
these emotional factors is essential in order to have success and a significant share 
of the market. 

In addition, we want to ensure these products have a positive social impact. 
Very often these important factors are overlooked because this is the world of art-
ists and not engineers. Although these kinds of products should center on the user 
and their feelings, the actual industry is focused on functionality and not interac-
tion. There are times when the product ¨feels good¨ emotionally and isn´t practic-
al. In addition, most industrial companies do not have an effective way of  
communication between the design team and the final user. The real emotional ef-
fect of the end user is never communicated to the designers. Therefore many of 
the design specifications don’t take into account the real customer feedback. 
People are complex and complicated. They are not another machine that will op-
erate as programmed. Some people will appreciate the functionality of the design 
and others will feel that it is impersonal [3]. The aim is to obtain the important in-
formation from customers to merge these two worlds and create products that can 
appeal to people both on a functional level as well as aesthetically.  

2   Aims of the Study 

This article attempts to identify characteristics that determine new areas for im-
provement in the design process. These improvements are based on the users' 
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reactions and needs as a result of their interaction with the product. The main ob-
jective is to understand human emotional responses when designing these prod-
ucts. With this goal in mind, we are studying products that have a special interest 
in stimulating the senses. 

In addition, it’s very important to analyze the positive and negative characteris-
tics of current products in terms of emotional design through feedback from users. 
The purpose is to identify action points to substantially improve the interaction be-
tween people and these products. Through an online system the end users can easi-
ly access they can communicate their opinion a satisfaction with the product. This 
system makes it possible for users to reach a set of key questions that make them 
to think about what feelings the product is creating in them. The goal is to get 
feedback from the sensory and emotional response from the user’s experience. 
Through this feedback we can obtain new information directly from the user. This 
feedback will contain specific information and could be analyzed by the designer 
to get a new perspective on the specifications which are more focused on the feel-
ings and users' emotions and opinions. 

3   Wellness Products Studied 

We are studying the leading products in the wellness sector. The goal is to look at 
the products that interact with the user at different points in the emotional expe-
rience. We also need to understand the different techniques and technologies in-
volved with this interaction. These products are also more complex to design, 
since they offer more features than others in the sector. We can divide these types 
of products into two categories: the spa and the shower.   

Depending on the type of product, the user can enjoy many different functions. 
Among these, we highlight the hot tub, aromatherapy and / or chromotherapy, mu-
sic and waterfalls [4]. 

3.1   The SPA 

The current concept of the Spa in product engineering refers to a type of pool or 
bathtub, according to size, equipped with different nozzles for hydromassage (wa-
ter and air). More sophisticated models also have chromotherapy and systems that 
produce a variety of fragrances. One can also find products with integrated Hi-Fi 
audio equipment. 

The spa industry has experienced rapid growth in recent years. People who pur-
chase a spa are looking for, above all; pleasure. The ability to affect emotions 
while stimulating the senses plays an important role in the overall user experience. 
The combination of these factors is the key to building lasting relationships with 
users. Products that simulate the experience of visiting a wellness center have 
grown tremendously in the past several years. This has led to a surge in the range 
of commercially home spa products available in the market today. The figure 1 
shows an example of a home spa. 
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Fig. 1 Example of general measures of a home spa 

3.2   The Shower 

The shower is defined as a type of bath in which the water falls on the subject who 
is standing upright. There is no accumulation of water as it is directed to the drain. 
Jets and water fountains are usually fixed in the cabin above the user and also ar-
ranged vertically in order to massage the subject from different perspectives. 

Showering is part of a daily routine. The main objectives are to promote clean-
liness and prevent odors, diseases and infections. Advances in science and  
medicine in the nineteenth century helped society to realize the benefit of regular 
bathing and how it affected people’s health. As a result, all modern cultures en-
courage a daily regimen of body hygiene. The wellness industry has transformed  
 

 

Fig. 2 Example of shower cabin with digital control for their functions 
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the classic concept of showering into a relaxing and therapeutic activity as well. 
Thus the concept of "cabin shower" was created. This includes a number of fea-
tures added to the classic shower design, and has become an integral part of most 
people’s lives. One of the latest advances in cabin shower design (see figure 2) is 
the use of specific computers which open new possibilities to stimulate the senses 
and user’s pleasure. 

4   Sensorial Study 

Wellness products studied in this article have more intimate contact with the user 
than their peers. Due to this intimate contact, sensory design plays a major role in 
designing these products. The design should focus on the many variables that will 
affect the users’ sensory perception. These variables are important because they 
directly impact the user’s emotions and their feelings about the product [5]. The 
sensory attributes can be found in both the product and the user. 

4.1   Sensory Attributes of the Product 

Wellness products are composed of several elements. The basic element of com-
munication is the facade, ie what the user can perceive through sight and his  
physical interaction with the product. In most cases, this part contains the control 
interface. It is important to note that the facade of the product is the first contact 
with the user and, therefore, creates the first impression [6]. The elements that a 
user is able to perceive through his senses define the set of sensory characteristics 
and special attributes for each product. 

4.2   Sensorial Perception of the User 

Sensory values attributable to a product may be perceived by the user in two ways: 

• Objective way (physical): we are talking about physical and precise attributes 
which do not require a high level of interpretation. For example the color, tex-
ture, noise, etc... 

• Subjective way (psychological): We are talking about all those perceptions or 
feelings that are related to social, cultural and personal experience from the 
past. These intrinsically have a deeper value for the user. 

4.3   Users’ Physical Perception 

The surface elements of the product are perceived mainly by sight and touch, but 
there are a number of other elements that can be perceived by other senses. In 
wellness products much of the importance is focused on the senses of touch, scent 
and hearing. The goal is that the user will be able to receive the message of har-
mony and well-being through all their senses.  
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4.4   Users' Psychological Perception 

In this section we reflect on those attributes that are more subjective and interpre-
tive. We are talking about affective characteristics, symbolic, cultural and those 
characteristics that get the user to emotionally bond with the product. 

The psychological perception of the user is determined by those human charac-
teristics that satisfied or not by sensory attributes; still affect a user's emotional tie 
to the product [5]. This is the reason it is important to analyze the specific sensory 
characteristics of the product. These sensory characteristics should be a kind of 
language that communicates with each user, trying to transmit the information and 
feelings that the user needs every moment. If we could quantify the effect of these 
attributes, it would be possible to design products that could communicate the 
feeling or the particular effect desired by the user [7]. However, this effect can on-
ly be offered through the physical stimulation of the user’s sensory attributes: tac-
tile, visual, olfactory and auditory senses. 

We could classify the sensory elements attributable to a wellness product 
through the figure 3. Furthermore, it is illustrated in table 1 with examples of plea-
sant emotions. 

 

Fig. 3 Users’ physical perception and emotion generation on wellness 

Table 1 Type of pleasantness and examples for emotion 

Type of pleasantness Example of happiness/joy 

Visual pleasantness A beautiful external form or color combination 

Auditory pleasantness Silence and calm song while using functions 

Olfactory pleasantness Uses of aromatic fragrance o soaps in water 

Tactile pleasantness Pleasant bubbly feeling of an air jet under water 

5   Research Methodology and Data Collection from Users 

Part of the research involves an important data collection task consisting of a  
set of online semi-structured interviews with the people who have purchased a  
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wellness product, followed by an analysis of the interview data related to the 
product features. A set of questions was designed to create interactive feedback 
from the users. Questions tackled the following themes that corresponded to the 
purpose of the study: 

• The overall satisfaction about the product and about each of its functions; 
• The relevance of these functions for the user; 
• The main reasons for acquisition; 
• The effect caused by product attributes; 
• A final open field for suggestions for improving the product. 

The interviewees were shared with the most prominent retail Spanish companies 
in the wellness industry between March 2011 and February 2012. We estimated 
the number of products sold during a year for these companies in Spain, which re-
sulted in a total of 6,600 products for 2011 (6,000 from shower cabins and 600 
from home spas). From these purchases we were able to interview a total of 327 
users. About 20% of these interviewees were users of shower cabins, 50% from 
home spas and the remaining percentage used both products. This sample contains 
people of different features. We only interviewed consumers who were users of 
these kind products for more than 6 months. 

Once the data was collected, it was analyzed according to the type of product 
acquired: spa or shower. This study aims to identify those sensory characteristics 
that are important to the user and which are not as well as product features that do 
not fulfill the user's wishes. The goal is to find the most important characteristics or 
functions that enable users to enjoy a more pleasant interaction with the product. 

This kind of information should create new ideas and provide ways to innovate 
the design process. The idea is to be able to apply the results to the specifics prod-
ucts and not only to come up new improvements on design for a specific product, 
but to understand the way of thinking of most of users and their needs and wishes 
about interaction and emotion with these kind of products. In this way, we should 
be able to establish a general guide for the designers about the emotional design of 
wellness.  

6   Calculation Parameters for the Result Analysis 

The analysis and choice of each of the points to consider in the interviews with 
users has been the key to obtaining satisfaction values that are indirectly related to 
some of the parameters involved in designing the product. One of the most diffi-
cult tasks from this study was to trying to calculate a value that defines the effec-
tiveness of providing satisfaction to users [8]. Given the complexity of wellness 
products studied, it was necessary to guide users from functions and general con-
siderations to specific design parameters. 

The first step is to assign a value to the main users’ wishes who want to be sa-
tisfied. We group these desires into 4 general families in table 2. 
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Table 2 Relevance of the users’ desires 

Desire Relevance -Spa users (%)Relevance - S.C. users (%) 

Relaxation / comfort / enjoyment 87 62 

Health / Hydrotherapy 61 78 

Product Aesthetics 58 62 

Social recognition 36 26 

 
The second step is to detect and study the main points of dissatisfaction. These 

points should be weighted according to the importance of the family they belong 
to, which was calculated in the first stage. To elaborate this weighting must also 
take into account the characteristics of users and the type and model of product on 
which the experience is based. The points raised can be grouped into the areas of 
study in table 3. 

Table 3 Relevance of the areas of study 

Areas of study Relevance - Spa users (%)Relevance - S.C. users (%) 

Effectiveness (Functionality) 96 93 

Ecological 46 75 

Intuitive 59 82 

Comfortable / ergonomic / accessible 87 62 

Value for money 67 86 

 
The study of all the parameters involved in stages 1 and 2 allowed us to detect 

major points of action. However, we need to go beyond these parameters to ana-
lyze and identify the physical characteristics involved in the possible improvement 
of sensorial stimulation [9]. In this case, the physical characteristics that have been 
addressed in the study are showed in table 4. 

Table 4 Feature parameters and studies involved 

Feature parameters Studies involved 

Water temperature Effectiveness, comfortable, hydrotherapy, enjoyment 

Water pressure Effectiveness, comfortable, hydrotherapy, enjoyment  

Rugosity of materials Effectiveness, comfortable, accessible 

Smells / tastes Effectiveness, comfortable, enjoyment, value for money 

Color / shape Intuitive, comfortable, ergonomic, accessible 

Lighting system Effectiveness, comfortable, intuitive, enjoyment, value for money 

Noise Comfortable, intuitive, value for money 

Music Effectiveness, comfortable, intuitive, enjoyment, value for money 
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These final values will have a specific weight depending on the product type 
and model referred to. Therefore, as this the last step, the appropriate parameters 
should be chosen to compare them with the functions that are impeding the user's 
satisfaction. This task is one of the most complex and one of the most important as 
well. The ratio of sensitive parameters to improve the product functions requires a 
deep understanding of the product, such us features offered, how they are de-
signed, functional limitations, range, etc. 

Obtaining the final conclusions requires, not only precise calculations of the da-
ta regarding user's feedback but also interpreting the values with the designers 
team to identify areas for improvement and its feasibility, economic and technolo-
gical. We could illustrate an example of the steps of this process through the  
figure 4. 

 

 

Fig. 4 Connection between sensorial characteristics and designing parameters 

7   Weak Design Points Detected 

Both the current market research and product feedback from users, could deter-
mine most points of design deficiencies. These issues directly affect the user expe-
rience. A number of considerations as a result of this study are shown below. 
These considerations have been reported and analyzed with design managers from 
leading companies involved and should be the basis for improving the existing de-
signs of these types of products.  

7.1   Control Interface 

Products exhibit poor quality in regards to the control interface, when compared 
with the other components of the product. Only very high-end spas and showers 
feature a tactile interface with clear and total control over how the spa or shower 
functions. In addition, most users do not believe the design or the location of the 
control interface is convenient or intuitive. The interface must be located in an 
area in which the user can interact with the device without having to move their 
position. 
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7.2   Customizing the Pressure and Position of the Water Jets 

Users find the hydromassage function one of the more important features offered 
especially the position and pressure of the water in relation to the body. Weak or 
incorrect regulation of these two variables, position and pressure, could result in 
an injury or simply no pleasure for the user. We propose developing specific soft-
ware that could calculate the optimal value for these factors in the hydromassage. 
At least, these values could be used as a basis for the user's ability to adjust these 
parameters as desired. The basic information inputs that the user should enter to 
the control interface would be age, weight, height and physical ailments. The 
software could easily calculate, according to user characteristics, the position and 
intensity of application of the water outlet. The goal of hydromassage is to soothe 
the user's points of discomfort. The correct location of trigger points is a key for 
hydromassage. By applying constant pressure at a certain temperature at these 
points, we could alleviate bodily ailments effectively. The Figure 5 shows the 14 
major trigger points considered in massage treatments. [10] 
 

 

Fig. 5 Position of the water jets to cover major trigger points 

7.3   Thermal Sensation 

One should differentiate between general temperature and the temperature that 
contacts the user’s body. General temperature is calculated theoretically and it is 
intended to have a value close to user's body temperature. It is important that the 
first contact with the user with water isn’t unpleasant.  This temperature cannot be 
calculated in a theoretical way. We need to ask the user about their sensation in 
order to identify what is too cold or too hot. 

• Impact on the shower cabin: In terms of engineering, we should determine how 
to eliminate the water in the cabin installation (pumps and pipes) after the last 
use. The temperature of standing water cannot be controlled and it usually re-
sults in a very unpleasant sensation to the user at the start of the next use. 
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• Impact on the spa: The thermal sensation of the most users when they are enter-
ing a spa is usually the sensation that it is too cold. In some cases the opposite 
has been reported, ie the user senses a sensation that it is too hot. To avoid this 
negative response in users, we should customize an initial temperature for each 
individual user based on their use and, gradually, the system could identify the 
ideal target temperature for the user. 

7.4   Floating and Avoiding Water in User’s Facial Area 

We should think about how unpleasant water can be in the users' airways and 
eyes, especially spas using salt water. That water may make the user's breathing 
difficult, destroying any sense of wellbeing that had been created. The water could 
also produce other adverse effects such as the horizontal displacement of the user, 
because water currents can push the user from one side to another. 

We propose two new aspects in the spa design. One major change should be the 
intensity of the upper jets of the spa. They should be regulated independently of 
the others, avoiding excessive bubbling in areas close to the user's face. Further-
more, the existing headrest cushion should be redesigned. These pads not only 
have to offer the support to various points but should also allow users to position 
their body so they are not displaced by the water. 

7.5   Environmental Awareness 

Bath industry leaders have become increasingly more responsible about the envi-
ronment and water use. That's why the design trend opts for water treatment and 
recycling existing after supplies in wellness products. Many big spas work as 
pools so, after being filled with water, it is not necessary to waste more water. We 
can reuse it several times, depending on the length of use and other additional 
concerns. 

The operation of shower cabins is another area that should be rethought when 
thinking about water reuse. We should differentiate between the two stages of use. 
The first phase should be considered as cleaning and thermal preparation for the 
user’s body in order to start the second phase. This second phase should allow the 
user to enjoy all functions that the cabin provides without worrying about water 
consumption, since in this phase the water could be reused through a recirculation 
loop and aided by pumps. 

7.6   Time Control 

The use of any product to relax should provide automatic control of time. This 
means that the product should warn the user when the desired time is close to fi-
nishing. This time should be configured before the product use and the warning 
should be done in an unobtrusive way. 
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7.7   Ergonomics 

The current aesthetic in design tends to be straight lines. This is contradictory to 
the shape of the human body. It doesn’t make sense to create attractive forms for 
the user if that results in discomfort for them. We should differentiate between the 
two in design; the external part that could be designed more with visual aesthetics 
in mind and the internal part that could be adapted to be more functional while 
thinking about accommodating the user’s body in an ergonomic design. 

7.8   Ambient Noise 

The noise created by hydromassage products is a result of the vibration of the 
pumps. This noise has a much greater effect on the spa, since the supply of water 
in the shower cabin is exterior and the falling water produces a sound much great-
er than water flowing through the pipes. Therefore, it is important to concentrate 
on improving the acoustic insulation of the spa so it does not produce noise that 
could interfere with the process of relaxation.  

7.9    Accessing the SPA 

The entry and exit from the spa are responsible of many falls and injuries in bath-
room. This is especially true for advanced age users who have been exposed to a 
prolonged use. Research has discovered that a large number of products are unsafe 
to enter or exit. We should consider redesigning them, regardless of size of the 
product, to address this problem. In addition, we should design a fixed structure to 
help support the user while they are entering or leaving the spa. 

8   Limitations 

The findings presented in this paper originate from data that was collected from a 
small group of users who bought a product in the Spanish retail market from popu-
lar companies in the wellness industry. Therefore, it would be a stretch to claim 
that the answers collected can be translated on a greater scale. Moreover, there is 
always the possibility that the participants may not have answered truthfully or are 
representative of users from others countries or cultures. 

For the improvement of the external validity of this study, more groups of users 
from different countries need to be interviewed. Given that this study is a first step 
towards developing a guide for the emotional design of wellness products, we be-
lieve that the results are valuable and are give a clear direction for future studies. 

9   Discussion 

Clear deficiencies have been identified that cause an unpleasant users experience 
while we were looking for design aspects that could provide an improved user ex-
perience. It is important to pay attention to these deficiencies, since every adverse 
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sensation persists in users' memory and could easily override any positive feelings 
and result in the user’s rejection of the product. This concept is represented 
through a connected-gears system as is shown in the Figure 6. One can see how 
locking any gear box prevents movement of the rest causing the whole system  
to fail. 
 

 

Fig. 6 Representative diagram of user’s product rejection 

Users of wellness products are looking for satisfaction or relief, ie pleasure. 
This sense of well being can be classified as the satisfaction of two general needs: 
physical treatment of bodily ailments and alleviating psychological stress. 

Physical treatment should be applied through the physical sensory attributes of 
the user; visual, tactile, auditory and olfactory. In addition, the user's feelings need 
to be satisfied through the physical sensory attributes. These sensory attributes af-
fect the user's emotional bond with product. This is why it essential to analyze 
these sensory needs in an effective way. The sensory characteristics should be a 
kind of language through which the product can communicate with each user, try-
ing to transmit the desired information and feeling of every moment. This results 
in psychological treatment as well as physical. This treatment could offer enjoya-
ble sensations and help relieve stress. 

If we are able to quantify the effect that causes each sensory attribute, we could 
clearly identify those design aspects that are vital to creating an emotional bond 
with the user. That is the best way to improve the user experience. 

10   Conclusions 

This research demonstrates the importance of getting feedback from users and 
making adjustments to the design. This information is needed to avoid those  
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characteristics that encourage users to reject the product. This product rejection 
occurs when even one aesthetic or negative interaction characteristic is sufficiently 
bad for the user, regardless of how good everything else may be. So it is very im-
portant to detect what users want and need through their feedback as well as those 
product characteristics that we can correct or improve. 

In addition, the meetings with several departments of the leading Spanish com-
panies in the wellness sector show that, in most cases, an effective and direct way 
of communication between “designers” and “final users” does not exist. They 
seem two different and distance worlds which are trying to converge, but they do 
not succeed completely in doing it. 
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Chapter 18
Synchronisation Phenomena in Electrical
Systems: Emergent Oscillation in a Refrigerator
Population

Enrique Kremers, José Marı́a González de Durana,
Oscar Barambones, and André Lachaud

Abstract. Under-frequency load shedding (UFLS) is a technique in which the power
grid frequency is used as an indicator to shed down electrical loads at critical pe-
riods, which can increase the resilience of the system. We present a multi-scale
agent-based model to simulate the impact of UFLS on an energy system. The model
allows a representation from a complex system point of view, allowing for cross-
scale interactions which is not evident in standard grid simulations. Each refriger-
ator is modelled individually but the population has a heterogeneous configuration.
The refrigerators are coupled to a simplified energy system model to represent the
grid frequency. Using a simple UFLS strategy we discovered synchronisation effects
among the refrigerator population. An emergent oscillation which would be fatal for
the system was detected. The model allows to explore the origin of this phenomenon
as well as to determine the phase transition which occurs in the system.

1 Introduction

Interconnected continental power grids such as the European or the North-American
power grid offer a large degree of resilience due to their extension and large amount
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of control mechanisms. The frequency of these grids is usually largely stable and
shows only small variations during regular operation. On island systems however,
the stability is drastically reduced. Small, self-sufficient electrical systems have been
traditionally supplied with high reactive, rather small or medium sized production
units, frequency instabilities are a common issue. A support of the spinning re-
serve by demand side management (DSM) could help to improve the stability of the
system.

1.1 The Demand Side as a Support for Frequency Stability

In the upcoming, smart electrical system, an active role of the demand side is being
discussed. By regulating demand within certain limits, not only production is being
governed. This allows a more flexible balancing of the system.

These mechanism can support the integration of fluctuating renewable energy
sources such as wind power [9]. Further, the grif frequency can be stabilised by re-
active load in- or decreases, allows to support the primary or spinning reserve, which
is usually handled by the production side only. The frequency as an instantaneous
indicator of the balance between production and demand allows to quickly react to
unplanned imbalances of the grid.

1.2 UFLS Based on Local Refrigerator Management

In order to support the primary reserve, a highly reactive demand response is needed.
As soon as an abnormal frequency drift is detected, the demand side can react by
adding or reducing the power consumption. In contrast to classical reserve mech-
anisms, usually when talking about the demand side we are dealing with a large
number of small consumers, rather than with a big dispatchable power plant. In this
example we will choose refrigerators, as they are appliances with a very high pene-
tration rates and, even without having high peak powers, it is usually continuously
plugged to the grid. Refrigerators offer the possibility to operate as a thermal storage
medium, and this can help to respond in a flexible way to the demand of the energy
system.

Only a few simulations on individual based models of large populations can be
found on refrigerators. Some approaches on demand side management concerning
refrigerators have been proposed during the last years. Notably [12] uses a sim-
plified refrigerator model in order to simulate a large number of them, proposing
a dynamic operation strategy by varying the thermostat threshold linearly the grid
frequency. However, in any of these approaches, the effect of the different demand
side management strategies at system level and with a large penetration has been
analysed through a detailed model. Only a few high resolution studies and models
exist on domestic demand [17, 15], and they are not coupled to an energy system
model. In the following, a model which aims to represent a large population of fre-
quency controlled refrigerator is presented, which shows unexpected impacts on the
system [5].
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2 Modelling a Refrigerator

The refrigerator is a device based on a compressor which works cyclically and cools
down the inner cell which keeps the content at a fresh temperature. The model of
the refrigerator agent is shown in Figure 1.

SD
refrigerator

model

DSM device Frequency

Load curveShedding

Door
opening

agent

Environmental
conditions

Fig. 1 Refrigerator model structure: The refrigerator is coupled to a demand side manage-
ment (DSM) device, which is connected to the grid and can sense the frequency. Further, the
refrigerator has heat exchanges with the environment, and a door opening agent adds human
behaviour.

The refrigerator model used in this study is based on the heat fluxes of its internal
cell, the evaporator and the exterior. These fluxes are described by a set of differen-
tial equations which characterise the heat transfer processes. The principles of the
models are describe in [3]. This model was extended with door opening and the
effects of the content. Door openings have a large impact on the internal air temper-
ature, especially when the refrigerator is situated in a warm environment. The food
and drinks charged in the refrigerator also are relevant for the dynamics and inertia
of the inner cell temperature, functioning as a heat storage. The evolution of the
internal temperature is described by a differential equation that takes into account
the heat transfer process between the external environment and the refrigerator cell
and the cooling contributions by the evaporator plate, as well as direct air exchanges
due to door openings and heat exchanges with the charge:

dTi

dt
=

Te −Ti

τe−i
+

Tp −Ti

τp−i
+

Tl −Ti

τl−i
+

δd(Te −Ti)

τd
(1)

where Ti is the internal cell temperature, Te the temperature of the environment, Tp

the temperature of the evaporator plate. τe−i, τp−i and τl−i are time constants. Tl is
the average temperature of the assumed content in the refrigerator. The opening of
the refrigerator door creates an immediate heat exchange between the environment
air temperature and the interior. The term is characterised by δd which expresses the
heat exchange due to door openings. δd = 1 only if the door is open; if it is closed
it equals zero. The time constant τd represents the heat transfer by air exchange
between the environment and the inner cell.
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The variation of the temperature of the evaporator plate is obtained by

dTp

dt
=

Ti −Tp

τi−p
− δcQ f +Qext

Cp
(2)

where τi−p is a time constant and Q f is the cooling capacity of the plate, which is
triggered by the switching control variable δc. Cp is the thermal heat capacity of
the evaporator fluid and Qext an exponential function of time which describes the
effect of released thermal power after the compressor switches off and is explained
in detail in [3].

The thermostat controlling the compressor turns it on when the temperature drops
above Tp,max, and doesn’t turn it off until the temperature falls below Tp,min. Hence,
the thermostat is a device that is modeled as a state machine with two states, off
and on.

off on

Tp > Tp,max

Tp < Tp,min

Fig. 2 Thermostat state machine

Further, the effect of the content (food or beverages) in the cell is described by
a heat transfer process between the internal cell temperature and the temperature of
the content Tl :

dTl

dt
=

Ti −Tl

τi−l
(3)

where τi−l is a time constant.

2.1 Inclusion of Social Behaviour through Door Opening

In order to recreate the uncertainties of door openings, a stochastic model was in-
cluded to represent the human behaviour causing door openings. This door opening
agent is able to control the refrigerator door and is embedded in the refrigerator. The
model is based on a discrete event state-chart, which triggers δd for the door heat
transfer process in Equation 1.

The agent model represent a random opening of the door distributed exponen-
tially over the day, which is characterised by an an average number of door open-
ings per day n. The duration of an opening is distributed normally with a mean time
μdoDuration and the standard deviation σdoDuration of the door opening.

The values chosen by default were taken from a survey study [7]. An average of
n = 15 openings per day was taken, with an average duration of μdoDuration = 20 s
and a standard deviation of σdoDuration = 50 s.
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3 Implementation of the Model through an Agent-Based
Approach

We use an agent-based model [16] in order to represent this complex system, in
which we aim for an individual modelling of a large population of refrigerators,
based on the model described above. An advantage of agent-based modelling is
that it can be easily combined with other approaches, which are used to describe
the behaviour of the agents. So, we introduce a classical differential equation to
reproduce the behaviour over time of an agent.

The model is implemented in Anylogic, a multi-approach simulator. To represent
the differential equations concerning the refrigerator behaviour, the System Dynam-
ics (SD) notation is used. In [14] it is described how SD can be used to model
classical electromechanical systems which are continuous models based on ordi-
nary differential equations (ODE). Anylogic includes a very reliable hybrid solver
[2] which is able to combine these continuous systems with discrete models, which
create discontinuities in solving of ODEs over time.

Fig. 3 Refrigerator model implemented in system dynamcics. The different parts of the sys-
tem can be recognized, as well as the flows among them. Each stock (square) is defined by
one of the differential equations given above.

Figure 3 shows the refrigerator model describe above in the SD notation, showing
clearly the different heat flows and losses of the system. The refrigerator parame-
ters were calibrated using the OptQuest optimising engine based on measurements
realised on a real refrigerator. This allowed us to verify the validity of the model.
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4 A Multi-agent Simulation of a Population

Multi-agent simulations consist of many interacting agents. Considering the fact
that the electrical system is composed of many heterogeneous entities, a multi-
agent approach seems reasonable. To represent this heterogeneity, each agent can
be parametrised in a different way, and so reflect a variety of agents among the pop-
ulation. Each agent is modelled individually, thus no averaged or higher level model
is used. This requires on the one hand a greater computational power, but on the
other allows high resolution models of the system, where individual values of each
entity can be recovered, to be analysed individually or statistically over the whole
or parts of the population. In this case, the refrigerator agents will be replicated and
interact with an energy system model, which allows representing the grid frequency.

When individual loads are added, they can coincide in different degrees. If many
of the loads have their peak at the same time, this will be reflected on the aggre-
gated load curve. If the peaks are distributed and do not coincide, the load curve is
smoother. The coincidence of the loads at a given time t is c(t) = P(t)

Pnom
, where P is

the instantaneous load and Pnom the total installed load (maximum possible load if
all individual loads would coincide).

5 A Simple Energy System Model for the Grid Frequency

To model the response of the frequency of the system to load changes, we use the
System Frequency Response (SFR) model [1]. It is a simplified model which de-
scribes the behaviour of an interconnected system when dealing with a large distur-
bance. The SFR model allows to understand how the system parameters affect the
frequency response. In a detailed model of the electrical system, this is more diffi-
cult because frequency response there is a very complex function of many system
variables. The model omits many details, providing an approximation the system
frequency performance which has been used by different authors in the field [8, 4].
The parameters of the SFR models were set to typical values shown in [1].

Based on the refrigerator population of refrigerators described we create an in-
tegral model (Figure 4) coupling the population to the SFR model, which is imple-
mented also in SD. A simplified behaviour of an energy system was considered.
The total production of the system was assumed to be constant, as well as the rest
of the demand. In fact, the only powers varying in this test system are the refrig-
erators. This simplification allows us to analyse the direct impact of a refrigerator
population on the frequency.

The disturbance power is defined by Pd(t) = Pg(t)− Po(t)− s f · Pf ( f ), where
Pg is the total generated power and Po the consumption of all other loads and Pf

the refrigerator load and s f a scaling factor. A positive disturbance power therefore
means an over-generation, and a negative disturbance a over-load of the system.
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Fig. 4 Integral system model: the multi-agent model of the refrigerator population interacts
through power and frequency with the simplified energy system model. The aggregated load
curve of the refrigerators affects the frequency of the system, which is again used at the
refrigerator level in order to perform UFLS. The model represents the system interactions in
a dynamic way, as both effects of frequency and power are inherently coupled.

6 Inclusion of a Frequency Based Load Shedding for the
Refrigerators

In order to observe the effects of a demand side management mechanism on the re-
frigerators, a simple and distributed load control was added to each agent in order to
perform an UFLS. The operation principle is simple, the refrigerator is unplugged
from the grid when a certain frequency threshold fo f f is reached, and reconnected
when a second threshold fon is passed over. This aims for disconnecting the load
when there is a frequency drop, usually caused by an production failure or a sudden,
unforeseen load increase. The refrigerators are disconnected completely from the
power source, so the compressor is not able to run any more. As they get recon-
nected, dependant on the thermostat (the evaporator temperature) will the compres-
sor starts working again or not (see Figure 2).

7 Simulation Results and Discussion

In the first simulation, we show the normal operation of the refrigerator popula-
tion. 250 refrigerators are simulated with an installed power of 120 W each. All the
parameters of the refrigerators were varied by 5% in order to recreate a realistic pop-
ulation, in which each refrigerator has a slightly different configuration, as well as
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different initial conditions (internal temperature, etc.). This creates a heterogeneous
population in which each refrigerator has its own state and therefore the individual
load curves are particular for each agent. The average total load of the population
is Pf = 11.5 kW during normal operation, which corresponds to a coincidence of
around c= 40%. In order to achieve an impact on a realistic energy system, the pop-
ulation load is scaled up by s f = 1300, which leads to an average scaled up load of
15 MW (for the refrigerators). The rest of the demanded load of the system was set
to Po = 285 MW, and the nominal generation power of the system to Pg = 300 MW.

7.1 A UFLS Scenario

Production failure is simulated through a sudden drop of 15 MW, which get restored
linearly in the following 10 minutes (see Figure 5. This recreates a failure in a plant
with a subsequent reaction of the system (other generators take the dropped load
over following the secondary reserve mechanisms). In the first simulation, no UFLS
on the refrigerator side was performed. We can observe the aggregated load curve
which is rather smooth. The production failure causes the frequency to fall under
49 Hz for a short time, while the restoration of the power stabilises it within the
following 10 minutes.

In the UFLS case the refrigerators disconnect themselves from the system when
the frequency falls under fo f f = 49 Hz, and we reconnect it as soon it drops above
fon = 50 Hz. As it can be seen in Figure 5, as soon as the frequency falls below
the threshold, the complete refrigerator load is released. However, after some time,
the load of the refrigerators increases up to twice its average value (around 30 MW,
which means that almost 80% of the refrigerators are working at the same time).
This rebound effect is due to the hysteresis process which controls the thermostat of
the refrigerators. This happens even if the disconnection is only for a few seconds.
The system frequency increases in consequence of the disconnection, and within 6 s
after the disconnection reaches up to 50.4 Hz. However, due to the increase of the
refrigerator demand (in comparison to normal operation), the frequency recovery is
slower than without UFLS.

This very simple UFLS strategy only based on frequency thresholds therefore
can help to restore the frequency quickly after an event, but can create a rebound
effect due to the coincidence of the loads after the disconnection. This load increase
is counter-productive for the frequency stabilisation.

7.2 Emergent Synchronisation and Oscillation of the System

A further scenario shows the effect of the same load shedding strategy, when in-
creasing the impact of the refrigerator power on the total demand. This was achieved
by increasing s f from 1300 to 1760. As the refrigerators are shed and reconnected
a short time after (when frequency drops above 50 Hz), they tend to coincide in a
higher degree, as describe before (Figure 6), which is a rebound effect. The coin-
cidence has shown to be greater after a load shedding. Yet, no oscillation appears.
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Fig. 5 Simulation results for a production failure scenario with and without UFLS

But as they reconnect again and again, a second under-frequency event takes place,
which is not due to a production failure, but to the demand increase of the refriger-
ators. After some time, the system begins to oscillate with a period of 2-4 s in the
simulated cases.

The appearance of synchronisation apparently does not depend on the number
of individual refrigerators, but rather on the aggregated load that is shed. We could
reproduce the effect with relatively small populations of refrigerators (50-300) by
scaling up the load. This means that if the total load of the refrigerators which are
managed by an UFLS is high enough in relation to the energy systems frequency
response, a risk of synchronisation might exist.

Through the simulation model we found that the main reason for the emergence
of oscillation is the rebound effect which is created after the first disconnection. This
rebound effect emerges due to the hysteresis process on which the thermostat of the
refrigerator works. The pulses tend to coincide more after each disconnection, as
the thermostats cycles tend to synchronise. Similar effects have been described by
[13] concerning fireflies and their light pulses, or synchronised hands clapping [10]
in an audience. The refrigerator can be seen as a pulse-based oscillator. A typical
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Fig. 6 Simulation results for a production failure scenario with UFLS. The system begins to
slowly synchronise itself up to a complete oscillation of frequency and loads.

refrigerator cycle is described by an interval without consumption (in which the
refrigerator warms up) and a second interval in which a constant power is consumed
to cool down the internal cell through the heat pump mechanism. The length of this
pulse depends on many factors, such as the technical parameters of the device, and
its usage.

The phenomena of an oscillation is not predictable from the individual models
of the refrigerators. It emerges in a rather unstable way, which is related to the
state of the population (describe by the individual states of each refrigerator), which
has a very large degree of freedom. This is typical for complex systems. Due to
the used of an agent-based model we were able to recreate a population which is
already capable to represent the system as a whole, in a disaggregated way, with its
interactions among different levels.

The simulation environment allows to test UFLS strategies virtually in a large
scale environment an analyse the impact at a systemic level. Individual models or
non-interacting models where there is no feedback between the electrical grid and
the load management are not able to capture these effects. It has to be noted that
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this effect only appears with a large number of refrigerators, and thus can only be
difficulty analysed in real experimental cases, as the impact on the energy system
must be large enough.

8 Conclusions

Through a multi-agent simulation model we represented a population of refriger-
ators which was coupled to a simplified electricity system model, recreating the
frequency response of the grid. A calibrated and individually validated refrigerator
model was taken as a base. A frequency based demand side management unit was
added to the refrigerator, which unplugs the refrigerator at under-frequency events
marked by a threshold, and reconnects the appliance when the frequency surpasses
a second threshold. The model allows for cross-scales interactions by relating indi-
vidual loads to a systemic model representing the frequency response.

A rebound effect was found using a very simple UFLS strategy. It leads to a
synchronisation of the loads, which could be captured and analysed. An oscillation
of the system if the refrigerator disconnected refrigerator load is high enough could
be observed and should be avoided in real devices. A phase transition between a
stable regime and an oscillating regime could be observed, in which the system tends
to be unstable. In this intermediate state, it is not clear if the system will oscillate or
return to stability. The non-determinism of the implemented model allows to explore
these different states of the model.

9 Outlook

In other domains, emergence has been studied already (biology, social sciences),
however, few applications of these theories has been made to engineering or energy
systems. The properties of these effects should be further analysed. The simulation
suggests that the probability of achieving an emergent oscillation depends on the
amount of load (number of refrigerators) that are managed, the properties of the
system (frequency response). Further, the model permits to test other UFLS strate-
gies which could avoid these effects. The period of the oscillation for example,
suggests to be a function of the characteristics of the population of the refrigerators,
as well as the frequency response. As all refrigerators have different properties, it
can’t be deduced that there is a common period for all and that this is the reason for
the oscillation. Moreover, the phase transition from a stable regime (no oscillation)
towards a completely synchronised regime should be analysed more in detail, as the
phase shift has shown to occur sometimes very quickly (some minutes), and others
taking much longer (up to an hour).

A relation with the Kuramoto and Nikitin models [6, 13, 11], which are models
for the behaviour of a large set of nearly identical coupled oscillators, would be
worth studying.
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Chapter 19 
Orchestrating Situation Awareness and 
Authority in Complex Socio-technical Systems 
Orchestrating SA and Authority in Complex 
Socio-technical Systems 
Guy A. Boy* 

Abstract. Systems engineering is developing everywhere in industry, but human 
issues incrementally emerge. In particular, this systemic technology-centered ap-
proach to engineering rigidifies organizations and lead to surprises. People in-
volved are not fully aware of what is going on. This paper identifies situation 
awareness and authority issues in complex systems design and management, and 
discusses possible solutions. It more specifically focuses on an Orchestra model of 
socio-technical systems. 

1   The Problem 

Systems engineering was born in the 1940s at Bell Telephone Laboratories 
(Schlager, 1956). Systems engineering focuses on large complex systems. The 
main goal was to figure out properties of the whole system often composed of oth-
er systems interacting among each other. We typically talk about systems of sys-
tems (SoS), e.g., the National Airspace System (NAS). Large organizations, such 
as NASA and DoD, contributed to develop the systems engineering discipline, 
which was intended to provide solutions for handling changes and growing com-
plexity of large projects and programs. Several methods emerged such as Quality 
Function Deployment (QFD), also called the House of Quality, which was devel-
oped to decrease design and development time, as well as team efforts (Hauser & 
Clausing, 1988).  

Systems engineering practice tends to generate lots of data that need to be han-
dled correctly and timely. Awareness is a crucial issue. People working together 
need to be able to have some level of shared knowledge about each other’s activi-
ties. It is not because reports are generated that they are necessarily read and un-
derstood. Quality techniques generate counterproductive behaviors; for example, 
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people tend to spend more time reporting, i.e., writing reports, than really working 
together. In too many places, reporting has become more important than work it-
self. Another factor is the dichotomization of work. Work has been divided into 
pieces that support financial management, but not necessarily technological man-
agement, and even less human resource management. Most problems come during 
integration. 

Heavy-reporting techniques block creativity, and introduce rigidity and tre-
mendously decrease motivation of the personnel involved. It is clear that large 
projects and programs must be highly structured, but our highly software-
immersive organizations and products require different design thinking. Our world 
evolves very fast from three main interrelated points of view, technology, organi-
zation and people (TOP). It is extremely difficult to handle this TOP evolution 
with rigid techniques. Therefore, we need to find different approaches and models 
that provide more flexibility for detecting abnormal situations, handling changes 
and supporting human involvement.  

Situation awareness (SA) and authority are crucial human processes that re-
quire more attention. They can be at the level of an individual or collective. SA 
has been extensively studied in human factors and ergonomics at the individual 
level and in complex collaborative environments. Today, design and operations 
evolve from individual performance to network-centered approaches. Who needs 
to be aware of what? Who is in charge? The question of authority sharing is be-
coming crucial. The main issue is the lack of distributed SA of systems within sys-
tems of systems. Most of the time, SA issues emerge from SoS complexity, in the 
same way as attractors in chaos theory. The Orchestra model was developed to 
better understand design and management of socio-technical systems as an alter-
native to traditional army models. 

2   Situation Awareness and Authority in Complex  
Socio-technical Systems 

Many researchers and practitioners have developed fundamental work on situation 
awareness (Beringer & Hancock, 1989; Billings, 1995; Endsley, 1988, 1995, 
1996). In aviation for example, the aircrew needs to be aware of external situa-
tions (e.g., weather conditions, traffic, terrain) as well as internal situations (e.g., 
systems states, failures, fuel level). Another example is the management of a large 
company that needs to keep acute awareness of market and competition, as well as 
articulation of internal services and suppliers performance. 

Why is situation awareness (SA) so crucial? The never-ending integration of 
software into systems not only creates a bigger distance between people and phys-
ical machines, but also the very nature of human-machine interaction changed and 
continues to change. Software enables the emergence of new interaction styles and 
experience. The main issue is to provide the right interaction capability at the right 
time and in the right way. This is difficult. Why? The SA concept includes percep-
tion of the situation, its comprehension and the necessary means of projection 
(Endsley, 1995) in order to act safely, efficiently and comfortably. Having the 
right machine affordances and useful skills to be learned supports SA. 
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To be more specific, flying an airplane requires constant situation understand-
ing in order to perceive and anticipate upcoming events. For fuel management, the 
pilot must be aware of the state of the fuel level in a selected tank; must under-
stand the rate variation of fuel use, detect abnormalities and reorganize the way 
engines are fueled; and must determine if he or she is unlikely to reach destination 
due to the unexpected rate of fuel use and divert to an alternate airport prior to en-
gine failure (Spirkovska, 2010). We see in this example that pilots need to have 
the right level of information at the right time to decide and act appropriately. De-
signers have to find solutions that take into account limited amounts of physical 
space for presenting the situation and potentially provide appropriate guidance. 
Usability engineering (Nielsen 1993) and more generally human factors and ergo-
nomics (Meister, 1999) provides methods to this end, but without creativity and 
expert continuous testing such complex systems cannot be properly designed. 

SA is intimately related to authority: “I need to be aware of what is going on 
because I am in charge.” Authority is defined from two main perspectives: 

 

• control in the engineering sense (i.e., who is in charge and competent for a 
given task and function), and  

• accountability in the legal sense (i.e., we are always accountable to someone 
else, and accountability includes responsibility).  

 
In this paper an Orchestra model will be introduced to support both SA and au-
thority sharing among agents. Both SA and authority can be shared and distri-
buted. For that matter, SA and authority can be shared and distributed (Artman & 
Garbis, 1998). Distributed SA is therefore “an emergent property of collaborative 
systems, something that resides in the interaction between elements of the system 
and not in the heads of individual operators working in that system.” (Salmon et 
al., 2009). 

3   The Orchestra Model 

The Orchestra Model was designed over the years (Boy, 1991) and finally refined 
during a study carried out from 2006 to 2008 on authority sharing in the airspace 
system, the PAUSA1 project (Boy et al., 2008; Boy & Grote, 2009). One of the 
major results from the PAUSA project was the definition of four main processes 
that support authority allocation in the overall organization (Boy, 2009). These 
processes are explained as follows.  

• First, the process of sharing refers to information, knowledge and resources  
involved among a set of actors who need to have a shared awareness of the situ-
ation. Human and machine agents should interact using the same frame of ref-
erence. Cooperative authority sharing requires such a mutual understanding of 

                                                           
1 French acronym for Authority sharing in the airspace (Partage d’AUtorité dans le Système 

Aéronautique). Nine major organizations, twenty-six researchers and practitioners were 
involved. We deliberately focused on the identification of human and organizational fac-
tors involved in Air Traffic Management automation today, in 2015 and after 2020. 
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the situation. The human factors community has widely addressed this issue of 
shared SA (Endsley & Jones, 1997), but the point here is to provide a frame-
work of reference, like a music theory for all agents (i.e., a shared ontology). 

• Second, the process of distribution refers to cognitive function2 allocation. 
Each agent in the overall system has a role. We say that authority is distri-
buted among actors with respect to their roles. Roles are defined according to 
competency, goals, contexts and resources. The pie-chart metaphor can be 
used to represent the distribution/allocation of individual chunks (functions) 
to agents. Organizational automation tends to format jobs, in the sense that 
each actor has a very specific cognitive function to execute (Boy & Grote, 
2011). This distributed cognition phenomenon was first introduced by Edwin 
Hutchins (1995), 

• Third, the process of delegation refers to contract setup (i.e., an actor sets up 
a contract with another actor). In this case, authority is delegated from an 
agent to another (i.e., the latter will execute the terms of the contract for the 
former, and the former will have to manage contract execution). 

• Fourth, the process of trading mainly refers to negotiation among actors. 
Trading is commonly performed in real-time, as opposed to being planned 
(even if some patterns could be anticipated in order to facilitate trading opera-
tions), and requires the best mutual understanding among competent actors. 
Authority is traded among actors according to possibly conflicting goals (or 
roles), contexts and resources.  

 
Problems arise from task definition, coordination and ability of all actors to articu-
late their work with others. Even if each actor has a well-defined cognitive func-
tion, its context of use is often too rigidly defined for appropriate articulation and 
intersubjectivity3 among actors. This is why a model that enables the study of so-
cio-technical evolution and emergence of new practices is needed. 

3.1   Orchestra Components 

No simulation can be purposefully and efficiently carried out without a concep-
tual model. In this scenario-based design approach to function allocation, the Or-
chestra model is an alternative to the traditional army-type model that supports a 
hierarchical decomposition of functions. Five categories of entities must be  
defined.  

 
(1) Music theory that supports various information-flows and provides a com-

mon frame of reference for all agents in the environment.  
(2) Scores that agents are required to use in order to support their assigned func-

tions during operations. Composers typically develop scores and articulate 

                                                           
2 A cognitive function is typically defined by its role, context of validity and resources that 

support its execution (Boy, 1998). 
3 Intersubjectivity typically refers to a psychological relation between people, whether it is 

common sense, an agreement or a divergence. 
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them among each other to coordinate overall performance of the musicians. 
These composers still remain to be identified correctly in the ATM case.  

(3) Conductors who provide the operational timing patterns, and consequently 
will be responsible for effective information flows (i.e., the overall symphony 
performance) among musicians and the audience (i.e., end-users).  

(4) Musicians themselves who are required not only to perform what their scores 
say, but also to articulate their own performance with the others.  

(5) The audience that includes customers of the symphony. 

3.2   Three Models of Interaction among Agents 

There is a vast amount of research in the domain of shared (or not shared) mental 
models (Kanki & Foushee, 1989; Walz et al., 1993; Malone & Crowston, 1994; Fa-
raj & Sproull, 2000; Mathieu et al., 2000). However, there is still a large amount of 
research to be conducted on the difficult problem of representing and simulating in-
teractions among agents. Awareness of the organizational environment is crucial 
here. Two human beings interacting between each other incrementally adapt their 
own awareness of the other as conversation goes on (i.e., each of them learns from 
the other and consequently his or her model he or she has of the other evolves dur-
ing conversation). Interaction with or through machines is a different matter. In a 
socio-technical organization such as an orchestra, agents are interrelated with  
respect to three kinds of interaction models (Boy, 2002). These models are distin-
guished by knowledge each agent has of others in the organization.  

 
(1) When agents do not know each other, the best way to interact safely, effi-

ciently and comfortably is to be supervised. Supervision is the first interac-
tion model. None of the supervised agents has the authority to decide what to 
do; a supervisor does it for them.  

(2) Mediation is the second interaction model. Agents have a common frame of 
reference (CFR) through which they are able to interact. They still do not 
know each other deeply, but they know that they can interact between each 
other through the CFR. In addition to CFR, there are mediating agents who 
facilitate interactions. In WYSIWYG user interfaces for example, in addition 
to desktop metaphors, there are mouse-sensitive help lines that pop-up on 
demand. In this model, authority is distributed among the agents.  

(3) The third interaction model is cooperation by mutual understanding. This 
is what people usually do when they interact with each other. This model as-
sumes that agents are able to construct a mental model of the others in order 
to perform better in future interactions. People interacting among each other 
do this naturally. Very simple instances of such a model have been developed 
and used so far on computers. For example, some pieces of software are able 
to learn a user’s habits and incrementally provide smart options or sugges-
tions. This is the case of current text processors that are able to learn a user’s 
specific lexicon from frequent uses of words. Web browsers remember  
frequently used links, etc. In this model, authority is traded between the 
agents. In human-human interaction via machine agents, related technology 
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should provide appropriate SA means to enable sustainable and symbiotic 
communication. 

To summarize, there is a continuum from the supervision model of interaction 
where authority follows a top-down army-type model, to the mediation model of 
interaction where authority follows a transversal orchestra-type model, to coopera-
tion by a mutual understanding model of interaction where authority follows a 
more-chaotic trade model. These interaction models are very useful to support the 
way cognitive functions are implemented in complex software not only from a 
human-computer interaction point of view, but also from an internal subsystem-to-
subsystem point of view. In particular, they also provide an articulated way to  
validate large object-oriented software. These three interaction models implicitly 
assume that agents have the same global goal or local goals compatible the global 
goal (e.g., performing the symphony). It may happen that some agents have com-
peting goals (e.g., competing for a limited set of resources). Competition is an  
orthogonal dimension to the three interaction models where supervisor would be-
come referee, mediator would become counselor, and competing agents could mu-
tually understand each other to improve gains. Therefore, the three interaction 
models can be non-competitive or competitive. 

A multi-agent system becomes mature when each agent understands its role in 
the right context using available resources (i.e., cognitive function definition). Ma-
turity is guided by the type of interaction agents that are able to perform in a given 
context (i.e., supervision, mediation or cooperation by mutual understanding). In 
particular, it is clear that whenever cooperation by mutual understanding is possi-
ble, interactions are very advanced among agents, but we also need to know when 
human and/or machine agents need mediators, and even more specifically supervi-
sors. Maturity is then tested in terms of level of autonomy (i.e., an agent is said to 
be autonomous when he/she/it is able to handle its allocated function independent-
ly). In some cases, an agent is not able to be autonomous and requires assistance in 
the form of mediation or supervision. It is important to realize soon enough during 
the design process when this kind of interaction model might be predominant. Sur-
prises arise when this kind of test is not performed in advance. Note that supervi-
sion and mediation are perfectly acceptable models when they are well understood 
and accepted by the various team players. Like musicians who are collaborating 
within an orchestra, agents need to accept either the lead from other musicians or to 
be mediated through scores, which themselves were coordinated by the composer. 
The maturity process may take some time before the multi-agent system reaches an 
acceptable maturity level. It is based on competence of each agent, their abilities to 
work with others in the “orchestra” and a clear understanding of the various inte-
raction models that are required to run the overall “symphony”. 

4   Authority Sharing Illustrated in the Airspace Domain 

Authority sharing is one of the major themes of the next generation of air traffic 
management system (ATM), and flight deck automation in particular. The fact 
that we will have more aircraft in the sky (i.e., air traffic capacity increase), and 
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we want to enhance safety, requires deepest research on the way various functions 
are being reallocated among various agents. We need to better identify pilots’ in-
formation requirements and communication needs to perform tasks currently  
managed by air traffic control (ATC), which will greatly increase the needs for a 
pilot’s awareness of the surrounding airspace, (human and system) failure identifi-
cation and recovery, and unexpected-event handling in this dynamic and complex 
multi-agent infrastructure.  

Therefore, we need to co-design and co-adapt both technological and organiza-
tional support. Avionics software is now highly sophisticated, enabling many ma-
chines to be considered as agents (i.e., having cognitive functions as humans 
have). Human and machine agents are more interconnected in the airspace than 
ever before, and their inter-relationships are often crucial to understand, master 
and support. This evolving ATM multi-agent world is critically situated and con-
text identification is a primary concern. In particular, flight deck automation will 
have to be designed taking into account that pilots will gain autonomy, thus 
changing coordination requirements. 

Consequently, function allocation needs to be addressed during the whole life 
cycle of all ATM systems. Cognitive function analysis is typically used to support 
the analysis, design and evaluation of such function allocation. More specifically, 
cognitive processes, such as authority sharing, distribution, delegation and trading, 
must be addressed. While there are human cognitive functions that can be pre-
dicted during design, there are some that will only emerge from use. This is why 
scenarios should be extensively developed and human-in-the-loop simulations 
(HITLS) carried out.  

Spacing and merging (S&M) in dense traffic is a difficult problem; in particu-
lar, the sequencing of arrival flows through a new allocation of spacing tasks  
between air and ground. Today, air traffic controllers (ATCOs) solely manage air-
craft S&M in busy airspaces. They control both the sequencing decisions and 
manage the merging routes, airspeeds and altitudes, guiding each aircraft. Control-
lers are aided by today’s tools, which range from simple Letters of Agreement 
(LOA) and standard navigation aids, to more advanced systems like today’s GPS 
approaches and integrated Flight Management Systems (FMS). The new Required 
Navigation Performance (RNP) procedures are the latest improvement down the 
traditional path of providing pilots with standard procedures and more accurate 
ways to follow them.  While this approach is an important one, it alone will not 
solve the future problems of airspace congestion because it addresses only execu-
tion and does not address the major issue, which is coordination. Today, ATC is a 
centralized army-type decision point (i.e., all decisions must pass through this 
point and be distributed in a serial manner to all pilots within the managed air-
space). This is a clear bottleneck that is highly dependent on skills of the control-
ler to analyze the situation, make decisions, and then communicate required  
information to each aircraft as necessary.  

Future ATM systems will enable pilots to be more autonomous and conse-
quently will require more coordination among agents. They will have contracts 
like musicians have scores. Consequently, these contracts will have to be coordi-
nated by some sort of planners, like the composers do. From this point of view, the 
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main difference between ATM and a symphony is that contracts may change dur-
ing performance, like the play of a Jazz orchestra. Authority trading will be a ma-
jor issue. Situation awareness of each agent remains a central emergent cognitive 
function to investigate and identify during design and development. In fact, 
agent’s authority and SA are intimately coupled, and their identification deter-
mines the type of interaction model an agent will have with other agents that are 
relevant in the operational context. Sometimes supervision is the only interaction 
model that is possible, and agents will need to refer to a conductor. In other situa-
tions, they will be able to interact via contracts (scores) and trust this mediating 
means. Finally, it will happen that agents will perfectly understand what the others 
are doing, and therefore will communicate directly. 

Off-nominal situations are infrequent, but have a tremendous impact when 
they do occur. They typically induce dynamic function allocation: 

 
• appropriate agents will have to be aware of the situation change (resulting in a 

different common frame of reference, or music theory and style if we take the 
Orchestra metaphor),  

• contracts will have to be redefined and coordinated (composer role), and  
• consequent operations will have to coordinated (conductor role).  

 
For example, it may happen that an aircrew is not able to make it off the runway at 
the high-speed exit and take a full-length landing. In a congested terminal area, the 
following aircraft will have to perform a go-around maneuver. First, the aircrew 
must realize they are not going to make the exit (SA cognitive function), they 
must manage the landing (safety-assurance and action-taking cognitive functions), 
and find time to let the controller know (coordination cognitive function). Conse-
quently, the ATCO must inform the trailing aircraft and potentially all other  
aircraft sequenced on the approach (coordination cognitive function). All these 
cognitive functions must be implemented at the right time, which might not be the 
case given the extra workload during this kind of operations. Information flows 
are highly dynamic and can only be managed by well aware and knowledgeable 
agents, and possibly new technology. For example, the ATCO re-sequencing traf-
fic may also discover there is an aircraft that is low on fuel and requires an emer-
gency landing. Creative decision-making is consequently the appropriate cognitive 
function that is at stake for the ATCO. On this very simple example, we see that 
authority must be shared in a timely manner among appropriate agents. 

One way of managing this coordination problem is to develop appropriate au-
tomation. Automation can be used to detect when an aircraft will not make the exit 
and automatically signal the controller, elevating this burden from the pilot who is 
likely under high workload already. That same signal could automatically be sent 
to all the trailing aircraft. This kind of additional agent is expected to create more 
SA among involved agents and therefore increase their mutual understanding of 
the situation (thus promoting the third interaction model). In addition, the ATCO, 
as a conductor, could make a single call confirming the situation and requesting 
reduced speeds. Each aircraft could acknowledge through their flight displays in-
stead of using radio communications and ATCOs would see each response on 
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their own screens. If this kind of solution seems to simplify the job of the various 
agents, it is mandatory to make sure that they are properly trained or fine-tuned, 
using the right cognitive functions. 

5   Discussion 

Following-up on the illustrative example described above, systems such as air-air 
surveillance capabilities (ADS-B) and cockpit automation (ASAS: Airborne Sepa-
ration Assistance System) are being designed to enhance authority sharing be-
tween the flight deck and the ground. The evolution between what is currently 
done and the next generation of air-ground environments requires careful scrutiny 
of function allocation and keeping automation as simple as possible, in terms of 
flexibility for the actors. Aircraft spacing and merging (S&M) technology remains 
immature, requiring further investigation and development. In terminal areas, 
S&M currently relies on ATCOs’ skills and experience and is affected by weather 
conditions, rates of runway use, ground congestion and other factors. In the pers-
pective of authority delegation to the flight deck, new approaches to S&M need to 
be invented, especially in high-density traffic situations.  

It is now important to identify required functional evolutions and properties 
that emerge from this evolution, taking into account a representative environment 
with very high traffic. Referring to the Orchestra Model, new approach procedures 
and terminal area patterns are part of the common frame of reference (i.e., a music 
theory analog). Generic contracts, as scores, needs to be defined according to cog-
nitive functions that will emerge from both new automation and organizational 
rules, mainly coordination rules. Contract coordination should be both anticipated 
(composer role) and managed (conductor role). Finally, function allocation should 
be thought in terms of authority sharing in the sense that several agents share re-
sponsibility and control in context. It could be a priori defined (i.e., each function 
represented by a contract is allocated to an appropriate agent). It should also be 
dynamically defined (i.e., cognitive function may be allocated with respect to an 
ongoing situation). As already seen, dynamic function allocation requires appro-
priate SA (i.e., there is a constant need to look for potential hazards and under-
stand perception and cognitive limits of various agents in order to compensate 
with additional cognitive functions and maintain an appropriate cognitive stabili-
ty). Such cognitive functions could be additional resources in the form of supervi-
sors, mediators or automated links that provide a better mutual understanding. Of 
course, their implementation and operational costs should be evaluated with re-
spect to relevant human and technological factors. The choice of their effective 
implementation in the real world depends on these evaluations. 

Other approaches, such as cognitive systems engineering/joint cognitive sys-
tems (Hollnagel & Woods, 2005), consider the growing complexity of socio-
technical systems, problems and failures of clumsy technology, and the limitations 
of linear models and the information-processing paradigm. They also recognize 
the need for cognitive function (Boy, 1998) “in the mind” (i.e., processes that me-
diate responses to events). In fact, this anthropological approach of cognition was 
already started with the identification of situated actions (Suchman, 1987) and  
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distributed cognition (Hutchins, 1995). All these contributions emphasize context 
as the main research issue. In fact, people are both goal-driven and event-driven; 
they are opportunistic according to context. This is why context is so important to 
identify and take into account.  

Context is an extremely difficult subject to grasp and identify since it is direct-
ly associated to the persistence of situations and events (Boy, 1998); some are 
long enough to be captured, and some others are too short to even be perceived. 
This is why a scenario-based approach carried out by domain-expert professionals 
is necessary. The Orchestra Model is a metaphoric model that enables handling 
context in a functional and structured way, since the cognitive function representa-
tion includes a context attribute by construction. Identification and categorization 
of the possible connections and interactions among agents through their cognitive 
functions enables us to better understand various relevant issues of SA. In fact the 
way we identify and categorize the world is crucial in the perception of context 
when acting. It is clear that all metaphors are very limited, and the Orchestra  
metaphor has limitations when we use it to describe socio-technical systems. 
However, it incrementally emerged as an acceptable model of the evolution of  
our software-immersive multi-agent environment, and the ATM environment in 
particular. 

6   Conclusion 

Since context is a major concern in the design of appropriate socio-technical sys-
tems, scenarios are very good tools to support the elicitation of emergent cognitive 
functions. Scenario-based design requires support by a strong conceptual model. 
The Orchestra Model is a good conceptual tool to categorize cognitive functions in 
air traffic management problems, their allocation among human and machine 
agents, as well as various relevant relationships between them. We presented an 
operations application, but the Orchestra model also applies to design and manu-
facturing (Boy, 2012). 

The Orchestra model defines relationships between agents, supported by con-
tracts that are very similar to scores in music. In addition, when there are several 
agents to coordinate, these contracts (scores) need to be coordinated; this is typi-
cally the role of a composer in music. Despite initial planning (i.e., initial coordi-
nation of contracts), there are always events that are not anticipated either because 
they are intentions from agents that differ from the original plans, or unexpected 
external events. These events require dynamic re-allocation of functions, and 
therefore modification of initial contracts. This is typically the role of a conductor. 
Agents, as musicians, need not only to be competent in performing their functions; 
they also need to understand what the other agents are doing. This is why we also 
need interaction models, based on a common framework (music theory). In the 
best case, agents communicate between each other by mutual understanding, but 
they may require being supervised or mediated when they do not have acceptable 
situation awareness. 
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Chapter 20 
A Collaborative Distributed Control and 
Building Performance Simulation Based  
on Systems Engineering Practice 

Azzedine Yahiaoui and Abd-El-Kader Sahraoui* 

Abstract. Building itself is like a complex system with a number of physical 
processes that interact with each other and with the environment. From the control 
point of view, this system is composed of multi dynamic subsystems that must be 
monitored and controlled in order to achieve occupants’ well-being at lowest 
energy use possible. However, environmental and occupants change in a building, 
and this increases the complexity in applying control systems. For this reason, this 
paper presents a framework for the application of systems engineering (SE) con-
cept – a systematic approach for adapting procedures, tools, and standards to all 
practical problems – in the design of control systems by run-time coupling for 
building performance applications. Although this is based on SE good practice and 
corresponding SE standards, the development lifecycle of control systems are 
covered ranging from the operational needs to implementation, operation and dis-
posal. As an essential step toward this goal, namely using computer simulations to 
evaluate the impact of advanced control systems on buildings indoor operation 
and energy efficiency, this paper describes a collaborative distributed simulation 
that was developed and implemented between different simulation tools such as 
ESP-r and Matlab/Simulink. The paper also addresses a study of verification and 
validation (V&V) issues within this framework: inconsistency checking, traceabil-
ity issues and all requirements related in SE standards, especially EIA-632.  
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1   Introduction  

With today’s environment changing concerns, advanced control systems must be 
applied to buildings Heating, Ventilation, Air-Conditioning and Refrigeration 
(HVAC&R) equipment and lighting components in order to achieve occupants’ 
well-being and comfort aspects at lowest energy use and greenhouses gas emis-
sions possible. Such developments need to be designed, implemented and dep-
loyed rapidly in order to reduce time involved in improving building HVAC&R 
equipment and lighting components for new deployments. In [21], it has been 
stated that building performance applications are substantially influenced by the 
quality of automation and control systems provided in it. Therefore, the applica-
tion of advanced control systems in building performance operations has for ob-
jective to promote sustainable buildings as well as the development and the next 
generation issues of economic strategies. Hence, sustainable buildings or “high-
performance buildings”, also called “green buildings” are buildings with complex 
systems, which must have minimum impacts on the built and natural environment. 
One of the major challenges today is the protection of the ecosystem. Although the 
building is designed and constructed for a long period, its life cycle can vary from 
some months to hundreds of years. During the period of its usage, the building can 
progressively consume significant amounts of natural resources, produce large 
quantities of gas emissions and affect the ecosystem in many different ways. As a 
result, there is a need to apply advanced control systems in order to make build-
ings more sustainable and efficient while improving occupants’ well-being and in-
door operations as well as reducing their impacts on environmental quality.  

The dwelling aspects concerned with sustainable buildings are comfort, well-
being and energy efficient of occupants. The history shows that the protection of 
human health, in which the ecosystem protection is associated with, is much more 
closely related to comfort issues (thermal and visual comfort as well as indoor air 
quality). For this reason, this paper presents a framework for the application of SE 
concept in design of control systems for building performance applications by run-
time coupling. While recognizing that there are many other aspects involved in 
achieving lower energy consumption, greater satisfaction and higher productivity 
of the occupants, the work described in this paper, focuses on modeling and simu-
lation for better design of control systems for the indoor environment in buildings. 

The benefits of integrating advanced control systems in building performance 
applications would consist of offering an enhanced functionality of building  
indoor operations and of building HAVC&R equipment and lighting components 
resulting in better buildings performance, as well as an improved reliability with 
further reduction in energy costs. To well-establish such a vast diversity of control  
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functions for all the building HVAC&R equipment and lighting components that 
operates within the building environmental performance, it is necessary to take in-
to account several factors, which may particularly include indoor environment va-
riable (or processes), occupants’ requirements, and economic parameters in the 
form of  microeconomic and macroeconomic levels. It is then important to men-
tion that such sophisticated improvements would occur as a result of automated 
building HVAC&R equipment and lighting components (or more precisely, as the 
art of automating buildings). Therefore, automated building refers to the automa-
tion and control of building HVAC&R equipment and lighting components, which 
have been the subject of Building Automation and Control Systems (BACS) or 
Building Automation Systems (BAS) since last century. 

However, a variety of simulation tools for building performance and energy 
analysis have been developed, ranging from the simple and estimated to the diffi-
cult and detailed use. Among them, a small number of programs have given up 
because they became either useless or too restricted. For example in [2], it has 
been pointed out that the energy consumption of new buildings can be reduced by 
as much as 50% with little or no impact on the cost of ownership through the use 
of SE concept, as shown in Figure 1. Detailed specifications are translated into test 
procedures, design, and user documentation. 

     

 

Fig. 1 Approach to integrating control systems in building performance applications 

2   Context, Problem Statement and State of the Art 

2.1   Context and Application 

The context in this work is related to the development and implementation of ad-
vanced control systems in buildings, especially in building environmental perfor-
mance. The integration of building science engineering, architecture, construction 
management and risk assessment for new construction projects and existing build-
ings becomes a must. Building applications require a lifecycle of development as 
shown in Figure 2. 
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Fig. 2 Enterprise-based life cycle phases 

In this context, this study is concerned from the systems development (includ-
ing subsystems design and deployment operation) to the deployment operations 
concerning the multiple development and implementation of the initial systems as 
a final system or a prototype. 

2.2   Problem Statement 

There are numerous approaches to the integration of new technologies in the 
buildings domain. However, a comprehensive framework where a building is seen 
as a system is not yet industrialized. Such developments using SE practices re-
quire to define requirements ranging from users/stakeholders needs to institutions, 
standards, local, national regulations, etc., where the limit of such integration can-
not be defined if a global approach is not used.  

2.3   State of the Art 

Up to our knowledge, there are not yet establishment mythologies and approaches 
linking SE practices with the appropriate use of building HVAC&R (equipment 
lighting components.  However, some research projects, such as in [2], use SE 
concepts to home buildings as advanced framing and insulation methods to in-
crease efficiency and comfort while decreasing construction and energy costs.  

3   Systems Engineering Concept and Design Methodology 
Process 

3.1   Systems Engineering Practice 

SE practice is not new, but the discipline is. It started with large-scale programs in 
USA, mainly in aeronautics [10], in space [11] and particularly in defense [4], [6]. 
Furthermore, it is getting popular in country having a well-established aeronautic 



20   A Collaborative Distributed Control and Building Performance Simulation 301
 

and military industries; it has been since the 1990’s deployed in manufacturing, 
automotive [7] and recently in Society of Manufacturing Engineers (SME) [8]. As 
a simple definition: Systems Engineering (SE) is an interdisciplinary approach en-
compassing the entire technical effort to evolve and verify an integrated and life 
cycle balanced set of system people, product, and process solutions that satisfy 
customer needs. SE encompasses (a) the technical efforts related to the develop-
ment, manufacturing, verification, deployment, operations, support, disposal of, 
and user training for, system products and processes, (b) the management of the 
system configuration, (c) the translation of system definitions into work break-
down structures, and (d) information for management decision making 

3.2   Define Systems of Systems 

The deployment of SE product can be carried out in a comprehensive approach by 
separating the final product (i.e., building) from the enabling product (i.e., control 
systems) and development product (simulation tools, etc.). This can be best illu-
strated by the following Figure 3. 
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Fig. 3 Hierarchy of building blocks 

A single block will really define the complete solution to a complex problem 
more typical of the design project. When an end product sub-system requires fur-
ther development it will have its own subordinate building block. Once the  
descriptions of the end product of the initial building block are completed, and 
preliminary descriptions of the end product subsystems are defined, the develop-
ment of the next lower layer of building block can be initiated.  

3.3   SE Deployment and Standard 

SE concept is a diagram that includes the known processes that are daily in use. 
However, there are many models of popular SE standards, such as: ISO-15288, 
ANSI/EIA-632, IEEE-1220, SP-6105, ECSS-E-10A, but certain phases of these 
diagrams are frequently similar to each other [12]. Although the objective of this 
research is to apply the deployment strategy to a building model, the EIA standard 
[3] is applied to the level concerned. While recognizing that the EIA-632 standard 
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is applied in diverse industries with success, it is certainly well suited for develop-
ing strategies such as simulation, prototyping, and benchmarking for resolving un-
certainties and optimization issues in the building design.  

3.4   Development and Implementation Issues  

For the analysis and design of integrated control systems for building performance 
applications, a number of issues  can be addressed, among them are the follow-
ings: 1) Although most building HVAC&R equipment and lighting components 
have been developed with an idea of improved performance, their developed con-
trol systems that regulate their capacities in buildings are basic and not established 
properly. As a result, it requires developing a systematic knowledge in the best use 
of their potential benefits through appropriate control systems of their perfor-
mance characteristics under transient climatic conditions and occupants needs.  2) 
When building HVAC&R equipment and lighting components are used in a build-
ing, the simple addition of individual best performances does not warrant the best 
performance of the entire building. As a result, it requires developing control sys-
tems through integrated SE concept in order to provide improved benefits to build-
ings. 3) When requiring simulating a building performance application and its 
control system is that frequently certain building equipment and/or components 
can be modeled in one simulation software while some models are only available 
in other simulation environment. Hence, there is on the one hand domain specific 
building performance simulation, which is usually relatively basic in terms of con-
trol modeling and simulation capabilities (e.g. ESP-r). On the other hand, there is 
a domain dependent control modeling environments, which is very advanced in 
control modeling and simulation features (e.g. Matlab/Simulink), but still limited 
in building simulation. Marrying the two approaches by run-time coupling would 
potentially enable building performance assessments by predicting the overall ef-
fects of innovative control systems in a building indoor environment [13].  

3.4.1   Development Lifecycle 

The development lifecycle, in this study, includes several phases during which uti-
lized software tools for BPS and CME must work together separately. In effect, 
the SE concept, which specifies functions, sequence and the interrelationships be-
tween various phases of both the building model and its remote control system, is 
extremely imperative so that their integration into the same entity will be success-
ful. Although, there exists a number of lifecycle diagrams (spiral, waterfall, V, 
etc.), the V diagram is used in this study for the application of SE concepts to the 
development of complex projects. The V diagram is based on the interactions that 
take place between the links of decomposition or analysis (\) and construction, 
which means physical integration, or synthesis (/) of the design project [16]. When 
applying the cycle V, all the components of the project, as shown in figure 4, are 
deduced by decomposing and reconstructing the design concept.  
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Fig. 4 Development lifecycle model 

At top level, the building is represented in the total form of the V diagram, in 
which at low level this building consists of two sub-systems that stand for the 
building model and its remote control system, which at lower level are represented 
separately to work together by run-time coupling. As in BACS architecture, build-
ing HVAC&R equipment and lighting components are located in the field level 
and their control systems are located in the automation level, and they exchange 
data through a network. By similarity to BACS architecture, a distributed dynamic 
simulation mechanism was developed and implemented between BPS and CME in 
order to simulate building control applications, as happen in a real situation. While 
building models (including zones, HVAC&R equipment and lighting components) 
are built on ESP-r, their remote control systems are modeled on Matlab/Simulink. 
Both PBS and CME can run either on the same computer or on different comput-
ers connected by a network. . In addition, both software environments should ex-
change data by run time coupling in order to obtain simulation results as accurate 
as possible. In consequence, there are three V diagrams at component level, as 
shown in figure 4, where the V diagram in between concerns run time coupling 
between a building model and its control system [17]. 

3.4.2   Distributed Dynamic Simulation Mechanism 

The most critical issues facing the design of run-time coupling between Matlab/ 
Simulink and ESP-r include heterogeneity, interoperability, and parallelism. In 
previous work [13], [14], [15], run-time coupling between ESP-r and Matlab/  
Simulink was developed based on the development of an Inter-process Communi-
cation (IPC) mechanism using Internet sockets. This performs a distributed simu-
lation using network protocols including transmission control protocol (TCP) and 
user datagram protocol (UDP) by exchanging data between building models and 
their control systems, as occurs in BACS architecture.  

During simulation, commands and data are exchanged between a building 
model built ESP-r and its remote control system modeled on Matlab/Simulink  
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Fig. 5 A distributed dynamic mechanism for building control and performance simulation 

at every time step. Furthermore, the iteration continues with the same way until 
the simulation is completed. Figure 5 shows how a distributed dynamic simulation 
mechanism is implemented between ESP-r and Matlab/Simulink over a network. 

In addition, this dynamic mechanism of distributed building control and per-
formance simulation is also implemented to support data exchange in ASCII,  
bi-nary, and XML formats as well as synchronous, partially synchronous and 
asynchronous communications modes. 

3.4.3   Application of SE to Design of Control Systems for Buildings 
Automation 

A very structured way of designing advanced control systems for building perfor-
mance applications by run-time coupling between ESP-r and Matlab/Simulink is 
by involving SE practices in order to translate the occupant needs (or require-
ments) into a control system specification and realization that most efficiently 
meets these needs. Figure 6 shows how to design an advanced control system 
through a simple V-diagram while applying SE principles. 
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Fig. 6 A well-established way of designing advanced control systems 

As shown in Figure 6, the V-diagram is simple as it consists of a small number 
of phases ranged from requirements to specification, implementation, integration 
and testing, and operation and deployment. The requirements phase defines the 
occupant needs and determines the building processes and/or dynamical models of 
plants to control and to be used for instance to derive requirements of the subsys-
tem level of abstraction from requirements of the system level of abstraction.  
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4   Building Control Application 

This case study concerns the test cell – an experimental room of 3.15*3.85*2.6 m3 
located at Delft University of Technology – that is built with light construction 
materials in order to investigate different phenomena that influence the indoor en-
vironment of passive buildings. These phenomena include infiltration, radiant or 
solar heat gain and heating loss gains. Figure 7 shows a complete representation of 
the test-cell and its monitoring room. The test-cell contains several sensors and  
actuators, see Figure 7 (left), while its monitoring room is equipped with a PC and 
Data Acquisition, see Figure 7 ( right). The PC is used for monitoring the actua-
tors (i.e., HVAC equipment and lighting components) of the room from Matlab/ 
Simulink, and through a Data Acquisition that assures remote control process and 
data transfer bus connected to all sensors and actuators mounted in the test-cell.  

  

Gaps 

Door 

Motorized windows  
with different position 

Light 

Cavity 

Outdoor Indoor 
Blinds Ventilation grid 

(Exhaust /Air supply) 

Blades 

Electrical heater 

Air-conditioner  

First skin 
 of façade 

Outlet 

Inlet 

Second skin 
 of façade 

Humidifier Valves 

Data 
acquisition 

PC/Matlab 

 

Fig. 7 The test-cell application 

Reducing the energy use in buildings contributes to the reduction of greenhouse 
gas emissions. For this application, the heating plant is an electric heater of 1750 
(W), the cooling plant is an air conditioner of about 60 (W). While the heating 
plant was set to operate when the indoor air-temperature went below 22oC and to 
stop when it reaches 22oC, the cooling plant was set to operate when the indoor 
air-temperature rose above 26oC and to stop when it reaches 24oC. As the experi-
mental tests were performed during the winter period, the indoor air-temperature 
would not raise above 26oC. Therefore, this case of application concerns only the 
heating process. Hence, a requirements document for building heating process is 
well documented and described in [1], [5].   

As shown in Figure 8, control system switches on the heating plant of the 
test-cell when the room air-temperature is below the heating set-point, and 
switches it off when the indoor air- temperature is above the heating set-points. 
Figure 9 shows a simple graphical environment of how an embedded control 
system modeled on Matlab/Simulink is run-time coupled to its building model 
built on ESP-r. 

 



306 A. Yahiaoui and A.-E.-K. Sahraoui
 

 : Thermostat : Heater : Controller

RoomTemp<=HeatingSetPoint

Heater_On

RoomTemp>=HeatingSetPoint

Heater_Off

Time runs 
from top to 
bottom.

 

Fig. 8 Sequence diagram for building heating mode 

 

 

  

 

Fig. 9 An embedded control system for a building zone and plant model 

The test-cell model, shown in Figure 7, is actually modeled on ESP-r with the 
real dimensions, construction properties and characteristics, and using the real 
climate file in simulation. Although the simulated results are obtained by run-time 
coupling between Matlab/Simulink and ESP-r, Matlab/Simulink is synchronously 
launched by ESP-r at every time-step as a separate process. Figure 10 shows the 
simulation results obtained for the test-cell’s case study. 
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Fig. 10 Simulation results 

The obtained simulation results show that there are small changes in the control 
system responses due to the climate data that highly influence the outside air-
temperature. In winter time, the outside temperature influences the indoor air-
temperature over time and the control system is not designed to suppress sensitive 
input noise causing small chattering at short intervals of few seconds. However, 
this control system can be enhanced to filter noises by an estimator to simulta-
neously cancel disturbances. In addition, hybrid systems can be easily coupled 
with any model-based modern control methods to eliminate disturbances [16].  

5   Verification and Validation of a Distributed Simulation 
Mechanism 

The initial work was on formalizing requirements for V&V of a distributed dy-
namic simulation mechanism. However, the V&V of such complex systems is not 
trivial as it requires developing the concepts from the V&V perspectives. 

V&V automation is a “dream” among the test community. Most V&V are ac-
tually man-based. We cannot automate all the process, but there is a possibility 
through the use of specific methods in requirements. Two alternatives are pro-
posed for formalizing requirements. The semi-formal approach is carried out with 
RDD-100 and Statemate based on the precedent notation. However, for critical 
systems, the use of formal method is the adequate alternative that is proposed; we 
use for trial the VDM method (Vienna Design Method). 

V&V issues in the execution model proposed by the INCOSE requirement en-
gineering working group. This model is defined in [9] as shown in Figure 11. 

The co-simulation offered a more pragmatic approach in the sense the operative 
part is under simulation with a dedicated simulation tool and the control part with 
also a dedicated tool. Scenarios of simulation can be conducted with respect re-
quirements of architects and civil engineering on monitoring and adjusting varia-
ble and systems parameters 

• A resulting hierarchy of requirements composed of collections of requirements 
that correspond to various parts of a distributed simulation mechanism. 
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• Wherever a derived requirement exists some analysis was involved. Such anal-
ysis makes use of accumulated knowledge, namely shared tasks as run-time 
coupling between ESP-r and Matlab/Simulink. 

• As requirements are generated or revised the flow of requirements to collections 
must be done in an orderly, gated manner. The development and implementation 
of run-time coupling between ESP-r and Matlab/Simulink was established in 
such a way to fulfill all the requirements involved. Some requirements in collec-
tions do not pass to other collections or analyses but instead are implemented. 
That is, for example, a part is built or tested, or assembled from lower level 
components of a distributed dynamic simulation mechanism. 

• In addition to requirements themselves, SE concept deals with a hierarchy of 
feasibilities, possibilities, and queries that are associated with all requirements. 
If the requirements are considered to flow “downward” then these items flow 
“upward”. As result, run-time coupling between ESP-r and Matlab/Simulink is 
designed using system-level synthesis. 

 

Fig. 11 Foregoing analysis of V&V issues of a distributed system 

6   Conclusion 

A system-level design of an embedded control system for a building performance 
application is presented and tested using a collaborative distributed dynamic  
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simulation between ESP-r and Matlab/Simulink by run-time coupling. One of the 
main objectives of this study attempted to apply SE concept to the integration of 
advanced control systems in building environmental performance. This has been 
demonstrated by a procedural design approach to the development of embedded 
control systems for a building model. Therefore, the importance of using a distri-
buted dynamic mechanism between ESP-r and Matlab/Simulink to enable the  
integration of control applications in building performance simulation by run-time 
coupling over TCP/IP has qualified that any control system can now be imple-
mented and deployed for any integrated building model.  
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Chapter 21 
An Organizing Taxonomy of Procedures to 
Design and Manage Complex Systems for 
Uncertainty and Flexibility 

Michel-Alexandre Cardin* 

Abstract. This paper presents a five-phase taxonomy of procedures to support the 
design of complex engineering systems for uncertainty and flexibility. A review of 
major contributions was done to identify relevant procedures to support initial de-
sign generation, uncertainty recognition and modeling, concept generation and 
identification, design space exploration, and process management and representa-
tion. The taxonomy integrates contributions from surveys, articles, and books 
from the literature on engineering design, manufacturing, product development, 
and real options analysis obtained from professional e-index search engines. The 
organizing principles of the taxonomy were developed keeping in mind the in-
tended user: the engineering designer. The taxonomy aims to provide guidance to 
designers in selecting appropriate tools at relevant design stages for both industry 
application and engineering education. It also aims to provide a framework to 
identify and organize ongoing research activities in this emerging research area. 

1   Introduction 

This paper presents a five-phase taxonomy of procedures to support the design of 
complex systems for uncertainty and flexibility. The taxonomy is geared specifi-
cally for engineering systems, such as large-scale telecommunications, defense, 
energy, housing, and transportation systems. Such systems are characterized by a 
high degree of technical complexity, social intricacy, and elaborate processes ful-
filling important functions in society [1]. Dynamic socio-technical elements like 
markets, operational environment, regulations, and technology play a significant 
role in their success and/or failure [2]. Crucial decisions have to be made in early 
conceptual phases of the design, regarding strategic and long-term evolution. 

                                                           
Michel-Alexandre Cardin 
Department of Industrial and Systems Engineering,  
National University of Singapore 
Block E1A, #06-25, 1 Engineering Drive 2, 117576, Singapore 
e-mail: macardin@nus.edu.sg 



312 M.-A. Cardin
 

The taxonomy hopes to provide guidance to designers in choosing the relevant 
design procedures to support conceptual design activities both in industry and 
academia. It aims to organize the latest research contributions into a unified and 
coherent framework. It also aims at guiding future research developments. This is 
done by building upon organizing principles from state-of-the-art design processes 
for uncertainty analysis and flexibility [3], as well taxonomies of design proce-
dures in engineering, manufacturing, and product development [4]. 

Flexibility in design enables a system to change in the face of uncertainty [5]. It 
is associated to the notion of real options, providing the “right, but not the obliga-
tion, to change a project (or system) in the face of uncertainty” [6]. Real options 
exist “on” a system, involving higher-level managerial decisions like abandoning, 
deferring until favorable market conditions, expanding/contracting/reducing ca-
pacity, deploying capacity over time, switching inputs/outputs, and/or mixing the 
above [6]. Real options “in” a system are technical engineering components enabl-
ing options in deployment and operations [7]. Real options – also referred here as 
flexible design concepts – are characterized by a strategy (or type) and enabler in 
design (or mechanism) [8]. One example of a flexible engineering system is the 
HCSC building in Chicago [9]. In the 1990s during the economic uncertainty pre-
vailing in the real estate market, this skyscraper was carefully designed to accom-
modate 27 additional stories on top of an initial vertical development. The real  
option to expand capacity would be exercised when there would be a need for ad-
ditional office space. A few years ago the company exercised this expansion  
option, with the second phase completed in 2011. 

2   Motivation 

The main motivation is that designing complex systems for uncertainty and flex-
ibility can improve lifecycle performance of complex systems significantly [3,10]. 
On the other hand, it is not an easy process to follow, and it is not widespread in 
industry and design education. It often requires guidance from industry lessons 
and recent research developments. For complex systems, it is not clear what un-
certainty sources to address, where to focus the design effort for flexibility, how 
much flexibility is worth, how much it costs, and how much flexibility is enough. 

There is a body of work providing the organizing principles for the proposed 
taxonomy. The structure of the taxonomy is inspired from the four-step process 
suggested by de Neufville and Scholtes [3]. It includes, however, several proce-
dures to support concept generation and identification not presented by these au-
thors (e.g. DSM and decision-based procedures). The methodology presented by 
Cardin et al. [11] is lengthy, so fewer organizing principles would be favored. The 
taxonomy by Tomiyama et al. [4] provides valuable organizing principles, but 
does not account explicitly for procedures focusing on uncertainty and flexibility. 
The reviews by Sethi and Sethi [12] focus mainly on manufacturing, and not com-
plex engineering system as a whole. The survey by Saleh et al. [13] organizes the 
field of design for flexibility more thoroughly, but does not provide a clear ac-
count of existing procedures to support different phases of the design process. 
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User Guidance 
The aim of using the above procedures is to generate an initial design to work 
from. A procedure like Pahl and Beitz [16] provides a systematic way to create 
such design, relying on a step-by-step mechanism constructed from wide industry 
experience. TRIZ [17] provides principles based on a holistic review of successful 
product patents. 

Designers interested in analyzing their engineering system for flexibility may 
not find current procedures best suited for this purpose. One reason is that many 
procedures do not account explicitly for uncertainty and flexibility. For example, 
one of the early steps in Pahl and Beitz is to define and freeze design and func-
tional requirements from the customer domain as early as possible [16]. The de-
sign is then optimized for deterministic projections of future operating market 
conditions, requirements and constraints, even though those are prone to change 
[2,3,10]. Such approach pre-empts early considerations of flexibility. 

4.2   Phase 2: Uncertainty Recognition 

The procedures in phase 2 help designers identify and model major uncertainty 
sources affecting lifecycle performance. The reader is directed to the taxonomy by 
de Weck and Eckert [18] for more details. The authors suggest formal and practic-
al approaches to quantify, characterize, and model uncertainty for more rigorous 
design analysis, based on the work by Halpern [19]. Formal approaches include 
standard probability theory, statistics, and Bayesian theory. Part of this group is 
the Dempster-Shafer theory, relying on separate pieces of evidence to construct 
the probability of events [20,21]. Possibility theory also provides an alternative to 
standard probability theory based on fuzzy logic [22]. Practical procedures to 
model uncertainty include diffusion models – mostly based on stochastic simula-
tions – decision trees, and scenario planning [23]. 

User Guidance 
Formal approaches are most useful to elicit, characterize, and quantify uncertainty. 
Because of a natural tendency to be over optimistic and confident about the future 
[24], these tools help designers consider explicitly optimistic as well as pessimistic 
scenarios. When historical data (e.g. demand, price) is available, statistical tech-
niques are most useful, using for example regression to determine the mean 
growth rate and volatility of a stochastic process. It can be difficult, however,  
to determine the relevant data range for estimating parameters, the appropriate 
model to use (e.g. linear vs. polynomial), and appropriate stochastic models – e.g. 
geometric Brownian motion (GBM) vs. mean reversion. Probability, Bayesian, 
and possibility theories are useful when knowledge is available about the underly-
ing phenomenon for inferences (e.g. calculation of joint probability distributions, 
prior probability updates of dam failure). When data is not readily available, de-
signers may rely on expert knowledge to elicit probability distributions and scena-
rios, for instance using Dempster-Shafer or Delphi methods. Designers should be 
careful, however, not to bias questions when eliciting probability distributions and 
scenarios [24].  
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Practical approaches are most useful to represent stochastic processes over 
time. Although any approach can be used for continuous or discrete processes, dif-
fusion models are better for continuous stochastic processes (e.g. market demand, 
price). Decision tree and scenario-planning methods are better suited for discrete 
events (e.g. government voting emission standards policy A vs. B). 

4.3   Phase 3: Concept Generation and Identification 

The procedures in this section provide guidance to determine where to focus the 
design effort for flexibility. Concept generation involves cognitive tasks to gener-
ate flexible strategies and design alternatives (i.e. flexible design concepts). These 
alternatives may be significantly different than the baseline design concepts  
generated in phase 1. Enabler identification is about identifying where to embed 
flexibility in the mechanical design and managerial processes. This will enable 
managers to exercise the flexibility strategies in future operations. 

4.3.1   Concept Generation 

Canonical Real Options Strategies 
The real options literature provides six canonical strategies to help designers gen-
erate flexible design concepts [6]. One strategy is to defer capital investment until 
favorable market conditions arise. Another strategy is to stage asset deployment 
strategically over time instead of deploying all capacity at once. Altering operating 
scale, by expanding or contracting output production capacity, is another strategy. 
Abandoning a project doomed to fail with the possibility of reselling assets at sal-
vage value is suggested. This value is often not accounted for in standard dis-
counted cash flow (DCF) and net present value (NPV) analyses [6]. Switching 
production output and/or input can also bring performance improvements. Another 
possibility is to invest in R&D, which gives the right but not the obligation to ca-
pitalize on future technology and additional cash flows if successful. 

<Mechanism, Type> Characterization 
Mikaelian et al. [8] suggest a systematic approach based on the <mechanism, 
type> characterization of real options in enterprises. This favors generation of 
flexibility within and outside typical enterprise “silos” (e.g. strategy, process, 
product, IT). A type is akin to one of the canonical real option strategies above 
(e.g. expand, switch). A mechanism is an action, decision, or entity enabling the 
real option (an enabler in design). The process is initiated by focusing on major 
uncertainty sources affecting performance, and suggesting real option types to 
deal with these uncertainties. From there, the real option types are mapped to me-
chanism patterns (e.g. modularity, redundancy, buffering, staging) enabling the 
real options. The explicit mapping of real option types to different mechanism pat-
terns stimulates flexibility generation. 

Explicit Training and Prompting 
Cardin [25] suggests a technique integrating a short lecture on the topic of flexibil-
ity with a structured prompting mechanism to guide teams of designers in creative 
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concept generation. The lecture helps designers be more aware of the effects of 
uncertainty on lifecycle performance. It describes generic sources of uncertainty, 
and explains why flexibility can improve lifecycle performance if considered early 
on. It discusses strategies for crafting valuable flexible design concepts, and pro-
vides real-world examples from industry. The prompting procedure helps scaffold 
the thought process for flexibility, building upon the structure in Fig. 1. This  
mechanism is simple, and useful to stimulate creativity in early collaborative ac-
tivities [26]. Asking direct questions may trigger collective discussions more  
effectively than relying on industry guidelines and canonical strategies alone. 

User Guidance 
Canonical real option strategies provide useful checklists to generate flexible 
strategies and design concepts quickly. They do not provide, however, a systemat-
ic framework to determine the form this concept will take, depending on the sys-
tem at hand. The approach based on the <mechanism, type> characterization 
brings more structure to this analysis. On the other hand, the first two methods are 
not crafted for direct use in the collaborative design process. They do not provide 
explicit support to designers to identify major uncertainty sources first, before  
eliciting flexibility strategies. The explicit training and prompting procedure inte-
grates more systematically uncertainty thinking, real options strategies, and enabl-
ing in design within a collaborative design process. It builds upon collaboration 
engineering techniques to minimize productivity loss and stimulate creativity [27]. 
It is not yet clear, however, how to best use the technique in the design process. It 
could be used at the beginning of conceptual design activities, or periodically until 
the detailed design phase, reminding designers to consider these important issues. 

4.3.2   Enabler Identification 

Design Structure Matrix 
The DSM (also called dependency structure matrix) introduced by Steward [28] 
can represent design tasks as a sequence of network interactions. A DSM is a 
square matrix where the rows and columns list all the relevant design and  
management components of a system [29]. The DSM encodes and represents 
graphically an engineering system. Matrix entries represent how the design and 
management components are connected, and how the information flows from one 
another. The framework has been studied to support flexibility in design. Change 
propagation analysis (CPA) and sensitivity DSM (sDSM) were developed to iden-
tify specific areas where to embed flexibility in complex systems design. 

Change Propagation Analysis 
CPA looks at change multipliers as potential areas to insert flexibility. These are 
design elements creating more change in other design variables then they absorb 
when a design or functional requirement is changed [30]. Making such variables 
more flexible reduces the amount of change created elsewhere in the design. CPA 
was applied enable flexibility in the car manufacturing process [30]. 
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Sensitivity DSM 
The sDSM is similar conceptually to CPA. It looks at design variables that are 
most sensitive to changes in design and functional requirements as areas to insert 
flexibility [31]. sDSM provides a high-level view of the design representation, 
“zooming out” from details to focus on the important design elements where to in-
sert flexibility. The approach was applied for offshore oil platform design [31]. 

User Guidance 
One benefit of CPA and sDSM is to provide systematic algorithms to identify 
areas where to embed flexibility. They are also better for a detailed analysis of an 
engineering system. On the downside, these methods are not as good for a quick 
first-pass analysis. This is because they require detailed data collection and expert 
interviews to build a DSM first, which can take a long time. Also, they require de-
fining a bound for the engineering system. This means that designers may miss 
“low-hanging fruit” opportunities for flexibility because their effort is focused on 
the established DSM boundary, rather than thinking “outside the design box”. 

4.4   Phase 4: Design Space Exploration 

After phase 3, designers explore the design space for the most valuable design 
configurations and management decision rules to operate the system (i.e. decide 
when it is appropriate to exercise flexibility). In the first subsection, procedures 
are described to evaluate quantitatively the lifecycle performance of each design 
concept. The real options literature stresses the importance of doing this to decide 
whether flexibility is worth the additional cost and design effort. In the second 
subsection, procedures are described to find the most valuable flexible design al-
ternatives. Given engineers often work with high-fidelity models taking a long 
time to run, there is a need for computationally efficient and systematic proce-
dures to explore the design space for flexibility [3]. 

4.4.1   Quantitative Concept Evaluation 

Evaluation procedures from the financial and real option literature [6,32] have 
been adapted for engineering design. This is because many techniques build upon 
economic assumptions not necessarily holding in an engineering context [7]. Pro-
cedures build upon practical uncertainty modeling techniques like decision trees 
and simulation. They may rely on economic (e.g. NPV) and non-financial metrics 
(e.g. utility). They are used with optimization and design of experiments (DOE) 
techniques to rank order design alternatives efficiently and systematically. 

Decision Analysis 
A decision tree must be created to capture uncertainty scenarios and associated 
decisions over time. A folding back process based on dynamic programming (DP) 
is used to determine the best design decisions at each stage. Creating the tree is 
done from left to right. Analyzing the tree is done from right to left following the 
DP-based folding back process. The best payoff is taken at each decision point at 
time t1, and the expected payoffs for the flexible (E[Payoff]Flexible) and 
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(E[Payoff]Inflexible) are calculated using the probability assignments. The expected 
value of flexibility consists of the difference between the two expected payoffs. 

Simulations 
Here the stochastic scenarios and decisions enabled by a particular design are 
modeled explicitly. For example, de Neufville and Scholtes [3] used Monte Carlo 
simulation to value the flexibility to expand the capacity of a n-level parking ga-
rage design, if and only when demand exceeds capacity for two consecutive years. 
The starting point is typically a standard performance analysis (e.g. using NPV) of 
the baseline design concept (e.g. a fixed five or six-level design) using determinis-
tic projections (e.g. demand). Uncertainty is then incorporated explicitly via sto-
chastic simulations over the project lifetime. After this, flexibility is incorporated 
in the model, and valued using simple logical statements (e.g. IF, ELSE, etc.) to 
represent different decision rules (e.g. expand by one level if capacity exceeds 
demand for two consecutive years). For each scenario, the model computes a NPV 
outcome under the flexible design and decision rules incorporated in the model. 
The distributions for the fixed and flexible designs can be compared explicitly. 
Central (e.g. mean) and dispersion (e.g. standard deviation) measures can be com-
puted and compared between design alternatives to support decision-making for 
different risk profiles (e.g. risk-averse, risk-neutral, risk-seeking). 

User Guidance 
Decision analysis is useful as a quick first-pass analysis to go through explicitly 
the exercise of recognizing and representing different uncertainty scenarios, with 
possible performance outcomes. Given the relatively simple DP-based valuation 
mechanism, it is helpful to provide a quick assessment on the value of flexibility. 
The approach also provides much analytical freedom. Although better suited for 
discrete uncertainty sources, it can represent both discrete and continuous statio-
nary and non-stationary stochastic processes. Different decisions can be used and 
evaluated at different stages, and many uncertainty sources can be considered at 
once. Decision analysis suffers, however, from the curse of dimensionality. The 
number of paths can explode quickly, making it difficult to go beyond two or three 
stages, even with a minimum of decision and chance outcomes.  

Monte Carlo simulations provide more freedom in terms of uncertainty sources, 
decision rules, design variables, and parameters that can be modeled than decision 
and lattice analyses. It is most useful for a deeper valuation of flexible design con-
cepts. On the other hand, it can be more demanding computationally, especially 
when a high fidelity model of the system is used. The procedures described in the 
next section are designed to help alleviate this computational issue. 

4.4.2   Computationally Efficient Search 

These procedures provide efficient search algorithms to explore systematically the 
design space for the most valuable flexible design configurations. This space can 
be prohibitively large, and even be computationally intractable because so many 
alternatives and uncertainty sources exist [2]. 



21   An Organizing Taxonomy of Procedures to Design  319
 

Screening Models 
Screening models rely on optimization algorithms and DOE techniques to search 
the design space efficiently for interesting candidate designs. There are three types 
of screening models: bottom-up, simulators, and top-down [3]. Bottom-up screen-
ing models use a simplified version of a complex, detailed design model. Simula-
tors incorporate statistical techniques (e.g. response surface methodology) and/or 
fundamental principles to mimic the response of the detailed model. Top-down 
screening models use representations of major relationships between the parts of 
the system to understand possible system responses. Example applications in the 
context of flexibility include hydroelectric dam design in China [33], offshore oil 
platform design [34], maritime systems [35,36], and car manufacturing [37]. 

Catalogue of Flexible Operating Plans Procedure 
In some cases, it may not be possible or desirable to reduce model fidelity to ex-
plore the design space. Cardin [38] proposed an approach based on selecting a 
small set of representative scenarios of uncertainty. Each scenario is then asso-
ciated with the best flexible design configuration for this scenario – called an op-
erating plan – found using the adaptive One-Factor-at-A-Time method [39], thus 
creating a catalogue of flexible operating plans. This approach limits the number 
of optimizations and simulations to run using a high-fidelity model. It was applied 
to the analysis of flexible mining operations [15]. 

User Guidance 
All procedures above are useful to designers when it is not clear how to structure 
the search for the best flexible design configurations, and when computational ef-
ficiency is an issue. Screening models and the operating plans procedures are most 
useful when quantitative performance metrics are involved, whether financial (e.g. 
NPV) or non-financial (e.g. CO2 emission levels, service rate). Screening models 
are useful when the goal is to reduce model complexity. The modeling resolution 
loss is an obvious drawback, not guaranteeing an absolute optimal solution to be 
found. This may be an acceptable trade-off, however, when it is infeasible to 
screen the entire design space. The catalogue of flexible operating plan procedure 
is useful when it is not possible or desirable to reduce model complexity. One dif-
ficulty, however, is to select a representative set of uncertainty scenarios. 

4.5   Phase 5: Process Management and Representation 

Managing the design process for flexibility can be difficult because the process 
involves many stakeholders at different hierarchical levels. A typical decision  
requires inputs from decision-makers to determine what the system should accom-
plish, and for the ultimate go-no-go decisions. Inputs are needed from market-
ing/economists who are aware of market and other socio-economic considerations 
involving policy and regulation. Engineering designers need this information to 
craft better designs, and enable relevant flexibility strategies. They are also the 
ones most aware of technological capacity and uncertainty. Managers ultimately 
decide when it is appropriate to exercise the flexibilities, given operating condi-
tions and budgetary constraints. 
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Procedures in phase 5 focus on these concerns, and are useful during all phases 
of the design process. They support collaborative interactions between designers, 
and represent an area widely opened for novel research contributions. Not much 
has been done to develop procedures to understand agency problems and asymme-
tries, support the design process from conceptual design to implementation, opera-
tions, and disposal, and to represent the process and/or engineering system. This 
section provides an overview of candidate procedures and research methodologies, 
suggesting they could be adapted specifically for this purpose. 

Collaboration Engineering 
Collaboration engineering “studies ways of designing recurring collaboration 
processes that can be transferred to groups that can be self-sustaining in these 
processes using collaboration techniques and technology” [40]. It is motivated by 
the fact that collaboration may sometimes put barriers to creativity, resulting in 
productivity loss [41]. Evaluation apprehension (fear of being judged), free riding 
(letting others do the work), and production blocking (losing an idea because 
someone else is talking) are potential causes of productivity loss [42]. Group 
Support System (GSS) technology helps minimize productivity loss, and stimu-
lates creativity [27,43]. GSS is defined as “socio-technical systems consisting of 
software, hardware, meeting procedures, facilitation support, and a group of 
meeting participants engaged in intellectual collaborative work” [44]. GSS is use-
ful to record discussion data, structure the collaborative process, and structure 
moderation. 

Serious Gaming 
Serious gaming provides an interesting research platform to study the process and 
management of designing for uncertainty and flexibility. As explained by Ligtvoet 
and Herder [45], serious games are “experience-focused, experimental, rule-based, 
interactive environments where participants learn by taking actions and by expe-
riencing their effects through feedback mechanisms that are deliberately built into 
and around the game” [46]. Mostly used in business schools [47], these techniques 
can be useful in engineering to understand the cognitive dynamics of design deci-
sion-making, as well as agency and information asymmetries arising during the 
system lifecycle. Sterman’s beer game [48] was used to highlight the bullwhip ef-
fect in supply chain management. Lessons and issues in design for flexibility 
could be modeled and studied more systematically using such techniques. 

5   Discussion 

The proposed taxonomy provides benefits to industry practitioners and engineer-
ing educators along three dimensions. This section discusses first the benefits de-
rived from using the taxonomy as a systematic process to extract value from un-
certainty and improve lifecycle performance. Second, it provides an example 
application in a case study, showing how other authors have followed this process 
to assess lifecycle performance improvement in a real case. Third, the section dis-
cusses how the taxonomy can be used to organize ongoing research contributions. 
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5.1   Extracting Value from Uncertainty 

The main assumption in this paper is that flexibility can improves expected life-
cycle performance of a complex system by extracting value from uncertainty. This 
is done by physically enabling a system to reduce the effects from downside  
conditions – like buying insurance – and positioning the system to capture upside 
opportunities – like buying a call option on a stock. Improving both worst and best 
possible outcomes shifts the distribution of outcomes towards better overall value 
outcomes, with the net effect of improving the expected lifecycle performance. 
Nevertheless, it is not sufficient to desire flexibility in a system. One needs to ena-
ble it in the design concretely and manage it in operations. The procedures elicited 
in phases 1-4 help designers do this systematically in early conceptual analysis. 
Phase 5 provides procedures and techniques to help teams of designers interact to-
gether to select design concepts or recognize the different asymmetries between 
stakeholders that may reduce the value of flexibility in operations. 

5.2   Example Application 

The taxonomy in Fig. 1 can be used as a systematic process to design complex 
systems for uncertainty and flexibility. The following example illustrates the de-
sign thinking associated with each phase of the process. It also shows how a par-
ticular procedure can be selected in each phase based on the guidance provided 
above. The example is based upon the paper by de Weck et al. [49], who revisited 
the Iridium case study to evaluate whether flexibility could have improved the sys-
tem lifecycle cost (LCC). Each analytical decision is re-casted in the logical ana-
lytical decisions made by the authors. 

In phase 1, the authors determined the baseline design concept for the LEO sa-
tellite constellation based on standard industry practice, trying to match Iridium’s 
publicly available target communication capacity and LCC. Their analysis led to a 
baseline concept of fifty satellites along five circular polar orbits, altitude of 800 
km, and elevation angle of 5°. Communication capacity would be for 80,713 dup-
lex channels. Assuming a 10-years lifecycle, 10% discount rate, 3 million users, 
and average monthly activity of 125 minute/month, the expected lifecycle cost of 
such architecture would be $2.01 billion, very close to the quoted development 
cost. In phase 2, the authors recognized market demand as the main uncertainty 
driver of LCC performance. Because demand is a continuous diffusion process, 
they used binomial lattice as modeling tool, assuming GBM. In phase 3, they re-
lied on canonical real option strategies to identify quickly a flexible staged dep-
loyment strategy to deal with demand uncertainty. They recommended deploying 
additional capacity only when economic conditions are favorable, instead of rapid-
ly deploying the constellation as done by Iridium. To identify quickly the relevant 
design variables to enable this flexible strategy, they screened qualitatively each 
design variable. They determined that altitude and elevation angle were the design 
variables that could be adjusted to accommodate different staged deployment 
strategies. In essence, their strategy required the ability to add more satellites,  
and move them on-orbit to increase coverage capacity. This gave rise to a design 
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radically different from the baseline concept optimized for fixed capacity in phase 
1. This required a satellite constellation capable of changing orbital configuration. 
In phase 4, the authors explored the design tradespace using optimization for the 
best ways of staging and deploying the flexible engineering system under demand 
uncertainty. Since a quantitative performance LCC metric was in-use, standard op-
timizations techniques were favored over a utility-based framework. Each flexible 
design concept was evaluated using lattice analysis and optimizations enabled 
finding the best flexible design concept. It was found that the optimal design path 
would start with twenty-eight satellites over four orbital planes at 1,600 km alti-
tude and 5° elevation, converging towards a full three hundred and sixty-four sa-
tellite constellation over 14 orbital planes, 800 km altitude, and 35° elevation. In 
essence, the analysis led to a 1) a different design than originally planned, and 2) 
significant expected LCC improvement from $2.01 billion down to $1.46 billion. 
This showed that, on average, the new design would require less investment while 
providing the same level of communication capability. 

5.3   Guidance for Future Research 

The benefits and drawbacks identified in each phase provide guidance for future 
research. Phases 3 and 5 in particular provide a rich environment for novel re-
search contributions. In phase 3, rigorous case-base or experimental comparisons 
could be made between existing procedures for concept generation and enabler 
identification. More research is needed to develop new procedures or adapt exist-
ing ones – see review in Shah et al. [50] – for flexible design concept generation. 
More work is required in phase 5 to understand the cognitive dynamics, agency 
problems, and issues of information asymmetries that render difficult the applica-
tion of flexibility principles in practice. An obvious drawback is that the proposed 
taxonomy may not be the only one possible. There are many ways to organize ex-
isting and future research contributions on uncertainty and flexibility. 

6   Conclusion 

This paper presented an organizing taxonomy of design procedures to support the 
design of complex systems for uncertainty and flexibility. Explicit considerations 
of uncertainty and flexibility can lead to radically different designs offering on av-
erage better lifecycle performance [3,14]. The taxonomy involves five phases:  
1) initial/standard design, 2) uncertainty recognition, 3) concept generation and 
identification, 4) design space exploration, and 5) process management and repre-
sentation. It is geared specifically for complex engineering systems, for example 
in the defense, energy, housing, telecommunications, and transportation industries. 
It gathers design procedures from the literature on engineering design, manufac-
turing, product development, and real options analysis. The organizing principles 
are based on state-of-the-art processes to design for uncertainty and flexibility [3]. 
The suggested taxonomy addresses the need to organize recent developments in 



21   An Organizing Taxonomy of Procedures to Design  323
 

this emerging research area into a unified framework. It also provides an organiz-
ing framework to identify current and future research opportunities. 
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