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Introduction

Stephan Ulmer

Within the past two decades, functional magnetic
resonance imaging (fMRI) has developed tre-
mendously and continues to do so. From initial
descriptions of changes in blood oxygenation
that can be mapped with MRI using T2*-weighted
images to very basic investigations performing
studies of the visual and motor cortex, fMRI has
further evolved into a very powerful research tool
and has also become an imaging modality of
daily clinical routine, especially for presurgical
mapping. With the first edition of this book, we
tried to give an overview of the basic concepts
and their clinical applications. With increasing
demands by you, the reader, as a researcher and/
or clinical colleague, and due to increasing appli-
cations, we feel an update is due, with add-ons to
the previous edition. We are delighted to present
this second edition of fMRI: Basics and Clinic
Applications.

Understanding brain function and localizing
functional areas have ever since been a main goal
of neuroscience, with fMRI being a very power-
ful tool to approach this aim. Studies on healthy
volunteers usually take a different approach and
often have a very complex study design, while
clinical applications face other problems most
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commonly related to the limited compliance of
the patients, even more so in the context of
dementia, advanced-stage tumor patients, or with
children. Therefore, the application of fMRI in a
clinical setting is a different challenge, reflected
in the study designs as well as in the analysis of
the data algorithms. Analyzing data also has
become increasingly complex due to sophisti-
cated study designs in single-center studies, mul-
ticenter trials requiring meta-analysis, and for
mapping connectivity. Analyzing fMRI data is a
science of its own. Fortunately, there is a variety
of software solutions available free of charge for
the most part. Manufacturers also offer analyzing
software.

Besides the classical definition of functional
areas that might have been shifted through a
lesion or could be present in a distorted anatomy
prior to neurosurgical resection, further clinical
applications include mapping of recovery from
stroke or trauma, cortical reorganization (if these
areas were affected), and changes during the
development of the brain or during the course of
a disease. For the understanding of psychiatric
disorders, dementia, and Parkinson’s disease,
fMRI offers new horizons.

Knowledge of basic neuroanatomy, the asso-
ciated physiology, and especially the possible
pathophysiology that might affect the results to
start with is mandatory. The results in volun-
teers are the requisite to understand the results
in patients, and they can only be as good as the
design itself. Monitoring the patient in the scanner
is necessary to guarantee that the results obtained

S. Ulmer, O. Jansen (eds.), fMRI — Basics and Clinical Applications, 3
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will reflect activation caused by the stimulation,
or to understand that reduced or even missing
activation could have hampered the results, and
to analyze how they were generated. Obviously,
we have to realize that while the patient is still
in the scanner, a repetition of the measurement
can be done or an unnecessary scan avoided if
the patient is incapable of performing the task.
Performing motor tasks seems relatively straight-
forward, as patient performance can be directly
observed in the scanner. Cognitive and language
tasks are more challenging. Also, a vascular
stenosis or the steal effects of a brain tumor or an
arteriovenous malformation (AVM) may corrupt
the results. There are some sources resulting in
disturbances that might depict no activation in a
patient, e.g., in language tasks that usually depict
reliable results in volunteers. It is essential to have
a person with expertise in training and testing
patients on the cognitive tasks involved, such as a
neuropsychologist or a cognitive neurologist.

Task performance and paradigm development
usually follow a graduated scheme. Initially,
experiments are performed in healthy volunteers.
This, however, has the disadvantage that the vol-
unteers are most likely healthy students or staff
who are used to the scanner environment and can
therefore focus unrestrictedly on the task, whereas
patients may be scared or too nervous concerning
their disease and about what might happen in the
near future (such as a brain tumor resection).

The same paradigm must be used in less
affected patients first, to confirm the feasibility in
this setting that might become more specific after
some experience. Test-retest reliability finally
enables clinical application to address specific
questions. Passive or “covert” tasks might be
helpful; however, at least in cognitive studies per-
formance cannot be measured. Semantic and
cognitive processes continue during passive situ-
ations, including rest and other passive baseline
conditions. Regions involved will therefore be
eliminated from the analysis when such condi-
tions are used as a baseline.

Mapping children represents a twofold chal-
lenge. Normative data is not available and com-
pliance is limited. In early childhood or in
cognitively impaired children, or just simply

during brain development, cognitive tasks need
to be modified individually, and that again causes
problems in analyzing the data and interpreting
the results.

As already stated, absence of an expected acti-
vation represents a real challenge and raises the
question of the reliability of the method per se.
Suppression of activation or task-related signal
intensity decrease has also not been fully under-
stood. Missing activation in a language task could
mislead the neurosurgeon to resect a low-grade
lesion close to the inferior frontal lobe and still
cause speech disturbance or memory loss after
resection of a lesion close to the mesial tempo-
ral lobe, and therefore — depending on the close
cooperation between the clinicians — healthy
skepticism as well as combination with other
modalities such as direct cortical stimulation may
be advisory. Indeed, the combination of fMRI
with further modalities such as electroencepha-
lography (EEG), transcranial magnetic stimula-
tion (TMS), magnetoencephalography (MEG),
or positron emission tomography (PET) is very
promising. Hemispheric (language) dominance
is only the tip of the iceberg and we have to ask
ourselves again how sensitive our methods and
paradigms are to depict minor deficits. The same
is true for clinical bedside testing and thus ques-
tions “silent” brain regions.

Sequence selection is important in terms of
what we want to see and how to achieve it. Prior
to the introduction of echo planar imaging, tem-
poral resolution was restricted. Spatial resolution
requirements are much more important in indi-
vidual cases than in a healthy control group,
especially in the presurgical definition of the so-
called eloquent areas.

Higher field strengths might enable us to
depict more signals but possibly more noise in
the data as well. From a clinician’s point of view,
reliability of individual results is desired.

It is exciting to see how fMRI became a clinical
application in recent years of which neurosurgeons
were initially very suspicious during the first clini-
cal experiments in presurgical mapping. Its current
acceptance can be appreciated in the increasing
numbers of studies performed on demand, not
only in brain tumor mapping but also in epilepsy.



1 Introduction

A completely new field has developed more
recently, namely, ethical considerations arising from
incidental imaging findings. For patients, incidental
findings are often part of the daily routine, yet
“healthy” volunteers are faced with completely
unexpected consequences and so are researchers.

With the second edition of this book, we will try
to answer new questions while giving an overview

on how fMRI can be applied for clinical purposes.
After the first edition we felt the need to add further
fields and applications, this being an ongoing pro-
ject that we try to keep alive. It is a great honor for
me to have such a distinguished board of experts in
the field involved in this project. I hope that you
will enjoy this book as much as I have and that it
will help you in your own daily work.



Neuroanatomy and Cortical

Landmarks

Stephan Ulmer

2.1 Neuroanatomy and Cortical

Landmarks of Functional Areas

Prior to any type of functional mapping, a pro-
found knowledge of neuroanatomy is mandatory.
Focusing on the clinical applications of fMRI,
this chapter will present methods to identify char-
acteristic anatomical landmarks and describe the
course and shape of some gyri and sulci and how
they can be recognized on MR imaging. As anat-
omy will be presented in neurofunctional sys-
tems, some redundancy is desired in order to
course over cortical landmarks. If fMRI is not
performed during clinical routine imaging, usu-
ally a 3D data set is acquired to overlay the
results. Nowadays, fMRI is performed using echo
planar imaging (EPI) with anisotropic distortion,
whereas 3D Tl-weighted data sets, such as
MPRage (magnetization-prepared rapid acquisi-
tion gradient echo) or SPGR (spoiled gradient-
recalled acquisition in steady state) sequences,
are usually isotropic. Normalization of the fMRI
data may reduce this systemic error to some extent
that is more pronounced at the very frontal aspect
of the frontal lobe and the very posterior aspect of
the occipital lobe. However, for individual data,
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normalization and overlaying fMRI results on
anatomy remain crucial. No two brains, not even
the two hemispheres within one subject, are iden-
tical at a macroscopic level, and anatomical tem-
plates represent only a compromise (Devlin and
Poldrack 2007). Usage of templates like the
Talairach space (based on the anatomy of one
brain) or the MNI template (based on 305 brains)
can cause registration error as well as additional
variation and reduce accuracy; indeed, it does not
warrant the shammed anatomical precision in the
individual case.

2.1.1 Sensorimotor Cortex

2.1.1.1 Transverse Sections

There are various methods to identify the precen-
tral gyrus (preCG; [3]), the central sulcus (CS)
and the postcentral gyrus (postCG; [4]). From
a craniocaudal point of view, the sensorimotor
strip follows (from the apex to the Sylvian fissure
[35b]) a medial-posterior-superior to lateral-
anterior-inferior course. The precentral gyrus [3]
fuses with the superior frontal gyrus (SFG; [1])
at the very upper convexity (Ebeling et al. 1986;
Kido et al. 1980; Naidich et al. 1995; Ono et al.
1990). This can be well depicted on transverse
sections (see Figs. 2.1 and 2.2). The precentral
gyrus [3] is the most posterior part of the frontal
lobe that extends inferiorly to the Sylvian fissure
[35b]. The precentral gyrus [3] is thicker than the
postcentral gyrus [4] in anterior-posterior (ap)
dimension (Naidich et al. 1995) as is the grey

S. Ulmer, O. Jansen (eds.), fMRI — Basics and Clinical Applications, 7
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Fig.2.1 Overview of the used sections. The numbers are explained within the text as well as in the other figure legends
in detail

matter (Meyer et al. 1996). At the apex, the pre- lateral view (see Fig. 2.3), the cingulate sulcus [5]
[3] and postcentral gyri [4] form the paracentral ascends at the medial interhemispheric surface
lobule [b] as they fuse. Making a little detour to a  dorsal to the paracentral lobule (pars marginalis)
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Fig.2.2 Axial T2-weighted TSE MR images. / superior
frontal gyrus, 2 medial frontal gyrus, 3 precentral gyrus, 4
postcentral gyrus, 5 “pars bracket”, cingulated sulcus, 6

Fig. 2.3 Sagittal FLAIR image at the midline. / superior
frontal gyrus, 5 “pars bracket”, cingulate sulcus, 6 precu-
neus, parietal lobe, 23 body of the corpus callosum, 24
anterior commissure, 25 parietooccipital sulcus, 27 cal-
carine fissure, b paracentral lobule, 28 cuneal point

[b] and thus separates it from the precuneus [6].
This intersection can be appreciated on axial
sections as the “bracket” sign (see Fig. 2.2;
Naidich and Brightbill 1996) that borders the
postcentral gyrus [4]. Somatotopographically,
the apex harbours the cortical representation
the lower extremity (Penfield and Rasmussen
1950). Following its course along the superficial

precuneus, parietal lobe, 7 intraparietal sulcus, 8 inter-
hemispheric fissure, @ hand knob, b paracentral lobule

convexity (from medial-posterior-superior to
lateral-anterior-inferior), the cortical surface of
the precentral gyrus increases at its posterior
margin, building the omega-shaped motor hand
knob ([a]; Yousry et al. 1995, 1997). Within this
primary motor cortex (M1) of the hand, there
is an additional somatotopic order of the indi-
vidual digits (with interindividual overlap and
variation). From medial to lateral, the hand is
organized beginning with digit 5 (D5), to the
thumb representation (D1) being the most lat-
eral (Dechent and Frahm 2003). The motor hand
knob [a] is another typical landmark of the pre-
central gyrus [3]; however, as the CS and the
postcentral gyrus [4] follow this course, there is
also an omega-shaped structure in the postcentral
gyrus (harbouring the somatosensory hand area).
However, as described above, the ap-dimension
of the postcentral gyrus [4] is smaller compared
to the precentral gyrus [3], thus often enabling a
differentiation. Somatotopographically, the corti-
cal somatosensory representation follows the dis-
tribution of the precentral gyrus [3] (Penfield and
Rasmussen 1950; Overduin and Servos 2004).
Lateral to the SFG [1], the medial frontal gyrus [2]
zigzags posteriorly and points towards the motor
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hand knob [a]. Beginning at this “junction” and
lateral-inferior to this landmark, the ap-diameter
of the preCG [3] decreases, but it increases again
along the lower convexity. This has already been
recognized by Eberstaller (1890). Using modern
imaging techniques, the diameter had been mea-
sured and the previous findings validated that the
biggest diameter of the preCG [3] is found at the
lower portion of the gyrus adjacent to the Sylvian
fissure [35b] (Ono et al. 1990). This is the pri-
mary motor cortex (M1) of lip representation and
tongue movements. In the axial sections, there is
neither a typical shape or landmark of the gyrus,
nor does measuring from the motor hand area or
the ac (anterior commissure) help us to describe
the location precisely. This can be solved on sag-
ittal sections (see below).

Previously, the anatomy of the frontal lobe has
been described partially. As the course of the
medial frontal gyrus [2] can be followed nicely
on axial sections, the lateral inferior aspect of the
frontal lobe represents the inferior frontal gyrus.
Anterior to the preCG [3], the prefrontal motor
areas can be found. The inferior frontal gyrus
borders and overhangs the insula [19] anteriorly.
This part is the frontal operculum [9] harbouring
the motor speech area of Broca (see below sagit-
tal sections).The lateral ventricles with its ante-
rior and posterior horn can easily be depicted on
axial sections due to its typical form and typical
signal caused by corticospinal fluid (CSF, see
Figs. 2.1, 2.5 and 2.6). Their shape is formed
through the head of the caudate nucleus [10] lat-
eral to the anterior horn, the thalamus [11] lateral
at its waist (III. ventricle) and posteriorly by the
fibres of the anterior-posteriorly running optic
radiation [21] and left-right running fibres of the
splenium [20] (see Figs. 2.5 and 2.6). Lateral to
these structures, descending corticospinal fibres
pass the internal capsule [16] and follow a certain
somatotopic organization. The internal capsule is
framed medial by the head of the caudate nucleus
[10], the third ventricle and the thalamus [11] (at
the posterior aspect of the third ventricle) and lat-
eral by the globus pallidus [17]. From medial to
lateral towards the insula [19], the globus palli-
dus, putamen and claustrum within the lentiform
nucleus [17] can be differentiated. In the anterior

limb and the genu of the internal capsule, [16]
corticospinal fibres from the tongue, lip and face
descend, whereas in the posterior limb, fibres
from the upper extremity, body and finally lower
extremity are found.

2.1.1.2 Sagittal Sections

Previously sagittal sections have been described
at the interhemispheric surface (see Fig. 2.3). The
corpus callosum [20, 22, 23] represents the big-
gest connection between the two hemispheres.
The frontal aspect is the genu [22], the medial part
is the body [23] and the most rostral part is the
splenium [20]. The corpus callosum encases the
lateral ventricles. At the base, the anterior com-
missure (ac; [24]) can be identified as a roundish
structure. Sometimes, the posterior commissure
(pc) can also be defined, which represents a bun-
dle of white fibres crossing the midline, at the dor-
sal aspect of the upper end of the cerebral aqueduct.
Previously slice orientation of most fMRI studies
had been performed according to this ac-pc line in
order to have a reference system.

From the base to the apex, the corpus callo-
sum is abutted by the callosal sulcus and the cin-
gulate gyrus. The gyrus abutting the cingulate
sulcus [5] is the medial part of the SFG [1]. In the
region (at the medial cortical surface) framed by
vertical lines perpendicular to the ac (Vac) or pc
(Vpc; see Fig. 2.3), the supplementary motor area
(SMA) is harboured in the cingulate gyrus and
superior frontal gyrus. As described above, the
cingulate sulcus [5] ascends at the medial inter-
hemispheric surface (see Fig. 2.3) dorsal to the
paracentral lobule ([b]; pars marginalis) and thus
separates it from the precuneus [6]. This intersec-
tion can be nicely appreciated on axial sections as
the “bracket” sign (see Fig. 2.2; Naidich and
Brightbill 1996) that borders the postcentral
gyrus [4]. The postcentral gyrus is already a part
of the parietal lobe. The precuneus [6] is located
dorsal to the postcentral sulcus. There is another
important landmark that separates the parietal
lobe from the occipital lobe (cuneus [26]), the
parietooccipital sulcus [25]. It can be easy recog-
nized in sagittal views (see Fig. 2.3), as the dorsal
sulcus that follows an inferior-anterior to superi-
or-posterior course, posterior to the ascending
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part of the cingulate sulcus [5]. It is advisable to
follow one of these structures moving laterally
through the brain in sagittal sections. Once the
Sylvian fissure [35b] can be identified, anatomi-
cal landmarks are again easy to define.

In midsagittal sections (see Fig. 2.6), the
motor hand knob [a] can again be recognized as
a “hook” that rises out of the parenchyma and
points dorsally. Further, laterally the sensorimo-
tor cortex overhangs the insula [19]. The Sylvian
fissure [35b] that separates the frontal lobe and
the temporal lobe has an inferior-anterior to
superior-posterior course. At its anterior mar-
gin, it ascends into the anterior horizontal ramus
[35¢] and more dorsally into the anterior ascend-
ing ramus [35d] of the frontal operculum [9] that
also overhangs the anterior aspect of the insula
[19]. The anterior horizontal ramus [35c] sepa-
rates the pars orbitalis [40] from the pars triangu-
laris [39], whereas the anterior ascending ramus
[35d] separates the pars triangularis [39] from
the pars opercularis [9] of the frontal operculum
of the inferior frontal gyrus and thus forms an
“M” (Naidich et al. 1995). The pars opercularis
[9] of the frontal operculum of the inferior fron-
tal lobe harbours Broca’s area. At its posterior
margin, the pars opercularis is delimited by the
anterior subcentral sulcus. At the base of the sen-
sorimotor strip, the precentral [3] and postcen-
tral gyrus [4] fuse (Eberstaller 1890; Ono et al.
1990). This junction is delimited dorsally by the
posterior subcentral sulcus. Movement of the lips
or tongue induce an increase in BOLD signal at
this portion (Fesl et al. 2003, own observations).
The base of the sensorimotor area has, depend-
ing on anatomical variations, a “K” or an “N”
shape that is built by the anterior subcentral sul-
cus and inferior precentral sulcus, the precentral
gyrus, posterior subcentral sulcus, postcentral
gyrus and postcentral sulcus that again borders
the angular gyrus [38] (Eberstaller 1890; Ono
et al. 1990, own observations; see Fig. 2.6). The
posterior part of the Sylvian fissure separates —
following its superior-posterior course — and
ascends into the posterior ascending ramus [35a]
flanked by the anterior and posterior aspect of
the supramarginal gyrus [37] that has a horse-
shoe appearance.

2.1.2 Thelnsula

The insula [19] is covered by the superior tempo-
ral gyrus [34], the frontal operculum [9] and the
base of the sensorimotor strip. Its anatomy is best
depicted in sagittal sections (see Fig. 2.6).

2.1.2.1 Sagittal Sections

The insula [19] is separated by the CS [36] that
runs from superior-posterior towards the inferior-
anterior located apex of the insula into an anterior
lobule and a posterior lobule (see Fig. 2.6). The
anterior lobule consists of three gyri (anterior,
medial and posterior short insular gyri); the pos-
terior lobule consists of two gyri, the anterior
long insular gyrus and the posterior long insular
gyrus separated by the postcentral gyrus (Naidich
et al. 2004).

From a neurofunctional point of view, the insula
has various functional areas. The anterior lobule
was found to cause word-finding difficulties during
electrical stimulation in epilepsy surgery (Ojemann
and Whitaker 1978a, b) and to be responsible for
speech planning (Wise et al. 1999; Price 2000).
Speech apraxia is induced through lesions in the
left precentral gyrus of the insula (Dronkers 1996;
Nagao et al. 1999), whereas the right anterior lob-
ule becomes activated during vocal repetition of
nonlyrical tunes (Riecker et al. 2000). Stimulation
of the right insula increases sympathetic tone, and
stimulation of the left insula increases parasympa-
thetic tone (Oppenheimer 1993), possibly playing
a role in cardiac mortality in left insular stroke.
Finally visual-vestibular interactions have been
found (Brandt et al. 1998) to name a few systems.

2.1.2.2 Transverse Sections

The insular cortex [19] is delimited medially by the
globus pallidus, putamen and claustrum (lentiform
nucleus [17]) and separated by a small border of
white matter (extreme capsula [18]). The gyri can
be differentiated by counting each knob starting
ventrally at the anterior peri-insular sulcus that abuts
the pars opercularis [9] of the frontal operculum of
the inferior frontal gyrus (see Figs. 2.4 and 2.5).
Five knobs can be defined (anterior, medial and
posterior short insular gyri and anterior and poste-
rior long insular gyri).
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Fig.2.4 Sagittal FLAIR images. / superior frontal gyrus,
3 precentral gyrus, 4 postcentral gyrus, 5 “pars bracket”,
cingulate sulcus, 6 precuneus, parietal lobe, 7 intraparietal
sulcus, 9 pars opercularis, inferior frontal lobe, frontal
operculum, /9 insula (anterior and posterior short insular
gyri, anterior and posterior long insular gyri), 33 medial

frontal gyrus, 35a posterior ascending ramus of the
Sylvian fissure, 35b Sylvian fissure, 35¢ anterior horizon-
tal ramus of the Sylvian fissure, 35d anterior ascending
ramus of the Sylvian fissure, 36 central sulcus of the
insula, 37 supramarginal gyrus, 38 angular gyrus, a hand
knob

Fig.2.5 Axial T2-weighted TSE MR and sagittal FLAIR
images. 3 precentral gyrus, 4 postcentral gyrus, 7 intrapa-
rietal sulcus, 8 interhemispheric fissure, 9 pars opercu-
laris, inferior frontal lobe, frontal operculum, /0 Heschl’s
gyrus, /1 Heschl’s sulcus, /2 planum temporale, /3 supe-
rior temporal sulcus, /4 head of the caudate nucleus, /5
thalamus, /6 internal capsule, /7 globus pallidus, puta-
men, claustrum (lentiform nucleus), /8 extreme capsule,

2.1.3 Speech-Associated Frontal Areas

2.1.3.1 Transverse Sections

In axial sections, the insula [19] can be found eas-
ily (see Figs. 2.5 and 2.6). From medial (ventri-
cles) to lateral, the globus pallidus, putamen and

19 insula (anterior and posterior short insular gyri, ante-
rior and posterior long insular gyri), 34 superior temporal
gyrus, 35a posterior ascending ramus of the Sylvian
fissure, 37 supramarginal gyrus, 38 angular gyrus, 39 pars
triangularis, frontal operculum, inferior frontal gyrus, 40
pars orbitalis, frontal operculum, inferior frontal gyrus, 4/
medial temporal gyrus

claustrum, within the lentiform nucleus, [17] can
be differentiated followed by the extreme capsula
[18] and the cortex of the insula [19]. The Sylvian
fissure [35b] separates the insula [19] from the
temporal lobe. As stated above, the insula — taking
anatomic variations into account — has 4-5 knobs
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Fig.2.6 Axial T2-weighted TSE MR and sagittal FLAIR
images. / superior frontal gyrus, 3 precentral gyrus, 4
postcentral gyrus, 5 “pars bracket”, cingulate sulcus, 6
precuneus, parietal lobe, 7 intraparietal sulcus, 8 inter-
hemispheric fissure, 9 pars opercularis, inferior frontal
lobe, frontal operculum, /0 Heschl’s gyrus, /2 planum
temporale, /4 head of the caudate nucleus, /5 thalamus,

(anterior, medial and posterior short insular gyri
divided, by the CS, from the anterior and posterior
long insular gyri). The insula [19] is covered by
the superior temporal gyrus [34], the frontal oper-
culum [9] and the base of the sensorimotor strip.
After identifying the anterior short gyrus of the
anterior lobule of the insular cortex, on a trans-
verse view, the anterior border between the insula
and inferior frontal lobe is the anterior peri-insular
sulcus. It abuts the insula [19], on one hand, and
the pars opercularis [9] of the frontal operculum of
the inferior frontal gyrus, on the other. The pars
opercularis [9] has a triangular shape in axial sec-
tions and covers the anterior part of the insula [19].
It can be followed into the anterior cranial fossa
where it abuts the gyrus orbitalis that runs parallel
to the gyrus rectus. The convolution anterior to the
pars opercularis [9] on the lateral surface is the
pars triangularis [39], separated by the anterior
ascending ramus [35d] of the Sylvian fissure.

2.1.3.2 Sagittal Sections

Beginning at the lateral border of the brain (in
sagittal views, see Figs. 2.4 and 2.5) there is the
Sylvian fissure [35b] that runs anterior-inferior to
posterior-superior. Previously, the posterior mar-

16 internal capsule, /7 globus pallidus, putamen, claus-
trum (lentiform nucleus) /8 extreme capsule, /9 insula
(anterior and posterior short insular gyri, anterior and pos-
terior long insular gyri), 33 medial frontal gyrus, 34 supe-
rior temporal gyrus, 35a posterior ascending ramus of the
Sylvian fissure, 36 central sulcus of the insula

gins have been described (see above). The Sylvian
fissure separates the temporal lobe from the fron-
tal lobe. At its anterior margin, it ascends into the
anterior horizontal ramus [35¢] and more dor-
sally into the anterior ascending ramus [35d] of
the frontal operculum [9] that also overhangs the
anterior aspect of the insula [19]. The anterior
horizontal ramus [35c] separates the pars orbit-
alis [40] from the pars triangularis [39], whereas
the anterior ascending ramus [35d] separates the
pars triangularis [39] from the pars opercularis
[9] of the frontal operculum of the inferior frontal
gyrus that form an “M” (Naidich et al. 1995). The
pars opercularis of the frontal operculum of the
inferior frontal lobe harbours Broca’s area. At its
posterior margin, the pars opercularis is delim-
ited by the anterior subcentral sulcus.

2.1.4 Auditory Cortex and Speech-
Associated Temporoparietal
Areas

2.1.4.1 Transverse Sections
From medial to lateral (see Figs. 2.5 and 2.6)
towards the insula [19], the globus pallidus,
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putamen and claustrum within the lentiform
nucleus [17] can be differentiated. Between
the lentiform nucleus [17] and the cortex of the
insula [19] the extreme capsula [18] is depicted
as a small rim of white matter. The Sylvian
fissure [35b] separates the insula [19] from the
temporal lobe. This is an easy definable landmark
on axial views. The insula — taking anatomic
variations into account — has 4-5 knobs (anterior,
medial and posterior short insular gyri divided,
by the CS [36], from the anterior and posterior
long insular gyri). Posterior to the convolution
that represents the section of the posterior long
insular gyrus, a gyrus in the superior temporal
lobe can be identified with a dorsomedial to ante-
rior-lateral course, called the transverse temporal
gyrus or Heschl’s gyrus [10]. This is the primary
auditory cortex (Mukamel et al. 2005; Devlin
and Poldrack 2007). Number and size may vary
(Penhune et al. 1996; Rademacher et al. 2001);
however, this is another good landmark that
is easy to define. Heschl’s gyrus [10] might be
interrupted by the sulcus intermedius of Beck.
Two gyri on the right and only one on the left
hemisphere can be found frequently (Shapleske
et al. 1999). Heschl’s sulcus [11], which borders
Heschl’s gyrus [10] posteriorly, is the anterior
border of the planum temporale [12]. Although
direct cortical stimulation intraoperatively may
cause speech disturbances in this area (Sanai
et al. 2008; Shapleske et al. 1999), the planum
temporale [12] represents, more likely, the audi-
tory association cortex. The planum temporale
[12] extends on the superior surface of the tempo-
ral lobe and is delimited laterally by the superior
temporal sulcus [13], posteriorly by the poste-
rior ascending ramus and/or descending ramus
of the Sylvian fissure and medially in the depth
of the Sylvian fissure, which is less well defined
(Shapleske et al. 1999). These borders are easier
depicted in sagittal views; however, in transverse
sections, remaining in the same plane in which
Heschl’s gyrus [10] can be found, the superior
temporal sulcus [13] is the next biggest sulcus
posterior to Heschl’s sulcus [11]. Heschl’s gyrus
[10] bulges into the Sylvian fissure [35b]. The
Sylvian fissure can therefore also be followed in
ascending axial images. At the parietotemporal

junction, sulci such as the Sylvian fissure or the
superior temporal sulcus [13] ascend, whereas
the sulcus intermedius primus descends. This
hampers anatomical description in axial sections.
Ascending in axial slice order, the superior tem-
poral sulcus [13] diminishes. As Heschl’s gyrus
[10] bulges into the Sylvian fissure [35b], the
Sylvian fissure can be followed on its course as
posterior ascending ramus [35a] up to the level
of the cella media of the lateral ventricles (in
bicommissural orientation), as a big intersection
posterior to Heschl’s sulcus [11]. The posterior
ascending ramus [35a] of the Sylvian fissure is
imbedded in the supramarginal gyrus [37] which
again is separated from the angular gyrus [38]
by the sulcus intermedius primus. Descending
in axial slice order, pre- and postcentral gyri can
be identified as described above. The next sulcus
dorsal to the postcentral sulcus is the intraparietal
sulcus [7] which can be followed from the medial
apical surface, laterally and dorsally in the pari-
etal lobe [6]. Laterally, it ends above the sulcus
intermedius primus and abuts the angular gyrus
[38]. Size of the planum temporale [12] varies
depending on sex, handedness and hemispherical
dominance (Shapleske et al. 1999). Activation
in functional imaging studies was found in verb
generation tasks (Wise et al. 1991) and listening
to tones, words and tone sequences (Binder et al.
1996, 1997, 2000).

2.1.4.2 Sagittal Sections

According to its dorsomedial to anterior-lateral
course (see Fig. 2.6), the transverse temporal
gyrus or Heschl’s gyrus [10] abuts the base of the
inferior sensorimotor strip (most likely the post-
central gyrus) at the lateral aspect and the poste-
rior long gyrus of the insula [19] in more medially
located sections. It is erected into the Sylvian
fissure [35b]. Heschl’s sulcus [11], which borders
Heschl’s gyrus [10] posteriorly, is the anterior bor-
der of the planum temporale [12]. The planum
temporale [12] extends on the superior surface of
the temporal lobe and is delimited laterally by the
superior temporal sulcus [13], posteriorly by the
posterior ascending ramus and/or descending
ramus of the Sylvian fissure and medially in the
depth of the Sylvian fissure, which is less well
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defined (Shapleske et al. 1999). The Sylvian
fissure can be followed from the anterior ascend-
ing [35d] and horizontal rami [35c¢] in the frontal
operculum [9] of the inferior frontal gyrus, dor-
sally to the ascending [35a] and descending rami
at the temporoparietal junction. Medially it is
flanked by the insula [19], laterally by the superior
temporal gyrus [34] and inferior parts of the pre-
and postcentral gyri. Parallel to the Sylvian fissure
[35b], the superior temporal gyrus [34] also dem-
onstrates an anterior-posterior course. The poste-
rior ascending ramus [35a] of the Sylvian fissure
is imbedded in the supramarginal gyrus [37] which
has a horseshoe appearance. Posterior to the supra-
marginal gyrus [37], the superior-inferior running
sulcus intermedius primus separates it from the
angular gyrus [38]. The superior temporal sulcus
[13] ascends at its posterior end and diminishes.

2.1.4.3 Coronal Sections

In coronal views, the Sylvian fissure separating
the temporal lobe from the insula and the frontal
lobe can easily be seen. Originating from the
temporal lobe, Heschl’s gyrus points towards the
insula (not shown).

2.1.5 Visual Cortex

2.1.5.1 Sagittal Sections

At the medial surface of the occipital lobe, there is a
sulcus that zigzags anterior-posteriorly called the
calcarine sulcus [27], along which the visual cortex
is located. The calcarine sulcus [27] separates the
superior lip from the inferior lip of the visual cortex.
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Spatial Resolution of fMRI

Techniques

Seong-Gi Kim, Tao Jin, and Mitsuhiro Fukuda

3.1 Introduction

Following its introduction over two decades ago,
functional magnetic resonance imaging (fMRI)
based on the blood oxygenation level-dependent
(BOLD) contrast (Ogawa et al. 1990) has
become the tool of choice for visualizing neural
activity in the human brain. The conventional
BOLD approach has been extensively used for
pinpointing functional foci of vision, motor,
language, and memory in normal and clinical
patients. Intraoperative localization of functional
foci will greatly improve surgical planning for
epilepsy and tumor dissection, and potentially,
for deep brain stimulation. Therefore, it is criti-
cal to understand the spatial resolution of fMRI
relative to the actual neural active site (see
review articles, (Kim and Ogawa 2002; Kim and
Ugurbil 2003)).

In order to reliably determine the functional
foci, high signal-to-noise ratio (SNR), which
can be achieved using optimized imaging tech-
niques, is critical. However, high SNR of fMRI
techniques is not sufficient for high-resolution
functional mapping if the signals that are being
imaged do not have a high specificity to the local
neural activity. Therefore, it is important to
understand the signal source of BOLD fMRI
and its fundamental limit of spatial resolution.

S.-G. Kim (P<) * T. Jin * M. Fukuda

Department of Radiology, University of Pittsburgh,
3025 East Carson Street, Pittsburgh, PA 15203, USA
e-mail: kimsg @pitt.edu

Increased neural activity induces an increase in
tissue metabolic demands. Thus, imaging the
metabolic change (e.g., 2-fluorodeoxyglucose
positron emission tomography) will yield high
spatial specificity as metabolism will occur at
the tissue at the site of the neuronal activity and
not in the vasculature. Changes in neural activ-
ity and metabolism could directly or indirectly
modulate the hemodynamic responses, includ-
ing the cerebral blood flow (CBF), the cerebral
blood volume (CBV), and the venous oxygen-
ation levels. It has been well established that the
magnitude of CBF change is well correlated
with that of metabolic change. Thus, CBF map-
ping can pinpoint the most active spot of neural
activity even if the exact spatial extent of the
CBF response is controversial ((Malonek and
Grinvald 1996) vs. (Duong et al. 2001)). The
most commonly used BOLD technique is sensi-
tive to paramagnetic deoxyhemoglobin (dHb),
which is located at the capillaries and the venous
draining vascular system (Ogawa et al. 1993),
reducing spatial specificity of the gradient-echo
BOLD signal. Often in fMRI studies, higher
resolution BOLD images appear localized to
large venous vessels because of larger contribu-
tions of venous signals due to the reduced vol-
ume fraction of tissue.

To understand the spatial resolution of hemo-
dynamic responses, functional changes of differ-
ent vascular origins should be carefully
considered. In this chapter, we will discuss the
intrinsic limitations and the improvements of
spatial resolution.

S. Ulmer, O. Jansen (eds.), fMRI — Basics and Clinical Applications, 17
DOI 10.1007/978-3-642-34342-1_3, © Springer-Verlag Berlin Heidelberg 2013
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Vascular Structure and
Hemodynamic Response

3.2

As all fMRI signals originate from changes in
hemodynamics, it is important to examine vascu-
lar structure. Detailed human brain vasculature
was studied anatomically by Duvernoy et al.
(1981). In short, vessels can be classified into pial
and parenchymal vessels. Superficial pial arterial
and venous vessels are numerous; arterial vessels
with ~40-280-mm diameter have lesser branches
than venous vessels with a ~130-380-mm diam-
eter. These vessels can run a few centimeters and
even longer. At the surface of the cortex, pial ves-
sels connect to penetrating arteries and emerging
veins at a right angle.

Parenchymal vessels can be divided into arter-
ies, veins, and capillary network. Capillaries with
~5-pum average diameter and ~100-um length are
most abundant at the middle of the cortex (Pawlik
et al. 1981). Intracortical arteries and veins can
be further classified into their cortical depths
(Duvernoy et al. 1981); group 1 and 2 vessels
(with 10-20 wm diameter for arterial vessels and
20-30 pm for venous vessels) reach the upper
cortical layers (layers 2-3), group 3 (with
15-30 pm for arterial vessels and 45 pum for
venous vessels) the middle of the cortex (layers
3-5), group 4 (with 30-40 pm for arterial vessels
and 65 um for venous vessels) the lower cortical
region (layer 6), and group 5 (with 30-75 pum for
arterial vessels and 80-125 pum for venous ves-
sels) the white matter. The number of intracorti-
cal arteries is ~4 times the number of intracortical
veins (Duvernoy et al. 1981).

The intrinsic limit of spatial specificity of
hemodynamic-based fMRI can be dependent on
how finely CBF and CBV are regulated. Blood in
each intracortical artery will supply a certain tis-
sue volume, which is referred to as “the volume
of arterial unit”; the volume of arterial unit is a
volume with 0.33-0.5 mm diameter around a
vessel for groups 2-3 and for 0.5-2 mm for group
5 (Duvernoy et al. 1981). If an individual intrac-
ortical artery can be independently regulated,
spatial resolution can be 0.33-0.5 mm if arterial
vessels or capillary changes are detected. Our
fMRI studies suggest that intrinsic CBF and CBV

changes are reasonably specific to submillimeter
functional domains (Duong et al. 2001; Zhao
et al. 2005), which are in the order of 0.5-0.7-mm
diameter in cats. If the regulation point exists at
precapillary arterioles or capillaries, then spatial
resolution is even better. Recent papers indicate
that precapillary arterioles indeed dilate during
stimulation via astrocyte-capillary signaling
(Zonta et al. 2003; Mulligan and MacVicar 2004;
Metea and Newman 2006; Schummers et al.
2008; Petzold and Murthy 2011). In fact, the cap-
illary network responds precisely in regions of
neural activity in rat olfactory bulb, suggesting
that spatial resolution of ~100 um is achievable
(Chaigneau et al. 2003).

When an imaging technique is sensitive to
changes inintracortical veins, its spatial resolution
is determined by the volume of tissue draining to
each vein, which is considered to be “the volume
of venous unit.” The volume of venous units is a
volume with 0.75—-1 mm diameter around a ves-
sel for groups 3—4 vessels and 1-4 mm diameter
for group 5 (Duvernoy et al. 1981). Thus, spatial
resolution cannot be better than 0.75 mm even if
one single intracortical artery regulates precisely
and downstream vessels respond. Intracortical
venous vascular structures can be visualized
with MRI. Figure 3.1 shows venographic images
of cat brain, which were obtained using the
BOLD contrast at 9.4 T. Venous vessels appear
as dark lines or dots because venous blood has
short T, relative to tissue and arterial blood.
Furthermore, blood susceptibility effect extends
to tissue, enlarging apparent venous vessel size.
Clearly, groups 3-5 intracortical veins can be
easily visualized, and group 3 is most numerous.
Typical distance between intercortical veins is
~0.5—-1 mm (Fig. 3.1).

3.3  Spatial Resolution of BOLD

fMRI

Since blood travels from capillaries to intracorti-
cal veins, and finally pial veins, a change in dHb
concentration in blood can also occur far away
from the actual gray matter region with increased
neural activity, reducing effective spatial
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Coronal

Fig.3.1 Visualization of venous vessels in a cat brain. A
3-D T,"-weighted MR image was obtained at 9.4 T with
78 um isotropic resolution and field of view of
2x2x4 cm®. A gradient-echo time of 20 ms was used to
maximize the contrast between venous vessels and tissue.
Data acquisition and processing methods were reported
elsewhere (Park et al. 2008). 1.25-mm-thick slabs were
selected, and minimum intensity projection was per-
formed to enhance the contrast of venous vessels. As a

resolution. However, there is considerably more
dilution of dHb change at farther downstream
from the neuronally active region due to larger
blood contribution from inactive regions. This
dilution issue is also closely related to strength
and spatial extent of neural activity. When the
area of activation is small, this deoxygenated
blood is diluted with blood from inactivated
regions, effectively reducing the oxygenation
level change. Thus BOLD fMRI is capable of
differentiating small functional modules such
as single whisker barrels (Yang et al. 1996).
However, when the area of activation is large,
blood drained from active regions can travel far
away without much dilution.

Conventional BOLD response is related to a
change in dHb contents within a voxel, thus
directly correlated with (baseline dHb content)
time (oxygenation change). Since a pixel with
draining veins has high baseline dHb content,
the BOLD response is particularly sensitive to
large draining veins. Thus, spatial resolution of

surface coil was used, the ventral section in the coronal
slice (top left) had poor signal-to-noise ratio (SNR), and
thus, vessels could not be detected in that region. White
matter areas (contours in right) can be distinguished from
gray matter. Dotted yellow box in the coronal image was
expanded 4 times into right. Yellow arrows cerebrospinal
fluid (CSF) areas; red arrows venous vessels draining
from white matter, which are “group 5.” Scale bar, 5 mm
for left and 1.25 mm for right

conventional BOLD signal can be much worse
than that determined by the volume of venous
unit. It is a reasonable assumption that conven-
tional BOLD-based high-resolution fMRI may
mostly detect the functionally less-specific large-
vessel signals. To precisely localize functional
foci, it is desirable to remove or minimize large-
vessel contributions.

In order to understand which size of venous
vessels can be detected by BOLD fMRI, we
review the source of BOLD fMRI signals.
Detailed biophysical models and explanations
can be found in others (Ogawa et al. 1993;
Weisskoff et al. 1994; Kim and Ugurbil 2003).
The BOLD contrast induced by dHb arises from
both intravascular (IV) and extravascular (EV)
components. Since exchange of water between
these two compartments (typical lifetime of the
water in capillaries >500 ms) is relatively slow
when compared with the imaging time (echo time
<100 ms), MRI signals from these can be treated
as separate pools.
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The IV component is considered to be uniform
within vessels because water rapidly exchanges
between red blood cells (RBC) with paramag-
netic dHb and plasma (average water residence
time in RBCs=~5 ms) and travels through space
by exchange and diffusion. Thus, “dynamic”
time averaging occurs over the many different
fields induced by dHb. All water molecules inside
the vessel will experience similar dynamic aver-
aging, resulting in reduction of blood water T, in
the venous pool. At high magnetic fields, venous
blood T, can be shorter than tissue T, because R,
(=1/T,) of venous blood is quadratically depen-
dent on magnetic field (Thulborn et al. 1982).
Thus, at a higher magnetic field, IV contribution
can be reduced by setting echo time much longer
than blood T, (or TZ*) (Lee et al. 1999; Jin et al.
2006). Alternatively, the IV signal can be reduced
by applying bipolar gradients (as employed in
diffusion-weighted images), which, with a “b”
value of >30 s/mm?, are expected to leave only
the microvascular/extravascular contribution (Le
Bihan et al. 1986).

The EV BOLD phenomenon has two bio-
physical sources (Ogawa et al. 1993; Weisskoff
et al. 1994): one is due to intra-voxel dephasing
of the magnetization in the presence of suscepti-
bility-induced gradients, and the other is due to
diffusion across the steep, susceptibility-induced
gradients around small vessels (capillaries and
venules). The first component induces high per-
centage signal changes around large venous
vessels, regardless of magnetic field strength.
Since field gradient decreases by (r/a)*> where r
is the distance from vessel to the region of inter-
est and a is the vessel radius, the dephasing
effect around a larger vessel is more spatially
widespread. However, the dephasing effect of
the static field can be refocused by the 180°
radiofrequency (RF) pulse. Therefore, the EV
contribution of large vessels can be reduced by
using the spin-echo technique (which is similar
to T,-weighting in diagnostic imaging). The sec-
ond component induces small signal changes in
areas around capillaries and small venules. The
reason is that tissue water around capillaries and
small venules will be “dynamically” averaged
over the many different fields during TE, similar

to the IV component. This effect is larger at a
higher magnetic field due to an increased sus-
ceptibility gradient within the water diffusion
distance during TE. The dynamic diffusion-
induced signals can be detected by either GE or
SE approach. It is conceivable that the T,-based
BOLD technique is better localized to neuronal
active region than T,’-based BOLD if the IV
component of large vessels is removed (Zhao
et al. 2004, 2006). However, the sensitivity of
spin-echo techniques is less than gradient-echo
BOLD signal.

To examine the spatial resolution of GE and
SE BOLD fMRI, we used cortical layers as a
model because layer 4 has the highest metabolic
and CBF responses during neural activity as well
as the highest synapse density and cytochrome
oxidase activity (Woolsey et al. 1996). If the
fMRI technique is highly specific to metabolic
response and/or neural activity, the middle of the
cortex should have the highest signal change.
Figure 3.2 shows GE and SE BOLD fMRI maps
of one isoflurane-anesthetized cat obtained dur-
ing visual stimulation at 9.4 T (Zhao et al. 2006).
To view the cortical cross section within a plane
resolution of 156x 156 um?, a 2-mm-thick imag-
ing slice was selected perpendicular to the corti-
cal surface. In both GE and SE BOLD maps,
signal intensities increased during visual stimula-
tion, indicating an increase in venous oxygen-
ation. In conventional GE BOLD fMRI (Fig. 3.2),
the highest percentage signal changes (yellow
pixels) were seen in the CSF space (within the
green contours), where pial veins are located.
This large-vessel contribution to BOLD signals is
reduced using the SE technique (Fig. 3.2) because
the dephasing around large vessels refocuses.
This result is consistent with high-field SE BOLD
observations (Lee et al. 1999; Yacoub et al. 2003;
Zhao et al. 2004).

SE BOLD fMRI is an excellent alternative
approach if high spatial resolution is required and
high magnetic field (such as 7 T) is available
(Moonetal.2007; Yacoub et al. 2008). Otherwise,
conventional GE BOLD fMRI should be used
with post-processing approaches to remove or
minimize large-vessel contributions. Location of
large pial venous vessels can be determined from



3 Spatial Resolution of fMRI Techniques

21

Fig. 3.2 High-resolution GE (left) and SE BOLD (right)
fMRI maps of cat brain during visual stimulation overlaid
on anatomical EPI images (Zhao et al. 2006). Coronal
2-mm-thick images with 156x 156 pum? in-plane resolu-
tion were acquired using the four shot EPI technique at
9.4 T with gradient-echo time of 20 ms and spin-echo

venographic images obtained with high-resolu-
tion T,"-weighted MR techniques (see Fig. 3.1)
or from anatomical structures such as sulci and
CSF. Large venous vessel areas tend to induce
large BOLD percent change (see also Fig. 3.2)
(Kim et al. 1994), delayed response (Lee et al.
1995), significant phase change (Menon 2002),
and large baseline fluctuations (Kim et al. 1994).
Although these criteria are subjective, they are
effective in detecting and reducing large-vessel
contamination.

Perfusion-Based fMRI
Approaches

34

Alternative to the BOLD approach, CBF-
weighted techniques which are sensitive mainly
to parenchyma should be considered for mapping
functional foci. CBF-weighted functional images
can be obtained using MR by employing arterial
blood water as an endogenous flow tracer. Arterial
spin labeling (ASL) can be achieved by RF
pulse(s). Then, labeled spins move into capillar-
ies in the imaging slice and exchange with tissue
water spins. To obtain only perfusion-related
images, two images are acquired, one with ASL
and the other without labeling. The difference
between the two images is directly related to
CBF, and relative CBF changes due to physiolog-
ical perturbations can be measured. Most of the
labeled water molecules extract into tissue and

time of 40 ms. To determine statistically significant pixels,
Student’s ¢ test was performed on a pixel-by-pixel basis
with a t-value threshold of 2.0. Then, percentage signal
changes were calculated for statistically active pixels.
Green contours CSF area, black contours white matter,
scale bar 2 mm, color scale bar 0.3-3 %

the remaining labeled water lose most of their
labeling by the time they reach the draining veins
due to its relatively short half-life (i.e., T, of
blood). Thus, CBF-weighted MRI signals pre-
dominantly originate from tissue/capillary as
well as arterial vessels (Ye et al. 1997; Lee et al.
2002; Kim and Kim 2005). Sensitivity of perfu-
sion-weighted signals increases with magnetic
field strength due to an increase in arterial blood
T,. ASL techniques include continuous ASL
(Detre et al. 1992), flow-sensitive alternating
inversion recovery (FAIR) (Kim 1995; Kwong
et al. 1995), and various other techniques
(Edelman et al. 1994; Wong et al. 1998).
Perfusion-based MR techniques have been
used for fMRI studies. The spatial specificity of
CBF-based fMRI is superior compared to GE
BOLD techniques (Duong et al. 2001). Figure 3.3
shows BOLD and CBF functional maps during
finger movements obtained at 4 T (Kim et al.
1997). The FAIR technique was used with inver-
sion time of 1.4 s; the BOLD map was obtained
from non-slice-selective inversion recovery
images, while the CBF map was from subtraction
of non-slice-selective from slice-selective inver-
sion recovery images. Generally, activation areas
are consistent between the maps measured by
both techniques. However, pixel-wise compari-
son shows discrepancy between the two maps.
Large signal changes in BOLD are located at
draining veins indicated by arrows in the middle
slice, while no signal change was observed in
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CBF fMRI

BOLD fMRI

Fig. 3.3 BOLD and CBF functional maps of left-hand
finger opposition, overlaid on T-weighted EPI (Kim et al.
1997). The flow-sensitive alternating inversion recovery
(FAIR) technique was used to acquire BOLD (bottom)
and CBF (fop) contrast simultaneously at 4.0 T. BOLD
maps were obtained from non-slice-selective inversion
recovery (IR) images, while CBF maps were calculated
from differences between slice-selective and non-slice-
selective IR images. A cross-correlation value of 0.3 was

CBF. Tissue areas with high percent CBF changes
have low BOLD signal changes. This indicates
that the CBF approach is more specific to tissue
than GE BOLD fMRI. To further confirm human
fMRI results, BOLD and CBF fMRI were also
compared in the cat’s layer model. Figure 3.4
shows GE BOLD and CBF fMRI maps obtained
during visual stimulation at 9.4 T (Jin and Kim
2008). CBF data were obtained using the FAIR
technique with inversion time of 1.25 s, while
gradient BOLD data were obtained with TE of
20 ms. The highest GE BOLD signal changes
occur at the surface of the cortex, while the high-
est CBF changes occur at the middle of the cor-
tex. This again demonstrates that perfusion-based
fMRI technique is superior to GE BOLD for pin-
pointing functional foci precisely.

Proper CBF contrast is achieved only when
enough time is allowed for the labeled arterial

used for threshold. For BOLD images, each color incre-
ment represents a 1 % increment starting from the bottom
1 %, while for CBF images, each color increment repre-
sents a 10 % increment starting from the bottom 10 %.
The oblique arrow at the middle slice, indicating the right
(contralateral) central sulcus, shows no activation in the
CBF map, but large signal increase in the BOLD map,
suggesting BOLD is sensitive to large draining veins

water to travel into the region of interest and
exchange with tissue water. This makes it difficult
to detect changes in CBF with a temporal resolu-
tion greater than 7, of arterial blood water.
Acquisition of a pair of images can further reduce
temporal resolution and consequently SNR.
Thus, it is difficult to obtain whole brain fMRI
rapidly. However, baseline CBF value can be
obtained, in addition to quantitative functional
response. An additional advantage is less sensi-
tivity to baseline signal drifts because slow non-
activation-related signal changes can be removed
by the pairwise subtraction (Kim 1995), and it is
more stable to low-frequency stimulation com-
pared to BOLD. Therefore, perfusion-based
fMRI techniques are preferable for repetitive
measurements over a long time period such as
weeks and months, allowing investigations of
functional reorganization and development. In
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GE BOLD

0%

Fig. 3.4 BOLD and CBF fMRI maps of cat brain during
visual stimulation overlaid on anatomical EPI images (Jin
and Kim 2008). Coronal 2-mm-thick images with
312%312 pm? in-plane resolution were acquired at 9.4 T;
BOLD fMRI (leff) was obtained with TE of 20 ms, while
CBF (right) was detected with the FAIR technique with
inversion time of 1.25 s. Maps were obtained by thresh-

clinical applications of fMRI where precise map-
ping is required around abnormal regions, the
CBF-based fMRI technique is most appropriate
because parenchymal signals are dominant.
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The Electrophysiological
Background of the fMRI Signal

Christoph Kayser and Nikos K. Logothetis

4.1 Introduction

The ability to non-invasively study the architec-
ture and function of the human brain constitutes
one of the most exciting cornerstones for modern
medicine, psychology and neuroscience. Current
in vivo imaging techniques not only provide clin-
ically essential information and allow new forms
of treatment but also reveal insights into the
mechanisms behind brain function and malfunc-
tion. This supremacy of modern imaging rests on
its ability to study the structural properties of the
nervous system simultaneously with the func-
tional changes related to neuronal activity. As a
result, imaging allows us to combine information
about the spatial organization and connectivity of
the nervous system with information about the
underlying neuronal processes and provides the
only means to link perception and cognition with
the neural substrates in the human brain.
Functional imaging techniques build on the inter-
connections of cerebral blood flow (CBF), the
brain’s energy demand and the neuronal activity
(for reviews on this topic, see Heeger and Ress
2002; Logothetis 2002; Logothetis and Wandell
2004; Lauritzen 2005). Indeed, elaborate mecha-
nisms exist to couple changes in CBF and blood
oxygenation to the maintenance and restoration
of ionic gradients and the synthesis, transport and
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reuptake of neurotransmitters. More than
125 years ago, Angelo Mosso had already real-
ized that there must be a relation between energy
demand and CBF when he observed increasing
brain pulsations in a patient with a permanent
skull defect performing a mental task (Mosso
1881). Similar observations on the coupling of
blood flow to neuronal activity (from experiments
on animals) led Roy and Sherrington to make the
insightful statement that “... the chemical prod-
ucts of cerebral metabolism contained in the
lymph that bathes the walls of the arterioles of
the brain can cause variations of the caliber of the
cerebral vessels: that is, in this reaction, the brain
possesses an intrinsic mechanism by which its
vascular supply can be varied locally in corre-
spondence with local variations of functional
activity” (Roy and Sherrington 1890).
Nowadays, there is little doubt about the use-
fulness of imaging to basic research and clinical
diagnosis. In fact, with the wide availability of
magnetic resonance imaging (MRI), functional
imaging has become a self-sustaining branch
of neuroscience research. Yet, and despite all
this progress, it is still not clear how faithfully
functional imaging replicates the patterns of neu-
ronal activity underlying the changes in brain
perfusion. Debating over the spatial and tempo-
ral precision of the imaging signal, researchers
have compared it to more direct measurements
of electrical neuronal activity from electrophysi-
ological approaches. This holds especially true
for the blood-oxygenation level-dependent signal
(BOLD-fMRI), which s probably the most widely
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used functional imaging technique (Ogawa et al.
1998). As direct measurements of neuronal activ-
ity can be obtained from mesoscopic recordings
of electrical potentials on the scalp (EEG) as well
as from spatially localized recordings using fine
microelectrodes, they offer a wide variety of sig-
nals that characterize neuronal processes. Hence,
before reviewing the neurophysiological basis of
the functional imaging signal, it is worth consid-
ering the properties of the signals recorded using
electrophysiological methods.

4.2 The Compound Neural Signal

Electrophysiological studies at the systems level
typically record extracellular signals, defined by
the superposition of local currents. In contrast to
the intracellular recordings that directly assess
the membrane potential of individual neurons,
extracellular signals can arise from a number of
sources and are more difficult to interpret.
Neurons are embedded in the extracellular
medium, which acts as a volume conductor,
allowing the passive spread of electrical signals
across considerable spatial distances. For an
extracellular recording point, the inflow of posi-
tively charged ions into the active sites of a neu-
ron appears as a current sink (inward currents),
while inactive membrane sites act as a source
(outward currents) for the active regions. Given
the resistive nature of the extracellular medium,
these currents generate so-called extracellular
field potentials (EFP) (Freeman 1975). The sig-
nal measured by an electrode placed at a neural
site represents the mean EFP from the spatially
weighted sum of sinks and sources along multiple
cells at this particular site. In addition, by the
superposition principle, the EFPs from multiple
cells add up linearly throughout the volume con-
ductor. Thus, for cells, or cell compartments,
with diametrically opposite orientations, currents
of equal magnitude but opposite polarity will
generate potentials that tend to cancel each other,
while for well-aligned and elongated processes
of neural elements, the currents add, resulting in
a strongly oriented electric field. Despite these

difficulties in interpreting the measured signals,
EFP remains the most important tool for the sys-
tems neurophysiologist, as they convey a great
deal of information about the underlying brain
function.

If a small-tipped microelectrode is placed
sufficiently close to the soma or axon of a neuron,
then the measured EFP directly reports the spike
(action potentials) of that neuron, and possibly
also of its immediate neighbours. The firing rates
of such well-isolated neurons have been the criti-
cal measure for comparing neural activity with
sensory processing or behaviour ever since the
early development of microelectrodes (Adrian
and Zotterman 1929). Indeed, measuring firing
rates has been the mainstay of systems neurosci-
ence for decades. Although a great deal has been
learned from this measure of neuronal activity,
the single-unit technique has the drawback of not
providing information about subthreshold inte-
grative processes or associational operations tak-
ing place at a given site. In addition, this recording
technique suffers from a bias toward certain cell
types and sizes (Towe and Harding 1970; Stone
1973). For large neurons, the active and passive
regions are further apart, resulting in a substan-
tially greater flow of membrane current and a
larger extracellular spike than for a small cell. As
a result, spikes generated by large neurons will
remain above noise level over a greater distance
from the cell than spikes from small neurons. It
follows that typically measured spiking activity
mostly represents the small population of large
cells, which are the pyramidal cells in the neocor-
tex . This bias is particularly pronounced in
experiments with alert-behaving animals or
humans, in which even slight movements of the
subjects make it extremely difficult to record
from smaller neurons for a sufficiently long time
(Fried et al. 1997; Kreiman et al. 2000). As a
result, most of the experiments using single-unit
extracellular recordings report on the activity of
large principal cells, which represent the output
of the cortical area under study.

If the impedance of the microelectrode is
sufficiently low, or when no clear signal from
individual neurons can be isolated, then the
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electrode can be used to monitor the totality of
the action potentials in that region. Often, the
multiunit activity (MUA) is characterized as
compound electrical signal in a frequency range
above 300-500 Hz. This signal has been shown to
be site specific (Buchwald and Grover 1970) and
to vary systematically with stimulus properties
in the same way as the activity of single neurons
(e.g. Kayser et al. (2007a)). There is good evi-
dence that MUA activity reflects variations in the
magnitude of extracellular spike potentials, with
large-amplitude signal variations in the MUA
reflecting large-amplitude extracellular poten-
tials. Overall, the MUA seems to incorporate sig-
nals from a sphere with a radius of 150-300 mm,
depending on the detailed electrode properties
(Buchwald and Grover 1970; Legatt et al. 1980;
Gray et al. 1989). Typically, such a region will
contain thousands of neurons, suggesting that the
MUA is especially sensitive to the synchronous
firings of many cells, which is further enhanced by
the principle of superposition mentioned above.
While the fast, high-frequency components of
the aggregate field potentials mostly reflect the
spiking activity of neighbouring neurons, the
slower components of the EFP seem to reflect a
different kind of activity. The so-called local field
potential (LFP) is defined as the low-frequency
component of the EFP and represents mostly
slow events reflecting cooperative activity in neu-
ral populations. In contrast to the MUA, the mag-
nitude of the LFP does not correlate with cell size
but instead reflects the extent and geometry of
local dendrites (Fromm and Bond 1964, 1967,
Buchwald et al. 1966). A prominent geometric
arrangement is formed by the pyramidal neurons
with their apical dendrites running parallel to
each other and perpendicular to the pial surface.
They form a so-called open field arrangement, in
which dendrites face in one direction and somata
in another, producing strong dendrite-to-soma
dipoles when they are activated by synchronous
synaptic input. The spatial summation of the LFP
has been suggested to reflect a weighted average
of synchronized den-drosomatic components of
the synaptic signals of a neural population within
0.5-3 mm of the electrode tip (Mitzdorf 1985,

Spatial coherence of field potentials

0.8
2-8 Hz
8-15 Hz
[}
6
e 0 20-60 Hz
(]
Q
S
S04
02
0
0 5 10

Spatial separation [mm)]

Fig. 4.1 Spatial coherence of the local field potential in
primary visual cortex. Each graph displays the average
coherence of the field potentials recorded from two elec-
trodes as a function of the electrodes’ spatial separation.
Each line indicates a different frequency band

1987; Juergens et al. 1999). The upper limits of
the spatial extent of LFP summation were
indirectly calculated by computing the phase
coherence as a function of interelectrode distance
in experiments with simultaneous multiple-elec-
trode recordings (e.g. see Fig. 4.1). Combined
intracellular and field potential recordings also
suggest a synaptic/dendritic origin of the LFPs,
representing locally averaged excitatory and
inhibitory postsynaptic potentials, which are con-
siderably slower than the spiking activity
(Steriade and Amzica 1994, Steriade et al. 1998).
In addition, the LFP can also include other types
of slow activity unrelated to synaptic events,
including voltage-dependent membrane oscilla-
tions (Juergens et al. 1999) and spike after poten-
tials (Buzsaki et al. 1988).

In summary, three different signals can com-
monly be extracted from extracellular microelec-
trode recordings, each partially covering a
different frequency regime of the acquired signal.
Representing fast events, the MUA reflects the
averaged spiking activity of populations of neu-
rons, with a bias for the larger, principal (projec-
tion) neurons. Covering the same frequency
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range, the single-unit activity reports mainly on
the activity of the principal neurons that form the
major output of a cortical area. In contrast, and
representing slower events, the LFP reflects slow
waveforms such as synaptic potentials, afterpo-
tentials and voltage-gated membrane oscillations
that mostly reflect the input of a given cortical
area as well as its local intracortical processing.

4.3 The Passive Electric Properties

of the Brain

To better understand how the signal picked up by
a microelectrode emerges from the underlying
neuronal processes, especially with regard to the
distinction of the different frequency regimes, it
is important to know the basic electrical proper-
ties of brain tissue. The extracellular microenvi-
ronment consists of narrow gaps between cellular
processes, probably not more than 200-A wide
on average. These spaces form a complex three-
dimensional mosaic filled with extracellular fluid.
Theoretical considerations suggest that currents
and ions spread within this fluid but not through
the cells (Robinson 1968). As a result, the resis-
tance to electrical currents of this space depends
on the detailed spatial layout of neuronal tissue,
possibly resulting in an un-isotropic current flow
that does not necessarily behave like that in a
simple saline bath (Ranck 1963a, b; Mitzdorf
1985). Especially, from these considerations, it is
unclear whether cortical tissue behaves like an
ohmic resistor or whether signals of different fre-
quencies experience frequency-dependent atten-
uation, that is, whether the tissue behaves like a
capacitive filter.

A frequency-dependent behaviour was sug-
gested by the fact that the activity of the slow
wave measured by the EEG is largely indepen-
dent of spiking responses, suggesting strong
frequency-filtering properties of the tissue over-
lying the sources of the activity (Ajmone-Marsan
1965; Bedard et al. 2004, 2006). In addition, in
extracellular unit recordings, the shape and
amplitude of recorded spikes depend on the spa-
tial position of the electrode relative to the neuron
(Gold et al. 2006), while slow potentials show

much less sensitivity to position and correlate
over large spatial distances. Since the lower fre-
quencies of the field potentials typically correlate
over larger spatial distances than the higher fre-
quencies of the same signal (Fig. 4.1), this can be
interpreted as strong evidence for the cortical tis-
sue to behave as a capacitive filter (Destexhe
et al. 1999). Such a frequency-dependent imped-
ance spectrum could selectively attenuate electric
signals of some frequencies more than those of
others, for example, high-frequency spiking
events more than low-frequency potentials.

To clarify whether the brain’s tissue behaves
like an ohmic or a capacitive medium, we recently
quantified the passive electrical spread of differ-
ent signals in the brain in vivo. These measure-
ments were conducted in the primary visual
cortex, a typical model system for sensory pro-
cessing, and on the scale of hundreds of microme-
tres to several millimetres, that is, the scale
relevant to the typical functional imaging tech-
niques such as fMRI-BOLD (Logothetis et al.
2007). At this scale, theoretical considerations
suggest that the extracellular medium can be con-
sidered as largely homogenous and mostly iso-
tropic (within the grey matter). Our results
confirmed this and, more importantly, demon-
strated that the cortical tissue does not behave
like a capacitive filter but acts like an ohmic resis-
tor, attenuating signals of different frequencies in
the same manner.

In detail, we measured the voltage drop
across two neighbouring electrodes induced
by an injected current of predefined frequency
(Fig. 4.2). Our measurements employed a four-
point electrode system, allowing highly accurate
and unperturbed measurements of resistance of
cortical tissue in vivo. Over a wide range of cur-
rent frequencies and for all tested spatial arrange-
ments of the electrodes, the brain’s grey matter
tissue behaved like an isotropic and ohmic resis-
tor. The white matter, in contrast, showed direc-
tional anisotropies, with lower resistance in one
and higher resistance in the orthogonal direction.
Yet, as for the grey matter, the white matter also
behaved like an ohmic resistor. Altogether, our
measurements clearly rejected the notion that the
cortical tissue behaves like a frequency-dependent
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Fig. 4.2 Impedance spectrum of cortical tissue. The left
panel displays the schematic representation of the imped-
ance measurement. A current of a predefined frequency
was injected (via electrodes I+ and I-), and the voltage
difference was measured across electrodes U+ and U-.
From this voltage difference, one can infer the cortical
resistance (Z)) as a function of current frequency, that is,
the frequency-dependent impedance spectrum. The field

filter, at least on the spatial scale relevant to the
typical functional imaging applications.

As a consequence of this finding, one has to
conclude that some of the properties of the field
potentials noted above, such as the different
degree of spatial correlations in different fre-
quency bands, are not the result of passive elec-
trical spread in the tissue. In contrast, our findings
suggest that the long-range correlations of the
low-frequency signals, such as the theta or beta
rhythms, result from properties of the generators
of these signals, that is, from the spatial pattern-
ing of the connections mediating these oscilla-
tions, and hence might be a property that is also
reflected in the functional imaging signal.

4.4 The Neural Correlate of the

BOLD Signal

Given the distinction of the different signals that
can be obtained from extracellular recordings,
one can ask which signal best explains the activ-
ity patterns seen in functional imaging experi-
ments? Or stated otherwise, which signal
correlates best with the functional imaging
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lines indicate the current flow in a homogenous tissue.
The right panel displays the measured impedance values
for different current strengths in cortex (solid lines) and
for electronic capacitances. Clearly, the impedance spec-
trum of the cortex is nearly flat compared to that of the
capacitance, suggesting that the cortex does not behave
like a frequency-dependent filter but rather like an ohmic
resistor. For details, see Logothetis et al. (2007)

signal? A growing body of work addresses this
important question with two complementary
approaches. An indirect approach asks whether
both methodologies yield similar answers to a
typical neuroscientific question, such as whether
a certain region in the brain responds to a given
stimulus. A direct approach, on the other hand,
measures both signals at the same time to directly
correlate the functional imaging activation with
the different signals of neuronal activity.

A typical example for an indirect comparison
was provided by Rees et al. who compared human
fMRI measurements with electrophysiological
data from single-unit recordings in monkeys
(Rees et al. 2000). Both data sets were obtained
from the motion-specific areas of the respective
species and reflected how much the respective
signal changed as a function of the stimulus’
motion coherence. Comparing the slope of both
signals, the authors concluded that the BOLD
signal was directly proportional to the average
firing rate, with a constant of proportionality of
approximately nine spikes per second per per-
centage BOLD increase. Using the same strategy,
but focusing on the signal increase in primary
visual cortex as a function of stimulus contrast,
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Heeger et al. confirmed such a linear relation of
spiking activity and the BOLD signal, albeit with
a smaller proportionality constant of 0.4 spikes
per percentage BOLD increase (Heeger et al.
2000). While these results suggest a good corre-
lation of the BOLD signal and firing rates in the
same cortical region, they already indicate that
the details of this relation, here the constant or
proportionality, depend on detailed characteris-
tics of each area.

While the above studies focused only on firing
rates, another study on primary visual cortex
extended this approach to a wider range of stim-
uli and physiological signals (Kayser et al. 2004).
Studying the cat visual system, the BOLD signal
was obtained from one group of animals, while
MUA and field potential responses were recorded
in a second group of animals. As a metric of com-
parison, the authors asked which of the different
electrophysiological signals would yield similar
relative responses to different stimuli as found in
the BOLD signal. Stated otherwise, if stimulus A
elicits a stronger BOLD response than stimulus
B, which of the electrophysiological signal obeys
the same relation across a large fraction of record-
ing sites sampled in the same region of interest
from which the BOLD signal is sampled
(Fig. 4.3)? Overall, the MUA provided a worse
match to the BOLD signal than did the LFP,
although the latter showed strong frequency
dependence. The best match between LFP and
BOLD was obtained in the frequency range of
20-50 Hz, while slower oscillations generally
showed a poor concordance with the imaging
data. Noteworthy, this study also showed that the
precise results of an indirect comparison can
depend strongly on the specific stimuli employed:
when the contrast involved grating stimuli, which
elicit strong gamma band responses, a good
match between the gamma band of the LFP and
the BOLD was obtained. However, when the con-
trast involved only stimuli with less distinct acti-
vation patterns in the LFP, the correlation of LFP
and BOLD also showed less frequency
dependence.

While these studies only compared the aver-
age response strength of each signal, another
extended the comparison to the temporal
dimension and correlated the average time course

obtained from fMRI with that obtained from neu-
ronal responses (Mukamel et al. 2005). Using the
human auditory cortex as a model system, these
authors correlated the average fMRI responses
obtained in a group of healthy subjects with intra-
cortical recordings obtained from a group of epi-
lepsy patients monitored for surgical treatment.
While the BOLD signal again correlated well
with the LFP, it showed an even stronger correla-
tion with neuronal firing rates, contrasting the
above result from visual cortex.

As these examples demonstrate, the results of
an indirect comparison between the BOLD signal
and neuronal responses may vary depending on
the particular experimental paradigm and stimuli
involved. In fact, an indirect comparison can only
be conducted after the responses in the two mea-
surements have each been highly averaged over
trials. While such averaging will result in a robust
estimate of the stimulus-related response, it will
also remove the trial to trial variability of neu-
ronal responses, the influence of the mental state
and other brain state fluctuations that are not
locked to the stimulus used to align the responses.
As a result, one compares two “artificial” signals
that do not necessarily resemble the pattern of
neuronal activity seen during normal brain func-
tion. In addition, the temporal resolution of the
imaging signal is often quite low, especially in
human studies, resulting in a blurred signal which
cannot be adequately compared to the fast
changes of neuronal activity (see also below). An
indirect comparison of functional imaging and
neuronal activity can hence only speak about a
certain, stimulus-driven aspect of the signals, but
does not generalize the complex interactions of
feedforward and feedback processing that occur
during normal conditions, where each activity
pattern might be unique and non-repeatable.

To overcome the limitations of these indirect
comparisons, our lab examined the relationship of
the BOLD signal to neural activity directly by
simultaneously acquiring electrophysiological and
fMRI data from the same animals. To this end, we
developed a 4.7 T vertical scanner environment
specifically for combined neurophysiology and
imaging experiments, including novel methods
for interference compensation, microelectrodes
and data denoising (Logothetis et al. 2001). Our
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Fig. 4.3 Indirect comparison of BOLD and neurophysi-
ological signals in cat primary visual cortex. The upper
panel displays the average BOLD responses to the three
kinds of stimuli used in this study, while the middle panel
displays the average responses in the LFP and MUA. The
lower panel displays the comparison between signals.

measurements showed that the fMRI-BOLD
response directly reflects a local increase in neural
activity as assessed by the EFP signal. For the
majority of recording sites, the BOLD signal was

200

MUA

This was done by counting the fraction of neurophysio-
logical recording sites where the activity obeyed the same
relations as found in the BOLD signal (noise >natural and
gratings >natural). This comparison was performed sepa-
rately for each LFP frequency band and MUA. For details,
see Kayser et al. (2004)

found to be a linear but not time-invariant function
of LFPs, MUA and the firing rate of individual
neurons (Fig. 4.4, upper panel). After stimulus
presentation, a transient increase in power was
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Fig. 4.4 Simultaneous measurement of BOLD and neu-
rophysiological signals in the monkey primary visual cor-
tex. In the upper row, the left panel displays the electrode
location in V1, together with the functional response near
the electrode (red-yellow colour code). The middle panel
displays the simultaneously recorded BOLD and neuronal
signals. The right panel, finally, displays the temporal cor-
relation of both signals, once at high-temporal resolution

typically observed across all LFP frequencies, fol-
lowed by a lower level of activation that was main-
tained for the entire duration of stimulus
presentation. The MUA, in contrast, often showed
a more transient response, suggesting a lower cor-
relation to the BOLD response. This hypothesis
was confirmed using system identification tech-
niques: while in general both LFPs and MUA
served as good predictors for the BOLD, LFPs on
average accounted for 7.6 % more of the variance
in the fMRI response than the MUA. This differ-
ence, albeit small, was statistically significant
across experiments. In further experiments, we
confirmed the same findings in alert animals, dem-
onstrating that the correlation of BOLD and LFP
holds good also during more complex, natural sit-
uations (Goense and Logothetis 2008). On the one
hand, these findings confirm and extend the previ-
ous studies suggesting an analogy between spiking
responses and the BOLD signal, while on the other

(TR=250 ms) and once using a smoothed, low-resolution
signal (TR =3 s). The lower row displays a dissociation of
BOLD, MUA and LFP induced by the application of a
serotonin agonist, which suppresses the firing of pyrami-
dal neurons. During drug application, BOLD and LFP
responses persist, while the MUA response ceases. For
details, see Logothetis et al. (2001); Goense and Logothetis
(2008); Rauch et al. (2008)

hand, they reveal the strong contribution of field
potentials to the BOLD signal, thereby suggesting
that a direct translation of changes in the BOLD
signal into changes in firing rates is misleading.
Rather, we suggested on the basis of these obser-
vations that the BOLD signal reflects the input to a
local region and its local processing, as reflected
by the aggregate synaptic activity, more than its
output, as reflected in the spiking activity of the
principal cells.

A recent study in the cat visual cortex confirmed
these findings by combining optical imaging to
measure hemodynamic responses with simultane-
ous microelectrode recordings (Niessing et al.
2005). Along the lines of previous results, they
found a frequency-dependent match between the
imaging signal and LFPs. Especially, frequency
bands below 10 Hz showed negative correlations
with the imaging signal, that is, reduced field
potential during increased blood flow response.
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Higher frequencies, especially between 50 and
90 Hz, showed good correlation with the imaging
signal and, importantly, stronger correlations than
observed for the MUA.

It is worth noting that the exact strength of the
correlation between LFP, MUA and BOLD
depends on the detailed properties of the para-
digm and data acquisition. Especially, the differ-
ent acquisition rates for functional imaging
signals and neuronal responses can have profound
influences, as can easily be demonstrated (Fig. 4.4,
middle panel). Starting from a BOLD signal
which was acquired using a temporal resolution
of 250 ms, we subsequently decimated all signals
to an effective temporal resolution of 3 s, the typi-
cal temporal resolution of human imaging stud-
ies. While the “fast” BOLD signal exhibits the
well-established differential correlation of LFP
and MUA with the BOLD, the “slow” signal
shows an overall stronger correlation and less of a
difference between LFP and MUA. Decreasing
the temporal resolution effectively smoothes a
signal and increases the coherence between LFP
frequency bands hence the increased correlation.
Not surprisingly, the correlation coefficients did
not increase uniformly across frequency bands;
the filtering particularly affected the high-fre-
quency bands (>60 Hz), which are typically mod-
ulated on faster timescales. As a result, the
smoothing unavoidably increases the correlation
of MUA to the BOLD response as well. Such
simple differences of the temporal resolution of
the acquired signals can explain the different
degree of correlations found in ours and in indi-
rect human studies, since the latter heavily relied
on temporally smoothed signals and subject-aver-
aged signals (Mukamel et al. 2005). To conclude,
care must be taken when interpreting correlations
of hemodynamic and neuronal signals, as appar-
ent conflicts can simply arise from methodologi-
cal artefacts rather than true differences.

4.5 The Coupling of Synaptic

Activity and CBF

Areason for the more gradual differences between
LFP and MUA in their relation to the BOLD sig-
nal is that under many conditions, MUA and

LFPs will vary together. In other words, in many
stimulation conditions, the output of any pro-
cessing station in subcortical and early cortical
structures is likely to reflect the changes of the
input, and the LFP-MUA relationship will be
“tight” and both will be well correlated with
BOLD. Yet, this scenario might be an “excep-
tion” when generating cognitive maps during
complex tasks; as in such cases, the subject’s
“mental” state might be instantiated in diverse
feedforward and feedback processes that do not
necessarily increase the net output of cortical
microcircuits. Hence, conditions might exist
during which there is a dissociation of these sig-
nals, for example, a condition in which an
increase in local input (LFP) results in a reduc-
tion in local output activity (MUA). Clearly, such
situations could reveal important insights into
the different processes underlying the different
signals and their mutual relations. A powerful
example of such a dissociation was provided by
Mathiesen et al. (1998, 2000; Thomsen et al.
2004). These authors nicely exploited the synap-
tic organization of the cerebellar cortex, where
electrical stimulation of the parallel fibres causes
monosynaptic excitation of the Purkinje cells
and disynaptic inhibition of the same neurons
through the basket cells. This results in inhibi-
tion of the spiking activity in the Purkinje cells
while at the same time increasing the synaptic
input to these cells. Combining electrophysio-
logical recordings with laser Doppler flowmetry
to measure changes in CBF, Mathiesen et al.
demonstrated a powerful dissociation of the
spiking activity and the CBF. Both LFPs and
CBF increased while spiking activity ceased,
clearly demonstrating that increases in CBF or
BOLD do not allow to make inferences about
potential increases or decreases in the spiking
activity of the stimulated region (Lauritzen and
Gold 2003).

A similar dissociation of the imaging signal and
neuronal firing rates could be seen in our studies
(Logothetis et al. 2001). Often, the single- or multi-
unit activity showed strong response adaptation dur-
ing the first few seconds, with a subsequent decay of
the firing rates to baseline. In contrast to this, the
BOLD signal and the LFP did persist above baseline
throughout the stimulation period. As a result,
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during the sustained period of the stimulus, only the
field potential can be associated with the imaging
signal, but not the spiking activity. Importantly, there
was no condition or observation period during which
the opposite was observed. In addition to this natu-
rally occurring dissociation, similar situations can
be induced pharmacologically. For example, the
application of a serotonin receptor agonist, which
causes persistent hyperpolarization of pyramidal
neurons, leads to a ceasing of the MUA responses
(Fig. 4.4, lower panel). However, at the very same
time, both the LFP and the BOLD signal still
respond to visual stimulation, again demonstrating
that the BOLD signal is not necessarily coupled to
neuronal spiking responses (see Rauch et al. (2008)
for further results along this line).

Is the CBF signal then linearly coupled to syn-
aptic activity? While this indeed seems to hold
good under some conditions, other conditions pro-
duce a nonlinear relation between afferent input
and the hemodynamic response (Mathiesen et al.
1998; Norup Nielsen and Lauritzen 2001).
Especially for very low or high levels of synaptic
input, the CBF response can be decoupled from the
input. For example, inducing deactivation of neu-
ronal responses by either functional deactivation or
application of TTX resulted in only a small reduc-
tion in baseline CBF (Gold and Lauritzen 2002).
During such instances of neurovascular decou-
pling, the imaging data does not reflect all the
changes in synaptic afferents, clearly highlighting
the limited dynamic range of functional imaging.
Such nonlinear relation between synaptic activity
and CBF might, for example, arise from the
unequal contribution of different receptors and
channels to synaptic potentials and blood flow. For
example, glutamatergic NMDA channels contrib-
ute to CBF but only little to the LFP (Hoffmeyer
et al. 2007). As a result, blood flow responses
might also exist in the absence of large changes in
the LFP, providing strong evidence that it is not the
extracellular current that causes increase in CBF
but the intracellular signalling cascades related to
neurotransmitter release, uptake and recycling.
Indeed, while the hemodynamic response provides
supplies of glucose and oxygen, it is not the pro-
cesses that require the energy that call for an
increase in CBF but rather the processes triggered

in a feedforward manner by neurotransmitter-
related signalling (Lauritzen 2005).

The notion that functional imaging measures
the aggregate synaptic input to a local area also
resolves a number of apparently conflicting results
from imaging and electrophysiological experi-
ments. Being sensitive to the synaptic input, func-
tional imaging “sees” modulatory lateral and
feedback projections, which might not be strong
enough to induce significant changes in neuronal
firing rates, but nevertheless provides a larger pro-
portion of the total synaptic input. For example,
human imaging revealed influences of spatial
attention in many visual areas, including primary
visual cortex. At the same time, such attentional
influences have been persistently difficult to dem-
onstrate using single-neuron recordings or turned
out to be much weaker than expected from human
imaging (Lucketal. 1997; Kastner and Ungerleider
2000; Heeger and Ress 2002). Given that atten-
tional influences are supposedly mediated by
feedback projections from higher visual and fron-
toparietal regions, they might provide exactly this
kind of input that is visible only using functional
imaging. Along the same lines, it has been much
easier to see cross-modal interactions, that is,
influences of one sensory modality on another,
using functional imaging than using electrophysi-
ology (Calvert 2001; Kayser and Logothetis
2007). For example, functional imaging demon-
strated that auditory cortex can be modulated and
even activated by visual or somatosensory stimuli
(Kayser et al. 2007b), while the same effects are
only weakly present at the level of single-neuron
firing rates. However, in full agreement with the
above, visual modulation was well evident at the
level of field potentials recorded in auditory cor-
tex, again demonstrating a closer correspondence
of the BOLD signal with field potentials than with
firing rates (Kayser et al. 2008).

4.6 Conclusions

The hemodynamic responses characterized by
functional imaging better reflect the aggregate
synaptic activity and local processing that is
characterized by the LFPs rather than providing
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information about the typical firing rates in the
same region. This partly results from the mecha-
nisms that drive increases in blood flow, which
reside upstream from the axosomatic level and
near the synaptic-dendritic level.

The collective findings of many studies pro-
vide good evidence for the notion that functional
imaging reflects the input into a local region but
not necessarily the output of the same. Under
many normal conditions, the input and output of
a local region will be related, and hence func-
tional imaging will provide information about the
typical neuronal firing rates in the same region.
As a result of this sensitivity to synaptic input,
functional imaging signals are more susceptible
to modulatory feedback input, which often might
provide only a minor contribution to the response
strength of large principal neurons. However, for
a priori and most experimental conditions, it is
unclear what relationship to expect between in-
and output, and hence feedforward- and feed-
back-related activations cannot be distinguished.
As aresult, it can sometimes be misleading, if not
dangerous, to make direct inferences from imag-
ing results about the underlying neuronal pro-
cesses. Especially for applications with immediate
consequences, such as clinical diagnostics and
surgical planning, it seems prudent to establish
well-defined paradigms in which the neural cor-
relates of the imaging signal have been validated
using combined electrophysiological and imag-
ing approaches.
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High-Field fMRI

Elke R. Gizewski

5.1 Introduction

In recent years, functional magnetic resonance
imaging (fMRI) has become a widely used
approach for neuroscience. However, this method
has the potential to be improved with regard to
both spatial and temporal resolution. The blood-
oxygenation level-dependent contrast (BOLD)
represents signal changes in T2- or T2*-weighted
images. These sequences are presumed to be well
suited to high magnetic field strength, as fMRI
sequences benefit from higher signal-to-noise
ratio (SNR) and higher signal in BOLD contrast
images (Vaughan et al. 2001). However, their
sensitivity to susceptibility also causes problems,
e.g. in-plane dephasing and signal dropouts near
tissue-air boundaries.

To achieve greater insights into brain function,
ultra-high-field fMRI has been applied in some
studies to attain higher spatial resolutions (Duong
et al. 2003; Pfeuffer et al. 2002a). These studies
focused on high-resolution images which can be
acquired rapidly and with good temporal and spe-
cial resolution. Additionally, the signal increase
advantage in high-field MRI has been studied
(Pfeuffer et al. 2002b). Nearly all of these early
studies, therefore, accepted restrictions in the field
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of view and the number of slices for 7-T imaging
and avoided areas near tissue-air boundaries. For
broader application including pre-surgical fMRI
and for analysing cognitive functions, however, a
more extended coverage of the brain is needed to
reveal network activation involving multiple
areas. This chapter will give insights into the pros
and cons of high- and ultra-high-field fMRI and
into ongoing developments to overcome the restric-
tions referred to and improve the benefits.

Benefits and Limitations of
High- and Ultra-High-Field MRI

5.2

The introduction of ultra-high-field MRI systems
has brought MRI technology closer to the physi-
cal limitations, and greater development effort is
required to achieve appropriate sequences and
images. 3-T MRI systems are high-field systems
maintaining a relatively high-comfort level for
the user similar to 1.5-T MRI systems (Alvarez-
Linera 2008; Norris 2003). Theoretically, the
SNR at high-field MRI should, according to the
Boltzmann equation, show a linear increase with
increasing magnetic field strength. But, the inter-
actions of the magnetic field and other influencing
factors, e.g. relaxation times, radio frequency
(RF) pulses and coils performance during image
acquisition, are very complex. One important
factor is the change in RF pulses in higher mag-
netic field strengths. Changing the field strength
from 1.5 to 3 T results in a fourfold increase in
the required energy, resulting in an increase in
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specific absorption rate (SAR) (Ladd 2007). The
increase in SAR leads to limitations in image
acquisition, as the absorption of energy in the tis-
sue cannot be allowed to exceed certain thresh-
olds. Therefore, restrictions in the number of
slices and achieving homogenous excitation of
the nuclei increase with higher field strength.

Current 3-T scanners have been significantly
improved since their introduction, especially with
regard to coil developments; therefore, today the
advantages, such as faster acquisition time and/or
higher resolution, are greater than the disadvan-
tages, such as higher costs and in some cases
instability in running the systems (Scheef et al.
2007). For higher field strength, e.g. 7 T, the
developments have also improved in the recent
time but are still in the process of improvement.

Another important point is the magnet
design. Especially at 7-T whole body systems,
the magnet is very long compared to a typical
1.5-T magnet. The bore is 60 cm as for a long
time at common 1.5 T but due to the length
gives anarrow impression (Fig. 5.1). Therefore,
anxiety is again a problem for imaging.
However, newer studies could demonstrate that
the acceptance of 7-T imaging procedures in
subjects and patients was acceptable (Theysohn
et al. 2008). A final important point is the con-
traindication of every metal implant at 7 T.
Even non-ferromagnetic material can be
influenced due to induced electrical currents.
When located in the centre of imaging, such
material, e.g. a surgical calotte fixation, would
lead to disturbing artefacts.

Some recent studies addressed the possible
side effects of ultra-high-field MRI as increasing
spread of high-field and ultra-high-field scanners
has encouraged new discussion of the safety
aspects of MRI. Studies on possible cognitive
effects of MRI examinations could not reveal any
significant influence of high field strength and the
application of HF impulses during and after nor-
mal scanning procedures (Schlamann et al.
2010a). However, one study showed that imme-
diately after MRI exposure, the cortical silent
period during transcranial magnetic stimulation
was highly significantly prolonged in normal
subjects (Schlamann et al. 2010b). Interestingly

this was found for 1.5 and 7 T with no significant
difference or dependency on the field strength.

5.3  Special Aspects of High-Field

fMRI

BOLD contrast images are normally acquired
using a gradient echo-planar technique (EPI).
Optimal sequence design has to take into account
echo times and sampling period; the variation in
sensitivity between tissues with different baseline
T2*, the effects of physiological noise, and non-
exponential signal decay are relevant influencing
factors (Gowland and Bowtell 2007). In high-
field fMRI, the optimal TE is shorter than at
1.5 T. The shortening of T2* is proportional to
the magnetic field (Okada et al. 2005). The TE
used in optimized 3-T fMRI imaging is between
30 and 35 ms (Preibisch et al. 2008). The opti-
mum TE for 7 T has been reported to be around
25 ms in focused fMRI in the occipital cortex
(Yacoub et al. 2001).

As mentioned above, the SNR should increase
with the magnetic field strength. Some studies
have revealed a BOLD signal increase up to
fivefold in 7-T fMRI compared to 1.5-T BOLD
signals. Studies focusing on an increase in resolu-
tion and small field of view (Pfeuffer et al. 2002c)
could reveal a higher signal increase at 7 T than
studies with whole-brain coverage (Gizewski
et al. 2007). This variability can be explained tak-
ing into account the above-mentioned factors
influencing the SNR. Additionally, the impact of
these factors increases with higher field strength,
resulting in a greater variability of BOLD signal
between different measurements and subjects at
7 T compared to 1.5 T. The relatively wide range
of relative BOLD signal changes compared to
1.5 T and even 3 T may also be explained by the
difficulty in achieving a uniform static magnetic
field shim and a uniform RF excitation field
at 7 T. The fMRI experiments at 7 T are therefore
more dependent on field inhomogeneities, and
these have to be taken into account during image
analysis.

The BOLD effect at higher field strength
increases less in vessels larger than the voxel
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Fig.5.1 7-T MR scanner
with a bore of 60 cm and a
length of 3.50 m. The MR
is surrounded by 425
tonnes of steel. The upper
figure shows a person
before positioned feet first
into the scanner. The lower
figure shows a person head
first in the scanner with the
head in the isocentre, the
feet covered with a sheet.
The scanner used here is
located at the Erwin L.
Hahn Institut, Essen,
Germany

size and is thus more pronounced in vessels
smaller than the voxel size. By using smaller
voxels at higher field strength compared to
1.5 T, the BOLD signal can become more
specific and reliable (Shimada et al. 2008; Zou
et al. 2005). Therefore, the signal changes
should be more closely linked to the cortical
activity. With the increasing signal and enhanced
stability of the BOLD signal at higher field
strength, the repetition of events can be reduced.
At ultra-high fields, even single events can give
reliable BOLD signal as discussed in more detail
below (Sect. 5.5).

Recent studies have addressed further aspects
of SNR and BOLD signal improvement: Newton
et al. (2012) evaluated the potential benefits of
higher fields for detecting and analysing func-
tional connectivity. The authors measured the
influence of spatial resolution (from 1 mm up to
3-mm slice thickness) during a motor task at 7 T
on estimates of functional connectivity through
decreased partial volume averaging. They could
show that resting state correlations within the sen-
sorimotor system increase as voxel dimensions
decreased from 3x3x2 to 1x1x2 mm. These
results suggest that the true representation of
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sensorimotor network is more focal than could be
resolved with larger voxels. The authors conclude
that the described increase may be due to decreased
partial volume averaging and that functional con-
nectivity within the primary seed region might be
heterogeneous on the scale of single voxels.

A main problem at high field strength is the
achievement of good response functions even
in areas suffering from in-plane dephasing and
signal dropouts near tissue-air boundaries. A fur-
ther central problem is the increasing chemical
shift, proportional to the magnetic field strength.
All these limitations lead to errors when reading
the echo. Therefore, the optimization of scan-
ning parameters and coil construction is of much
greater importance than in routine 1.5-T scan-
ners. Today, many improvements are achieved
and lead to increased use of 7 T for fMRI stud-
ies as discussed below. The following paragraphs
will give some examples of these developments
in ultra-high-field BOLD imaging.

The shimming, especially at 7 T, should be
performed manually by the user. Although the
standard shimming algorithm may be used, mul-
tiple repetitions should be performed with close
verification of the result before starting the EPI
sequence. At higher field strengths, a per slice
shimming may be necessary to account for
increased BO distortions. Additionally, the phase
correction parameters can be calculated slice by
slice using three non-phase-encoded navigator
echoes before the EPI readout (Heid 1997).

Nevertheless, there are increased susceptibility
artefacts at 3and 7 T compared to 1.5 T. Significant
improvement can be reached by using more
advanced head coils than circularly polarized (CP)
coils. Multichannel coils allow application of par-
allel acquisition techniques (Mirrashed et al.
2004). Multiple channels provide further increases
in SNR and, coupled with parallel imaging, reduce
artefacts, e.g. due to susceptibility differences near
tissue-air boundaries as is known from experience
at 1.5 T. It has been demonstrated that the use of
parallel imaging at 3 T results in an increase of
BOLD signal depending on the employed parallel
imaging method and its implementation (Preibisch
et al. 2008). At 7 T, the coil equipment has to be
newly developed, as the 7-T MRI systems require

combined transmit and receive (t/r) coils. The first
t/r coils were CP designs which did not enable
parallel imaging techniques, but multichannel
designs with up to 32 receiver channels are now
available. Some groups also design their own coils
in respect to higher resolution using more than 32
channels. As multichannel t/r coils for 7 T are now
available more easily, nearly all experimental
groups switched from CP to multichannel coils.
A further disadvantage at high field could be
a restriction in the number of slices due to SAR
restrictions and inhomogeneous resolution over
the brain (Wiggins et al. 2005). Therefore, the
coils and sequences have to be chosen depending
on the paradigms to be applied. Again, parallel
imaging can be useful for reducing the RF load
on the tissue and enabling more slices. It was
shown that at 3 T, a reduction factor of 2 in paral-
lel imaging can be used with only little penalty
with regard to sensitivity (Preibisch et al. 2008).
Some problems in image distortion can be
solved using spin-echo instead of gradient-echo
EPI sequences, but they are, so far, not routinely
used. The blood contribution that dominates
Hahn spin-echo (HSE)-based BOLD contrast at
low magnetic fields and degrades specificity is
highly attenuated at high fields because the appar-
ent T2 of venous blood in an HSE experiment
decreases quadratically with increasing magnetic
field. In contrast, the HSE BOLD contrast
increases supralinearly with the magnetic field
strength. Yacoub et al. report the results of
detailed quantitative evaluations of HSE BOLD
signal changes for functional imaging in the
human visual cortex at 4 and 7 T (Yacoub et al.
2003). They used the increased SNR of higher
field strengths and surface coils to avoid partial
volume effects. Furthermore, they could show
that high-resolution acquisitions lead to a CNR
increase with voxel sizes <1 mm?®. It was con-
cluded that the high-field HSE fMRI signals orig-
inated largely from the capillaries and that the
magnitude of the signal changes associated with
brain function reached sufficiently high levels at
7 T to make it a useful approach for mapping on
the millimetre to submillimetre spatial scale.
The problem that thermal and physiological
noise dominates the SNR of the fMRI time course
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at high spatial resolutions at high field strengths
can be a prominent issue if a high-resolution
matrix and a thin slice thickness are used. The
problem is acquiring data at lower resolution,
which is then dominated by physiological noise.
A solution would be to acquire data at high reso-
lution and smooth the data back to the desired
lower resolution. In such cases, the physiological
noise can limit some benefits of high-field acqui-
sition, since increases in image SNR produce
only small increases in time-course SNR if the
1.5-T resolution is used (Triantafyllou et al.
2006). But, some problems even at 3 T remain;
low-frequency periodic fluctuations were found
to have increased as well as the time-dependent
increase in noise, especially in long EPI sessions
(Shimada et al. 2008).

The Nyquist ghost also increases at higher
field strength and is an important factor in
BOLD imaging at 7 T. There are strategies to
improve the traditional Nyquist ghost correc-
tion approach in EPI at high fields. One group
describes schemes based on the reversal of the
EPI readout gradient polarity for every other
volume throughout a fMRI acquisition train as
one improvement. The authors concluded that
at high B(0) fields, substantial gains in Nyquist
ghost correction of echo-planar time series are
possible by this alternating method (van der
Zwaag et al. 2009).

The gradient-echo EPI sequences are mostly
used for fMRI, especially for clinical applica-
tions. Therefore, the optimization of EPI
sequences and reduction in artefacts is of great
importance. Multichannel coils are basically an
array of surface coils with higher signal in the
periphery than in the centre. At higher field
strength, the signal even in the centre of multi-
channel coils is higher compared to 1.5 T. Results
obtained at 3 T using a combination of multi-
channel coil and parallel imaging showed that
BOLD sensitivity improved by 11 % in all brain
regions, with larger gains in areas typically
affected by strong susceptibility artefacts. The
use of parallel imaging markedly reduces image
distortion, and hence, the method should find
widespread application in functional brain imag-
ing (Poser et al. 2000).

A further interesting approach for BOLD imag-
ing might be the three-dimensional segmented
echo-planar imaging (3D-EPI). Single-shot EPI at
7 T often suffers from significant geometric dis-
tortions partly due to low bandwidth in the phase-
encoded direction and amplified physiological
noise. The 3D sequence could further improve
high-resolution fMRI as it provides an increased
SNR at similar temporal resolution to traditional
multislice 2D-EPI readouts, in total, leading to
increased volume coverage and decreased geo-
metric distortions. The study of van der Zwaag
et al. (2012) could reveal that during fMRI experi-
ments at 7 T with a motor task, the 3D EPI outper-
forms the 2D-EPI in terms of temporal SNR and
sensitivity to detect activated brain regions. Similar
results were reported in a further study using a 3D
PRESTO sequence (Barry and Strother 2011).

In summary, an extended optimization of
sequences and new coil developments, especially
new transmit-receive coils, was done in the recent
years and, however, still will be necessary to exploit
all of the outstanding possibilities and advantages
of ultra-high-field MRI (Scheef et al. 2007).

5.4  Ultra-High-Field fMRI: Recent

Neurocognitive Studies

Early experiments have, besides motor paradigms,
addressed retinotopic maps at 7 T. An identification
of visual areas in the occipitoparietal cortex was
found (Hoffmann et al. 2009). It was demonstrated
that the mean coherence increased with magnetic
field strength and with voxel size. At 7 T, the occip-
ital cortex could be sampled with high sensitivity in
a single short session at high resolution. Therefore,
retinotopic mapping at 7 T opens the possibility
of detailed understanding of the cortical visual
field representations and of their plasticity in
visual system pathologies. A further study anal-
ysed the use of spin-echo BOLD with 1.8 mm
resolution at 3 and 7-T imaging for retinotopic
mapping in comparison to gradient sequences
(Olman et al. 2010). As mentioned above, some
early studies could demonstrate the use of spin-
echo sequences for fMRI. Olman et al. could now
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show that GE BOLD and at 7-T SE BOLD had
no systematic differences in either the area or the
boundary locations for V1, V2 and V3. Therefore,
the feasibility of high-resolution spin-echo BOLD
experiments with good sensitivity throughout mul-
tiple visual areas was demonstrated. However,
the highest resolution at ultra-high-field fMRI
is restricted due to biological point-spread of the
hemodynamic signal. The extent of this spread is
described to be determined by the local vascular
distribution and by the spatial specificity of blood
flow regulation. Apart from this, there is influence
from the measurement parameters. A recent study
introduced a laminar surface-based analysis method
and studied the relationship between spatial local-
ization and activation strength as a function of lam-
inar depth by acquiring an isotropic, single-shot
EPI at 7 T (Polimeni et al. 2010). The BOLD sig-
nal was sampled exclusively from the superficial,
middle or deep cortical laminae. This group could
show that avoiding surface laminae improved spa-
tial localization. They conclude that optimal spatial
resolution in functional imaging of the cortex can
be achieved using anatomically informed spatial
sampling to avoid large pial vessels.

Apart from analyses of direct motor tasks as
described in the clinical application discussion
below, the sensorimotor network has recently
been the focus on 7-T fMRI studies. Hale et al.
used resting state fMRI at 3 and 7 T to assess
connectivity in the sensorimotor network and
default mode network at different spatial smooth-
ing levels (Hale and Brookes 2010). The authors
found higher temporal correlation coefficients for
both sensorimotor network and default mode net-
work at 7 T compared to 3 T for all smoothing
levels. The maximum physiological noise contri-
bution was higher at 7 T. However, no significant
difference in the spatial correlation of maps fol-
lowing physiological correction was found.
Whole-brain high-resolution (down to 1-mm iso-
tropic voxels) resting state fMRI at 7 T using par-
allel imaging technology could be performed
without restrictions in temporal resolution or
brain coverage (De Martino and Esposito 2011).

Up to now, some studies have and further stud-
ies will have to also address cognitive functions
involving more challenging brain areas. One
study evaluated BOLD responses due to visual

sexual stimuli at 7 T (Walter et al. 2008). This
study could demonstrate that fMRI at high fields
provides an ideal tool to investigate functional
anatomy of subcortical structures. Furthermore,
due to an increased SNR, functional scans of
short duration can be acquired at high resolution.
Coming back to experiments involving areas with
high sensitivity to susceptibility artefacts first
results revealed acceptable image quality using a
8-channel head coil at 7 T compared to 3 T
(Fig. 5.2). Additionally, in these preliminary
results, the hippocampal activation during a
memory-encoding task improved from 3 to 7 T.
However, the dropout of volunteers due to image
inhomogeneities was higher at 7 T.

5.5  Ultra-High-Field fMRI and

Possible Clinical Applications

3-T fMRI is increasingly used in clinical and
experimental studies in most countries. In addition
to developments in coil technology, 3-T MRI pro-
vides an excellent solution for higher resolution
and/or signal changes with an acceptable increase
in susceptibility artefacts (Alvarez-Linera 2008).

3-T fMRI has been used in a variety of experi-
ments so far. The initial dip in the motor and
visual areas was examined simultaneously using
a visually guided finger-tapping paradigm
(Yacoub and Hu 2001). Other experiments could
show that fMRI measurements quantifying the
strength of activity and centres of mass in
response to tasks offer sensitive measurements of
change overrepeated imaging sessions. Therefore,
fMRI at high field strength can be used for serial
investigations of individual participants using
simple motor and cognitive tasks in a simple
block design (Goodyear and Douglas 2008).
These results are very promising in respect to
advanced clinical use of high-field fMRI. At
1.5 T, one main problem is the restriction in
obtaining individual activation maps due to lack
of sensitivity and specificity. This can be over-
come with the more stable hemodynamic response
function and higher BOLD signal at 3 T and even
more at higher field strength, e.g. 7 T.

Within the recent years, the number of fMRI
studies using 3-T scanners has much grown as
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Fig.5.2 EPIimages with its sensitivity for susceptibility
artefacts are compared at 3 T (a) and 7 T (b) imaging.
Parallel acquisition techniques for reduction of these arte-
facts were used at both scanners (matrix 92 x92 m? in this

those scanners become more and more available.
Besides experimental studies like evaluation of
gender differences encoding and recognition of
pseudowords (Banks et al. 2012) or differences in
humour (Kohn et al. 2011), also clinical studies
revealed improvement of activation at 3 T com-
pared to 1.5 T (Blatow et al. 2011). Figure 5.3
gives a typical clinical example of the use of 3-T
(f)MRI in tumour patients. In the everyday set-
ting, such significant activation during a finger-
tapping task can be achieved robustly in a short
block design and a scanner-associated postpro-
cessing with overlay on structural 3D T1 image
after contrast application (MPRAGE).

o N A~ OO O

case at both scanners with 8-channel head coil). (¢ and d)
The images show that the improvement of 7-T imaging
techniques leads to acceptable image quality, allowing
fMRI studies of the hippocampal region

The first 7-T studies were performed to dem-
onstrate the feasibility of BOLD fMRI using EPI
and to characterize the BOLD response in humans
at 7 T using visual stimulation. These results indi-
cate that fMRI can be reliably performed at 7 T
and that at this field strength, both the sensitivity
and spatial specificity of the BOLD response are
increased. These studies suggest that ultra-high-
field MR systems are advantageous for functional
mapping in humans (Yacoub et al. 2001).

Decreasing the voxel size at high field strength
and simultaneously obtaining high temporal
resolution is a major challenge and is mainly lim-
ited by gradient performance. Pfeuffer et al. used an
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Fig. 5.3 Clinical application of 3 T: Significant activa-
tion during a finger-tapping task performed by a patient
with a brain tumour near the central area in a short block
design. Results are presented after scanner-associated

optimized surface coil setup for zoomed functional
imaging in the visual cortex (Pfeuffer et al. 2002c).
With a single-shot acquisition at submillimetre res-
olution (500x500 mm?) in the human brain and a
high temporal resolution of 125 ms, activation of sin-
gle-trial BOLD responses was obtained. Therefore,
the possibilities of event-related functional imag-
ing in the human brain were expanded. One recent
study in relation to brain-computer-interface (BCI)
technology research used a real-time fMRI at 7 T to

postprocessing with overlay on structural 3D T1 image
after contrast application (MPRAGE). In the same ses-
sion, normally T2-weighted 3D images and a DTI are
added to the fMRI task

evaluate the potential benefit of this method for BCI
interactions (Andersson et al. 2010).

For clinical use, the activation in eloquent areas
such as the sensorimotor areas and coverage of
larger brain volumes are of great importance. One
study at 7 T revealed activation in all sensorimotor
motor areas at 7 T: SI, M1, SII, SMA, thalamus and
contralateral cerebellar areas involved in sensorim-
otor processing (Gizewski et al. 2007). Even when
using a t/r CP coil, the signal change was a factor of
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Fig. 5.4 (a) Plot of fitted response function at the main clus-
ter in the cerebellar sensorimotor areas at 1.5 T (representative
subject). Statistical parametric maps of activation within all
subjects performing the finger-tapping task compared with rest
period at 1.5 T. Task-related increase in MR signal is superim-
posed on coronal section of a 3D T1-weighted standard brain.
Statistically corrected threshold is p<0.05. Results show main

2-5 higher at 7 T than at 1.5 T. At 7 T, susceptibil-
ity artefacts were present especially in the basal
brain structures, but a well-fitted response curve
could be detected in all sensorimotor areas at 7 T,
even in areas suffering from susceptibility such as
the cerebellum (Fig. 5.4). In contrast to the results
at 1.5 T, thalamic activation was found in all sub-
jects and revealed an excellent response function.
Even single-block analyses at 7 T revealed similar
or even higher response strength than multi-block
measurements at 1.5 T. These results indicate that
fMRI can be robustly performed at 7 T, covering
the whole brain using a t/r CP head coil with higher
signal and increased stability of the hemodynamic
response curve. The excellent response functions
and signal change elevations shown in this study

activation in cerebellum. (b) Plot of fitted response function at
the main cluster in the cerebellar sensorimotor areas at 7 T
(representative subject). Statistical parametric maps of activa-
tion within all subjects performing the finger-tapping task
compared with rest period at 7 T. Statistically corrected thresh-
old is p<0.005. Results show main activation in cerebellum

using a well-established, simple sensorimotor para-
digm indicate that even in susceptibility problem-
atic brain regions, ultra-high-field fMRI is possible.
A further study used a 16-channel head coil at 7 T
to measure the topographic representation of the
digits in human somatosensory cortex at 1-mm iso-
tropic resolution in individual subjects (Sanchez-
Panchuelo and Schluppeck 2010). This study using
a tactile stimulation of each finger could show an
orderly map of the digits on the postcentral gyrus.
Those activations were robust and could be made
in individual subjects, leading to a wide use of this
method in clinical and experimental settings. These
results are very interesting in relation to a similar
study performed at 3 T (Olman et al. 2012). This
group found strong evidence of BOLD selectivity



46

E.R. Gizewski

in the hemisphere contralateral to the cued digit;
however, they found no evidence for an orderly
spatial topography. One can discuss the differences
in respect to slight differing settings but also in
respect to the influence of higher field strength.

As mentioned above the signal increase in ultra-
high-field fMRI depends on many factors, not only
on the magnetic field strength. Some studies have
revealed a signal increase of up to fivefold using
imaging parameters focused on increased spatial
resolution and small field of view (Pfeuffer et al.
2002a, b). The sensitivity is somewhat constrained
by the SNR characteristics if a CP head coil is used
in conjunction with standard voxel sizes from
1.5 T. It has been shown that a reduction in voxel
size leads to an improvement in time series SNR
through a decrease in physiological noise
(Triantafyllou et al. 2005). The relatively small
BOLD changes in certain brain areas in the CP
study might be explained by this effect, but the use
of larger voxels allows whole-brain coverage.

It is likely that future studies will not strive for
exceptional resolution in one area of the brain but
be targeted at analysing complex networks.
Especially cognitive functions but also clinical
applications require more slices and coverage of
extended brain areas. Furthermore, some interest-
ing structures such as the hippocampal region can,
as in the cerebellum, suffer from signal dropouts
near tissue-air boundaries. The recent develop-
ments in coils technique and sequences as well as
post processing have much improved the use of
ultra-high field even in the mentioned problematic
areas. Some examples were described in the cogni-
tive section above. Figure 5.5 shows a further
example with possible use not only in experimental
settings but also in clinical applications: a represen-
tative activation of the dentate nucleus during a
finger-tapping task. With such technique, even
examination of activation of the dentate nucleus in
a verb-generation task in normal volunteers was
possible using the increase in signal-to-noise ratio
(Thiirling et al. 2011). For image processing, a
newly developed region of interest-driven normal-
ization method of the dentate nuclei was applied.
This experiment suggests that the human dentate
nucleus can be subdivided into a rostral and more
dorsal motor domain and a ventrocaudal non-motor

Fig. 5.5 Statistical parametric maps of activation of a
single subject performing finger-tapping task compared
with rest period at 7 T superimposed on EPI transverse
orientation (a) and the high-resolution SWI imaging of
dentate nucleus at 7 T (b). Statistically corrected thresh-
old is p<0.001

domain. Such findings represent the benefit of
high-field fMRI with its higher SNR and possibil-
ity to reveal deep brain structures more reliable.

In respect to more direct clinical application,
first experiments with a speech paradigm could
reveal the advantages of 7-T fMRI combined with
an eight-channel head coil and a parallel acquisi-
tion technique (Fig. 5.6). Even using the parallel
acquisition technique, an increase in BOLD signal
could be obtained, and a more extended activation
and detection of lateralization could be found.
Furthermore, the application of parallel imaging
led to a significant reduction of artefacts (Fig. 5.2).
Therefore, a reliable co-registration of high-
resolution structural images with the EPI images
could be performed. Figure 5.7 shows a patient
with a cavernoma scanned pre-surgically at 1.5 T
(a)and 7 T (b). The speech paradigm was a verb-
generation task in both measurements in a block
design. The activation maps are superimposed on
susceptibility-weighted images (SWI) at 1.5 and
7 T. In addition to the higher BOLD signal and the
more extended activation at 7 T, the higher spatial
resolution of the structural images confers further
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Fig. 5.6 Statistical parametric maps of activation within  Statistically corrected threshold is p<0.005. Activated
all subjects performing the verb-generation task com- areas of Broca and Wernicke regions are shown at both
pared with rest period at 1.5 T (a) and 7 T (b) superim- field strengths but with more extended clusters and higher
posed on a standard brain in transverse orientation. signal change at7 T

Fig. 5.7 Statistical parametric maps of activation within  at both field strengths but with more extended clusters and
one patient performing the verb-generation task compared  higher signal change at 7 T. Furthermore, the structural
with rest period at 1.5 T (a) and 7 T (b) superimposed on  images have a higher in-plane resolution at 7 T with
SWI images. Statistically corrected threshold is p<0.005.  enhanced tumour-brain differentiation and superior depic-
Activated areas of Broca and Wernicke regions are shown  tion of the inner structure of the cavernoma
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benefit for surgical planning. One recent study
could demonstrate the clinical benefit of 7-T
fMRI. The primary motor hand area was analysed
at 3 and 7 T in 17 patients (Beisteiner and
Robinson 2011). However, as in former studies,
7-T data suffered from significant increase of
artefacts (ghosting, head motion).

Besides fundamental experimental interests, e.g.
for cognitive studies, clinical indications of 7-T
fMRI can be imagined. Pre-surgical fMRI in patients
with brain tumours could benefit from either higher
resolution or faster imaging. Even patients impaired
with respect to motor function are for the most part
able to perform a short-finger movement sufficient
for a single-block examination.
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6.1 Introduction

Statistical parametric mapping (SPM) is an estab-
lished statistical data analysis framework through
which regionally specific effects in structural and
functional neuroimaging data can be character-
ised. SPM is also the name of a free and open
source academic software package through which
this framework (amongst other things) can be
implemented. In this chapter, we will give an
overview of the underlying concepts of the SPM
framework and will illustrate this by describing
how to analyse a typical block-design functional
MRI (fMRI) data set using the SPM software. An
exhaustive description of SPM would be beyond
the scope of this introductory chapter; for more
information, we refer interested readers to
Statistical Parametric Mapping: The Analysis of
Functional Brain Images (Friston et al. 2007).
The aim of the SPM software! is to communicate
and disseminate neuroimaging data analysis meth-
ods to the scientific community. It is developed by
the SPM co-authors, who are associated with the
Wellcome Trust Centre for Neuroimaging, including
the Functional Imaging Laboratory, UCL Institute of
Neurology. For those interested, a history of SPM
can be found in a special issue of the Neurolmage
journal, produced to mark 20 years of fMRI
(Ashburner 2011). In brief, SPM was created by Karl
Friston in approximately 1991 to carry out statistical
analysis of positron emission tomography (PET)
data. Since then, the SPM project has evolved to

thttp://www.fil.ion.ucl.ac.uk/spm/
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Fig.6.1 Flowchart of the SPM processing pipeline, start-
ing with raw imaging data and ending with a statistical
parametric map (SPM). The raw images are motion-
corrected, then subject to non-linear warping so that they
match a template that conforms to a standard anatomical
space. After smoothing, the general linear model is
employed to estimate the parameters of a model encoded

support newer imaging modalities such as functional
magnetic resonance imaging (fMRI) and to incorpo-
rate constant development and improvement of exist-
ing methods. The second half of the last decade saw
an emphasis on the development of methods for the
analysis of MEG and EEG (M/EEG) data, giving
rise to the current version of SPM, SPMS.

The SPM framework is summarised in
Fig. 6.1. The analysis pipeline starts with a raw
imaging data sequence at the top left corner of
the figure and ends with a statistical parametric
map (also abbreviated to SPM) showing the
significance of regional effects in the bottom right
corner. The SPM framework can be partitioned
into three key components, all of which will be
described in this chapter:

Random
field theory

by a design matrix containing all possible predictors of
the data. These parameters are then used to derive univari-
ate test statistics at every voxel; these constitute the SPM.
Finally, statistical inference is performed by assigning p
values to unexpected features of the SPM, such as high
peaks or large clusters, through the use of the random field
theory

* Preprocessing, or spatially transforming data:
images are spatially aligned to each another to
correct for the effect of subject movement dur-
ing scanning (realignment/motion correction),
then spatially normalised into a standard space
and smoothed.

e Modelling the preprocessed data: parametric
statistical models are applied at each voxel (a
volume element, the three-dimensional exten-
sion of a pixel in 2D) of the data, using a gen-
eral linear model (GLM) to describe the data
in terms of experimental effects, confounding
effects and residual variability.

e Statistical inference on the modelled data:
classical statistical inference is used to test
hypotheses that are expressed in terms of
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GLM parameters. This results in an image in

which the voxel values are statistics: this is a

statistical parametric map (SPM). For such

classical inferences, a multiple comparisons
problem arises from the application of mass-
univariate tests to images with many voxels.

This is solved through the use of random field

theory (RFT), resulting in inference based on

corrected p values.

In this chapter, we will illustrate the concepts
underpinning SPM through the analysis of an
actual fMRI data set. The data set we will use was
the first ever fMRI data set collected and analy-
sed at the Functional Imaging Laboratory (by
Geraint Rees, under the direction of Karl Friston)
and is locally known as the Mother of All
Experiments. The data set can be downloaded
from the SPM website,” allowing readers to
reproduce the analysis pipeline that we will
describe on their own computers. (For more
detailed step-by-step instructions to this analysis,
we refer readers to the SPM manual.?) The pur-
pose of the experiment was to explore equipment
and techniques in the early days of fMRI. The
experiment consisted of a single session in a sin-
gle subject; the subject was presented with alter-
nating blocks of rest and auditory stimulation,
starting with a rest block. The auditory stimula-
tion consisted of binaurally, bi-syllabic words
presented at a rate of 60 words/min. Ninety-six
whole brain echo planar imaging (EPI) scans
were acquired on a modified 2 T Siemens
MAGNETOM Vision System, with a repetition
time (TR) of 7 s. Each block lasted for six scans,
and there were 16 blocks in total, each lasting for
42 s. Each scan consisted of 64 contiguous slices
(64x64x64, 3x3x3 mm? voxels). A structural
scan was also acquired prior to the experiment
(256x256 %54, 1 x1x3 mm? voxels).

Acquisition techniques have tremendously
improved since this data set was acquired —a TR
of 7 s seems very slow in comparison with today’s
standards — but the analysis pipeline is identical
to that of more recent data sets and fits nicely
with the purpose of illustration in this chapter.

*http://www.fil.ion.ucl.ac.uk/spm/data/auditory/
Shttp://www.fil.ion.ucl.ac.uk/spm/doc/manual.pdf

While analysing this block, or epoch, designed
experiment, we will point out the few steps that
differ in the analysis of event-related data sets.

After an overview of the SPM software, we
will describe in the next sections the three key
components of an SPM analysis, namely, (i) spa-
tial transformations, (ii) modelling and (iii) sta-
tistical inference.

6.2 SPM Software Overview

6.2.1 Requirements

The SPM software is written in MATLAB* (The
MathWorks, Inc.), a high-level technical comput-
ing language and interactive environment. SPM is
distributed under the terms of the GNU General
Public Licence. The software consists of a library
of MATLAB M-files and a small number of C-files
(which perform some of the most computationally
intensive operations) and will run on any platform
supported by MATLAB: 32- and 64-bit Microsoft
Windows, Mac OS and Linux. This means that a
prospective SPM user must first install commer-
cially available software MATLAB. More
specifically, SPMS requires either MATLAB ver-
sion 7.1 (R14SP3, released in 2005) or any more
recent version (up to 7.13 (R2011b) at time of
writing). Only core MATLAB software is required;
no extra MATLAB toolboxes are needed.

A standalone version of SPMS8, compiled
using the MATLAB Compiler, is also available
from the SPM development team upon request.
This allows the use of most of the SPM functions
without the need for a MATLAB licence (although
this comes at the expense of being able to modify
the software).

6.2.2 Installation

The installation of SPM simply consists of
unpacking a ZIP archive from the SPM website
on the user computer and then adding the root

*http://www.mathworks.com/
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SPM directory to the MATLAB path. If needed,
more details on the installation can be found on
the SPM wiki on Wikibooks.’

SPM updates (which include bug fixes and
improvements to the software) take place regu-
larly (approximately every 6 months) and are
advertised on the SPM mailing list.® SPM is a
constantly evolving software package, and we
therefore recommend that users either subscribe
to the mailing list or check the SPM website so
that they can benefit from ongoing developments.
Updates can be easily installed by unpacking
the update ZIP archive on top of the existing
installation so that newer files overwrite exist-
ing ones. We would, however, advise users not
to install updates mid-analysis (unless a specific
update is needed), to ensure consistency within
an analysis.

6.2.3 Interface

To start up SPM, simply type spm in the MATLAB
command line and choose the modality in which
you wish to use SPM in the new window that
opens. A shortcut is to directly type spm fimri.
The SPM interface consists of three main win-
dows, as shown in Fig. 6.2. The Menu window
(1) contains entry points to the various functions
contained in SPM. The Interactive window (2)
is used either when SPM functions require
additional information from the user or when an
additional function-specific interface is available.
The Graphics window (3) is the window in which
results and figures are shown. Additional win-
dows can appear, such as the Satellite Graphics
window (4), in which extra results can be dis-
played, or the Batch Editor window (5). SPM can
run in batch mode (in which several SPM func-
tions can be set up to run consecutively through a
single analysis pipeline), and the Batch Editor
window is the dedicated interface for this. The
window can be accessed through the ‘Batch’ but-
ton in the Menu window.

“http://en.wikibooks.org/wiki/SPM/
‘http://www.fil.ion.ucl.ac.uk/spm/support/

The Menu window is subdivided into three
sections, which reflect the key components of an
SPM analysis: spatial preprocessing, modelling
and inference.

6.2.4 File Formats

In general, the first step when using SPM is to
convert the raw data into a format that the soft-
ware can read. Most MRI scanners produce image
data that conform to the DICOM (Digital Imaging
and Communications in Medicine) standard.’
The DICOM format is very flexible and power-
ful, but this comes at the expense of simplicity.
As a consequence, the neuroimaging community
agreed in 2004 to use a simpler image data for-
mat, the NIfTI (Neuroimaging Informatics
Technology Initiative)® format, to facilitate
interoperability between fMRI data analysis soft-
ware. The Mayo Clinic Analyze format was used
prior to this but had several shortcomings which
the NIfTI format overcame (including variability
in the format versions used by different software
packages which caused uncertainty about the lat-
erality of the brain).

A NIfTT image file can consist either of two
files, with the extensions .hdr and .img, or a single
file, with the extension .nii. The two versions can
be used in SPM interchangeably (note that you
can also come across a compressed version of
these files with a .gz extension; these are not sup-
ported in SPM and will need to be uncompressed
outside the software before use). The header (.hdr)
file contains meta-information about the data,
such as the voxel size, the number of voxels in
each direction and the data type used to store val-
ues. The image (.img) file contains the raw 3D
array of voxel values. A file with the .nii extension
contains all of this information in one file. A key
piece of information stored in the header is the
voxel-to-world mapping: this is a spatial transfor-
mation that maps from the stored data coordinates
(voxel column i, row j, slice k) into a real-world

"http://dicom.nema.org/
Shttp://nifti.nimh.nih.gov/
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position (x, y, z mm) in space. The real-world posi-
tion can be in either a standardised space such as
Talairach and Tournoux space or Montreal
Neurological Institute (MNI) space or a subject-
specific space based on scanner coordinates.

FMRI data can be considered as 4D data — a
time series of 3D data — and can therefore be
stored as a single file in the NIfTI format where
the first three dimensions are in space and the
fourth is in time. However, use of multiple 3D
(spatial) files rather than a single 4D file is rec-
ommended with SPM for the time being because
the software handles them more efficiently.

DICOM image data can be converted into NIfTI
files in SPM using the ‘DICOM Import’ button in
the Menu window. This is usually a straightforward
process. If needed, however, NIfTI data obtained
from the file converter of any other software pack-
age (such as the LONI Debabeler® or dem2nii'®) can
also be used in SPM; the output NIfTI images are
interoperable between software packages.

The auditory data set used in this chapter has
already been converted from the DICOM format.
We have 96 pairs of fMRI files, namely fM00223_*.
{hdrimg}, and one pair of structural files, namely
sM00223_002.{hdrimg}. These images are actu-
ally stored in the Analyze format because they were
acquired prior to 2004; SPMS can read Analyze for-
mat as well as NIfTI format but will save new
images in the NIfTI format.

Images can be displayed in SPM using the
‘Display’ and ‘Check Reg’ buttons from the
Menu window. The first function displays a sin-
gle image and some information from its header,
while the second displays up to 15 images at the
same time. This can be used to check the accu-
racy of alignment, for example.

6.3 Spatial Transformations

A number of preprocessing steps must be applied
to the fMRI data to transform them into a form
suitable for statistical analysis. Most of these

*http://loni.ucla.edu/Software/Debabeler
"http://www.cabiatl.com/mricro/mricron/dem2nii.html

steps correspond to some form of image registra-
tion, and Fig. 6.3 illustrates a typical preprocess-
ing pipeline. There is no universal pipeline to use
in all circumstances — options depend on the data
themselves and the aim of the analysis — but the
one presented here is fairly standard.

The first preprocessing step is to apply a
motion correction algorithm to the fMRI data
(this is the realignment function). This may even-
tually include some form of distortion correction.
A structural MRI of the same subject is often
acquired and should be brought into alignment
with the fMRI data in a second step (coregister
function). The warps needed to spatially norma-
lise the structural image into some standard space
should then be estimated (normalise function)
and applied to the motion-corrected functional
images to normalise them into the same standard
space (write normalise function). The final step
will typically be to smooth the functional data
spatially by applying a Gaussian kernel to them
(smooth function).

The type of spatial transformations that should
be applied to data depends on whether the data to
be transformed all come from the same subject
(within-subject transformations) or from multiple
different subjects (between-subject transforma-
tions). The choice of objective function (the crite-
rion to assess the quality of the registration) used
to estimate the deformation also depends on the
modality of data in question. Realignment is a
within-subject,  within-modality  registration,
while coregistration is a within-subject, between-
modality registration. Normalisation is a between-
subject registration. Within-subject registration
will generally involve a rigid body transforma-
tion, while a between-subject registration will
need estimation of affine or non-linear warps;
this is because a more complex transformation is
required to warp together the anatomically vari-
able brains of different subjects than to warp
together different images of the same brain.
A criterion to compare two images of the same
modality can be the sum of squares of the differ-
ences of the two images, while the comparison
between two images of different modalities will
involve more advanced criteria. An optimisation
algorithm is then used in the registration step to
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Fig. 6.3 Flowchart of a standard pipeline to preprocess
fMRI data. After realignment (/) to correct for movement,
structural and functional images are coregistered (2) then

maximise (or minimise) the objective function.
Once the parameters have been estimated, the tar-
get image can be transformed to match the source
image by resampling the data using an interpola-
tion scheme. This step is referred to as reslicing
when dealing with rigid transformations.

6.3.1 Data Preparation

Before preprocessing an fMRI data set, the first
images acquired in a session should be discarded.
This is because much of the very large signal
change that they contain is due to the time it takes
for magnetisation to reach equilibrium. This can
be easily seen by looking at the first few images
at the beginning of the time series using the dis-
play function. Some scanners might handle these
‘dummy scans’ automatically by acquiring a few
scans before the real start of the acquisition, but
this should be checked. In our example data set,
we are going to discard the first 12 scans, leav-
ing us with 84 scans. This is more than neces-
sary here but it preserves the simplicity of the

|
’| Write Normalised

N

normalised (3, 4) to conform to a standard anatomical
space (e.g. MNI space) before being spatially smoothed
using a Gaussian kernel (5)

experimental design as it corresponds to one
complete cycle of auditory stimulation and rest.

It is good practice to manually reorient the
images next so that they roughly match the nor-
malised space that SPM uses (MNI space). This
will help the convergence of the registration algo-
rithms used in preprocessing; the algorithms use
a local optimisation procedure and can fail if the
initial images are not in rough alignment. In prac-
tice, the origin (0, 0, 0 mm) should be within 5 cm
of the anterior commissure (a white matter track
which connects the two hemispheres across the
midline), and the orientation of the images should
be within about 20° of the SPM template. To
check the orientation of images, display one
image of the time series using the ‘Display’ but-
ton and manually adjust their orientation using
the translation (right, forward, up) and rotation
(pitch, roll, yaw) parameters in the bottom left
panel until the prerequisites are met. To actually
apply the transformation to the data, you need to
press the ‘Reorient images’ button and select all
the images to reorient. With the auditory data set,
the structural image is already correctly orientated,
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Fig. 6.4 Interface of the
‘Display’ option. The
location of the crosshair, in
blue, is indicated in the
bottom left panel, both in mm
and voxel. Here, a translation
of [0, =31, —=36] mm allows
to set the origin of the image
([0, 0, 0] mm) near the
anterior commissure
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but the functional scans should be translated by
about [0, —31, -36] mm. See Fig. 6.4 for a screen-
shot of the ‘Display’ interface illustrating how to
change the origin of a series of images.

6.3.2 Realignment
As described above, the first preprocessing step

is to realign the data to correct for the effects of
subject movement during the scanning session.

Despite restraints on head movement, coopera-
tive subjects still show displacements of up to
several millimetres, and these can have a large
impact on the significance of the ensuing infer-
ence; in the unfortunate situation where a sub-
ject’s movements are correlated with the
experimental task, spurious activations can be
observed if no correction was performed prior to
statistical analysis. Alternatively, movements
correlated with responses to an experimental
task can inflate unwanted variance components
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in the voxel time series and reduce statistical
power.

The objective of realignment is to determine
the rigid body transformation that best maps the
series of functional image volumes into a com-
mon space. A rigid body transformation can be
parameterised by six parameters in 3D: three
translations and three rotations. The realignment
process involves the estimation of the six param-
eters that minimise the mean squared difference
between each successive scan and a reference
scan (usually the first or the average of all scans
in the time series) (Friston et al. 1995).

Unfortunately, even after realignment, there
may still be some motion-related artefacts
remaining in the functional data (Friston et al.
1996b); this is mainly because the linear, rigid
body realignment transformation cannot capture
non-linear effects. These non-linear effects can
be the consequence of subject movement
between slice acquisition, interpolation artefacts,
magnetic field inhomogeneities or spin-excita-
tion history effects. One solution is to use the
movement parameter estimates as covariates of
no interest during the modelling of the data. This
will effectively remove any signal that is corre-
lated with functions of the movement parameters
but can still be problematic if the movement
effects are correlated with the experimental
design. An alternative option is to use the
‘Realign and Unwarp’ function (Andersson et al.
2001). The assumption in this function is that the
residual movement variance can be largely
explained by susceptibility-by-movement inter-
action: the non-uniformity of the magnetic field
is the source of geometric distortions during
magnetic resonance acquisition, and the amount
of distortion depends partly on the position of
the head of the subject within the magnetic field;
hence, large movements will result in changes in
the shape of the brain in the images which can-
not be captured by a rigid body transformation.
The ‘Realign and Unwarp’ function uses a gen-
erative model that combines a model of geomet-
ric distortions and a model of subject motion to
correct images. The ‘Realign and Unwarp’ func-
tion can be combined with the use of field maps
(see the FieldMap toolbox), to further correct
those geometric distortions introduced during
the echo planar imaging (EPI) acquisition

(Jezzard and Balaban 1995). The resulting cor-
rected images will have less movement-related
residual variance and better matching between
functional and structural images than will the
uncorrected images.

For the auditory data set, functional data
are motion-corrected using ‘Realign: Estimate
and Reslice’. Data have to be entered session
by session to account for large subject move-
ments between sessions that the algorithm is
not expecting. With regard to the reslicing, it is
sufficient to write out only the mean image. The
output of the estimation will be encoded in the
header of each image through modification of
the original voxel-to-world mapping. It is best
to reslice the data just once at the end of all the
preprocessing steps; this ensures that all the
affine transformations are taken into account in
one step, preventing unnecessary interpolation
of the data. The estimated movement param-
eters (see Fig. 6.5) are saved in a text file in the
same folder as the data with an ‘rp_’ prefix and
will be used later in the analysis.

6.3.3 Coregistration

Coregistration is the process of registering two
images of the same or different modalities from
the same subject; the intensity pattern might dif-
fer between the two images, but the overall shape
remains constant. Coregistration of single subject
structural and functional data firstly allows func-
tional results to be superimposed on an anatomi-
cal scan for clear visualisation. Secondly, spatial
normalisation is more precise when warps are
estimated from a detailed anatomical image than
from functional images; if the functional and
structural images are in alignment, warps esti-
mated from the structural image can then be
applied to the functional data.

As with realignment, coregistration is per-
formed by optimising the six parameters of a
rigid body transformation; however, the objective
function is different as image intensities cannot
be compared directly as they were with the sum
of squared differences. Instead, the similarity
measures that are used rely on a branch of
applied mathematics called information theory
(Collignon et al. 1995; Wells et al. 1996). The
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most commonly used similarity measure is called
mutual information; this is a measurement of
shared information between data sets, based on
joint probability distributions of the intensities of
the images. The mutual information is assumed
to be maximal when the two images are perfectly
aligned and will serve here as the objective func-
tion to maximise.

For the auditory data set, the structural image
should be coregistered to the mean functional
image (computed during realignment) using
‘Coregister: Estimate’. Once again, there is no
need to reslice at this stage; reslicing can be
postponed until later to minimise interpolation
steps. In the interface, the reference image (the
target) is the mean functional image, while the
source image is the structural image. Default
parameters can be left as they are; they have
been optimised over years and should satisfy
most situations. The output of the algorithm will
be stored in the header of the structural image by
adjusting its voxel-to-world mapping. Figure 6.6
shows the alignment of the two images after
registration.

30 40 50 60 70 80 90
Image

6.3.4 Spatial Normalisation

Spatial normalisation is the process of warping
images from a number of individuals into a com-
mon space. This allows signals to be compared
and averaged across subjects so that common
activation patterns can be identified: the goal of
most functional imaging studies. Even single
subject analyses usually proceed in a standard
anatomical space so that regionally specific
effects can be reported within a frame of refer-
ence that can be related to other studies (Fox
1995). The most commonly used coordinate sys-
tem within the brain imaging community is the
one described by Talairach and Tournoux (1988),
although new standards based on digital atlases
(such as the Montreal Neurological Institute
(MNI) space) are nowadays widespread
(Mazziotta et al. 1995).

The rigid body approach used previously
when registering brain images from the same
subject is not appropriate for matching brain
images from different subjects; it is insufficiently
complex to deal with interindividual differences
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Fig. 6.6 Coregistered mean functional and structural images using mutual information. Some important dropouts in
the functional data can be observed

in anatomy. More complex transformations (i.e.
with more degrees of freedom) such as affine or
non-linear transformations are used instead.
(Non-linear registration is also used when char-
acterising change in a subject’s brain anatomy
over time, such as those due to growth, ageing,
disease or surgical intervention.)

The normalisation deformation model has to
be flexible enough to capture most changes in
shape but must also be sufficiently constrained
that realistic brain warps are generated; a priori,
we expect the deformation to be spatially smooth.
This can be nicely framed in a Bayesian setting
by adding a prior term to the objective function to
incorporate prior information or add constraints
to the warp. For instance, consider a deformation
model in which each voxel is allowed to move
independently in three dimensions. There would
be three times as many parameters in this model
than there are voxels. To deal with this, the defor-
mation parameters need to be regularised; the
prior term enables this. Priors become more
important as the number of parameters specify-
ing the mapping increases, and they are central to
high-dimensional non-linear warping schemes.
The approach taken in SPM is to parameterise the
deformations by a linear combination of smooth,
continuous basis functions, such as low-frequency
cosine transform basis functions (see Fig. 6.7)
(Ashburner and Friston 1999). These models

have a relatively small number of parameters,
about 1,000 (although this is of course large in
comparison with 6 parameters for a rigid body
transformation and 12 for an affine transforma-
tion), and allow a better description of the
observed structural changes whilst providing rea-
sonably smoothed deformations. The optimisa-
tion procedure relies on an iterative local
optimisation algorithm and needs reasonable
starting estimates (hence the reorientation of the
images at the very beginning of the analysis
pipeline). This is the model underlying the
‘Normalise’ button in SPM. For this function, the
user should select a template image (in MNI
space) in the same modality as the experimental
image to be normalised.

In practice, better alignment can be achieved
by matching grey matter with grey matter and
white matter with white matter. The process of
classifying voxels into different tissue types is
called segmentation, and an approach combining
segmentation and normalisation will provide bet-
ter results than normalisation alone. This is the
strategy implemented via the ‘Segment’ button in
SPM; it is referred to as Unified segmentation
(Ashburner and Friston 2005). Unified
segmentation uses a generative model which
involves (i) a mixture of Gaussians to model
intensity distributions, (ii) a bias correction com-
ponent to model smooth intensity variations in
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Fig. 6.7 Cosine transformation basis functions (in 2D)
used by normalisation and unified segmentation. They
allow deformations to be modelled with a relatively small
number of parameters. The basis function registration
estimates the global shapes of the brains, but is not able to
account for high spatial frequency warps

space and (iii) a non-linear registration with tis-
sue probability maps, parameterised using the
low-dimension approach described in the previ-
ous paragraph.

We will use the unified segmentation approach
on the auditory data set. The segmentation of the
structural image (using, by default, tissue proba-
bility maps of grey matter, white matter and cere-
brospinal fluid that can be found in the ‘zpm’
folder of the SPM installation) will generate a
few files: images with prefixes ‘c/’ and ‘c2’ are
estimated maps of grey and white matter, respec-
tively, while the image with an ‘m’ prefix is the
bias-corrected version of the structural image.
Importantly, the estimated parameters of the
deformation are saved in a MATLAB file ending
with ‘seg_sn.mat’. This file can be used to apply
the deformation, that is, to normalise the func-
tional images (as they are in the same space as the
structural scan thanks to the coregistration step)
with the ‘Normalise: Write’ button. A new set of
84 images will be written to disk with a ‘w’ prefix
(for warp). The same procedure can be applied to
the bias-corrected structural scan in order to later
superimpose the functional activations on the

anatomy of the subject. In both instances, some
parameters have to be updated: the voxel size of
the new set of images is preferably chosen in
relation to the initial resolution of the images, for
example, to the nearest integer. Here we used [3,
3, 3] for the functional data and [/, I, 3] for the
structural scan. Also, the interpolation scheme
can be changed to use higher-order interpolation
(the default is trilinear), such as a fourth-degree
B-spline (Unser et al. 1993). The coordinates of
locations within a normalised brain can now be
reported as MNI coordinates in publications
(Brett et al. 2002).

On a final note, spatial normalisation may
require some extra care when dealing with patient
populations with gross anatomical pathology,
such as stroke lesions. This can generate a bias in
the normalisation as the generative model is
based on anatomically ‘normal’ data. Solving
this usually involves imposing constraints on the
warping to ensure that the pathology does not
bias the deformation of undamaged tissue, for
example, by decreasing the precision of the data
in the region of pathology so that more impor-
tance is afforded to the anatomically normal pri-
ors. This is the principle of lesion masking (Brett
et al. 2001). There is evidence, however, that the
Unified Segmentation approach is actually quite
robust in the presence of focal lesions (Crinion
et al. 2007; Andersen et al. 2010).

6.3.5 Spatial Smoothing

Spatial smoothing consists of applying a spatial
low-pass filter to the data. Typically, this takes the
form of a 3D Gaussian kernel, parameterised by its
full width at half maximum (FWHM) along the
three directions. In other words, the intensity at
each voxel is replaced by a weighted average of
itself and its neighbouring voxels, where the
weights follow a Gaussian shape centred on the
given voxel. The underlying mathematical opera-
tion is a convolution, and the effect of smoothing
with different kernel sizes is illustrated in Fig. 6.8.

It might seem counterintuitive to reduce the
resolution of fMRI data through smoothing, but
there are four reasons for doing this. Firstly,
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Fig. 6.8 Axial slice of a functional MRI scan smoothed
with 3D Gaussian kernels of different isotropic FHWMs.
From rop to bottom and left to right, these show the
effects of smoothing with kernels of the following
FWHMs: 0, 2,4, 6, 8, 10, 12, 14 and 16 mm

smoothing increases the signal-to-noise ratio in
the data. The matched filter theorem stipulates
that the optimal smoothing kernel corresponds to
the size of the effect that one anticipates. A ker-
nel similar in size to the anatomical extent of the
expected haemodynamic response should there-
fore be chosen. Secondly, thanks to the central
limit theorem, smoothing the data will render
errors, or noise, more normally distributed, and
will validate the use of inference based on para-
metric statistics. Thirdly, as we shall see later,
when using the random field theory to make
inference about regionally specific effects, there
are specific assumptions that require smoothness
in the data to be substantially greater than the
voxel size (typically, as a rule of thumb, about
three times the voxel size). Fourthly, small mis-
registration errors are inevitable in group studies;
smoothing increases the degree of anatomical
and functional overlap across subjects, reduces
the effects of misregistration and thereby
increases the significance of ensuing statistical
tests.

In practice, there is no definitive amount of
smoothing that should be applied to any data set;
choice of smoothing kernel depends on the reso-
lution of the data, the regions under investigation
and single subject versus group analysis amongst
other things. Commonly used FWHMs are
between 6- and 12-mm isotropic.

For the auditory data set, we will smooth the
84 normalised scans with a [6, 6, 6]-mm FWHM
kernel to produce a new set of 84 images with an
‘s’ prefix.

6.4 Modelling and Statistical

Inference

Statistical parametric mapping is a voxel by
voxel hypothesis testing approach through
which regions that show a significant experi-
mental effect of interest are identified (Friston
et al. 1991). It relies upon the construction of
statistical parametric maps (SPMs), which are
images with values at each voxel that are, under
the null hypothesis, distributed according to a
known probability density function (usually the
Student’s - or F-distributions). The parameters
used to compute a standard univariate statisti-
cal test at each and every voxel in the brain are
obtained from the estimation of a general linear
model which partitions observed responses into
components of interest (such as the experimental
effect of interest), confounding factors (exam-
ples of such will be given later) and error (or
‘noise’) (Friston et al. 1994a). Hence, SPM is
a mass-univariate approach: statistics are cal-
culated independently at each voxel. The ran-
dom field theory is then used to characterise
the SPM and resolve the multiple comparisons
problem induced by making inferences over a
volume of the brain containing multiple voxels
(Worsley et al. 1992, 1996; Friston et al. 1994b).
‘Unlikely’ topological features of the SPM, like
activation peaks, are interpreted as regionally
specific effects attributable to the experimental
manipulation.

In this section, we will describe the general
linear model in the context of fMRI time series.
We will then estimate its parameters using the
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maximum likelihood method and describe how to
test hypotheses by making statistical inferences
on some of the parameter estimates by using
contrast. The resulting statistical parameters are
assembled into an image: this is the SPM. The
random field theory provides adjusted p values to
control false-positive rate for the search volume.

6.4.1 The General Linear Model

After the spatial preprocessing of the fMRI data,
we can assume that all data from one particular
voxel are derived from the same part of the brain,
and that in any single subject, the data from that
voxel form a sequential time series. A time series

selected from a (carefully chosen) voxel in the
auditory data set is shown in Fig. 6.9a: variation
in the response over time can be seen. There are
84 values, or data points, or observations. The
aim is now to define a generative model of these
data. This involves defining a prediction of what
we might expect to observe in the measured
BOLD signal given our knowledge of the acqui-
sition apparatus and the experimental design.
Here, the paradigm consisted of alternating peri-
ods (or ‘blocks’) of rest and auditory stimulation,
with each block lasting for six scans. We expect
that a voxel in a brain region sensitive to auditory
stimuli will show a response that alternates with
the same pattern and would thus, in the absence
of noise, look like the plot in Fig. 6.10a.
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Fig.6.10 Effect of convolution by the haemodynamic response function: (a) stimulus function constructed as a boxcar

function and (b) after convolution with the canonical HRF

1.2 -

Fig.6.11 Canonical
haemodynamic response
function (HRF) as used by
SPM. This is the typical
BOLD response to a single,
impulse stimulation

Bold response

However, we also know that with fMRI we are
not directly measuring the neuronal activity, but
the brain oxygen level-dependent (BOLD) signal
with which it is associated. The observed BOLD
signal corresponds to neuronally mediated hae-
modynamic change which can be modelled as a
convolution of the underlying neuronal process
by a haemodynamic response function (HRF).
This function is called the impulse response func-
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Time

tion: it is the response that would be observed in
the BOLD signal in the presence of a brief neu-
ronal stimulation at t=0. The canonical HRF
used in SPM is depicted in Fig. 6.11. The HRF
models the fact that the BOLD response peaks
about 5 s after the neuronal stimulation and takes
about 32 s to go back to baseline, in a slow and
smooth fashion, undershooting towards the end
before reaching baseline.
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We can thus improve our prediction by modi-
fying the box car stimulus function of Fig. 6.10a
to take into account the shape of the HRF. This is
done through convolution, by assuming a linear
time-invariant model. This convolution operation
is conceptually the same as the one that was used
in the smoothing preprocessing step; that was a
convolution in space with a Gaussian kernel,
whilst here it is a convolution in time with the
canonical HRF. The output of this mathematical
operation is displayed in Fig. 6.10b.

Looking at the raw time series of Fig. 6.9a, we
can also directly observe that the mean of the sig-
nal is not zero; this should also be part of our pre-
diction model. We model the (non-zero) mean of
the signal with a predictor that is held constant
over time, as shown in Fig. 6.9c.

Furthermore, we can also observe some slow
fluctuations in the measured signal: what seems
to be the response to the first block of stimulation
has a higher amplitude than the response to the
last one shown. There are indeed some low-fre-
quency components in fMRI signals; these can
be attributed to scanner drift (small changes in
the magnetic field of the scanner over time) and/
or to the effect of cardiac and respiratory cycles.
As slow fluctuations are something that we
expect in the data, we should also define predic-
tors for them. A solution is to model the
fluctuations through a discrete cosine transform
basis set: a linear combination of cosine waves at
several frequencies can accommodate a range of
fluctuations. In order to remove any function
with a cycle longer than 128 s (the default in
SPM) and given the sampling rate and the num-
ber of scans, nine components are here required
in the basis set. The first two components are dis-
played in Fig. 6.9d, e. Together, the set of cosine
waves will effectively act as a high-pass filter
with a 128-s cutoff.

Our best prediction of the observed data in
Fig. 6.9a will then be a linear superposition of all
the effects and confounds defined above and dis-
played in Fig. 6.9b—e. This is the assumption
underlying the general linear model (GLM): the
observed response (BOLD signal) y is expressed
in terms of a linear combination of explanatory
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Fig. 6.12 Design matrix for the auditory data set: the
first column models the condition-specific effect (boxcar
function convolved with the HRF); the next column is a
constant term, while the last nine columns are the compo-
nents of a discrete cosine basis set modelling signal drifts
over time. Note that a design matrix as displayed in SPM
will not show the last nine terms

variables plus a well-behaved error term € (Friston
et al. 1994a):

y=XPB+e

The matrix X contains column-wise all the
predictors that we have defined: everything we
know about the experimental design and all
potential confounds. This matrix is referred to as
the design matrix. The one described so far is
depicted in Fig. 6.12: it has 84 rows and 11 col-
umns, each representing a predictor (or explana-
tory variable, covariate, regressor). This is just
another way of representing conjointly the time
series of Fig. 6.9 as an image where white repre-
sents a high value and black a low one.

The relative contribution of each of these col-
umns to the response is controlled by the param-
eters . These are the weights or regression
coefficients of the GLM and will correspond to
the size of the effects that we are measuring. 3 is
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a vector whose length is the number of regressors
in the design matrix, that is, its number of col-
umns. The fB-parameters are the unknown factor
in this model.

Finally, the error term € contains everything
that cannot be explained by the model; these val-
ues are also known as the residuals, that is, the
difference between the data y and the model
prediction Xf. In the simplest case, € is assumed
to follow a Gaussian distribution with a mean of
zero and a standard deviation ©.

The general linear model is a very generic
framework that encompasses many standard
statistical analysis approaches: multiple regres-
sion, analysis of variance (ANOVA), analysis
of covariance (ANCOVA) and ¢ tests can all be
framed in the context of a GLM and corre-
spond to a particular form of the design
matrix.

Fitting the GLM, or inverting the generative
model, is the process of estimating its parameters
given the data that we observed. This corresponds
to adjusting the B-parameters of the model in
order to obtain the best fit of the model to the
data. Another way of thinking of this is that we
need to find the B-parameters that minimise the
error term € It can be shown that under the
assumption that the errors are normally distrib-
uted, the parameters can be estimated using the
following equation:

p=(x"x) X'y

This is the ordinary least squares (OLS) equa-
tion that relates the estimated parameters j to the
design matrix X and the observed time series y.

Figure 6.13 shows how the GLM with the
design matrix shown in Fig. 6.12 fits the time
series shown in Fig. 6.9a and reproduced in
Fig. 6.13a in blue. The predicted time series is
overlaid in red; it is a linear combination of the
stimulus function (Fig. 6.13b), the mean whole
brain activity (Fig. 6.13c) and the low-frequency
drifts (Fig. 6.13d). The residuals are displayed
in Fig. 6.13e; they are the difference between
the observed time series and its model
prediction.

This procedure is repeated for all voxels
within the brain, generating maps of the esti-
mated regression coefficients ﬁ The variance of
the noise G”is also estimated voxel-wise. As
mentioned above, this is essentially a mass-
univariate approach: the same model (design
matrix X) is fitted independently to the time
series at every voxel, providing local estimates
of the effect sizes.

Following on from this description of how
data are modelled, there are a few more consider-
ations that need to be taken into account:

e In practice, the low-frequency components
from the discrete cosine transform (DCT)
basis set are not added to the design matrix,
but the data and design are instead temporally
filtered before the model is estimated. This is
mathematically identical but computationally
more efficient as drift effects will always be
confounds of no interest that are not tested.
Hence, in practice they do not appear in the
design matrix as in Fig. 6.12, but they are still
dealt within the background (and the degrees
of freedom of the model are adjusted
accordingly).

*  When using the canonical HRF to model the
transfer function from neuronal activity to
BOLD response, we assumed that it was
known and fixed. However, in practice this is
not actually the case; the HRF varies across
brain regions and across individuals. A solution
is to use a set of basis functions rather than a
single function in order to add some flexibility
to the modelling of the response. The HRF
will then be modelled as a linear combination
of these basis functions. A popular choice,
providing flexibility and parsimony, is to use
the informed basis set: this consists of the
canonical HRF and its temporal and disper-
sion derivatives, as shown in Fig. 6.14.
According to the weight given to each of the
components, the informed basis set allows us
to model a shift in the latency of the response
(with the temporal derivative) and changes in
the width of the response (with the dispersion
derivative). When using the informed basis
set, each experimental condition is modelled
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0.2r three regressors. The temporal derivative is
0 also useful to model slice-timing issues. In
0.2 multislice acquisitions, different slices are
0.4l acquired at different times. A solution is to
. . . . . . temporally realign the data as if they were
0 5 10 15 20 25 30 3 acquired at the same time through interpola-

Fig. 6.14 The ‘informed’ basis set: the canonical HRF
(blue) and its temporal (green) and dispersion (red)
derivatives

tion. This is called slice-timing correction and
is a possible option during the preprocessing
of the data. Using the informed basis set is an
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alternative way to correct for the same effect
(please see (Sladky et al. 2011) for a recent
comparison of the two approaches).

e fMRI data exhibit short-range serial or tempo-
ral correlations. This means that the error at
time ¢ is correlated with the error at previous
time points. This has to be modelled, because
ignoring these correlations may lead to invalid
statistical testing. An error covariance matrix
must therefore be estimated by assuming some
kind of non-sphericity, a departure from the
independent and identically distributed
assumptions of the noise (Worsley and Friston
1995). A popular model used to capture the
typical form of serial correlation in fMRI data
is the autoregressive model of order 1, AR(1),
relating the error at time ¢ to the error at time
t—1 with a single parameter. It can be esti-
mated efficiently and precisely by pooling its
estimate over voxels. Once the error covari-
ance matrix is estimated, the GLM can be
inverted using weighted least squares (WLS)
instead of OLS; alternatively, the estimated
error covariance matrix can be used to whiten
data and design, that is, to undo the serial cor-
relation, so that OLS can be applied again.
This is the approach implemented in SPM.

e Itis also possible to add regressors to the design
matrix without going through the convolution
process described above. An important example
is the modelling of residual movement-related
effects. Because movement expresses itself in
the data directly and not through any haemody-
namic convolution, it can be added directly as a
set of explanatory variables. Similarly, in the
presence of an abrupt artefact in the data cor-
rupting one scan, a strategy is to model it as a
regressor that is zero everywhere but one at that
scan. This will effectively covary out that arte-
factual value in the time series, reducing the
inflated variance that it was contributing to.
This is better than manually removing that scan
prior to analysis as it preserves the temporal
process.

* Animportant distinction in experimental design
for fMRI is that between event- and epoch-
related designs. Event-related fMRI is simply
the use of fMRI to detect responses to individual
trials (Josephs et al. 1997). The neuronal activ-

ity is usually modelled as a delta function — an

event — at the trial onset. Practically speaking, in

SPM we assume that the duration of a trial is

zero. In an epoch-related design, however, we

assume that the duration of the trial is greater
than zero. This is the case in block-design stud-
ies, in which the responses to a sequence of tri-
als (which all evoke the same experimental
effect of interest) are modelled together (as an
epoch). There are otherwise no conceptual
changes in the statistical analysis of event-
related and epoch-related (block) designs. One
of the advantages of event-related designs is
that trials of different types can be intermixed
instead of blocking events of the same type
together, allowing the measurement of a greater
range of psychological effects. There are a num-
ber of considerations which impact on the
choice of an experimental design, including the
constraints imposed by high-pass filtering and
haemodynamic convolution of the data affect-
ing its efficiency. We refer interested readers to

Chapter 15 of (Friston et al. 2007) or its online

version!! for a thorough examination of design

efficiency.

For the auditory data set, the first step is to
specify the design matrix; this is done through
the ‘Specify first-level’ button. After specifying a
directory in which the results will be stored, the
inputs to specify are the units in which the onsets
and duration of each trial will be entered (these
can be either ‘scans’ or ‘seconds’; we will use
‘scans’ in this example), the TR (7 s) and the
actual preprocessed data to be analysed (the 84
files with an ‘sw’ prefix). In this data set, there is
just one condition to specify: the onsets are [6 18
30 42 54 66 78], corresponding to the scan num-
ber at the beginning of each auditory stimulation
block, and the durations are [6], indicating that
each auditory stimulation block lasts for six scans
(with a rest block in between each one). The
movement parameters can be added as extra
regressors using the ‘Multiple regressors’ entry
by selecting the ‘rp_*.txt’ file that was saved dur-
ing the realignment. Other parameters can be left
as default, especially the high-pass filter cut-off

Yhttp://imaging.mrc-cbu.cam.ac.uk/imaging/
DesignEfficiency
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(128 s), the use of the canonical HRF only and
the modelling of serial correlation using an AR(1)
model. The output is an SPM.mat file; this con-
tains all the information about the data and the
model design. The design matrix is also displayed
for review. As expected, it has eight columns: the
first column is the block stimulus function con-
volved by the HREF, the following six columns are
the movement parameters (three translations and
three rotations, see Fig. 6.5) and the last column
is a constant term modelling the whole brain
activity. The ‘Estimate’ button then allows us to
invert this GLM and estimate its parameters.
A number of image files will be created, includ-
ing eight maps of the estimated regression
coefficients, one for each column of the design
matrix (beta_*.{hdrimg}) and one mask image
(mask.{hdr,img}), which contains a binary vol-
ume indicating which voxels were included in the
analysis.

6.4.2 Contrasts

Having specified and estimated parameters of the
general linear model, the next step is to make a
statistical inference about those parameters. This
is done by using their estimated variance. Some of
the parameters will be of interest (those pertaining
to the experimental conditions), while others will
be of no interest (those pertaining to confounding
effects). Inference allows one to test the null
hypothesis that all the estimates are zero, using the
F-statistic to give an SPM{F}, or that some par-
ticular linear combination (e.g. a subtraction) of
the estimates is zero, using the #-statistic to give an
SPM{t}). A linear combination of regression
coefficients is called a contrast, and its correspond-
ing vector of weights c is called a contrast vector.

The t-statistic is obtained by dividing a con-
trast (specified by contrast weights) of the associ-
ated parameter estimates by the standard error of
that contrast. The latter is estimated using the
variance of the residuals &°.

"B

V&t (XTX) e

T =

This is essentially a signal-to-noise ratio, com-
paring an effect size with its precision.

An example of a contrast vector would be
c¢"=[1 -1 0..] to compare the difference in
responses evoked by two conditions, modelled by
the first two condition-specific regressors in the
design matrix. In SPM, a ¢ test is signed, in the
sense that a contrast vector ¢' =[1 -1 0..]is
looking for a greater response in the first condi-
tion than in the second condition, while a contrast
c¢"=[-1 1 0..] is looking for the opposite
effect. In other words, it means that a z-contrast
tests the null hypothesis ¢'p = 0 against the one-
sided alternative ¢'B>0. The resulting SPM{t}
is a statistic image, with each voxel value being
the value of the f-statistic for the specified con-
trast at that location. Areas of the SPM{t} with
high voxel values (higher than one might expect
by chance) indicate evidence for ‘neural
activations’.

Similarly, if you have a design where the third
column in the design matrix is a covariate, then
the corresponding parameter is essentially a
regression slope, and a contrast with weights
¢"=[0 0 1 0..]tests the hypothesis of zero
regression slope, against the alternative of a
positive slope. This is equivalent to a test of no
correlation, against the alternative of positive cor-
relation. If there are other terms in the model
beyond a constant term and the covariate, then this
correlation is a partial correlation, the correlation
between the data and the covariate after account-
ing for the other effects (Andrade et al. 1999).

Sometimes, several contrasts of parameter
estimates are jointly interesting. In these
instances, an SPM{F} is used and is specified
with a matrix of contrast weights which can be
thought of as a collection of t-contrasts. An
F-contrast might look like this

+ |1 0 0 0 ..
cC =
0 -1 0 0 ..
This would test for the significance of the first
or the second parameter estimates. The fact that
the second weight is negative has no effect on the

test because the F-statistic is blind to sign as it is
based on sums of squares. The F-statistic can
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also be interpreted as a model comparison device,
comparing two nested models using the extra
sum-of-squares principle. For the F-contrast
above, this corresponds to comparing the
specified full model with a reduced model where
the first two columns would have been removed.
F-contrasts are mainly used either as two-sided
tests (the SPM{F} then being the square of the
corresponding SPM{1}) or to test the significance
of effects modelled by several columns. Effects
modelled by several columns might include the
use of a multiple basis set to model the HRF, a
polynomial expansion of a parametric modulated
response or a contrast testing more than two lev-
els in a factorial design.

As with the SPM{t}, the resulting SPM{F} is a
statistic image, with voxel values the value of the
F-statistic for the specified contrast at that loca-
tion. Areas of the SPM{F} with high voxel values
indicate evidence for ‘neural activations’.

6.4.3 Topological Inference

Having computed the statistic, we need to
decide whether it represents convincing evi-
dence of the effect in which we are interested;
this decision is the process of making a statisti-
cal inference. This is done by testing the statis-
tic against the null hypothesis that there is no
effect. Here, the null hypothesis is distributed
according to a known parametric probability
density function, a Student’s #- or F-distribution.
Then, by choosing a significance level (which is
the level of control over the false-positive error
rate, usually chosen as 0.05), we can derive a
critical threshold above which we will reject the
null hypothesis and accept the alternative
hypothesis that there is convincing evidence of
an effect. If the observed statistic is lower than
the critical threshold, we fail to reject the null
hypothesis and we must conclude that there is
no convincing evidence of an effect. A p value
can also be computed to measure the evidence
against the null hypothesis: this is the probabil-
ity of observing a statistic at least as large as the
one observed under the null hypothesis (i.e. by
chance).

The problem we face in functional imaging is
that we are not dealing with a single statistic
value, but with an image that comprises many
thousands of voxels and their associated statisti-
cal values. This gives rise to the multiple com-
parisons problem, which is a consequence of the
use of a mass-univariate approach: as a general
rule, without using an appropriate method of cor-
rection, the greater the number of voxels tested,
the greater the number of false positives. This is
clearly unacceptable and requires the definition
of a new null hypothesis which takes into account
the whole volume, or family, of statistics con-
tained in an image: the family-wise null hypoth-
esis that there is no effect anywhere in the entire
search volume (e.g. the brain). We then aim to
control the family-wise error rate (FWER) — the
probability of making one or more false positives
over the entire search volume. This results in
adjusted p values, corrected for the search
volume.

A traditional statistical method for controlling
FWER is to use the Bonferroni correction, in
which a voxel-wise significance level simply cor-
responds to the family-wise significance level
(e.g. 0.05) divided by the number of tests (i.e.
voxels). However, this approach assumes that
every test (voxel statistic) is independent and is
too conservative to use in the presence of correla-
tion between tests, such as the case with func-
tional imaging data. Functional imaging data are
intrinsically smoothed due to the acquisition pro-
cess and have also been smoothed as part of the
spatial preprocessing; neighbouring voxel statis-
tics are therefore not independent. The random
field theory (RFT) provides a way of adjusting
the p value to take this into account (Worsley
et al. 1992; (Friston et al. 1994b; Worsley et al.
1996). Providing that data are smooth, the RFT
adjustment is less severe (i.e. more sensitive) than
a Bonferroni correction for the number of voxels.
The p value is a function of the search volume
and smoothness (parameterised as the FWHM of
the Gaussian kernel required to simulate images
with the same apparent spatial smoothness as the
one we observe). A description of the random
field theory is well beyond the scope of this chap-
ter, but it is worth mentioning that one of the
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assumptions for its application on discrete data
fields is that the observed fields are smooth. This
was one of the motivations for smoothing the
fMRI data as a preprocessing step. In practice,
smoothness will be estimated from the data them-
selves (to take into account both intrinsic and
explicit smoothness) (Kiebel et al. 1999). The

RFT correction discounts voxel sizes by express-

ing the search volume in terms of smoothness or

resolution elements (resels).

To make inferences about regionally specific
effects, the SPM is thresholded using height and
spatial extent thresholds that are specified by the
user. Corrected p values can then be derived that
pertain to topological features of the thresholded
map (Friston et al. 1996a):
¢ The number of activated regions (i.e. the num-

ber of clusters above the height and volume

threshold). These are set-level inferences.

¢ The number of activated voxels (i.e. the vol-
ume or extent) comprising a particular cluster.
These are cluster-level inferences.

* The height of each local maxima, or peak, within
that cluster. These are peak-level inferences.
Set-level inferences are generally more pow-

erful than cluster-level inferences, which are
themselves generally more powerful than peak-
level inferences. The price paid for this increased
sensitivity is a reduced localising power. Peak-
level tests permit individual maxima to be
identified as significant, whereas cluster and set-
level inferences only allow clusters or a set of
clusters to be declared significant. In some cases,
however, focal activation might actually be
detected with greater sensitivity using tests based
on peak height (with a spatial extent threshold of
zero). In practice, this is the most commonly used
level of inference, reflecting the fact that charac-
terisation of functional anatomy is generally
more useful when specified with a high degree of
anatomical precision.

When making inferences about regional
effects in SPMs, one often has some idea a priori
about where the activation should be. In this
instance, a correction for the entire search vol-
ume is inappropriately stringent. Instead, a small
search volume within which analyses will be car-
ried out can be specified beforehand, and an RFT

correction applied restricted to that region only
(Worsley et al. 1996). This is often referred to as
a small volume correction (SVC).

For the auditory data set, inference is per-
formed through the ‘Results’ button by select-
ing the SPM.mat file from the previous step. To
test for the positive effect of passive listening
to words versus rest, the f-contrast to enter is
c'=[1 0 0 0 0 0 0 0]. Two files will
be created on disk at this stage: a con_0001.
{hdrimg]} file of the contrast image (here identi-
cal to beta_0001.{hdrimg}) and the correspond-
ing SPM{T} spmT_0001.{hdrimg}. Choosing a
0.05 FWE-corrected threshold yields the results
displayed in Fig. 6.15. The maximum intensity
projection (MIP) image gives an overview of the
activated regions, the auditory cortices. This can be
overlaid on the anatomy of the subject (the norma-
lised ‘wm*.img’ image file) using the menu entry
‘Overlays>Sections’ of the Interactive window.
The button ‘whole brain’ will display the results
table (see Fig. 6.16) listing the p values adjusted
for the search volume (the whole brain here) for
all topological features of the excursion set: local
maxima height for peak-level inference, cluster
extent for cluster-level inference and number of
clusters for set-level inference. The footnote of the
results table lists some numbers pertaining to the
RFT: the estimated FWHM smoothness is [/0.9,
10.9, 9.2] in mm and the number of resels is 1,450
here. These are the values reflecting the size and
smoothness of the search volume that are used to
control for the FWER.

Guidelines for reporting an fMRI study in a
publication are given in Poldrack et al. (2008).

6.4.4 Population-Level Inference

Neuroimaging data from multiple subjects can be
analysed using fixed-effects (FFX) or random-
effects (RFX) analyses (Holmes and Friston 1998).
FFX analysis is used for reporting case studies,
while RFX is used to make inferences about the
population from which the subjects were drawn.
In the former, the error variance is estimated on a
scan-by-scan basis and contains contributions from
within-subject variance only. We are therefore not
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SPM {T67}

contrast(s)

Fig.6.15 Results of the statistical inference for the audi-
tory data set when looking for regions showing an
increased activity when words are passively listened to in
comparison with rest. Top right: design matrix and con-

trast ¢"=[1 0 0 0 0 0 O 0] Top lefi:

making formal inference about population effects
using FFX, but are restricted to informal inferences
based on separate case studies or summary images
showing the average group effect. (This is imple-
mented in SPM by concatenating data from all
subjects into the same GLM, simply modelling
subjects as coming from separate sessions.)
Conversely, random-effects analyses take into

SPM{t} displayed as a maximum intensity projection over
three orthogonal planes. To control for p<0.05 corrected,
the applied threshold was 7=5.28. Lower panel:
Thresholded SPM{t} overlaid on the normalised structural
scan of that subject, highlighting the bilateral activation

account both sources of variance (within- and
between-subject). The term ‘random effect’ indi-
cates that we have accommodated the randomness
of different responses from subject to subject.
Both analyses are perfectly valid but only in
relation to the inferences that are being made:
inferences based on fixed-effect analyses are about
the particular subjects studied. Random-effects
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Statistics: p-values adjusted for search volume

set-level cluster-level peak-level

mm mm mm

p ¢ pFWE-corr qFDR-corr kE puncorr pFWE-corr qFDR-corr T (ZE) puncorr
0.000 5 0.000 0.000 328  0.000 0.000 0.000 9.58 7.58 0.000 -57 28 13
0.000 0.000 8.34 6.88 0.000 —-42 -31 13
0.000 0.000 8.31 6.87 0.000 -66 -13 4
0.000 0.000 151 0.000 0.000 0.000 8.97 7.25 0.000 57 -22 13
0.000 0.000 8.26 6.84 0.000 66 —-13 -2
0.000 0.001 7.38 6.29 0.000 54 -13 1
0.002 0.072 4 0.043 0.003 0.106 6.02 5.36 0.000 42 -31 19
0.015 0.288 1 0.288 0.034 0.757 5.38 4.89 0.000 69 25 -2
0.015 0.288 1 0.288 0.039 0.800 5.35 4.86 0.000 72 34 -8

table shows 3 local maxima more than 8.0mm apart

Height threshold: T = 5.28, p = 0.000 (0.050)
Extent threshold: k = 0 voxels, p = 1.000 (0.050)
Expected voxels per cluster, <k> = 0.957
Expected number of clusters, <c> = 0.05

Degrees of freedom = [1.0, 67.0]

FWHM = 10.9 10.9 9.2 mm mm mm; 3.6 3.6 3.1 {voxels}
Volume: 1778922 = 65886 voxels = 1449.9 resels

Voxel size: 3.0 3.0 3.0 mm mm mm; (resel = 40.60 voxels)

Fig. 6.16 Results table summarising the inferences made with the 7-contrast c' = [ 00 0 0 0 0 0],
adjusted for the search volume (the whole brain in this case). See text for description of the key elements

analyses are usually more conservative but allow
the inference to be generalised to the population
from which the subjects were drawn.

In practice, RFX analyses can be implemented
using the computationally efficient ‘summary-
statistic’ approach. Contrasts of parameters esti-
mated from a first-level (within-subject) analysis
are entered into a second-level (between-subject)
analysis. The second-level design matrix then
simply tests the null hypothesis that the contrasts
are zero (and is usually a column of ones,
implementing a one-sample ¢ test). The validity
of the approach rests upon the use of balanced
designs (all subjects have identical design matri-
ces and error variances) but has been shown to be
remarkably robust to violations of this assump-
tion (Mumford and Nichols 2009).

For our auditory data set, if we had scanned 12
subjects, for example, each of whom performed
the same task, the group analysis would entail (i)
applying the same spatial preprocessings to each
of the 12 subjects, (ii) fitting a first-level GLM
independently to each of the 12 subjects, (iii)
defining the effect of interest for each subject with
acontrastvectorc’ =[1 0 0 0 0 0 0 0]
and producing a contrast image containing
the contrast of the parameter estimates at each

voxel and (iv) feeding each of the 12 contrast
images into a second-level GLM, through which
a one-sample 7 test could be carried out across
all 12 subjects to find the activations that show
significant evidence of a population effect.

6.5 Conclusions

In this chapter we have described how statistical
parametric mapping can be used to identify and
characterise regionally specific effects in func-
tional MRI data. We have also illustrated the
principles of SPM through the analysis of a
block-design data set using the SPM software.
After preprocessing the data to correct them for
movement and normalise them into a standard
space, the general linear model and random field
theory are used to analyse and make classical
inferences. The GLM is used to model BOLD
responses to given experimental manipulations.
The estimated parameters of the GLM are used to
compute a standard univariate statistical test at
each and every voxel, leading to the construction
of statistical parametric maps. The random field
theory is then used to resolve the multiple com-
parisons problem induced by inferences over a
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volume of the brain containing many voxels. RFT
provides a method for adjusting p values for the
search volume of a statistical parametric map to
control false-positive rates.

We have here described the fundamental
methods used to carry out fMRI analyses in
SPM. There are, however, many additional
approaches and tools that can be used to refine
and extend analyses, such as voxel-based mor-
phometry (VBM) to analyse structural data sets
(Ashburner and Friston 2000; Ridgway et al.
2008) and dynamic causal modelling (DCM) to
study effective connectivity (Friston et al. 2003;
Seghier et al. 2010; Stephan et al. 2010). While
the key steps of the SPM approach we describe
above remain broadly constant, SPM software
(along with many other software analysis pack-
ages) is constantly evolving to incorporate
advances in neuroimaging analysis; we encour-
age readers to explore these exciting new
developments.
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Meta-Analyses in Basic and Clinical
Neuroscience: State of the Art
and Perspective

Simon B. Eickhoff and Danilo Bzdok

An Introduction to
Quantitative Meta-Analysis
in Neuroimaging Science

7.1

While a major overarching goal of systems neu-
roscience research is to unveil the dysfunctional
neural mechanisms that underlie neurological
and psychiatric disorders, such endeavor will be
futile without a profound understanding of the
physiological organization of brain functions.
That is, to appreciate the relationship between
localized changes in brain structure or function
and pathological mental states or functional
impairments, we have to elucidate the regionally
specific localization of mental processes. Until
about 20 years ago, the most common approaches
to localize human brain functions consisted in
lesion studies and direct brain stimulation during
neurosurgical interventions. The beginning of the
functional neuroimaging era by positron emis-
sion tomography (PET) and functional magnetic
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resonance imaging (fMRI) then enabled the
noninvasive, in vivo investigation of functional
specialization in the human brain. Based on local
changes in cerebral blood flow, glucose or oxy-
gen metabolism, these techniques allow the
identification of regional increases in neural acti-
vation during the performance of specific tasks.
Usually, the neural correlates of a given task
(reflecting a mental process of interest) are iso-
lated by subtraction of the activation measured
during a closely related task (i.e., control task)
that is supposed not to evoke the psychological
process of interest. Evidently, the spectrum of
neuroimaging-compatible tasks is practically
only limited by the scanner surroundings and the
interdiction of head movements. In fact, the con-
stantly increasing publication rate currently
counts more than 1,000 new neuroimaging arti-
cles per year (Derrfuss and Mar 2009). Functional
neuroimaging has hence provided a wealth of
information on the cerebral localization of sen-
sory processing, motor actions, as well as cogni-
tive and affective functions.

In spite of its success in revealing the location
of regionally specific effects in health and disease,
however, functional neuroimaging using PET or
fMRI suffers from several limitations that restrict
the amount of knowledge that may be gained from
each individual imaging experiment:

First, there is the small sample size. Usually,
between 15 and 30 subjects participate in a
neuroimaging study. Although this denotes a
remarkable increase since the beginnings of neu-
roimaging science, it is still a rather small sample
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size comparing to other scientific disciplines, such
as social sciences, population genetics, or clini-
cal trials. Moreover, in contrast to, for example,
experimental psychology, the considerable logis-
tical and financial efforts of each neuroimaging
study discourage replication studies as well as
the combination of several studies into one paper,
leading at times to the publication of isolated
findings. It must be remembered that both PET
and fMRI scanners measure neuronal activity in
an indirect way by the triggered regional increases
of metabolic respectively hemodynamic brain
activity. On the one hand, the recorded signals
are thus potentially confounded by a vast range
of biological, technical, and methodological fac-
tors, which reduce the reliability of the obtained
results. In fact, the underlying relationship
between neuronal activity and measured signals
is currently not exhaustively understood. On the
other hand, PET and fMRI yield relative, rather
than absolute, signals related to neuronal activity.
The neural correlates underlying a given psycho-
logical task thus need to be derived by subtraction
between two experimental conditions rendering
the resulting activation pattern context depen-
dent. In fact, it has repeatedly been questioned
that conclusions on general physiological or
pathological mechanisms can be drawn if relying
on the neuroimaging-inherent subtraction logic
(Stark and Squire 2001). In other words, even
though frequently discussed in terms of general
mechanisms, the results of a particular neuroim-
aging study actually just impart the difference of
the two specifically chosen conditions.

These diverse limitations of any neuroimaging
study thus severely lessen the amount of knowl-
edge that may be gained from each individual
neuroimaging study. This consideration has
consequently prompted a need for synthesizing
and integrating existing research. By judging
concordance and variability across a high num-
ber of studies, the limitation of each individual
PET or fMRI experiment may be overcome, and
a synoptic view on published isolated findings
can be acquired. Therefore, the sheer abundance
of available neuroimaging studies encouraged
the development of quantitative meta-analysis

approaches. Such model-based neuroinformatic
methods allow statistically summarizing hun-
dreds of neuroimaging studies across a large
number of participants and diverse experimental
settings, which considerably strengthens ensu-
ing conclusions on the organizational principles
of the healthy and diseased brain.

In the course of the last years, the field of quan-
titative meta-analysis has been increasingly domi-
nated by methods for coordinate-based
meta-analysis (CBMA). Image-based meta-anal-
ysis (Schilbach et al. 2008), on the other hand,
draws on the full statistic images and, thus,
acknowledges the entirety of the spatial informa-
tion of each neuroimaging experiment. Yet, these
approaches usually rely on a much smaller experi-
ment samples, as the original data is often consid-
erably more difficult to obtain than activation
coordinates and only comparable contrast images
are eligible. Rather than pooling raw data or com-
plete activation maps of previous neuroimaging
experiments, CBMA only assesses convergence
of the reported peak coordinates. As algorithms
for CBMA hence rest on the model-based integra-
tion of published activation coordinates, they can
potentially be applied to the entirety of the avail-
able literature. Applying CBMA to the published
neuroimaging experiments on a specific topic
(e.g., the brain areas related to grammar process-
ing) thus permits to identify the quintessence of
emergent knowledge in that entire field in an unbi-
ased fashion without being skewed by experimen-
tal idiosyncrasies or neuroanatomical variability.

To this end, CBMA tries to answer the fol-
lowing question: where in the brain do the
included activation foci cluster more tightly than
it would be expected if they were randomly dis-
tributed? In statistical terms, the assumption of
random distribution of the considered activation
foci will be rejected in those voxels where the
amount of convergence between reported foci is
greater than expected by chance, yielding statis-
tically defensible inference on the integration of
previous findings. Taken together, CBMA is able
to objectively synthesize large amounts of neu-
roimaging data and overcome the limitations of
each individual experiment raised above.
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Preconditions and
Preliminaries of Quantitative
Meta-Analysis

7.2

The feasibility and potential of quantitative integra-
tion for functional neuroimaging results is greatly
aided by the high standardization for the reporting
of neuroimaging data, which is brought upon by
two important preconditions that thus paved the way
for the emergence of meta-analyses. First, almost
from the beginning of neuroimaging research, inves-
tigators adopted common stereotactic coordinate
systems for specifying localization information,
rather than relying purely on neuroanatomical
nomenclatures. That is, most neuroimaging articles
report significant activation foci according to either
the Talairach-Tournoux (1988) or Montreal
Neurological Institute [MNI; (Evans et al. 1992)]
3D reference space, which can be easily converted
into each other (Lancaster et al. 2007). A common
coordinate system is crucial because neuroimaging
data is formally processed by cubical “voxels” and
not by brain regions. The variably sized and shaped
“native” brains of the participants therefore need to
be warped to a “standard” brain space to enable
comparison within and across neuroimaging stud-
ies. Second, results of functional imaging experi-
ments are conventionally reported as coordinates
for local maxima in standard coordinates provided
in tables grouped by the contrast experiment from
which they were derived. That is, tables usually
provide all peak coordinates of significant differ-
ences in brain activity for each comparison between
two conditions. These early established standards
for spatial normalization to common reference sys-
tems and for communicating activation results as
coordinates in these reference spaces greatly con-
tributed to the accessibility of existing neuroimag-
ing studies.

Any meta-analysis starts out by a thorough lit-
erature search for relevant publications pertain-
ing to the research question. Literature databases,
such as PubMed (www.ncbi.nlm.nih.gov), ISI
Web of Knowledge (apps.webofknowledge.com),
and PsycINFO (www.apa.org/pubs/databases/
psycinfo), are powerful tools to find relevant
papers by means of keywords search. Such a

database search should be complemented by
means of tracing the citations in the thus retrieved
papers and review articles. Moreover, coordinate
databases, BrainMap currently being the most
comprehensive one (www.brainmap.org), allow
searching relevant papers by means of brain loca-
tions or paradigm classes.

As for any meta-analysis, the thoughtful
choice of judicious inclusion criteria is a crucial
step of the analysis, given their obvious impact
on the outcome of the analysis. Absolute inclu-
sion criteria embrace considering only either
neurotypicals (i.e., healthy subjects) or a specific
clinical population (but not mixing these two),
either focusing on or completely excluding phar-
macological manipulation, exclusive consider-
ation of studies that report coordinates provided
inastandard reference space (Talairach/Tournoux,
MNI), and reliance on full-brain coverage (ver-
sus analyses based on ROIs or functional local-
izers). Relative inclusion criteria, however,
depend on the actual research question and may
embrace specific contrast analyses, paradigms,
stimulus material, or experimental instructions.
For instance, only including target-versus-base-
line contrasts would aim at identifying all the
neural correlates underlying a given psychologi-
cal process, while only including target-versus-
control contrasts would aim at identifying only
the specific neural correlates underlying a given
psychological process.

Please note that within the realms of coordi-
nate-based meta-analysis (CBMA), the term
“experiment” usually refers to any single analysis
on imaging data yielding localization informa-
tion, while the term “study” usually refers to a
scientific publication reporting one or more
“experiments.” Following this definition, a con-
trast analysis between two conditions and a cor-
relation of brain activity with participants’ reaction
times would, for instance, make up two “experi-
ments” whose activation coordinates are summa-
rized in the tables of the one “study” publishing
these results. The coordinates collected from all
the eligible studies on a given topic are then to be
summarized in a table, which forms the input for
the CBMA algorithm.


http://www.ncbi.nlm.nih.gov
http://apps.webofknowledge.com
http://www.apa.org/pubs/databases/psycinfo
http://www.apa.org/pubs/databases/psycinfo
http://www.brainmap.org
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Activation Likelihood
Estimation

7.3

The most important algorithm for coordinate-
based meta-analysis is activation likelihood
estimation (ALE), proposed by Peter
Turkeltaub et al. (2002). The key idea behind
ALE resides in considering each included acti-
vation focus as a center of probability distribu-
tion instead of a dimensionless point in the
voxel-scaled brain (Fig. 7.1a). This accounts
for the spatial uncertainty associated with neu-
roimaging results, as it assumes that the true
location of an activation is most likely at the
reported coordinate but it may also be with
finite possibility in its vicinity. Hence, the unit
reflecting activation information in that 3D
space is not binary (i.e., activated or not) but
dimensional (i.e., more or less probable acti-
vation). In other words, the probability of
“true” activation is regarded to diminish grad-
ually with increasing distance from a reported
activation peak.

As a first step, ALE therefore models foci as
centers for 3D Gaussian probability distribu-
tions that capture the spatial uncertainty associ-
ated witheach focus. This probability distribution
acknowledges the uncertainty that arises mainly
from between-subject variances, attributable in
large extent to neuroanatomical variability and
small sample sizes, as well as between-labora-
tory variances, attributable in large extent to
different normalization strategies and brain
templates across laboratories. These two
sources of uncertainty used to be gauged sub-
jectively by the investigator, which has recently
been replaced by empirical estimates (Eickhoff
et al. 2009). Moreover, the width of the spatial
uncertainty of any focus is adjusted by the
number of subjects that participated in the cor-
responding experiment. Put concretely, the
more participants contributed to a study, the
bigger the likelihood of “true” activation near
the foci reported in that study; hence, the mod-
eled spatial uncertainty around this studies’
foci becomes smaller and the influence of those
foci on the outcome of the meta-analysis
larger.

In a second step, the probability distributions
of all activation foci in a given experiment are
combined for each voxel, yielding a so-called
modeled activation map (MA map). The MA map
can hence be thought of as a 3D summary of the
results reported in that experiment, taking into
account the spatial uncertainty associated with
the reported coordinates. The final ALE map,
comprising the voxel-wise ALE scores, then
results from the union across these MA maps
(Fig. 7.1b). The ALE map thus indicates the con-
vergence across experiments at each particular
location, which is subsequently assessed for sta-
tistical significance. More specifically, the origi-
nal implementation of the ALE approach
(Turkeltaub et al. 2002) was designed to test for
above-chance clustering of individual foci instead
of results from different experiments, invoking a
fixed-effects analysis. In the current implementa-
tion (Eickhoff et al. 2009), the within-experiment
distribution of foci is regarded to be fixed, hence
testing for above-chance clustering of experi-
ments, rather than foci, invoking a random-effects
analysis. Importantly, only random-effects analy-
ses allow extrapolation of the findings beyond the
considered data set (Penny and Holmes 2004).
Put differently, obsolete testing for convergence
between foci only allowed conclusions about the
very neuroimaging studies included in the meta-
analysis, while testing for convergence between
experiments allows conclusions about studies not
included in the meta-analysis as well as about the
investigated psychological state per se. Taken
together, the ALE approach represents each
included experiment as a modeled activation
probability map (i.e., MA map) that was derived
from the union of the Gaussian probabilities of
that experiment’s activation foci. These MA maps
are then combined voxel-wise to yield the final
ALE maps that indicate the likelihood of conver-
gence between the considered experiments.

The third and last step distinguishes between
random and “true” convergence by comparing
the computed ALE map against a null distribu-
tion that reflects a random spatial association
between the experiments’ MA maps. That is, the
null distribution indicates the voxel-wise ALE
values that would be observed if the considered
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Fig.7.1 (a) Reported peak locations of 2,393 individual
neuroimaging experiments in 35,386 healthy participants
related to the neural correlates involved in various para-
digms on emotion processing (experiments provided by
the BrainMap database). (b) Shows the unified “activation
likelihood estimations” (i.e., union of modeled probability
distributions) which describes the local convergence

experiments converged entirely by chance. While
most CBMA approaches proposed so far rely on
a computationally expensive permutation proce-
dure to obtain the null distribution (Wager et al.
2007), ALE recently adopted a faster and more
accurate analytical solution to the problem
(Eickhoff et al. 2011). Rather than considering
each voxel individually, all voxels showing the

across the included neuroimaging experiments. (c)
Significant voxels are determined as a function of whether
the corresponding ALE score is higher than it would be
expected if all included neuroimaging experiments con-
verged completely by chance. This panel shows the
significant convergence across experiments after correc-
tion for multiple comparisons

same MA value in a particular experiment are
joined into and represented as a single bin in a
histogram. The entire histogram thus holds the
occurrences of all possible MA values disregard-
ing spatial information. The null distribution is
then computed from successive integration of the
probabilities stored in the histograms across the
possible combinations. Finally, spatial inference
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is drawn by identifying those voxels where the
experiments (i.e., MA maps) converged more
robustly (reflected by the ALE scores) than
expected if the results were independently dis-
tributed (reflected by the null distribution)
(Fig. 7.1c).

Importantly, the ALE algorithm is readily
available to the neuroimaging community in form
of the operation-system-independent GingerALE
desktop application (http://brainmap.org/ale).
GingerALE is part of the BrainMap project
devoted to create tools for large-scale data min-
ing and meta-analysis of the neuroimaging litera-
ture (Laird et al. 2009, 2011). The GingerALE
software allows performing a quantitative meta-
analysis based on the most recent version of the
ALE algorithm on either the coordinates retrieved
from automated queries to the BrainMap data-
base or tabular-formatted list of coordinates
retrieved by manual search of the literature.

7.4  Applying Quantitative

Meta-Analysis

The ALE procedure has been illustrated above by
depicting the three major steps of the analysis on
a pool of neuroimaging experiments pertaining to
emotion processing tasks in healthy participants
(Fig. 7.1a—). Converging brain activity across
various emotional tasks included the bilateral
amygdala, fusiform gyrus, posterior superior
temporal sulcus, basal ganglia, dorsal anterior
cingulate cortex/supplementary motor cortex
(dACC/SMA), and the anterior insula/inferior
frontal gyrus (AI/IFG) (Fig. 7.2, left column).
Concurrently, the amygdala has been linked with
processing various aspects of emotional and
social environmental information as well as the
shaping of respondent behavior. The fusiform
gyrus is consistently accredited importance in
processing mainly stable properties of facial
stimuli, while the posterior superior temporal
sulcus is consistently discussed as processing
mainly variable properties of facial stimuli. The
convergence in these two areas is meaningful in
that most considered neuroimaging experiments
employed facial pictures as stimulus material.

The robust engagement of the basal ganglia in
appraising emotional faces is believed to reflect
the representation of motor programs for the
facial musculature, which plays a crucial role in
realizing emotional and social gestures. Similarly,
the dAACC/SMA and AI/IFG form a network that
is believed to represent both one’s own and oth-
ers’ emotional states regardless of the actual
affective or sensory modality. This functional
concept usually serves to explain the concomitant
involvement of the dACC/SMA and AI/IFG in
neuroimaging experiments on empathy. Taken
together, the observed neural activation pattern
underlying emotion processing is in line with the
notion that similar brain regions are recruited in
experiencing own and recognizing others’ emo-
tional states.

Another research question that can be addressed
using ALE meta-analysis is the quantitative juxta-
position of the neural correlates that pertain to dif-
ferent psychological entities. This is exemplified
here by computing the overlap between the coher-
ent brain activity during emotion processing and
the Stroop task. The latter refers to a classical
paradigm in psychology for inducing cognitive
conflict by asking participants to read aloud sin-
gle words of colors whose letters are, however,
colored incongruently. Put differently, we here
compared the neural networks that subserve emo-
tion processing and cognitive interference
(Fig. 7.2, left and middle column), hence, two a
priori rather unrelated psychological constructs.
The conjunction analysis across the ALE meta-
analysis on emotional tasks and Stroop tasks
yielded robust convergence in the bilateral dACC/
SMA and AVIFG (Fig. 7.2, right column). In
fact, increased brain activity in the bilateral
dACC/SMA and AI/IFG in tandem is considered
to be typical in the neuroscientific literature on
both empathy (Lamm et al. 2011) and switching
between cognitive sets (Dosenbach et al. 2006),
notwithstanding they seldom cross-reference
each other. The observed neural overlap across
these two heterogeneous tasks epitomizes the
urgent need for impartial integration of knowl-
edge from intuitively unconnected, yet neurobio-
logically related, research areas in neuroimaging
science.


http://brainmap.org/ale
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Fig.7.2 Whole-brain
renderings as well as
sagittal, axial, and coronal
slices depicting the results
of the ALE meta-analyses
on neuroimaging experi-
ments related to emotion
tasks in the left column (cf.
Fig. 7.1) and related to the
Stroop tasks in the middle
column (219 individual
neuroimaging experiments
in 2,850 healthy partici-
pants). The right column
shows significant
convergence across both
these individual ALE meta-
analyses by performing an
AND conjunction (all
experiments provided by
the BrainMap database)

Emotion

The biggest potential of ALE might however
rely in quantitatively summarizing neuroimaging
data from clinical populations. That is because
the above mentioned downsides of neuroimaging
methods show the biggest effect for diagnosed
participants, considering recruiting difficulties,
the clinical exclusion/inclusion criteria, and the
frequent occurrence of aborted measurements
due to noncompliance, as well as often incongru-
ent treatment within the clinical sample and inter-
individual variability of a same disease. As a

Emotion
and
Stroop

consequence, clinical neuroimaging research
tends to be based on rather small sample sizes.
The aptitude of ALE to determine the neural
substrates related to pathological brain function
is exemplified here by a quantitative meta-analy-
sis on differential brain activity in depressive
patients during emotion processing (Fig. 7.3).
Any ALE meta-analysis based on data from clin-
ical populations necessarily rests on neuroimag-
ing experiments that compare a group of patients
versus a parallel group of healthy control
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Fig.7.3 Whole-brain
renderings as well as
sagittal, axial, and
coronal slices depicting
the results of the ALE
meta-analysis of 131
individual neuroimaging
experiments in 1,893
depressive patients that
reported differential brain
activity during various
paradigms on emotion
processing in comparison
to healthy controls
(experiments provided by
the BrainMap database)

subjects. This approach yields consistent conver-
gence between cerebral hypo- or hyperactivity in
patients comparing to normal subjects. Figure 7.3
thus depicts the localization of deviant brain
activity in depressed patients across a vast vari-
ety of subjects, paradigms, and experimental cir-
cumstances. Please appreciate that all the brain
areas found to differ in brain metabolism during
emotion processing in depression (Fig. 7.3) have
also been determined to be part of the normal
neural network engaged in emotion processing
in a separate pool of subjects and experiment
(Figs. 7.1c, 7.2, left column). This emphasizes
the ability of ALE meta-analysis to identify the
aberrant network nodes associated with a given
mental condition within the neural network
related to a given psychological process in
healthy individuals.

Differences in brain metabolism in diseased
populations cannot always be interpreted straight-
forwardly. For instance, more activity in the
patient group could be read as reflecting an
increased effort that is needed to compensate for
deficient processing. Contrarily, less activity in
the patient group could also be read as reflecting
deficient processing due to lowered neural recruit-
ment. This dilemma can be addressed by inte-
grating the observed altered brain activity with
prior evidence that was preferentially obtained
using a different methodological modality, such
as behavioral data or lesion studies. Furthermore,
aberrant brain activity evidently raises the ques-
tion of the underlying pathological process. One
should be cautious to claim regional metabolic
aberration as causal for the dysfunction of a
specific psychological process. This line of
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thought implicitly assumes that psychological
processes can be identified from mere topogra-
phy of brain activity, termed “reverse inference”
(Poldrack 2006). This type of induction might,
however, be limited in that one-to-one mapping
between a certain brain region and a given psy-
chological process is probably rare, if not
inexistent.

7.5 Perspectives and Future

Directions

Coordinate-based meta-analysis enables the
quantitative localization of above-chance conver-
gence across multiple neuroimaging experiments
in a 3D reference space. This integration and syn-
thesis of neuroimaging data thus permits statisti-
cally defensible generalizations on the neural
basis of psychological processes in health and
disease, which far exceeds the knowledge that
may be gained from a single neuroimaging study.
It also allows relating different tasks or processes
to each other by performing meta-analyses on
different neuropsychological phenomena, such
as inhibition, attention, or working memory,
which is often not feasible in a single experiment
due to logistic expenses and the natural time lim-
its of any scanner session. Moreover, CBMA
offers a unique opportunity to weigh concordance
between neuroimaging results without the
implicit assumptions of neuroanatomical termi-
nologies, which are frequently used in an incon-
sistent, if not competitive, manner. For instance,
the temporoparietal junction is commonly refer-
enced as angular gyrus, inferior parietal lobule,
posterior superior temporal sulcus, supramarginal
gyrus, BA 39, PGa/PGp, as well as “pli courbe”
(“curved gyrus” in French). Another example is
the long-standing debate about the constituent
nodes of the limbic system. Consequently, con-
veying verbalized localization information may
entail confusion by the same brain area being
associated with discrepant neuroanatomical
terms respectively the same neuroanatomical
term being associated with discrepant groups of
brain areas. Therefore, impartial comparison
between neuroimaging studies using CBMA can

possibly resolve conflicting views by reliance on
location probabilities instead of neuroanatomi-
cal nomenclature.

Descriptive review articles are a commonly
and eagerly employed mean to juxtapose and
integrate distributed neuroimaging findings.
However, those critical verbal analyses tend to
focus on a limited number of preselected aspects
and tend to be biased by the authors’ own adher-
ence to a specific research area. In contrast to
classical review articles, CBMA is hypothesis-
free, data-driven, and, hence, objective by algo-
rithmically weighing all results equally. As the
CBMA method is not skewed by subjectivity, it
precludes overinterpretation of expected, easily
interpretable findings and neglect of unexpected,
barely reconcilable findings in neuroimaging
research. CBMA might therefore help to point
out consistent yet frequently ignored findings.
For instance, cerebellar activation is typically
overlooked in neuroimaging studies on non-mo-
tor topics, although cerebellar lesion does entail a
variety of cognitive deficits, including language,
visual-spatial, affective, and executive dysfunc-
tion (Stoodley and Schmahmann 2009). In this
way, CBMA might be valuable in identifying
previously unidentified brain regions or network
nodes, respectively.

Moreover, it is increasingly acknowledged
that the relationship between brain areas and psy-
chological processes is best explained by a many-
to-many rather than a one-to-one mapping (Price
and Friston 2005). Said differently, a single brain
region can be involved in several cognitive pro-
cesses, and a single cognitive process may
increase activity in several brain regions. These
circumstances typically favor the development of
parallel yet independent research trends that
interpret activity in a same brain region accord-
ing to completely diverging sets of theories and
references. For instance, brain activity in the (left)
inferior frontal gyrus is often read as specific for
language processing by many authors yet specific
for representation of (observed) motor action by
others. By performing a rigorous summary of
existing neuroimaging evidence, CBMA allows
to unveil neurotopographical co-occurrences of a
priori unrelated psychological processes and to,
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thereby, potentially reconcile domain-centered
research niches in an unbiased fashion. The ensu-
ing meta-analytic convergence, in turn, might help
to generate testable hypotheses for targeted neu-
roimaging studies to come.

CBMA can, however, not only be used for ret-
rospective purposes, but also as a preliminary
step to guide analysis in newly acquired experi-
mental data. In particular, formal meta-analysis
on a prespecified psychological state may yield
reliable regions of interest (ROIs) that can be
employed as a cornerstone for a variety of con-
secutive neuroimaging analyses. Functional ROIs
constrained by prior meta-analysis can, for
instance, readily inform seed-based structural
and functional connectivity analyses. On the one
hand, diffusion-weighted imaging (DWI) in con-
cert with tractography algorithms has become
popular as a measure of structural connectivity
that delineates white-matter tracts in the human
brain in vivo. On the other hand, resting-state
neuroimaging data (rsMRI) is currently widely
employed as a measure of functional connectivity
based on correlations between spontaneous
fluctuations of brain activity in the absence of an
externally structured task. In both approaches,
meta-analysis-derived ROIs can serve as a start-
ing point for structural and functional connectiv-
ity analyses to reveal the whole-brain connectivity
pattern of such functionally constrained seed
regions (Eickhoff and Grefkes 2011). In a similar
vein, approaches for effective connectivity aim at
modeling the interactions within a predefined set
of ROIs based on explicit a priori assumptions
about their mutually related functional relation-
ships. Such effective connectivity analyses,
including psychophysiological interactions (PPI),
structural equation models (SEM), dynamic
causal modeling (DCM), and Granger causality
mapping (GCM), infer the directionality in the
information flow between the designated network
nodes based on the ROI-defined fMRI signals
(Eickhoff and Grefkes 2011). Evidently, the
validity of the emerging interaction patterns criti-
cally hinges on the proper fit of the initially
defined ROIs. Approaches for effective connec-
tivity can thus take advantage of meta-analysis-
defined ROIs that constitute a topographical

CONSensus across numerous previous experi-
ments. From a broader perspective, any neuroim-
aging technique reliant on preselected ROIs (e.g.,
even including transient brain lesion by transcra-
nial magnetic stimulation) may enhance their
potency by introducing coordinate-based meta-
analysis as a complementary methodological
step.

Summing up, CBMA represents a powerful
utility to gain a synoptic view of distributed neu-
roimaging findings in a quantitative and impartial
fashion. Retrospectively, CBMA might thus
potentially remedy conflicting views that arose
from inconsistent neuroanatomical labeling or
domain-centered interpretation conventions.
Prospectively, meta-analysis-derived regions of
interest can serve as a solid basis for a variety of
neuroimaging methods, including functional and
effective connectivity analyses.
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Level-Dependent (BOLD) Functional
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of Motor and Somatosensory

Function

Christoph Stippich

Rationale for fMRI in Rolandic
Neurosurgery

8.1

Surgery in or around the “central region” entails
a high risk for intraprocedural damage of the pre-
central and postcentral gyrus with consecutive
motor and sensory deficits that can impact the
patient’s quality of life considerably. By noninva-
sively providing a precise localization of the dif-
ferent representations of the human body in
relation to the surgical target, BOLD-fMRI facil-
itates the selection of candidates for surgery as
well as the planning and performance of more
aggressive but safe and function-preserving
resections (Petrella et al. 2006). This also implies
that fMRI plays arole in identifying those patients
who are not the ideal candidates for surgery and
who may profit more from less invasive therapeu-
tic options like radiation or chemotherapy. Such
patients often present with diffusely infiltrating
or recurrent malignancies of the brain, and a
complete resection and a surgical cure cannot be
achieved. In this situation, deficits associated
with the treatment should be kept to a minimum.
Prior to treatment, fMRI provides important diag-
nostic information to evaluate the risks and
chances on an individual basis and to optimize
the therapeutic strategy accordingly. In addition,

C. Stippich, M.D.

Division of Diagnostic and Interventional
Neuroradiology, University Hospitals Basel,
Petersgraben 4, Basel 4031, Switzerland
e-mail: cstippich@usb.ch

functional landmarks are helpful to plan partial
resections or biopsies. This also applies for awake
craniotomies or epilepsy surgery. Hence, the
majority of preoperative fMRI studies are per-
formed in patients with brain tumors and epilep-
sies to preserve the adjacent eloquent brain areas.
In nonresective neurosurgery, also fMRI can be
applied, for example, in patients with medically
intractable chronic pain. Here, it has been dem-
onstrated that fMRI facilitates the placement of
stimulation electrodes over the motor cortex
(Pirotte et al. 2005a, b). Ideally, preoperative
fMRI studies are conducted for functional neuro-
navigation and in combination with diffusion ten-
sor imaging (DTI), to also visualize important
fiber bundles during surgery, for example, the
pyramidal tract (Nimsky et al. 2006).

It is important to note that the central region
can be localized easily and reliably on the basis
of morphological images of the brain using dif-
ferent anatomical structures as landmarks (for
details, see Chap. 2; Fig. 8.1). The most robust
anatomical landmark is the “hand knob” of the
precentral gyrus, representing the structural cor-
relate of the motor hand area on transverse cross-
sectional images (Yousry et al. 1997), which also
corresponds to the “precentral hook™ on sagittal
images. The existence of these morphological
landmarks substantiates the controversy whether
functional imaging is necessary at all for rolandic
neurosurgery. This view, however, does not
account for the important limitations of morpho-
logical brain imaging in the presence of anatomi-
cal variants or under pathological conditions
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Hand Knob

IFG Sign ("M")

Fig. 8.1 Anatomical landmarks on morphological MRI
according to Naidich and Yousry in transverse (upper
row) and sagittal (lower row) views. White arrowheads

(e.g., mass effects, infiltration, destruction, post-
operative state in recurrent malignancies), both
precluding proper identification of the different
gyri and sulci. More importantly, the motor hand
area is the only functional area that can be
identified reliably using anatomical criteria alone.
All other representations of the human body can
be identified only by using functional neuroimag-
ing (Fesl et al. 2003), both in the primary motor
cortex (M1) and in the primary somatosensory
cortex (S1). A substantial body of research sup-
ports the role of fMRI as a valid and valuable pre-
operative imaging modality (Stippich et al. 2007).
Hence, the rationale for preoperative fMRI results
largely from the limitations of structural brain
imaging (Rolls et al. 2007). Furthermore, neuro-
plasticity and functional reorganization induced
by the lesion or by the treatment can be assessed
using fMRI (Shinoura et al. 2006), for example,
in patients with motor and somatosensory deficits

indicate the relevant anatomical structures. The “hand
knob” and “hook” are synonyms for the “precentral knob”
(Reprinted from Stippich (2007, p. 90), with permission)

that are not explained conclusively by anatomical
consideration and in patients who are candidates
for repeated neurosurgery because of recurrent
malignancies.

Taken together, the rationale for carrying
out presurgical fMRI is often based on the lim-
itations of imaging morphology, clinical and
electrophysiological diagnostics, and the need
to include data on physiological and neuroplas-
tic changes or pathologic (e.g., epileptic) acti-
vation of the brain in treatment planning. This
diagnostic information may be generated by
fMRI in a single investigation before treatment
by means of a combined visualization of anat-
omy, pathology, and function. Combination of
other modern methods of MRI, for example, by
mapping fractional anisotropy (FA) or DTI,
may be helpful in depicting important fiber
pathways such as the pyramidal tract
(Schonberg et al. 2006; Fig. 8.2).
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Fig. 8.2 Integration of BOLD-fMRI and DTI-
tractography for functional neuronavigation. 3D-surface
projections (left: anterior — posterior, right: top — down)
and 2D-navigation view (middle). The spatial relationship
of the cortical toe (red), finger (orange), and tongue (pink)

8.2  Review of Literature
Mapping the primary motor cortex in patients
with rolandic brain tumors has been the first clini-
cal application of fMRI (Jack et al 1994). Shortly
after the first reports on BOLD-fMRI in healthy
subjects (Belliveau et al. 1991; Bandettini et al.
1992; Kwong et al. 1992; Ogawa et al. 1993),
the potential usefulness of functional imaging
techniques in clinical context and particularly in
presurgical identification of motor and soma-
tosensory cortices was postulated. The first
description of presurgical fMRI as a clinically
useful application dates from 1994, when Jack
et al. provided proof of principle in two patients
with brain tumors in the sensorimotor cortex,
validating their preliminary results with estab-
lished electrophysiological techniques (Jack et al.
1994). Soon after, several case studies (Baumann
etal. 1995; Cosgrove et al. 1996) and reports with
small numbers of patients (Puce et al. 1995; Pujol
et al. 1996; Mueller et al. 1996; Krings et al.
1998), harboring glial tumors or arteriovenous
malformations (AVM), confirmed technical and
practical feasibility of fMRI using motor and sen-
sory tasks in the clinical context and stressed the
high potential value of this new upcoming tech-
nique for preoperative risk assessment, therapeu-
tic decision making, and surgical planning.
During the following years, investigations with
larger numbers of tumor patients (up to 50) were

motor representations and of the pyramidal tract (green)
to the segmented brain tumor (purple) is clearly depicted.
The tumor affects the superior parietal lobule and invades
the postcentral gyrus extending toward the cortical motor
representation of the lower extremity

carried out, claiming their results to represent an
important factor for surgical decision (Schlosser
et al. 1997; Pujol et al. 1998). Comparisons of
presurgical fMRI data with the established refer-
ence procedure intracortical stimulation (ICS)
were numerous, and only those specifically deal-
ing with brain tumor patients will be mentioned
here, since a detailed description of validation
studies is offered in Chapters 11, 12, 13, 21 and
22. Virtually all studies report highly concordant
data of presurgical fMRI and ICS in patients with
lesions around the central sulcus (Dymarkowski
et al. 1998; Achten et al. 1999; Roux et al. 1999a,
b) with agreement between fMRI and ICS data
ranging from 83 % in 33 patients (Majos et al.
2005) to 92 % in 60 patients (Lehericy et al.
2000). Task sensitivity for identification of the
sensorimotor region estimated in large groups of
tumor patients was 85 % in 103 patients (Krings
et al. 2001) or 97 % in 125 patients (Hirsch et al.
2000). Furthermore, it should be briefly noted
that various groups focused on the correlation of
fMRI results in patients with central lesions with
those of other functional imaging procedures, for
example, PET (Bittar et al. 1999).

One of the first attempts to evaluate the
impact of fMRI on neurosurgical planning was
published by Lee et al. The authors applied
preoperative fMRI sensorimotor mapping in
32 tumor patients and reported that the results
were used to determine feasibility of surgical
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resection in 55 %, to aid in surgical planning
in 22 %, and to select patients for invasive sur-
gical functional mapping in 78 %. Overall, the
fMRI results were useful in one or more of these
surgical decision-making categories in 89 % of
all examined tumor patients (Lee et al. 1999).
A similar range was documented by Ternovoi
et al., who found that presurgical fMRI results
had an influence on therapeutic tactics in 69 % of
16 tumor patients (Ternovoi et al. 2004). Other
investigators tried to establish a functional risk
predictor for postoperative clinical outcome.
Haberg et al. examined 25 patients with primary
brain tumors near sensorimotor regions. In 80 %
of the patients, successful fMRI measurements
were obtained, out of which 75 % were used
in preoperative planning. The risk of postop-
erative loss of function was significantly lower,
when the distance between tumor periphery and
BOLD activation was 10 mm or more (Haberg
et al. 2004). Similarly, Krishnan et al., who eval-
uated BOLD activation in 54 patients, found that
a lesion-to-activation distance of less than 5 mm
and incomplete resection were predictors of
new postoperative neurological deficits and rec-
ommended cortical stimulation within a 10-mm
range (Krishnan et al. 2004). In patients with
medial frontal lesions, preoperative fMRI was
used to establish the area at risk for resection of
specific parts of the supplementary motor area,
associated with transient postoperative motor
deficits and speech disorders (Krainik et al.
2001, 2003, 2004). In a recent study, the authors
used fMRI-guided resection in 16 patients with
low-grade gliomas. Since these tumors are gen-
erally not contrast enhancing, resection bor-
ders are particularly difficult to establish based
on morphological imaging alone. Using fMRI
for the determination of resection borders, no
permanent neurological deficits and no radio-
graphic tumor progression, within a median
follow-up time of 25 months, were observed
(Hall et al. 2005). However, the data available
to quantify a safe distance between functional
activation and resection borders with respect to
surgically induced neurological deficits are still
very limited and do not justify any general con-
clusion or recommendation.

Overall, although the above mentioned stud-
ies clearly demonstrated feasibility of presurgi-
cal fMRI in clinical environment and postulated
a contribution of the obtained additional clini-
cal information to pretherapeutic decision mak-
ing, an effect on the decrease in posttherapeutic
morbidity was not corroborated. In order to
achieve this, controlled clinical trials using
optimized and standardized protocols would be
required. Although most investigators agree on
the necessity of a standardized routine, and sev-
eral methodological studies presenting opti-
mized protocols for clinical use were published
(Hirsch et al. 2000; Ramsey et al. 2001; Rutten
et al. 2002; Stippich et al. 1999, 2000, 2002a, b,
2004; Stippich 2005), no large-scale clinical
trials addressing actual benefit for the patient,
in terms of decrease in morbidity, have been
undertaken so far.

Although sensorimotor areas are identified
with high success rates using fMRI in patients
with central lesions by most investigators, a fre-
quently encountered phenomenon is an altered
pattern of activation as compared to the normal
brain function, currently denominated as lesion-
induced reorganization or plasticity. In an early
study in seven patients with intracerebral gliomas
of the primary sensorimotor cortex, activation
was found to be displaced or reduced (Atlas et al.
1996). Roux et al. correlated the type of activa-
tion with histologic tumor characteristics in 17
patients. In infiltrating tumors, intratumoral acti-
vation was detected, which was displaced and
scattered correlated with the degree of infiltration,
whereas in noninfiltrating tumors, activation
showed extra-tumoral shift. In tumors at a dis-
tance from the motor cortex, no intratumoral acti-
vation was measured (Roux et al. 1997). Likewise,
a PET study with 51 patients describes that cen-
tral lesions are more frequently associated with
altered patterns of activation than lesions in non-
central locations (Bittar et al. 2000). Other stud-
ies found significant BOLD-signal decrease in
areas adjacent to tumor tissue in motor and sen-
sory cortices as compared to the contralateral
side. This effect was present in glial tumors, most
pronounced in glioblastoma, and presumably
related to tumor-induced changes in local cerebral
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hemodynamics (Holodny et al. 1999, 2000;
Krings et al. 2002a, b), while in nonglial tumors
(metastasis, cavernoma, abscess, AVM, menin-
gioma), no BOLD-signal decrease was found
(Schreiber et al. 2000). A recent report on 33
patients, with different intra-and extra-axial
tumors, established the influence of tumor type
and distance from eloquent cortex on activation
volumes in fMRI (Liu et al. 2005). In addition to
displacement or reduction of activation in the pri-
mary sensorimotor cortex harboring the tumor,
other patterns of lesion-induced reorganization
encompass activation of solely the contralesional
cortex or an enhanced activation of nonprimary
sensorimotor areas with increasing degree of
paresis (Alkadhi et al. 2000; Carpentier et al.
2001; Krings et al. 2002a, b). Also in patients
with prior surgery (Kim et al. 2005) or newly
acquired central paresis after resection (Reinges
et al. 2005), significant decreases in BOLD acti-
vation are observed. One possible explanation for
this tumor-induced BOLD-signal loss was lately
proposed by an fMRI study where tumor blood
volume and perfusion were measured. The
authors concluded that the BOLD amplitude cor-
relates with total intratumoral blood volume and,
thus, reduced peritumoral perfusion due to a
tumor-aspirating perfusion (steal phenomenon)
goes along with reduced BOLD activation
(Ludemann et al. 2006). Of note is, however, that
resection of glioma with preoperative edema may
cause transient increase of BOLD activation ipsi-
lateral to the tumor, presumably by a decrease of
pressure on the brain (Kokkonen et al. 2005).
Lesion-induced functional reorganization may
reflect the recruitment of plastic neuronal net-
works to compensate for sensory or motor impair-
ment. On the level of a functional diagnosis in
presurgical fMRI, these reorganization phenom-
ena are of major clinical significance for the plan-
ning of resections, since they can potentially
cause false-negative results.

During the past few years, the use of combined
presurgical fMRI and DTTI techniques for tractog-
raphy was suggested to provide a better estimate
of proximity of tumor borders to eloquent cortex
than fMRI measurements alone. In particular, for
space-occupying lesions affecting the central

region, visualization of the origin, direction, and
functionality of large white matter tracts, allow-
ing imaging of functional connectivity, was put
forward to improve surgical outcome and to
promise a decrease in patient morbidity (Krings
et al. 2001; Parmar et al. 2004; Ulmer et al. 2004;
Shinoura et al. 2005; Stippich et al. 2003;
Holodny et al. 2001).

Very recently, first reports on the application
of real-time fMRI in clinical environment were
published. This novel technique enables quick
preliminary online analysis of fMRI data, which
is particularly useful in surgical diagnostics, con-
sidering that fMRI data acquisition and process-
ing are very time consuming. Moller et al.
demonstrated the technical feasibility of presur-
gical real-time fMRI examination in ten patients
with central area tumors immediately prior to
surgery (Moller et al. 2005). In another study,
motor and language tasks were used for real-time
fMRI in 11 tumor patients. The authors reported
satisfactory activation for hand motor tasks,
weaker activation for foot motor tasks, and no
useful activation for language tasks at the chosen
threshold, concluding that the procedure needed
to be optimized but was generally feasible in
clinical routine (Schwindack et al. 2005).
Furthermore, Gasser et al. lately achieved the
recording of intraoperative fMRI in four anesthe-
tized patients with lesions in the vicinity of the
central region. Using a passive stimulation para-
digm and analyzing the data during acquisition
by online statistical evaluation, they obtained
intraoperative identification of eloquent brain
areas taking brain shift into account (Gasser et al.
2005).

Finally, with the introduction of higher mag-
netic field scanners to clinical diagnostics, practi-
cability of presurgical fMRI at 3 T was established
in patients with brain tumors (Roessler et al.
2005; Van Westen et al. 2005; Feigl et al. 2008).
Today the clinical implementation of preopera-
tive fMRI is possible also in regional hospitals
(Geerts et al. 2007). For a general review on the
role of imaging in disease management and the
development of improved image-guided thera-
pies in neurooncology, see also the latest article
by Jacobs et al. (Jacobs et al. 2005).
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Note: Very recently the American Medical
Association (www.ama-assn.org) has released
CPT-codes (Current Procedural Terminology) for
clinical fMRI applications. General instructions
for clinical fMRI can be found in the Current
Protocols for Magnetic Resonance Imaging
(Thulborn 2006).

8.3  General Considerations
Motor cortex mapping is the predominant preop-
erative application of fMRI because of its easy
implementation in a clinical setting and the robust
and valid functional localizations. Typically, a
simple block design consisting of three to five
stimulation-baseline cycles is applied while the
patients perform self-paced movements with the
tongue or lips, hand or fingers, and foot or toes to
investigate the motor cortex somatotopy.
Essentials for the success of clinical fMRI
examinations are (1) motor tasks that are feasible
also in patients with paresis, (2) reduction of
motion to a minimum, and (3) short scanning
times. Under these conditions, BOLD activations
in the primary motor cortex are generally very
reliable. This can be achieved when the “most
feasible” motor tasks have been selected from
clinical testing, when patient positioning and
head fixation is optimal during the fMRI scans,
when appropriate motion correction is applied
for data processing, and when the fMRI scanning
protocols have been evaluated in volunteers for
robust functional localization, high BOLD-signal
yield, and low scanning time. For the diagnostic
interpretation of clinical fMRI data, it is indis-
pensable that the whole fMRI procedure is fully
standardized (scanning, data processing, and
evaluation) and that normative data are available
for all applied fMRI scanning protocols (ideally
including data for important influencing factors
like handedness) as well as a precise assessment
of each patient’s neurological deficits at the time
of the preoperative fMRI measurement. For the
latter, the importance of the individual training of
the investigator with each patient before the
actual fTMRI measurement cannot be overesti-
mated. To control for incorrect task performance,

a video monitoring during the fMRI measure-
ments is highly recommended. In uncooperative
patients, it may even be necessary that the inves-
tigator is inside the scanner room to give instruc-
tions directly (e.g., by tapping the hand when the
movement is started and stopped). All erroneous
measurements must be excluded from evaluation
and repeat measurements must be performed.

The investigation of patients with pareses can
be challenging, however. Dedicated paradigms
based on somatosensory stimulation (Stippich
etal. 1999, 2004; Stippich 2005) or complex finger
movements of the unimpaired hand (Stippich et al.
2000) may help to overcome the problem. A soma-
tosensory stimulation can also be useful in unco-
operative or sedated patients and in children.
Automated devices deliver reproducible stimuli
and are ideal for follow-up measurements under
standardized conditions (Golaszewski et al. 2002;
Kurth et al. 1998; Stippich et al. 1999). For more
details, see paragraphs in Sects. 8.6 and 8.7. A
review of literature regarding the various fMRI
paradigms for motor and somatosensory function
is beyond the scope of this chapter. We refer the
reader to the extensive database available. It is of
note that most manufacturers offer online data pro-
cessing software for functional BOLD imaging
with their MR imagers today, providing easy
access to the method.

8.4 Diagnostic Aims

The primary diagnostic aim of preoperative fMRI
is to localize the primary motor cortex and/or the
primary somatosensory cortex in relation to the
surgical target and the different cortical represen-
tations of the human body of the precentral gyrus
and/or postcentral gyrus. The secondary aims
include the detection of neuroplastic changes and
functional reorganization prior to treatment in
patients with neurological deficits and in patients
scheduled for repeated neurosurgery, investigat-
ing the natural course of brain activation in
patients with rolandic pathologies, or the effects
of a specific (surgical or alternative) treatment on
brain function, which may represent further diag-
nostic aims of follow-up measurements.
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Selection of Candidates for
Preoperative fMRI

8.5

Most patients referred to preoperative motor and
somatosensory fMRI present with rolandic brain
tumors, metastases, AVMs, and epileptogenic
lesions. In general, patients with meningiomas
and other (non-infiltrative) extra-axial masses
should not be considered for fMRI, except for
difficult cases on request of the surgeon. fMRI is
also not necessary for patients with frontal or
parietal pathologies that do not involve the cen-
tral region directly.

As a basic principle, candidates for preopera-
tive fMRI should be selected by anatomical con-
sideration first using morphological MR images
and on the basis of clinical findings (motor and/or
sensory deficit), both clearly indicating an involve-
ment of the primary motor and/or somatosensory
cortex. The appropriate examination protocol
should be selected accordingly. Depending on the
site and extent of the lesion, a single fMRI read-
ing can suffice; however, it is often necessary to
examine the entire motor and, where appropriate,
somatosensory somatotopy.

Preoperative fMRI studies are justified when
the following anatomical criteria apply: (1) com-
plete destruction of the rolandic anatomy pre-
cluding identification of the precentral gyrus,
central sulcus, and postcentral gyrus. (2)
Compression or displacement of the precentral
gyrus precluding reliable localization of the hand
knob — the MR — morphologic reference of the
motor hand area is absent as an orientation point
for the somatotopic organization of the precentral
gyrus. (3) The surgical target lies below or above
the hand knob and a precise localization of the
cortical face or lower extremity representations is
warranted. (4) The surgical target is postcentral
— a somatosensory stimulation may be applied.
Other (nonanatomical) criteria include (5) sus-
pected neuroplastic changes/functional reorgani-
zation with respect to neurological signs and
symptoms and (6) repeated neurosurgery.

Note: The size of the BOLD-clusters and the
center of gravity varies with the statistical thresh-
old applied for data evaluation. As a consequence,
fMRI studies should not be performed to

determine resection borders or a “safe” distance
between lesion and functional area. In a strict
sense, this is not possible to date on the basis of
fMRI data as the material published on that topic
is very limited (Haberg et al. 2004; Krishnan
et al. 2004; Hall et al. 2005). Furthermore, non-
standardized measurements in “interesting cases”
are not feasible for clinical decision making and
should be avoided. However, such patients may
be enrolled in research trials.

8.6  Paradigms for Clinical Motor

and Somatosensory fMRI

When designing motor paradigms in a block
design, it is of principal importance to establish
whether only the primary motor cortex activation
needs to be measured or secondary areas should
also be considered. In the case where only the
primary motor cortex is the target, paradigms can
also include movements in both sides of the body
(e.g., right hand vs. left hand). Since unilateral
movements lead to activation of secondary areas
in both hemispheres, secondary areas are active
during alternating movements of the right and
left body side throughout the entire measurement,
but continuous activation is not shown in the sta-
tistical evaluation of fMRI data, acquired using
conventional block designs, due to the lack of
“contrast” between the various stimulation
blocks. If information needs to be obtained
regarding secondary motor activation, paradigms
with strictly unilateral movements of a single
body part should be applied, with “resting” as the
control condition. Alternatively, three different
stimulation conditions could be integrated in the
paradigm, that is, right movement — rest — left
movement. However, the number of blocks per
paradigm is then increased, and consequently, the
examination time and susceptibility to motion
artifacts also increases. In addition, it should be
borne in mind that information on brain activa-
tion in the tumor-unaffected hemisphere is largely
insignificant for treatment. Also, paradigms
enabling the examination of several cortical body
representations are problematic in brain tumor
patients (e.g., foot — hand — face). Although scan
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q(FDR) < 0.001

t(54)
p < 0.000068

Fig. 8.3 Variation of paradigms to localize the motor
hand area results in different activation patterns. Left:
complex finger opposition of the right hand vs. rest; strong
activation of cortical motor network in both hemispheres.
The large contralateral cluster (left) covers the primary
sensorimotor cortex (/), premotor cortex (2), and parietal
cortex (4). Bilateral supplementary motor activation (3, 3)
is displayed in the midline as well as ipsilateral (right)
premotor activation (2), primary sensorimotor coactiva-
tion (/), and parietal activation (4). Middle: complex

time could be reduced compared to three indi-
vidual measurements, the time needed is still
substantially longer than for each individual mea-
surement alone. Particularly in the case of agi-
tated patients or patients with paresis, the
likelihood of motion artifacts increases, subse-
quently affecting all functional localizations.
Only secondary functional areas which are exclu-
sive to the respective movement can be localized.
All jointly recruited areas escape detection on
diagnostic fMRI. In conclusion, paradigms with
movements of a single part of the body alternat-
ing with true rest that provide short scan times
are most appropriate for preoperative fMRI
(Fig. 8.3).

Clinical feasibility tests, carried out on neuro-
surgical patients with and without tumor-related
pareses or sensory disturbances, showed that self-
triggered movement tasks are better suited to pre-
operative fMRI than controlled paradigms, since
only in this way each patient can perform within
his or her ability. To keep the likelihood of motion

q(FDR) < 0.001

p < 0.000027

finger opposition of the right vs. left hand; strong contral-
ateral (left) primary sensorimotor activation (/), but no
activation of secondary areas. Right: complex finger oppo-
sition of the right hand vs. right toe movements and tongue
movements; strong contralateral (/eft) primary sensorimo-
tor activation (/) and ipsilateral primary sensorimotor
coactivation (), but no activation of secondary areas
(Reprinted from Stippich (2007, p. 106), with
permission)

artifacts to a minimum (Hoeller et al. 2002;
Krings et al. 2001), the following movement
tasks were chosen each with “rest” as control
condition: repetitive tongue movements with the
mouth closed, opposition of fingers D2-D5 to D1
with free choice of sequence, and repetitive
flexion and extension of all five toes without
moving the ankle (Stippich et al. 2002a, b)
(Fig. 8.4). Alternatively, in the case of mild pare-
sis of the upper extremity, fist clenching/releas-
ing can be tested. Face, arm, and leg movements,
or movement of the feet, can often lead to poor
diagnostic evaluation of data due to strong motion
artifacts; therefore, they are not recommended
for clinical fMRI. A paradigm with a block dura-
tion of 20 s and three repeat cycles (four rest con-
ditions alternating with three stimulation
conditions), adding to an examination time of
140 s, is a suitable compromise between robust
functional localization of the primary motor cor-
tex, high BOLD signals, and short scan time
(Fig. 8.5).
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Fig. 8.4 (a—c) Recommended self-paced movements to
investigate sensorimotor somatotopy in clinical fMRI. (a)
Complex finger opposition of digits 2—5 against the thumb
in a random order. Movement frequency ~3 Hz. (b) Toe

—
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mens 117% 18

Fig. 8.5 Clinical standard protocol for motor paradigms.
The block-designed paradigm consists of four rest periods
(light gray) alternating with three stimulation periods
(white), each 20 s in duration. The BOLD-signal time
course of the motor hand area activation (red line) shows
task-related increases in regional hemodynamics. The
black line indicates the hemodynamic reference function
(hrf) (Reprinted from Stippich (2007, p. 107), with
permission)

Determination of motor function with preoper-
ative fMRI is limited in patients with high-grade
paresis (Pujol et al. 1998; Krings et al. 2002a, b).

up and down movements, frequency >1 Hz. (¢) Tongue up
and down movements with the mouth closed. Movement
frequency ~3 Hz (Reprinted from Stippich (2007, p. 106),
with permission)

In the case where the fMRI protocol is based solely
on self-triggered movements contralateral to the
tumor, a reliable preoperative fMRI diagnosis is
not guaranteed — the pareses are results of
insufficient residual function of the primary motor
cortex, which can lead to weak, or even absent,
BOLD signals. Nevertheless, many patients with
tumor-related paresis can be successfully exam-
ined by activating the primary somatosensory lip,
finger, and toe representations of the postcentral
gyrus (Stippich et al. 1999). While most investiga-
tors apply somatosensory stimuli manually (e.g.,
brushing the palm), automated devices provide
reproducible and standardized stimulation condi-
tions. Electric (Kurth et al. 1998; Kampe et al.
2000; Golaszewski et al. 2004), tactile (Stippich
et al. 1999; Wienbruch et al. 2006), or vibrotactile
(Golaszewski et al. 2002, 2006) stimulators are in
use. The fully automatic pneumatically driven
24-channel tactile stimulation used in our institu-
tion works artifact-free and produces reproducible
stimuli and consistent examination conditions for
comparative and outcome studies. The whole unit
can be set up and removed within 5 min (Fig. 8.6).
Scan times per measurement are 66 s for Sl
(Stippich et al. 2004) or 105 s for S2 (Stippich
2005). The S1-paradigm consists of five repeat
cycles (six rest conditions alternating with five
stimulation conditions, duration 6 s each), the
S2-paradigm of three repeat cycles (four rest
conditions alternating with three stimulation
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Fig. 8.6 Fully automated
pneumatically driven
tactile stimulation.
Flexible membranes (4D
Neuroimaging, Aachen,
Germany) connected to
pressure-resistant
pneumatic tubes transmit

the stimuli to the lips,
fingers, or toes (not
shown). Upper left: the
24-channel high-precision
electromagnetic valve
system was designed to
investigate somatosensory
somatotopy (Reprinted
from Stippich (2007,

p. 94), with permission)

conditions, duration 15 s each). For the latter para-
digm, S1 activation is also robust.

As a further adjunct to investigate paretic
patients, complex finger opposition of the nonpa-
retic hand (ipsilateral to the pathology) can be
used for the standard motor paradigm (140 s) to
elicit robust premotor activation as an additional
functional landmark for the precentral gyrus on
the lesion side (Stippich et al. 2000; Fig. 8.7).

8.7  Preoperative fMRI in Patients
with Rolandic Brain Tumors
8.7.1 Somatotopic Mapping
of the Primary Motor

Cortex (Standard Protocol)

Somatotopic mapping of the motor cortex is the
most frequently used preoperative fMRI protocol
in patients with rolandic lesions (Stippich et al.
2002a, b). The protocol contains three different
fMRI measurements with a scanning time of 140 s
each. Typical paradigms include tongue move-
ments and finger and toe movements contralateral
to the lesion to localize the motor homunculus in
relation to the surgical target (Fig. 8.8). Even
in case of complete destruction of the rolandic

anatomy, fMRI provides three functional land-
marks for different body representations (face,
upper, and lower extremities). This diagnostic
information is relevant to confirm the indication to
operate and to plan and implement safer surgery.
The same holds true for lesions that preclude
proper identification of the hand knob as the ana-
tomical reference for the motor hand area by com-
pression or displacement (Fig. 8.9). In patients
with small lesions that are — by anatomical consid-
eration — not critical for all body representations, it
seems appropriate to shorten the protocol by leav-
ing the least relevant body representations unex-
amined (Fig. 8.10). However, the examination of a
single body representation alone, for example, the
motor hand representation, is often not sufficient
to provide the required diagnostic information.
Somatotopic mapping enables also to assess plas-
tic changes of cortical motor activation, for exam-
ple, in patients with recurrent malignancies prior
to repeated surgical treatment (Fig. 8.11).

8.7.2 Somatotopic Mapping of the
Primary Somatosensory Cortex

This fMRI protocol was designed to localize the
different somatosensory body representations



8 Preoperative Motor and Somatosensory Blood Oxygen 101

cortex

Fig. 8.7 Typical cortical activation pattern of complex
finger opposition (right hand). Premotor activation ipsilat-
eral to the moving hand (red arrow) serves as a functional
landmark for the precentral gyrus in hemiparetic patients
(aclinical case is presented in Fig. 8.13). Premotor activa-
tion is typically localized at the anterior wall of the pre-
central gyrus directly adjacent to the junction of the

Supplementary
motor area

Prefrontal /

Primary somato-
sensory cortex

Posterior
parietal
cortex

precentral sulcus with the superior frontal sulcus. It is
important to note that this functional landmark does not
localize the motor hand area! In the drawing of the corti-
cal motor and somatosensory network (right), numbers
indicate Brodmann areas (Reprinted from Stippich (2007,
p- 113), with permission)

Fig. 8.8 Standard presurgical fMRI protocol: Somato-
topic mapping of the motor cortex (same patient as in
Fig. 8.2). The cortical foot representation (F) is closely
related to the left parieto-postcentral anaplastic glioma.

BOLD activation of the motor hand area (H) is localized
at the hand knob and the bilateral tongue representations
(T) at the level of the ventricular roof
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Fig. 8.9 Somatotopic fMRI mapping of the motor cortex
in a patient with a left precentral glioblastoma precluding
identification of the motor hand area using morphological

Fig. 8.10 Somatotopic fMRI mapping of the upper motor
cortex in a patient with a left central metastasis indicating
the spatial relationship to the cortical hand (H) and foot (F)

of the postcentral gyrus (Stippich et al. 1999).
The somatosensory stimuli are transmitted to
the lips, fingers, and toes contralateral to the
brain lesion. In presurgical fMRI, somatotopic
somatosensory mapping is mostly used as diag-
nostic adjunct, when motor paradigms are
difficult to apply — for example, in uncoopera-
tive, sedated, or hemiparetic patients or in chil-

p (cor.) < 0.010

p < 1.7054e-007

landmarks. fMRI clearly indicates the position of the motor
hand area during contralateral hand movements (H) as well
as the cortical foot (F) and tongue representations (7)

6.40
t(33)
p < 2.9870e-007

representation. The latter is also displayed in coronal view
(Fc). Additional fMRI localization of the motor tongue rep-
resentations was not necessary by anatomical consideration

dren —but there is also potential for standardized
follow-up measurements on neuroplastic
changes of the somatosensory system. This
presurgical fMRI protocol enables a fully auto-
mated assessment of the spatial relationship
between brain tumors and the postcentral
gyrus, facilitating the estimation of possible
postoperative sensory deficits (Fig. 8.12).
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Foot right

Fig.8.11 Presurgical fMRI somatotopic mapping of the
motor cortex in a hemiparetic patient with a recurrent left
rolandic astrocytoma prior to repeated surgery. Foot, hand,
and tongue movements revealed robust fMRI activation of
the respective primary motor cortex body representations
(vellow arrowheads). Note the increased activation in sec-

Hand right

ondary areas (red arrowheads): in the supplementary
motor area during toe and finger movements and in the
whole cortical motor network in both hemispheres during
finger movements (Reprinted from Stippich (2007,
p. 111), with permission)

Fig. 8.12 Presurgical fMRI somatotopic mapping of the
primary somatosensory cortex (S1) in a left parietal malig-
nant glioma indicated compression of the upper postcen-
tral gyrus at the level of the foot representation and tumor

Diagnostic information about the spatial
relationship between the central sulcus or pre-
central gyrus and precentral or frontal brain
tumors can be obtained rather indirectly as
both anatomical structures are directly adjacent
to the postcentral gyrus in the anterior
direction.

growth into the lower postcentral gyrus with dorsal dis-
placement of the S1 hand representation (Reprinted from
Stippich (2007, p. 112), with permission)

8.7.3 Localization of the Precentral
Gyrus in Patients with Paresis

This special protocol was designed in volunteers
to help localize the precentral gyrus in patients
with contralateral paresis (Stippich et al. 2000).
The clinical application is still experimental and
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Hand left

Fig. 8.13 Presurgical fMRI protocol for patients with
preexisting paresis. This protocol may serve as an adjunct
to the standard protocol using movements contralateral to
the brain tumor. The application is still experimental and
requires own validation. In this hemiparetic patient (grade
3/5) with a left malignant glioma, only weak BOLD acti-
vation was available from contralateral (right) hand move-
ments precluding reliable localization of the motor hand
area (not shown). By using complex finger opposition of

requires own validation. In these patients the
primary motor cortex is commonly infiltrated by
the tumor or severely compressed precluding
both reliable identification of the rolandic anat-
omy on morphological images and proper per-
formance of contralateral movements for
presurgical fMRI. However, as a basic principle,
residual contralateral motor function and pas-
sive somatosensory stimulation should be used
first for the functional localization of the pre-
and postcentral gyrus. As a further adjunct, com-
plex finger opposition of the nonparetic hand
ipsilateral to the brain tumor can be used to acti-
vate the whole cortical motor network in both
hemispheres. The premotor activation on the
tumors side may serve as an additional functional
landmark for the precentral gyrus, by localizing
the anterior wall of the precentral gyrus near the
junction of the precentral sulcus with the poste-
rior part of the superior frontal sulcus (Fig. 8.13).
It is important to note that the risk of surgery-
related motor deficits cannot be estimated using
premotor activation as a functional landmark!

Hand right tactile

the unimpaired hand ipsilateral to the tumor (leff) and
fully automated tactile stimulation of the right digits,
BOLD activation is achievable in the motor hand area (1),
premotor cortex (2), and primary somatosensory cortex
(3) on the tumor’s side. Note the corresponding activa-
tions in the unimpaired hemisphere (right) associated with
the left finger movements (white numbers). Bilateral sup-
plementary motor activation is in the midline

However, in healthy volunteers, primary motor
coactivation can be observed frequently localiz-
ing the motor hand area ipsilateral to the moving
hand (Stippich et al. 2007). Our initial clinical
experience indicates that ipsilateral primary
motor coactivation may be supportive to localize
the motor hand area on the tumor side in hemipa-
retic patients.

Note: For all preoperative fMRI protocols pre-
sented here, the combination with anisotropic
diffusion-weighted MRI or DTI (FA-mapping,
DTI-tractography) is highly recommended to also
delineate the effects of the rolandic pathologies
on the pyramidal tract (Stippich et al. 2003).

8.8 Limitations and Pitfalls

Traditionally, functional areas are electrophysio-
logically mapped intraoperatively to reliably
assess the spatial relationship between brain tumor
and functional cortex (Ojemann et al. 1989; Duffau
et al. 1999). Intraoperative EcoG is considered
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very reliable, but the sensitivity to detect motor
function in the proximity of rolandic brain tumors
can be low (Shinoura et al. 2005) and the method
comprises several disadvantages. Surgery time
can be substantially prolonged or patients need to
be subjected to awake craniotomy. Furthermore,
it is possible to derive activations only from the
brain surface, while the by far larger portion of
the cortex deep in the cerebral convolutions
remains inaccessible (Cosgrove et al. 1996).
Another significant disadvantage of EcoG is that
the information is not available preoperatively
and cannot be implemented in the assessment of
the indication to operate and the planning of func-
tion-preserving surgery. After all, morphological
imaging provides very detailed information about
intracranial pathologies (Osborn 2004), but not
about brain function. fMRI is capable of over-
coming these disadvantages of the “traditional
diagnostic procedures” by visualizing anatomy,
pathology, and function noninvasively in a single
examination even prior to surgery.

When carried out in a standard way, fMRI is
basically capable of providing a clinical “func-
tional diagnosis” for individual patients (Thulborn
2006). Functional landmarks help to estimate pos-
sible therapy-related deficits and are thus particu-
larly useful in providing patient information,
verifying the indication, and selecting a sparing
therapeutic procedure. Once the operation has been
decided upon, careful planning and appropriate
selection of incision, trepanation, surgical access,
and resection margins are essential to function-
preserving surgery. Intraoperatively, functional
localizations facilitate surgical orientation, although
inaccuracies resulting from displaced brain tissue
need to be taken into consideration (Stippich et al.
2002a, b, 2003). All these factors increase patient
safety and reduce the risk of postoperative deficits
which additionally reduce quality of life.

According to current knowledge, one can
assume that presurgical fMRI is able to contrib-
ute to a reduction of invasive diagnostic proce-
dures both before and during neurosurgical
interventions in patients with brain tumors.
Whether fMRI can have a positive effect on sur-
gery-related morbidity and disease-related

mortality remains to be determined in prospec-
tive studies. Prerequisites for this include a con-
sensus on performance, analysis and medical
appraisal of presurgical fMRI, as well as the
delineation of recommendations and guidelines
by the assigned medical societies.

Preoperative fMRI has limitations imposed by
patient-specific and methodological factors.
Despite intensive patient training, optimized
examination protocols, and appropriate head
fixation, some patients cannot be examined due
to poor cooperation or marked restlessness. When
motor paradigms are used, undesirable continua-
tion of movement during resting periods, mostly
uncontrolled and interspersed accompanying
movements in other parts of the body, can
significantly compromise the quality of the exam-
ination, even if individually adjusted evaluation
is used to register the error precisely. In the end,
after this time-consuming process, examination
results often need to be discarded. The same
holds true for strong motion artifacts which can-
not be corrected at later data processing stages.
Stimulus-related motion artifacts can simulate
activations, leading to false high BOLD signals
or even to incorrect localization (Hajnal et al.
1994; Krings et al. 2001; Hoeller et al. 2002;
Steger and Jackson 2004). With regard to the
appearance of motion artifacts, tongue and toe
movements as well as finger opposition tasks are
less critical than hand, foot, and lip movements.

The problems associated with investigating
motor function in patients with tumor-related
hemipareses have already been addressed (see
Sect. 4.4). In most cases, functional localization
of the pre- and postcentral gyrus can be achieved
by using residual motor function in the affected
extremities and applying special paradigms
(Stippich et al. 2003). Compared to motor fMRI,
BOLD signals are significantly weaker on tactile
stimulation. Particularly in the lower extremi-
ties, tactile stimulation does not always achieve
sufficient activation. This is accounted for by
the lower number of receptors in toe tips, the
comparatively small cortical toe representation,
and ill-defined compressed air pulses when long
pneumatic tubes are used.
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The BOLD signals based on fMRI originate
mainly in the capillary bed of the activated brain
area and downstream veins (Frahm et al. 1994;
Menon et al. 1995). Thus, fMRI measures a
hemodynamic secondary phenomenon and not
neuronal activity directly. Possible localization
errors due to BOLD signals from draining veins
can be identified by superimposing functional
image data onto contrast-enhanced anatomical
T1-weighted image sequences (Krings et al.
1999). Careful analysis of the signal-time curves
of functional raw data helps to distinguish
between parenchymatous and venous activation,
since these rise at different rates (Krings et al.
2001). By causing vessel compression and patho-
logical changes in vascular autoregulation, brain
tumors can affect the localization and intensity of
the BOLD signals measured (Holodny et al.
1999, 2000; Krings et al. 2002a, b; Ulmer et al.
2003, 2004; Kim et al. 2005; Liu et al. 2005; Hou
et al. 2006; Ludemann et al. 2006). Whether
artificial activations can occur due to their neo-
vascularization remains to be clarified. For this
reason, activations within contrast-enhanced
tumor portions should be assessed as artifacts
until reliable study results are available. Such
activations should not be used for risk assess-
ment, surgery planning, or functional neuronavi-
gation. The same is true for BOLD signals in
strongly vascularized cerebral metastases AVM
(Lazar et al. 1997; Alkadhi et al. 2000; Lehericy
et al. 2002; Ozdoba et al. 2002).

Investigator-dependent inaccuracies occur in
manual superposition of EPI data, distorted by
the method, onto anatomical 3D data sets. As a
precaution, a possible localization error of
approximately 0.5 cm should always be assumed
(Stippich et al. 2003). Improvements are expected
in the future when distortion corrections for EPI
data sets are available for clinical application
(Weiskopf et al. 2005; Liu and Ogawa 2006;
Priest et al. 2006), enabling superposition rou-
tines to be automated. We consider defining
resection margins in presurgical diagnostics
on the basis of fMRI data as unreliable, since the
spatial extent of activated areas depends on the
evaluation parameters chosen and can therefore
vary. In addition, the position of brain structures

can change intraoperatively (“brain shift”), with
the result that data obtained preoperatively no
longer accurately reflect the intraoperative situa-
tion (Wirtz et al. 1997; Wittek et al. 2005; Nimsky
et al. 2006). Effluent cerebrospinal fluid alone
can lead to shifts of several millimeters after
opening of the dura. Moreover, there is often a
sharp shift in the position of the brain due to tis-
sue resection. For these reasons, preoperative
fMRI cannot replace intraoperative mapping of
brain function completely. Irrespective of func-
tional imaging, additional technical inaccuracies
must be taken into consideration in neuronaviga-
tion and referencing.

Acknowledgment  Text and figures have been repro-
duced in part from Stippich 2007 with permission.
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The Functional Anatomy of Speech
Processing: From Auditory Cortex
to Speech Recognition and

Speech Production

Gregory Hickok

9.1 Introduction

Lesion-based research has been successful in
providing a broad outline of the neuroanatomy of
speech/language processes (Dronkers et al. 2000;
Hillis 2007) and continues to play a crucial role
in the development of functional anatomic mod-
els of cognitive processes (Fellows et al. 2005).
However, lesion studies lack the spatial resolu-
tion to assess more detailed functional anatomi-
cal hypotheses. Functional imaging methods such
as fMRI, when appropriately guided and con-
strained by lesion and other methods, can provide
much needed information.

In this chapter, we will review evidence
regarding the functional anatomy of the human
auditory cortex as it relates to speech recognition
and speech production. Figure 9.1 displays an
organizational framework for this discussion.

9.2  Hierarchical Organization

of Auditory Cortex

The monkey auditory cortex is organized hierar-
chically with a core region at the center, a belt
region surrounding the core, and a parabelt
region surrounding the belt area, each containing
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subdivisions. The core corresponds to the primary
auditory cortex, showing a distinct primary-type
cytoarchitecture and robust single-unit responses
to pure tones, with sharp tuning curves relative to
belt regions. Both the core and the belt areas
receive inputs from the medial geniculate nucleus
(MGN), although from different subregions,
MGyv and MGd, respectively. The parabelt also
receives direct ascending auditory input from
MGd but is distinguished from the belt area in
that it does not receive direct input from the core.
Instead, information reaching the parabelt from
the core appears to be mediated by the belt region
which projects heavily to the parabelt (Kaas and
Hackett 2000; Kaas et al. 1999).

The human auditory cortex appears to be simi-
lar in its hierarchical organization. Simple acous-
tic stimulation, such as noise bursts or tones,
activates the auditory cortex in and around
Heschl’s gyrus. In addition, more complex stim-
uli, such as speech, activate a broader region,
including the superior temporal sulcus (STS)
(Binder et al. 2000).

In both human and nonhuman primates, there
is evidence for two broad projection streams,
sometimes referred to as the ventral and dorsal
pathways (Hickok and Poeppel 2000, 2007;
Rauschecker 1998; Romanski et al. 1999; Scott
2005). There is a general agreement that the
ventral stream supports recognition of the con-
tent of auditory information (a “what” path-
way), but there is disagreement regarding the
nature of the dorsal stream, with some authors
promoting a location-based function (“where”
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Fig. 9.1 The dual-stream model of the functional anat-
omy of language. (a) Schematic diagram of the dual-
stream model. The earliest stage of cortical speech
processing involves some form of spectrotemporal analy-
sis, which is carried out in auditory cortices bilaterally in
the supratemporal plane. These spectrotemporal computa-
tions appear to differ between the two hemispheres.
Phonological-level processing and representation involves
the middle to posterior portions of the superior temporal
sulcus (STS) bilaterally, although there may be a weak
left-hemisphere bias at this level of processing.
Subsequently, the system diverges into two broad streams,
a dorsal pathway (blue) that maps sensory or phonological
representations onto articulatory motor representations
and a ventral pathway (pink) that maps sensory or phono-
logical representations onto lexical conceptual representa-
tions. (b) Approximate anatomical locations of the
dual-stream model components, specified as precisely as
available evidence allows. Regions shaded green depict
areas on the dorsal surface of the superior temporal gyrus
(STG) that are proposed to be involved in spectrotemporal

analysis. Regions shaded yellow in the posterior half of
the STS are implicated in phonological-level processes.
Regions shaded pink represent the ventral stream, which is
bilaterally organized with a weak left-hemisphere bias.
The more posterior regions of the ventral stream, posterior
middle, and inferior portions of the temporal lobes corre-
spond to the lexical interface, which links phonological
and semantic information, whereas the more anterior loca-
tions correspond to the proposed combinatorial network.
Regions shaded blue represent the dorsal stream, which is
strongly left dominant. The posterior region of the dorsal
stream corresponds to an area in the Sylvian fissure at the
parietotemporal boundary (area Spt), which is proposed to
be a sensorimotor interface, whereas the more anterior
locations in the frontal lobe, probably involving Broca’s
region and a more dorsal premotor site, correspond to por-
tions of the articulatory network. Arrows indicate recipro-
cal connections. alTS anterior inferior temporal sulcus,
aMTG anterior middle temporal gyrus, p/FG posterior
inferior frontal gyrus, PM premotor cortex (Reprinted
with permission from Hickok and Poeppel (2007))
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pathway) (Rauschecker 1998) and others an
auditory-motor integration function (Hickok
et al. 2003; Hickok and Poeppel 2000, 2007,
Warren et al. 2005). These hypotheses are not
necessarily incompatible.

9.3  STS Supports Phonological

Aspects of Speech Recognition

A number of studies have found that portions of
the STS are important for representing and/or
processing phonological information (Fig. 9.1,
yellow; Binder et al. 2000; Hickok and Poeppel
2004, 2007; Indefrey and Levelt 2004; Liebenthal
et al. 2005; Price et al. 1996). The STS is acti-
vated by several tasks that tap phonological infor-
mation such as speech perception, speech
production (Indefrey and Levelt 2004), and the
active short-term maintenance of phonemic infor-
mation (Buchsbaum et al. 2001; Hickok et al.
2003). Functional activation studies that have
used subtraction methodologies to isolate phono-
logical processes have found activation along the
STS (Liebenthal et al. 2005; Narain et al. 2003;
Obleser et al. 2006; Scott et al. 2000; Spitsyna
et al. 2006; Vouloumanos et al. 2001), as have
studies that manipulate psycholinguistic vari-
ables that tap phonological networks (Okada and
Hickok 2006). Although a common view is that
the phonological system is strongly left domi-
nant, both lesion and imaging evidence (Hickok
and Poeppel 2007) suggest a bilateral
organization.

One currently unresolved question is the rela-
tive contribution of anterior vs. posterior STS
regions in phonological processing. A majority
of functional imaging studies targeting phono-
logical processing in perception have high-
lighted regions in the posterior half of the STS
(Hickok and Poeppel 2007). Other studies, how-
ever, have reported anterior STS activation in
perceptual speech tasks (Mazoyer et al. 1993;
Narain et al. 2003; Scott et al. 2000; Spitsyna
et al. 2006). These studies involved sentence-
level stimuli raising the possibility that anterior
STS regions may be responding to some other
aspect of the stimuli such as its syntactic or

prosodic organization (Friederici et al. 2000;
Humphries etal. 2001, 2005, 2006; Vandenberghe
et al. 2002). Lesion evidence indicates that dam-
age to posterior temporal lobe areas is most pre-
dictive of auditory comprehension deficits (Bates
et al. 2003). The weight of the available evidence,
therefore, suggests that the critical portion of the
STS that is involved in phonological-level pro-
cesses is bounded anteriorly by the anterolateral-
most aspect of Heschl’s gyrus and posteriorly by
the posterior-most extent of the Sylvian fissure
(Hickok and Poeppel 2007).

9.4  Access to Conceptual-Semantic
Information May Involve

Middle Temporal Regions

Comprehension of speech involves more than
just processing and recognizing phonological
information in speech. It crucially involves using
speech sound information to access conceptual-
semantic representations. Although the organiza-
tion of semantic knowledge in the brain is far
from understood, a common view is that concep-
tual-semantic information is widely distributed
throughout the cortex (Damasio and Damasio
1994; Gage and Hickok 2005; Hickok and
Poeppel 2000, 2004, 2007; Martin 1998; Martin
and Chao 2001; Mesulam 1998; Squire 1986).
Access to this system via auditory-linguistic
channels, however, may be more focal. The pos-
terior, middle, and ventral temporal lobe (~BA
37) appears to be an important node in the inter-
face between auditory/speech systems and con-
ceptual-semantic knowledge (Fig. 9.1, posterior
pink-shaded area). This conclusion is supported
by lesion evidence showing that damage to this
region results in semantic-level deficits in both
comprehension and production (Chertkow et al.
1997; Hart and Gordon 1990; Hickok and Poeppel
2004, 2007).

Functional imaging studies have implicated
these same regions in lexical-semantic process-
ing. For example, Binder and colleagues asked
subjects to make semantic decisions about audi-
torily presented words (Binder et al. 1997). In
comparison to a tone-decision control task,



114

G. Hickok

semantic decisions strongly activated portions of
the STS and middle temporal and inferior tempo-
ral gyri (in additional to frontal and parietal
regions), but did not activate the superior tempo-
ral gyrus (STG). In the context of studies on pho-
nological-level processes discussed above, a
reasonable interpretation is that the STS activa-
tion reflects phonological aspects of word pro-
cessing, whereas the more ventral activations,
which do not show up reliably in studies of pho-
nological processing, reflect postphonemic
mechanisms involved in processing or accessing
lexical-semantic information.

Similar conclusions are derived from studies
of lexical-semantic processing that use different
approaches. Some studies have found greater
activation in inferior posterior temporal regions
for words compared to nonwords (Binder et al.
2005; Rissman et al. 2003). This contrast should
emphasize lexical-semantic processes as non-
words have minimal lexical-semantic associa-
tions. Posterior middle temporal regions have
also been implicated in processing semantically
ambiguous words. Rodd et al. found that listen-
ing to sentences that contained high levels of
lexical ambiguity produced more activation in
the left posterior MTG (Rodd et al. 2005).

Imaging studies of semantic priming, which
also should highlight regions involved in lexical-
semantic processing, have, however, led to a dif-
ferent conclusion. These studies (Copland et al.
2003; Rissman et al. 2003) have found a more
anterior middle temporal site that shows a reduc-
tion in activation for semantically related, com-
pared to semantically unrelated, word pairs
(priming is typically reflected as a reduction of
brain activity (Henson 2003)). The implication of
anterior temporal regions is not consistent with
stroke-based lesion studies, as noted above.
However, itis consistent with recent claims derived
from studies of semantic dementia that the ante-
rior temporal lobes play a critical role in the repre-
sentation of conceptual knowledge (Hodges and
Patterson 2007; Patterson et al. 2007).

Much work remains to be done in understand-
ing the functional anatomy of semantic-related
processes, particularly the relation between the

posterior and anterior regions which have been
implicated. It is possible to make the generaliza-
tion that while phonemic-level processes involve
auditory-responsive regions in the STS, higher-
level lexical- and conceptual-semantic processes
involve regions surrounding the STS both ven-
trally and posteriorly.

9.5 Sensory Systems Participate

in Speech Production

There is unequivocal evidence that posterior
sensory-related cortex in the left, but not right,
hemisphere participates in speech production.
For example, damage to the left posterior
temporal lobe often results not only in compre-
hension deficits but also in speech production
deficits (Damasio 1991, 1992; Geschwind 1971,
Goodglass 1993; Goodglass et al. 2001).
Disruption to phonological systems appears to
account for some of these production deficits.
Damage to the left dorsal STG and/or the supra-
marginal gyrus/temporal-parietal junction is
associated with conduction aphasia, a syndrome
that is characterized by good comprehension but
with frequent phonemic errors in speech produc-
tion, naming difficulties that often involve tip-of-
the-tongue states (implicating a breakdown in
phonological encoding) and difficulty with ver-
batim repetition (Damasio and Damasio 1980;
Goodglass 1992).! Conduction aphasia has clas-
sically been considered to be a disconnection
syndrome involving damage to the arcuate fas-
ciculus (Geschwind 1965). However, there is
now good evidence that this syndrome results
from cortical dysfunction (Anderson et al. 1999;

!'Although conduction aphasia is often characterized as a
disorder of repetition, it is clear that the deficit extends
well beyond this one task (Hickok et al. 2000). In fact,
Wernicke first identified conduction aphasia as a disorder
of speech production in the face of preserved comprehen-
sion (Wernicke 1874/1969). It was only later that
Lichtheim introduced repetition as a convenient diagnos-
tic tool for assessing the integrity of the link between sen-
sory and motor speech systems (Lichtheim 1885).
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Hickok et al. 2000). Thus, conduction aphasia
provides evidence for the involvement of left pos-
terior auditory-related brain regions in phono-
logical aspects of speech production (Hickok
2000; Hickok et al. 2000).

Functional imaging evidence also implicates
left superior posterior temporal regions in speech
production generally (Hickok et al. 2000; Price
et al. 1996) and phonological stages of the pro-
cess in particular (Indefrey and Levelt 2000,
2004). With respect to the latter, the posterior
portion of the left planum temporale region,
which is within the distribution of lesions associ-
ated with conduction aphasia, activates during
picture naming and exhibits length effects (Okada
et al. 2003) and frequency effects (Graves et al.
2007) and has a time course of activation, mea-
sured electromagnetically, that is consistent with
the phonological encoding stage of naming
(Levelt et al. 1998).

Taken together, the lesion and physiological
evidence reviewed in this section make a compel-
ling argument for the involvement of left poste-
rior superior temporal regions in phonological
aspects of speech production.

9.6 The Posterior Planum
Temporale Supports

Sensorimotor Integration

If left posterior superior temporal regions are
involved in phonological aspects of speech pro-
duction, there must be a mechanism for interfacing
posterior and anterior brain regions. The need for
such a mechanism has long been acknowledged
and, in classical models, was instantiated as a sim-
ple white matter pathway, the arcuate fasciculus
(Geschwind 1971). More recent proposals have
argued, instead, for a cortical system that serves to
integrate sensory and motor aspects of speech
(Hickok et al. 2000, 2003; Hickok and Poeppel
2000, 2004, 2007; Warren et al. 2005), which is
consistent with much research on sensorimotor
integration systems studied in the context of the
monkey visual system (Andersen 1997; Colby and
Goldberg 1999; Milner and Goodale 1995).

A series of studies over the last several years
has identified a cortical network for speech and
related abilities (e.g., music), which has many of
the properties exhibited by sensorimotor net-
works studied in other domains. These properties
include sensorimotor responses, connectivity
with frontal motor systems, motor effector
specificity, and multisensory responses (Andersen
1997; Colby and Goldberg 1999). The speech-
related network with these response properties
includes an area (termed Spt) in the left posterior
planum temporal (Okada and Hickok 2009)
region (Fig. 9.1, posterior blue-shaded region)
that has been argued to support sensorimotor
integration for speech (Hickok et al. 2003). We
will review the evidence for this claim below.

9.6.1 Spt Exhibits Sensorimotor

Response Properties

A number of studies have demonstrated the exis-
tence of an area in the left posterior planum tempo-
rale that responds both during the perception and
production of speech, even when speech is produced
covertly (subvocally) so that there is no overt audi-
tory feedback (Buchsbaum et al. 2001, 2005a, b;
Hickok et al. 2003). Spt is not speech-specific,
however. It responds equally well to the perception
and (covert) production via humming of melodic
stimuli (Hickok et al. 2003; Pa and Hickok 2008).

9.6.2 Sptls Functionally Connected
to Motor Speech Areas

Spt activity is tightly correlated with activity in
frontal speech production-related areas, such as
the pars opercularis (BA 44; Buchsbaum et al.
2001), suggesting that the two regions are func-
tionally connected. Furthermore, cortex in the
posterior portion of the planum temporale (area
Tpt) has a cytoarchitectonic structure that is simi-
lar to BA44. Galaburda writes, “area Tpt ...
exhibits a degree of specialization like that of
Area 44 in Broca’s region. It contains prominent
pyramids in layer Illc and a broad lamina IV....
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the intimate relationship and similar evolutionary
status of Areas 44 and Tpt allows for a certain
functional overlap” (Galaburda 1982).

9.6.3 Spt Activity Is Modulated by
Motor Effector Manipulations

In monkey, parietal cortex sensorimotor integra-
tion areas are organized around motor effector
systems (e.g., ocular vs. manual actions in LIP
and AIP; (Andersen 1997; Colby and Goldberg
1999)). Recent evidence suggests that Spt may be
organized around the vocal tract effector system:
Spt was less active when skilled pianists listened
to and then imagined playing a novel melody
than when they listened to and covertly hummed
the same melody (Pa and Hickok 2008).

9.6.4 Sptls Sensitive to Speech-
Related Visual Stimuli

Many neurons in sensorimotor integration areas
of the monkey parietal cortex are sensitive to
inputs from more than one sensory modality
(Andersen 1997). The planum temporale, while
often thought to be an auditory area, also acti-
vates in response to sensory input from other
modalities. For example, silent lip-reading has
been shown to activate auditory cortex in the
vicinity of the planum temporale (Calvert et al.
1997; Calvert and Campbell 2003). Although
these studies typically report the location as
“auditory cortex” including primary regions,
group-based localizations in this region can be
unreliable. Indeed, a recent fMRI study using
individual subject analyses has found that activa-
tion to visual speech and activation using the
standard Spt-defining auditory-motor task (listen
then covertly produce) are found in the same
regions of the left posterior planum temporale.
Thus, Spt appears to be sensitive also to visual
input that is relevant to vocal tract actions.

In summary, Spt exhibits all the features of sen-
sorimotor integration areas as identified in the pari-
etal cortex of the monkey. This suggests that Spt is
a sensorimotor integration area for vocal tract

actions (Pa and Hickok 2008), placing it in the
context of a network of sensorimotor integration
areas in the posterior parietal and temporal/parietal
cortex, which receive multisensory input and
are organized around motor effector systems
(Andersen 1997). Although area Sptis notlanguage-
specific, it counts sensorimotor integration for
phonological information as a prominent function.

9.7 Summary

Data from functional imaging studies has aug-
mented a long history of language-brain research
based on traditional neuropsychological meth-
ods. This work converges on several broad con-
clusions that are particularly relevant to an
understanding of the neural organization of
speech processing. Human auditory cortex is
hierarchically organized with early areas primar-
ily involved in the spectrotemporal analysis of
acoustic signals. Higher-order representations/
processes, such as those involved in the analysis
of phonological information, involve auditory-
related regions in the STS, which are probably
several steps downstream from primary auditory
cortex. Beyond these high-level auditory-related
systems in the STS, portions of the middle and
inferior temporal gyri are important for mapping
auditory-related representations onto conceptual-
semantic systems. These systems, involved in
mapping acoustic input onto conceptual-semantic
representations, comprise the ventral stream and
is bilaterally organized in its early stages, becom-
ing somewhat left dominant at the level of con-
ceptual-semantic access. A dorsal stream connects
portions of the auditory system to articulatory
motor systems, thus enabling speech production
and related functions. This circuit involves the
posterior planum temporale (area Spt), which
may function as a sensorimotor interface system
for the vocal tract.
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Use of fMRI Language Lateralization
for Quantitative Prediction

10

of Naming and Verbal Memory
Outcome in Left Temporal Lobe
Epilepsy Surgery

Jeffrey R. Binder

Partial removal of the anterior temporal lobe
(ATL) is the most commonly performed surgical
procedure for intractable epilepsy. ATL resection
is highly effective for seizure control, resulting in
long-term cure rates of 60-80 % (Jeong et al.
2005; Mclntosh et al. 2001; Tellez-Zenteno et al.
2005). The undeniable benefit of ATL surgery is
partially offset by the occurrence of neuropsy-
chological morbidity in some patients receiving
this treatment. Evidence suggests a 30-60 %
incidence of anomic aphasia (Bell et al. 2000b;
Hermann et al. 1994, 1999a, b; Langfitt and
Rausch 1996; Sabsevitz et al. 2003) and a similar
risk for decline in verbal memory ability
(Baxendale et al. 2006; Binder et al. 2008a;
Chelune et al. 1993; Gleissner et al. 2004;
Helmstaedter and Elger 1996; Lineweaver et al.
2006; Martin et al. 1998; Sabsevitz et al. 2001;
Stroup et al. 2003) after left ATL surgery. Patients
are generally aware of these deficits, which
adversely affect quality of life and employability
(Helmstaedter et al. 2003; Langfitt et al. 2007;
Lineweaver et al. 2004; Perrine et al. 1995; Stroup
et al. 2003). Cognitive deficits from right ATL
resection have been much less consistently
observed (Binder et al. 2008a; Lee et al. 2002;
Loring et al. 1990a, 1995b; Pigot and Milner
1993; Pillon et al. 1999). Though the first priority
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in treating intractable epilepsy is seizure control,
the importance of cognitive side effects for some
patients undergoing left ATL surgery should not
be underestimated or denied. Indeed, consider-
able resources have been devoted to developing
methods for predicting and preventing cognitive
morbidity, and many such methods are used rou-
tinely in the evaluation of surgical candidates
despite ongoing controversy regarding their
effectiveness.

This chapter focuses on recent advances in the
prediction of postoperative language and verbal
memory deficits using preoperative fMRI. The
clinical value of such risk assessment is that it
provides the patient and physician with additional
information that can be useful in deciding whether
to proceed with treatment in elective situations.
The use of fMRI activation maps intraoperatively
for defining surgical resection boundaries is a
separate issue that will not be addressed in detail
here.

10.1 Use of fMRI for Predicting

Naming Outcome

10.1.1 Measuring Language
Lateralization

The intracarotid amobarbital (Wada) test was
developed to assess the risk of language decline in
patients undergoing resective brain surgery (Wada
and Rasmussen 1960), based on the assump-
tion that operating on the language-dominant
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hemisphere entailed increased risk. Though the
Wada test has been in use for over 50 years, until
recently the relationship between Wada language
asymmetry and postoperative language outcome
had never been quantified. The historical reasons
for this relate to the fact that language lateraliza-
tion was traditionally viewed as dichotomous (left
or right) or trichotomous (left, right, or “bilat-
eral”). Under this schema, it was obvious that
operating on a nondominant hemisphere would
be safer than operating on a language-dominant
hemisphere. Several aspects of this formulation
have changed in recent decades. First, language
lateralization has come to be seen as a continu-
ously graded rather than an all-or-none phenom-
enon, with relative degrees of dominance rather
than distinct categories (Binder et al. 1996;
Chlebus et al. 2007; Knecht et al. 2000b, 2002;
Loring et al. 1990b; Seghier 2008; Springer et al.
1999). Thus, while the vast majority (~80 %) of
patients who undergo left-hemisphere surgery
for epilepsy are left dominant for language, there
is variation within this group in terms of the
degree of left dominance. This variability raises
the question of whether graded degrees of lan-
guage dominance are reflected in graded levels
of risk. Second, neuropsychological methods for
identifying postoperative language deficits have
steadily improved and become more widespread,
resulting in a shift of the clinical focus, particu-
larly in left ATL cases, away from prediction of
severe aphasia (which is very rare after standard
left ATL resection) and toward prediction of more
moderate degrees of language decline.

The effort to develop fMRI methods for pre-
dicting language outcome in ATL epilepsy sur-
gery is therefore motivated by two critical
assumptions. First, it is assumed that patients
show varying degrees of language (mainly nam-
ing) deficit after surgery and that it is desirable to
know before surgery what degree of decline can
be expected. Second, it is assumed that the degree
of decline will be related to the degree of lan-
guage lateralization toward the surgical hemi-
sphere. The goal of fMRI in this context is thus to
provide a reliable and valid measure of language
lateralization. A wide variety of fMRI language
activation paradigms have been described,

differing in the type of language stimuli, stimulus
modality, language task, control stimuli, and con-
trol task used, raising the question of which of
these paradigms, if any, is optimal. Though dif-
ferent paradigms have seldom been compared
quantitatively, it is well known that they can pro-
duce very different, in some cases entirely non-
overlapping, activation patterns. This variation is
related primarily to the cognitive, sensory, and
motor processes engaged by the tasks, and the
degree to which the language and control condi-
tions differ in engaging these specific processes
(Binder 2006).

Several simple criteria can be applied in
assessing the usefulness of different language
paradigms. First, the pattern of activation obtained
in healthy, right-handed adults should be lateral-
ized strongly to the left hemisphere, as it is known
that almost all such individuals are left-hemi-
sphere dominant for language (Knecht et al.
2000a; Loring et al. 1990b; Springer et al. 1999).
Second, the activation should be robust, that is, it
should be reliably obtained across individuals
and in the same general brain regions from per-
son to person. Third, there should be concordance
between language lateralization measured with
the fMRI paradigm and lateralization measured
with other techniques, such as the Wada test, in
the same individuals. Finally, in some cases it
may be desirable that the paradigm produces acti-
vation in particular target brain regions. In the
case of ATL surgery, for example, activation
asymmetry in the temporal lobe might be more
predictive of outcome than activation in the fron-
tal lobe; thus, a paradigm that activates the tem-
poral lobe would have advantages over one that
does not.

Figure 10.1 illustrates some of these issues.
The figure shows average activation maps
obtained while 26 right-handed subjects listened
to spoken words and performed a semantic deci-
sion task (Binder et al. 1997, 2008b). In the top
panel, BOLD signal during this task is compared
to a “resting” baseline. The activated regions are
largely bilateral, including bilateral auditory,
working memory, general executive, and atten-
tion networks. In the lower panel of the figure,
the semantic decision task is compared to
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Semantic Decision — Rest

Fig. 10.1 Group fMRI activation maps from two audi-
tory word comprehension experiments. 7op: semantic
decision relative to resting. Bottom: semantic decision
relative to tone decision. Data are displayed as serial sagit-
tal sections through the brain at 9-mm intervals. X-axis
locations for each slice are given in the fop panel. Both
maps are thresholded at a whole-brain corrected p <0.05

a nonlinguistic auditory control task. In this case
the activated regions are strongly left-lateralized,
including several left temporal, parietal, and pre-
frontal regions (indicated by blue arrows) that
were not observed when the resting baseline was
used. These data illustrate in dramatic fashion
how activation patterns depend on the choice of
control condition. In the lower panel, the use of
an active nonlinguistic control task “subtracts
out” bilateral activation in early auditory, general
executive, and attention networks, leaving activa-
tion in left-lateralized language networks. These
results also demonstrate that certain high-level
language processing regions are active during the
“resting” state and can only be observed when an
active nonlinguistic control condition is employed
(Binder et al. 1999, 2008b).

Many fMRI language paradigms have been
compared to Wada language testing (Adcock
et al. 2003; Arora et al. 2009; Bahn et al. 1997;

using voxel-wise p<0.0001 and cluster extent>200 mm®.
The three steps in each color continuum represent voxel-
wise p thresholds of 107, 1075, and 10-. Blue arrows in
the lower image indicate left-hemisphere language areas
that are active during the resting state and thus visible
only when an active nonlinguistic task is used as the base-
line (Adapted from Binder et al. (2008b))

Benke et al. 2006; Benson et al. 1999; Binder
et al. 1996; Carpentier et al. 2001; Chlebus et al.
2007; Deblaere et al. 2004; Desmond et al. 1995;
Gaillard et al. 2004; Hertz-Pannier et al. 1997,
Lehéricy et al. 2000; Rutten et al. 2002; Sabbah
et al. 2003; Spreer et al. 2002; Szaflarski et al.
2008; Woermann et al. 2003; Worthington et al.
1997; Yetkin et al. 1998). These studies gener-
ally report high concordance rates, typically in
the range of 80—100 % (for reviews, see Binder
and Raghavan 2006; Swanson et al. 2007). In
assessing the rate of concordance, patients are
usually assigned to categories such as “left domi-
nant,” “right dominant,” or “mixed” on each test.
The proportion of concordant cases depends on
how these arbitrary categories are defined as well
as other factors. Another method for comparing
fMRI and Wada results is to calculate the corre-
lation between continuous measures of lateral-
ization on both tests. In the case of fMRI,
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a standard approach is to calculate a laterality
index (LI) expressing the asymmetry of activa-
tion in numerical form. The first such LI was
based on a simple count of the voxels that sur-
vived thresholding in each hemisphere (Binder
et al. 1996). The formula (L — R)/(L+R), where
L and R refer to the voxel counts in each hemi-
sphere, yields a number that varies from +1 when
all activated voxels are on the left side to —1
when all activated voxels are on the right. LI val-
ues obtained with this method vary as a function
of the threshold used for defining activated vox-
els; thus, several authors have explored alterna-
tive asymmetry measures that do not require
thresholding (Adcock et al. 2003; Chlebus et al.
2007; Jones et al. 2011; Nagata et al. 2001;
Seghier 2008; Wilke and Schmithorst 2006). No
consensus regarding the optimal method for cal-
culating activation asymmetry has yet emerged
from these studies.

10.1.2 Predicting Outcome

With so many studies focusing on fMRI/Wada
correlations, it is easy to forget that the actual aim
of measuring language lateralization prior to brain
surgery is prediction of language outcome. In the
case of left ATL resection, an fMRI procedure
that reliably identifies patients at risk for postop-
erative naming deficits would be a valuable clini-
cal tool, especially if the fMRI results added
information over and above other available tests.
Previous behavioral studies have identified demo-
graphic and behavioral variables that may predict
outcome. For example, left ATL patients who
develop seizures at an earlier age generally have a
lower risk for postoperative language decline
(Hermann et al. 1999b; Saykin et al. 1995;
Stafiniak et al. 1990), presumably because earlier
age at onset is associated with a higher probabil-
ity of language shift to the right hemisphere
(Springer et al. 1999). Better preoperative naming
performance is associated with a higher risk for
decline (Hermann et al. 1994). As noted above,
Wada language testing has always been assumed
to be predictive of language outcome, though,
apart from a few case reports of patients with right

language dominance who did not decline (Langfitt
and Rausch 1996; Wada and Rasmussen 1960),
this assumption went untested for many years.

To date, only one study has examined the value
of fMRI language lateralization as a predictor of
language outcome. Sabsevitz et al. (2003) studied
24 consecutively encountered patients undergo-
ing left ATL resection. The fMRI paradigm used
a contrast between an auditory semantic decision
task and a nonlinguistic tone decision task
(Fig. 10.1, lower panel). A previous study had
shown that asymmetry of activation with this task
paradigm is correlated with language lateraliza-
tion on the Wada test (Binder et al. 1996). For the
Sabsevitz et al. study, separate LIs were computed
for the whole hemisphere, frontal lobe, temporal
lobe, and angular gyrus. All patients also under-
went Wada testing and preoperative assessment
of confrontation naming using the 60-item Boston
Naming Test (BNT). The BNT was administered
again at 6 months after surgery, and a change
score was calculated as the difference between
post-op and pre-op BNT scores. Surgeries were
performed blind to the fMRI data.

Compared to a control group of 32 right ATL
patients, the left ATL group declined postopera-
tively on the BNT (p<.001), with an average
change score of —9. Within the left ATL group,
however, there was considerable variability, with
13 patients (54 %) showing variable degrees of
decline relative to the control group. The tempo-
ral lobe fMRI LI was the strongest predictor of
outcome (r=-.64, p<.001), indicating that lan-
guage lateralization toward the left (surgical)
temporal lobe was related to poorer naming out-
come, whereas lateralization toward the right
temporal lobe was associated with little or no
decline. This fMRI measure showed 100 % sen-
sitivity, 73 % specificity, and a positive predictive
value of 81 % in predicting significant decline.
By comparison, the Wada language LI showed a
somewhat weaker correlation with outcome
(r=-.50, p<.05), 92 % sensitivity, 43 %
specificity, and a positive predictive value of
67 %. Notably, the frontal lobe fMRI LI was also
less predictive (r=-.47, p<.05), suggesting that
an optimal LI is one that indexes lateralization
near the surgical resection area.
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Sabsevitz et al. also created multivariate mod-
els to determine the contribution of fMRI relative
to other noninvasive predictors. Both age at epi-
lepsy onset (r=-.35, p=.09) and preoperative
performance (r=-.39, p=.06) showed strong
trends toward a correlation with outcome, and
together these variables predicted about 27 % of
the variance in outcome. Adding the temporal
lobe fMRI LI to this model accounted for an
additional 23 % of the variance (p<.01), indicat-
ing a significant increase in predictive power.
Addition of the Wada language asymmetry score
did not improve the model (R? change=.01).

Though based on a relatively small sample,
these results show how preoperative fMRI can be
used to stratify patients in terms of risk for lan-
guage decline in the setting of left ATL resection,
allowing patients and physicians to more accu-
rately weigh the risks and benefits of the surgery.
It is crucial to note, however, that these results
hold only for the particular methods used in the
study and may not generalize to other fMRI pro-
tocols, analysis methods, patient populations, or
surgical procedures. Future studies should not
only confirm these results using larger patient
samples but also test whether other fMRI proto-
cols in current widespread use have similar pre-
dictive capability.

10.2 “Tailoring” Temporal Lobe

Resections

It remains to be seen how useful fMRI language
activation maps will be for planning resection
boundaries in temporal lobe surgery. At least
three significant problems complicate progress:
(i) variation in language maps produced by dif-
ferent activation protocols; (ii) generally poor
activation of the ATL, where the majority of tem-
poral lobe surgeries are performed; and (iii) an
inadequate understanding of the specificity of
fMRI activations.

As indicated earlier, different fMRI language
activation protocols in current clinical use pro-
duce markedly different patterns of activation
(Binder 2006; Binder et al. 2008b). These findings
suggest that activation maps are strongly depen-

dent on the specific composition of cognitive pro-
cesses engaged during the scan, and how these
differ between the language and control tasks
used (see discussion above). Most language acti-
vation protocols currently used in clinical studies
do not elicit robust ATL activation, especially in
inferior portions of the ATL. Because the domi-
nant ATL is known to contribute to language pro-
cessing (Damasio et al. 1996; Hamberger et al.
2001; Humphries et al. 2005; Mazoyer et al.
1993; Rogers et al. 2006), and left ATL resection
not infrequently results in language decline (Bell
et al. 2000b; Davies et al. 1998a; Hermann et al.
1994; Langfitt and Rausch 1996; Sabsevitz et al.
2003), it follows that these protocols are not
detecting crucial language areas.

Considerable evidence suggests that the ATL
plays a role in semantic processing, that is, stor-
age and retrieval of conceptual knowledge that
underlies word and sentence meaning (Binder
et al. 2009; Mummery et al. 2000; Patterson et al.
2007; Rosen et al. 2002; Visser et al. 2010).
Damage to this semantic system has been pro-
posed as a major cause of the naming deficits
observed in patients with ATL lesions (Bell et al.
2001; Lambon Ralph et al. 2001). Several meth-
odological factors appear to influence the sensi-
tivity of fMRI in detecting these ATL semantic
networks. First, the ATL is more strongly acti-
vated by sentences than by single words or strings
of unrelated words (Friederici et al. 2000;
Humphries et al. 2005, 2006; Mazoyer et al.
1993; Vandenberghe et al. 2002; Xu et al. 2005).
This observation suggests that the ATL is particu-
larly necessary for integrating meaning across
multiple words. Other studies have implicated
the ATL specifically in processing semantic
knowledge related to social interactions, as in
stories depicting agents, actions, emotional states,
motives, and so on (Olson et al. 2007; Ross and
Olson 2010; Zahn et al. 2007). Finally, ATL acti-
vation is more likely to be observed when an
active control task is used as a baseline rather
than a resting state (Binder et al. 2008b; Spitsyna
et al. 2006; Stark and Squire 2001; Visser et al.
2010). For example, Stark and Squire (2001)
observed activation in medial ATL regions dur-
ing a picture-encoding task when an active
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Fig.10.2 Areas of greater activation for the Story condition
relative to the Math condition (thresholded at whole-brain
corrected p <.05), shown in serial sagittal sections through

decision task was used as a baseline but not when
a “rest” baseline was used. Similarly, Spitsyna
et al. (2006) observed activation in the anterior
fusiform gyrus and ITG during a story compre-
hension task when an active decision task was
used as a baseline but not when a “passive” base-
line was used. This observation suggests that
semantic processes carried out by the ATL occur
even during resting or passive states, perhaps
comprising a component of normal conscious-
ness that supports planning, problem solving,
daydreaming, and other high-level integrative
processes that depend on semantic knowledge
(Binder et al. 1999, 2009). Active, attentionally
demanding control tasks disrupt these ongoing
“default” processes, which would otherwise mask
ATL activation.

Based on these considerations, Binder et al.
designed an fMRI protocol aimed specifically at
eliciting reliable ATL activation (Binder et al.
2010a). An auditory story comprehension task
(“Story”) was selected to engage rapid integra-
tion of semantic information, including social
concepts. This task was contrasted with an
active, attentionally demanding arithmetic task
(“Math”) involving auditorily presented addi-
tion and subtraction problems. Prior evidence
indicates that arithmetic, particularly addition
and subtraction operations, does not engage
the temporal lobe (Baldo and Dronkers 2007,
Cappelletti et al. 2001; Crutch and Warrington
2002; Diesfeldt 1993); thus, this task was
expected to interrupt ongoing “default mode”
processing in the ATL and to cause minimal
ATL activation. An additional feature of the

the left hemisphere. Stereotaxic locations are given in the
upper left corner of each slice (Adapted from Binder et al.
(2010a))

arithmetic task is that it used verbal, sentence-
like stimuli that could be matched to the stories
on low-level features like auditory and phono-
logical input. A second aim of this study was
to test whether comparable results could be
achieved across different centers using a variety
of imaging hardware and software platforms.

The Story>Math contrast elicited strong
activation throughout the ATL, lateral tempo-
ral lobe, and medial temporal lobe bilaterally
in an initial cohort of 18 healthy participants
(Fig. 10.2). The task protocol was then imple-
mented at six other imaging centers using
identical methods. Data from a second cohort
of participants scanned at these centers closely
replicated the results from the initial cohort.
Compared to other fMRI protocols commonly
used to elicit temporal lobe activation, the
Story-Math protocol activated a much larger
extent of the region typically removed in a
standard ATL resection (Fig. 10.3).

In addition to these problems concern-
ing sensitivity of the activation protocol, the
problem of activation specificity is critical to
address before language fMRI maps are used to
tailor temporal lobe resections. Some regions
activated during fMRI tasks may play a minor
or nonspecific role rather than a critical role in
language. Resection of these “active” foci may
not necessarily produce clinically relevant or
persisting deficits. Thus, using fMRI activa-
tion maps to decide which brain regions can be
resected involves two potential risks: (i) resec-
tion of critical language zones that are “not
activated” due to insensitivity of the particular
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[l Task activation

Fig.10.3 Overlap between activated areas in three fMRI
language comprehension paradigms and regions typically
resected in left ATL surgery. Red indicates areas of lesion
overlap in 23 left ATL surgery patients, based on spatially
normalized postoperative MRI scans. Blue indicates tem-
poral lobe regions activated with each paradigm (all
thresholded at whole-brain corrected p<.05) that do not
fall within this typical resection zone (see Fig. 10.1. and

language activation protocol employed, result-
ing in postoperative language decline, and (ii)
sparing of “activated” regions that are in fact
not critical for language, resulting in subopti-
mal seizure control. Only through very care-
fully designed studies — in which resections are
performed blind to the fMRI data, standardized
procedures are used for assessing outcome, and
quantitative measures are made of the anatomi-
cal and functional lesion — will the usefulness
of fMRI language maps for “tailoring” surgical
resections be determined. One such study, the
FMRI in Anterior Temporal Epilepsy Surgery
(FATES) study, is currently underway. This
prospective, multicenter study funded by the
NINDS will evaluate whether language out-
come after left ATL resection is related to the
amount of “activated” brain tissue removed, as
defined by preoperative fMRI.

[l Typical ATL resection

[ overlap

Binder et al. (2008a) for details regarding the semantic
decision vs. rest and the semantic decision vs. tone deci-
sion paradigms). Green indicates activated regions that
overlap with the typical resection zone. Overlap with the
targeted surgical zone differs markedly between the lan-
guage paradigms and is greatest for the Story-Math con-
trast (Adapted from Binder et al. (2010b))

10.3 Prediction of Verbal Memory
Outcome

ATL resection typically involves removal of
much of the anterior medial temporal lobe
(MTL), including portions of the hippocampus
and parahippocampus, which are known to be
critical for encoding and retrieval of long-term
episodic memories (Squire 1992). Verbal mem-
ory decline after left ATL resection is a consis-
tent finding in group studies and is observed in
30-60 % of such patients (Baxendale et al. 2006;
Binder et al. 2008a; Chelune et al. 1991, 1993;
Chiaravalloti and Glosser 2001; Gleissner et al.
2004; Helmstaedter and Elger 1996; Hermann
et al. 1995; Kneebone et al. 1995; Lee et al.
2002; Lineweaver et al. 2006; Loring et al.
1995b; Martin et al. 1998; Sabsevitz et al. 2001;
Stroup et al. 2003). In contrast, nonverbal
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memory decline after right ATL resection is less
consistently observed in groups and individuals
(Binder et al. 2008a; Lee et al. 2002; Lineweaver
et al. 2006; Stroup et al. 2003). A main focus of
the preoperative evaluation in ATL surgery can-
didates is, therefore, to estimate the risk of verbal
memory decline in patients undergoing left ATL
resection.

The Wada memory test was originally devel-
oped for the purpose of predicting global amne-
sia after ATL resection (Milner et al. 1962).
Studies of its ability to predict relative verbal
memory decline have been inconsistent, with
several suggesting good predictive value (Bell
et al. 2000a; Chiaravalloti and Glosser 2001;
Kneebone et al. 1995; Loring et al. 1995b;
Sabsevitz et al. 2001) and others showing little or
none, particularly when used in combination with
noninvasive tests (Binder et al. 2008a; Chelune
and Najm 2000; Kirsch et al. 2005; Lacruz et al.
2004; Lineweaver et al. 2006; Stroup et al. 2003).
Some authors have questioned the general valid-
ity and reliability of Wada memory results (Kubu
et al. 2000; Lee et al. 1995; Loddenkemper et al.
2007; Loring et al. 1990a; Martin and Grote
2002; Novelly and Williamson 1989; Simkins-
Bullock 2000). Others have emphasized the sen-
sitivity of the test to certain details of the stimulus
presentation, procedures used for recall, and
other methodological factors (Alpherts et al.
2000; Carpenter et al. 1996; Loring et al. 1994,
1995a). Other presurgical tests of MTL func-
tional or anatomical asymmetry are also modestly
predictive of memory outcome, including struc-
tural MRI of the hippocampus (Cohen-Gadol
et al. 2004; Lineweaver et al. 2006; Stroup et al.
2003; Trenerry et al. 1993; Wendel et al. 2001)
and interictal positron emission tomography
(Griffith et al. 2000). Preoperative neuropsycho-
logical testing also has predictive value, in that
patients with good memory abilities prior to sur-
gery are more likely to decline than patients with
poor preoperative memory (Baxendale et al.
2006, 2007; Binder et al. 2008a; Chelune et al.
1991; Davies et al. 1998b; Gleissner et al. 2004;
Helmstaedter and Elger 1996; Hermann et al.
1995; Jokeit et al. 1997; Lineweaver et al. 2006;
Stroup et al. 2003).

10.3.1 FMRI of the Medial Temporal
Lobe

MTL activation during memory encoding and
retrieval tasks has been a subject of intense
research with fMRI (for reviews, see Gabrieli
2001; Hwang and Golby 2006; Paller and Wagner
2002; Rugg et al. 2002; Schacter and Addis 2007,
Schacter and Wagner 1999; Vilberg and Rugg
2008). Hippocampal activation has been demon-
strated using a variety of task paradigms (e.g.,
Binder et al. 1997, 2005; Constable et al. 2000;
Davachi and Wagner 2002; Eldridge et al. 2000;
Fernandez et al. 1998; Greene et al. 2006; Hassabis
et al. 2007; Henke et al. 1997; Kensinger et al.
2003; Killgore et al. 2002; Martin 1999; Otten
et al. 2001; Parsons et al. 2006; Prince et al. 2007;
Small et al. 2001; Sperling et al. 2001; Stark and
Squire 2001; Vincent et al. 2006; Weis et al. 2004;
Zeinah et al. 2003), although fMRI of this region
is not without technical challenges. The hip-
pocampal formation is small relative to typical
voxel sizes used in fMRI. Within-voxel averaging
of signals from active and inactive structures may
thus impair detection of hippocampal activity.
Loss of MRI signal in the medial ATL due to mac-
roscopic field inhomogeneity can affect the
amygdala and occasionally the anterior hippocam-
pus (Constable et al. 2000; Fransson et al. 2001;
Morawetz et al. 2008). Finally, the “baseline”
state employed in subtraction analyses is probably
of critical importance. Hippocampal encoding
processes probably continue beyond the duration
of the stimulus or event (Alvarez and Squire
1994), and human imaging evidence suggests that
the hippocampus is relatively activated in the
“resting” state (Andreasen et al. 1995; Binder
et al. 1999; Martin 1999; Stark and Squire 2001).

Hippocampal fMRI paradigms generally
employ one of three approaches. The first of these
involves a contrast between encoding novel and
repeated stimuli, based on earlier electrophysio-
logical studies showing that the hippocampus
responds more strongly to novel than to repeated
stimuli (Grunwald et al. 1998; Knight 1996; Li
etal. 1993; Riches et al. 1991). The encoding task
might involve explicit memorization for later
retrieval testing or a decision task designed to
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produce implicit encoding. Such novelty con-
trasts mainly activate the posterior parahippocam-
pus and adjacent fusiform gyrus, with involvement
of the posterior hippocampus in some but not all
studies (Binder et al. 2005; Fransson et al. 2001;
Gabrieli et al. 1997; Hunkin et al. 2002; Kirchhoff
et al. 2000; Stern et al. 1996; Tulving et al. 1996).
The second approach involves manipulating the
degree of associative/semantic processing that
occurs during encoding. Hippocampal encoding
is thought to involve the creation of “relational”
representations that tie together sensory, seman-
tic, affective, and other codes activated by an
event (Cohen and Eichenbaum 1993; McClelland
et al. 1995; O’Reilly and Rudy 2001). External
events that are meaningful and activate semantic
and emotional associations engage the hippocam-
pus more robustly and are thus more effectively
recorded (Craik and Lockhart 1972). Thus many
fMRI studies have demonstrated hippocampal
activation using contrasts between a stimulus
(e.g., a word or picture) or task that engages asso-
ciative/semantic processing and a stimulus (e.g.,
a nonword or unrecognizable visual form) or task
that engages only sensory processing (Bartha
et al. 2003; Binder et al. 1997, 2005; Davachi and
Wagner 2002; Henke et al. 1997, 1999; Kensinger
et al. 2003; Killgore et al. 2002; Martin 1999;
Otten et al. 2001; Small et al. 2001; Sperling et al.
2001; Wagner et al. 1998; Zeinah et al. 2003).
Finally, a third approach uses subsequent recog-
nition performance as a direct index of MTL
activity during encoding. Items encoded during
the fMRI scan are sorted according to whether
they were later remembered, and a contrast is
made between successfully and unsuccessfully
encoded items. These studies consistently show
greater MTL activation during subsequently
remembered compared to subsequently forgotten
stimuli, though the precise MTL regions showing
this effect have varied considerably (Brewer et al.
1998; Buckner et al. 2001; Constable et al. 2000;
Davachi and Wagner 2002; Fernandez et al. 1998;
Kirchhoff et al. 2000; Otten et al. 2001; Prince
et al. 2005, 2007; Uncapher and Rugg 2005;
Wagner et al. 1998; Weis et al. 2004).

Finally, the location of MTL activation
detected by fMRI depends on the type of stimulus

material encoded. MTL activation is left-
lateralized for verbal stimuli and generally sym-
metric for pictorial stimuli (Binder et al. 1997,
2005; Golby et al. 2001; Kelley et al. 1998;
Martin 1999; Otten et al. 2001; Powell et al.
2005; Reber et al. 2002).

10.3.2 Medial Temporal Lobe FMRI
as a Predictor of Memory
Outcome

Several fMRI studies have examined the relation-
ship between preoperative MTL activation and
memory outcome after ATL surgery (Table 10.1).
Rabin et al. (2004) studied 23 patients undergo-
ing ATL resection (10 left, 13 right) using a
scene-encoding task that activates the posterior
MTL bilaterally (Detre et al. 1998). Patients were
tested for delayed recognition of the same pic-
tures immediately after scanning. Delayed pic-
ture recognition was then tested again after
surgery, and the change on this recognition task
was used as the primary memory outcome vari-
able. About half of the patients in both surgery
groups declined on this measure. Preoperative
fMRI activation lateralization toward the side of
surgery was correlated with decline as was the
extent of activation on the side of surgery. These
results were the first to demonstrate a relation-
ship between preoperative fMRI activation asym-
metry and outcome, yet they are of limited
relevance to the problem of predicting verbal
memory outcome. In the left ATL patients stud-
ied by Rabin et al., neither Wada memory nor
fMRI activation asymmetry predicted verbal
memory decline as measured by standard psy-
chometric tests.

Richardson, Powell, and colleagues studied
correlations between hippocampal activation and
verbal memory outcome in three small studies
(Powell et al. 2008; Richardson et al. 2006, 2004).
Patients performed a semantic decision task with
words during the fMRI scan and then took a rec-
ognition test after scanning. Words that were sub-
sequently recognized were contrasted with words
that were judged to be familiar but not recog-
nized. In the first of these studies (Richardson
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et al. 2004), the authors observed a focus in the
anterior hippocampus where asymmetry of acti-
vation (i.e., left-right) predicted verbal memory
outcome on a standardized word-list learning test
after left ATL resection. Greater activation in this
region on the left side relative to the right side
predicted greater decline. The second study by
the same authors, however, showed correlations
between outcome and hippocampal activation on
either side (Richardson et al. 2006). That is,
greater activation unilaterally on the left or the
right was associated with poorer outcome. The
correlation between verbal memory decline after
left ATL resection and activation in the right hip-
pocampus is difficult to explain, as patients with
greater activation in the right hippocampus pre-
operatively would be expected to have a better
outcome, not a worse outcome (Chelune 1995).
This finding was not replicated in the third study
(Powell et al. 2008), which reported a correlation
between left hippocampus activation and poor
outcome but no correlation between right hip-
pocampus activation and outcome. A method-
ological limitation in all of these studies is that
they are based on fMRI activation values extracted
from a small region of interest defined by search-
ing the volume for voxels that show a correlation
with outcome across a group of patients. As the
coordinates of these correlated voxels have var-
ied across the studies, it is not clear how this
method of extracting activation values would be
applied to a newly encountered patient.

Frings et al. studied the relationship between
preoperative hippocampal activation asymmetry
and verbal memory outcome in a small sample of
patients undergoing left or right ATL resection
(Frings et al. 2008). The fMRI protocol used a
task in which patients viewed a virtual-reality
environment containing colored geometric shapes
and either memorized the location of these objects
or performed a recognition decision following
memorization. These “memory tasks” were con-
trasted with a control task in which patients saw
two versions of a geometric object and indicated
which one was larger. This fMRI contrast had
been shown previously to activate posterior MTL
regions (mainly posterior parahippocampus)
bilaterally. An LI was computed over the entire
hippocampus, defined using a stereotaxic atlas.

Verbal memory change was marginally correlated
(1-tailed p=.077) with preoperative LI in the left
ATL surgery group, but not in the right surgery
group. A significant correlation (1-tailed p<.05)
was obtained when the groups were combined,
indicating greater verbal memory decline when
preoperative hippocampal activation was lateral-
ized more toward the side of surgery.

Koyl et al. examined correlations between
preoperative MTL activation and verbal memory
performance before and after ATL surgery (Koylu
et al. 2008). Average fMRI activation produced
by a semantic decision-tone decision contrast
was measured in left and right MTL regions of
interest including the hippocampus and parahip-
pocampus. The authors observed correlations
between MTL activation and both preoperative
and postoperative verbal memory. In the left
ATL surgery group, postoperative memory was
positively correlated with preoperative activation
in the right MTL. Unfortunately, the analyses
examined only pre- and postoperative scores in
isolation and not pre- to postoperative change,
which is the primary issue of clinical interest.

Binder et al. (2010b) measured hippocampal
activation asymmetry in 30 left and 37 right ATL
surgery patients using a scene-encoding task. An
anterior hippocampal ROI was defined using a
probabilistic atlas in standard stereotaxic space.
When contrasted with a perceptual matching
task, this paradigm activates the anterior hip-
pocampus bilaterally (Binder et al. 2005).
Activation asymmetry was correlated with side
of seizure focus (p=.004) and with Wada mem-
ory testing performed in the same patients
(p=.009). This activation asymmetry, however,
did not predict verbal memory outcome.

In the most significant study on this topic to
date, Bonelli et al. (2010) examined verbal and
nonverbal memory outcome in 54 patients under-
going left or right ATL surgery. The fMRI para-
digm used the subsequent recognition contrast
with words and faces developed by Powell et al.
(2005, 2008). The authors operationally defined
ROIs in each individual as the location where
activation asymmetry was highest. An “asymme-
try image” was created in each individual by con-
trasting activation levels in mirror-symmetric
voxels in the left and right temporal lobe. A small
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sphere around the voxel with the highest asym-
metry value was used as the ROI. Two such ROIs
were created in each patient, one in the anterior
MTL and one in the posterior MTL. The main
finding was a strong correlation (R*=0.23,
p=.008) between anterior MTL ROI asymmetry
during word encoding and verbal memory change
scores in the left ATL surgery, such that the
greater the asymmetry toward the left, the greater
the decline in verbal memory. Interestingly, there
was a significant correlation (R*=0.14, p=.04) in
the opposite direction for the posterior MTL ROI,
such that greater asymmetry toward the left was
associated with less verbal memory decline.
Given that the posterior hippocampus is typically
spared in ATL resections, the authors interpreted
the latter finding as evidence that intrahemi-
spheric recruitment of the posterior left hip-
pocampus inleft TLE is important for preservation
of verbal memory processes.

These studies are informative in several ways.
Three studies (Binder et al. 2010b; Frings et al.
2008; Rabin et al. 2004) used scene-encoding
tasks that activate the MTL bilaterally on fMRI, a
pattern that suggests activation of both verbal and
nonverbal memory encoding systems. Prediction
of verbal memory outcome using these paradigms
appears to be weak at best. In contrast, the verbal
memory fMRI paradigms used by Richardson,
Powell, and Bonelli et al. provide better predictive
information regarding verbal memory outcome.
These results provide further support for the long-
standing concept of material-specific encoding in
the episodic memory system. The results of
Bonelli et al., though based on a relatively small
sample of 29 left ATL surgery patients, are par-
ticularly promising and should be confirmed pro-
spectively in a larger group of patients.

10.3.3 Language Lateralization
as a Predictor of Verbal
Memory Outcome

Binder et al. studied the relationship between
preoperative language lateralization and verbal
memory outcome (Binder et al. 2008a). The
premise underlying this approach is that the verbal

episodic memory encoding system is likely to be
co-lateralized with language. More generally, the
authors proposed that the type of material pref-
erentially encoded by the left or right episodic
memory system depends on the type of informa-
tion it receives from the ipsilateral neocortex. If
this model is correct, then the MTL in the lan-
guage-dominant hemisphere is likely to be more
critical for supporting verbal episodic memory,
and language lateralization should be a reliable
indicator of verbal memory lateralization.

The study included 60 patients who underwent
left ATL resection and a control group of 63
patients who underwent right ATL resection. The
fMRI paradigm used a contrast between an audi-
tory semantic decision task and a nonlinguistic
tone decision task (Fig. 10.1, lower panel). Verbal
memory was measured preoperatively and
6 months after surgery using the Selective
Reminding Test, a word-list learning and reten-
tion test (Buschke and Fuld 1974). Other neurop-
sychological testing included the story recall and
visual reproduction subtests from Wechsler
Memory Scale (Wechsler 1997). Language LIs
were computed from the fMRI data using a large
region of interest covering the lateral two-thirds
of each hemisphere (Springer et al. 1999). All
patients also underwent preoperative Wada lan-
guage and object memory testing.

The left ATL surgery group showed substan-
tial changes in verbal memory, with an average
raw score decline of 43 % on word-list learning
and 45 % on delayed recall of the word list. Of
the individual patients in this group, 33 %
declined significantly on the learning measure
and 55 % on the delayed recall measure. In con-
trast, the right ATL surgery group improved
slightly on both measures. Neither groups showed
significant changes on any nonverbal memory
tests. Preoperative measures that predicted verbal
memory decline in the left surgery group included
the preoperative score, the fMRI language LI, the
Wada language asymmetry score, the age at onset
of epilepsy, and the Wada memory asymmetry
score (Table 10.2, Fig. 10.4).

In applying these results to real clinical
situations, the main questions to resolve are
the following: which tests make a significant
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Table 10.2 Preoperative predictors of verbal memory outcome in 60 left ATL surgery patients

Predictor variable List Learning

Preoperative score —-.662
fMRI language LI —-.432
Wada language asymmetry —-.398
Age at epilepsy onset -.341
Wada memory asymmetry -.331

P Delayed Recall P
<.0001 —.654 <.0001
<.001 -.316 <.05
<.01 -.363 <.01
<.01 -390 <.01
<.05 —-.135 ns

List Learning and Delayed Recall refer to the Consistent Long-Term Recall and Delayed Recall subtests of the Selective
Reminding Test. Simple correlation values and p values for each correlation are shown
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Fig. 10.4 Relationship between fMRI lateralization
indexes and individual change scores on a word-list learn-
ing verbal memory test (Continuous Long-Term Recall
from the Selective Reminding Test) in 60 left ATL surgery
patients (r=-.432, p<.001) (Adapted from Binder et al.
(2008a))

independent contribution to predicting outcome
and how should results from these tests be opti-
mally combined? Binder et al. addressed these
questions in a series of stepwise multiple regres-
sion analyses. The first variables entered in all
analyses were preoperative test performance
and age at onset of epilepsy. The rationale for
including these variables first is that they can be
obtained with relatively little expense and at no
risk to the patient. Next, the fMRI language LI
was added, followed by simultaneous addition
of both the Wada memory and Wada language
asymmetry scores. The rationale for adding fMRI
in the second step is that fMRI is noninvasive
and carries less risk than the Wada test. The two

Wada scores were added together in the final step
because these measures are typically obtained
together.

Preoperative score and age at onset of epilepsy
together accounted for 49 % of the variance in
List Learning outcome and 54 % of the variance
in Delayed Recall outcome. The fMRI LI
accounted for an additional 10 % of the variance
in List Learning outcome (p=.001) and 7 % of
the variance in Delayed Recall outcome (p=.003).
Addition of the Wada language and memory data
did not significantly improve the predictive power
of eithermodel (R*change for List Learning =.025,
R? change for Delayed Recall=.017, both p>.1).
When patients were categorized as showing
decline or no decline based on a negative change
score 1.5 standard deviations or more from the
mean change score in the right ATL surgery
group, the List Learning outcome model showed
sensitivity of 90 % and specificity of 80 % for
predicting decline on List Learning. The delayed
recall outcome model showed sensitivity of 81 %
and specificity of 100 % for predicting decline on
Delayed Recall.

These results are interesting for several reasons.
Most intriguing is the finding that language later-
alization, whether measured by fMRI or the Wada
test, was a better predictor of verbal memory out-
come than Wada memory testing. The explanation
for this paradox rests on two hypotheses. One,
mentioned above, is that verbal memory encoding
processes tend to co-lateralize with language pro-
cesses. The second hypothesis is that many tests of
memory lateralization do not specifically assess
verbal memory encoding. That is, visual stimuli
such as objects and pictures can be dually encoded
using both verbal and visual codes. Wada memory
procedures that use such stimuli (including the
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Fig. 10.5 Schematic diagram of a hypothetical model of
memory and language representation in temporal lobe
epilepsy (TLE). The yellow ovals represent language sys-
tems, red rectangles represent verbal episodic memory
encoding systems in the MTL, and blue rectangles repre-
sent nonverbal episodic memory encoding systems in the
MTL. (a) Typical state in healthy subjects and patients
with late-onset epilepsy. Language and verbal memory
processes are strongly left-lateralized, placing the patient
at high risk for verbal memory decline. (b) Chronic left

Wada test used by Binder et al.) therefore do not
provide a measure of verbal memory lateralization
but rather a measure of overall memory lateraliza-
tion that includes both verbal and nonverbal encod-
ing processes. Together, these two hypotheses
suggest that language asymmetry may be more
closely correlated with verbal memory lateraliza-
tion than Wada memory asymmetry (Fig. 10.5). In
particular, some patients with left temporal sei-
zures show right-lateralized memory on the Wada
test due to a strong nonverbal memory component
in the right hemisphere but are nevertheless at high
risk for verbal memory decline because their ver-
bal memory remains strongly lateralized to the left
(Fig. 10.5b).

These data also have direct implications for
clinical practice. First, they confirm the utility
of fMRI for predicting verbal memory outcome
in patients undergoing left ATL resection. The
fMRI language LI is a safe, noninvasive mea-
sure that improves prediction accuracy rela-
tive to other noninvasive measures. The finding
that Wada memory lateralization is not a strong

TLE without shift. The left MTL is dysfunctional, causing
Wada memory lateralization to the right, but verbal mem-
ory has not shifted, leaving the patient at high risk for ver-
bal memory decline. (¢) Chronic left TLE with shift. Both
language and verbal memory functions have shifted par-
tially to the right, lowering the risk for verbal memory
decline. Note the partial lack of correspondence, across
patient types, between Wada memory asymmetry and
level of risk (Adapted from Binder et al. (2008a))

predictor of verbal memory outcome and adds
no predictive value beyond these noninvasive
measures confirms several previous studies that
also examined multivariate prediction models
(Chelune and Najm 2000; Kirsch et al. 2005;
Lacruz et al. 2004; Lineweaver et al. 2006; Stroup
et al. 2003). Although Binder et al. found that
Wada language asymmetry is a stronger predictor
of verbal memory outcome than Wada memory
lateralization, even the addition of both Wada
tests together did not contribute additional pre-
dictive power after inclusion of available nonin-
vasive data (including fMRI). These results call
into question the routine use of the Wada test for
predicting material-specific verbal memory out-
come, particularly if a validated fMRI measure of
language lateralization is available. Some practi-
tioners continue to value the Wada test as a means
of predicting more severe “global” amnesia, such
is known to occur after bilateral MTL damage
(D1 Gennaro et al. 2006; Guerreiro et al. 2001;
Milner et al. 1962; Scoville and Milner 1957).
According to this theory, anesthetization of the
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Fig. 10.6 Predicted vs. observed individual memory
change scores in 60 left ATL surgery patients on tests of
List Learning and Delayed Recall. Predicted list learning
change scores were computed from the formula
17.67—-0.704 (preoperative score) —0.280 (ageatonset) — 12.19

to-be-resected MTL is necessary to discover
whether the contralateral hemisphere is healthy
enough to support memory on its own. Empirical
observations, however, provide little support for
such an approach. Cases of global amnesia fol-
lowing unilateral temporal lobe resection — espe-
cially modern, well-documented cases — appear
to be rare in the extreme (Baxendale 1998; Kapur
and Prevett 2003; Kubu et al. 2000; Loring et al.
1990a; Novelly and Williamson 1989; Simkins-
Bullock 2000). Furthermore, there is ample
evidence that contralateral hemisphere “mem-
ory failure” on the Wada test suffers from poor
test-retest reliability and does not reliably pre-
dict amnesia (Kubu et al. 2000; Lee et al. 1995;
Loddenkemper et al. 2007; Loring et al. 1990a;
Martin and Grote 2002; Novelly and Williamson
1989; Simkins-Bullock 2000). Given the avail-
ability of fMRI for predicting material-specific
verbal memory outcome, perhaps use of the Wada
test should be reserved only for those patients at
greatest risk for global amnesia, that is, patients
undergoing unilateral ATL resection who have
structural or functional evidence of damage to the
contralateral MTL. Because it is noninvasive and
requires fewer personnel, fMRI is also likely to
be considerably less costly than Wada testing.
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4 -

% ° oo °

S 20 e oo //,

5 e

5 04 ° Lo 00

8 -o-//’

oc _2 e b @ oo

° e

b} ) o wa oo

E —4 . ,u/ L) .

[ e

o e .

8 —6 ° oo/,//.-

c o % °

8 -8+ o oo

8 . R? = 0.6152
_10 T T T T T T 1

-10 -8 -6 4 -2 0 2 4
Predicted Delayed Recall Change

(fMRI LI). Predicted delayed recall change scores were
computed from the formula 0.76-0.688 (preoperative
score)—0.093 (age at onset)—2.14 (fMRI LI) (Adapted
from Binder et al. (2008a))

10.4 Conclusions

Recent studies demonstrate that preoperative
fMRI can be used to predict postoperative nam-
ing and verbal memory changes in patients under-
going left ATL resection. Most importantly, two
studies showed that fMRI significantly improves
prediction accuracy when combined with other
noninvasive measures (Binder et al. 2008a;
Sabsevitz et al. 2003). Thus, fMRI provides
patients and practitioners with a tool for making
better-informed decisions based on a quantitative
assessment of cognitive risk. The quantitative
nature of these predictions represents something
of a paradigm shift, in that traditional predictive
models using the Wada test tended to be imple-
mented as a dichotomous “pass or fail” judgment.
The alternative approach followed in many recent
studies involves the development of multivariable
formulas that compute predicted change scores
(Fig. 10.6). These quantitative predictions pro-
vide a much more realistic picture of the actual
outcomes, which are not dichotomous but vary
smoothly along a continuum. Ultimately, of
course, the decision whether to undergo surgery
is a categorical one, but the categorical nature of
the decision does not obviate the need for
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precision regarding the factors that enter into the
decision. An unemployed patient with frequent
seizures may be willing to tolerate a substantial
decline in naming or verbal memory, whereas a
patient who depends on such cognitive abilities
for his livelihood may be willing to risk a small
decline but not a large one.

In practice, the use of fMRI for predicting out-
come in epilepsy surgery depends critically on
the validity of the fMRI protocol and the involve-
ment of clinicians with the necessary clinical
expertise. Language fMRI is a complex test of
higher brain function, which will produce
high-quality results only if high-quality methods
are used. Unlike a structural imaging study, the
patient is required to perform a specific mental
task or tasks during fMRI, must understand fully
what to do, and must be monitored for compli-
ance during the study. The task conditions must
be designed to reliably and specifically identify
the mental processes of interest, based on modern
scientific knowledge about these processes rather
than on folk psychology or nineteenth-century
neurology. These challenges can best be met
through close involvement of cognitive scientists
in the design of task protocols and by direct
involvement of clinicians with expertise in cogni-
tive testing to provide patient instruction and per-
formance assessment during scanning.
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Mapping of Recovery
from Poststroke Aphasia:

11

Comparison of PET and fMRI

Wolf-Dieter Heiss

11.1 The Principle of Activation

Studies

The energy demand of the brain is very high and
relies almost entirely on the oxidative metabo-
lism of glucose. Glucose metabolized in neuronal
cell bodies mainly supports cellular, vegetative,
and housekeeping functions, e.g., axonal trans-
port, biosynthesis of nucleic acids, proteins, and
lipids, as well as other energy-consuming pro-
cesses not related directly to action potentials.
Therefore, the energy demand of neuronal cell
bodies is relatively low and essentially unaffected
by neuronal functional activation (Sokoloff
1999). A larger portion of energy consumption is
required for signaling, mainly action potential
propagation and postsynaptic ion fluxes; this
might account for up to 87 % of the total energy
consumed with only 13 % expended in maintain-
ing membrane resting potential (Laughlin and
Attwell 2001). As a consequence, the rate of glu-
cose consumption of neuronal cell bodies is
essentially unaffected by functional activation,
whereas increases in metabolism (and in the cou-
pled regional blood flow) evoked by functional
activation are confined to synapse-rich regions,
i.e., the neutrophil that contains axonal terminals,
dendritic processes, and the astrocytic processes
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that envelop the synapses (Magistretti 2004). The
magnitudes of these increases are linearly related
to the frequency of action potentials in the affer-
ent pathways, and increases of metabolism and
blood flow in the projection zones occur regard-
less of whether the pathway is excitatory or
inhibitory. Only at the next downstream projec-
tion zones, glucose utilization (and, as a conse-
quence, blood supply) is depressed in inhibited
neurons and increased in excited neurons.
Mapping of neuronal activity in the brain can
be primarily achieved by quantitation of the
regional cerebral metabolic rate for glucose
(rCMRGilc), as introduced for autoradiographic
experimental studies by Sokoloff (Sokoloff 1999)
and adapted for positron emission tomography
(PET) in humans (Reivich et al. 1979). Functional
mapping, as it is widely used now, relies primar-
ily on the hemodynamic response assuming a
close association between energy metabolism
and blood flow. While it is well documented that
increases in blood flow and glucose consumption
are closely coupled during neuronal activation,
the increase in oxygen consumption is consider-
ably delayed leading to a decreased oxygen
extraction fraction (OEF) during activation
(Mintun et al. 2001). PET detects and, if required,
can quantify changes in CBF and CMRGlc
accompanying different activation states of the
brain tissue. The regional values of CBF or
CMRGlc represent the brain activity due to a
specific state, task, or stimulus, in comparison to
the resting condition, and color-coded maps can
be analyzed or coregistered to morphologic
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images. Due to the radioactivity of the necessary
tracers, activation studies with PET are limited to
a maximum of 12 doses of O-labeled tracers,
e.g., 12 flow scans, or two doses of '"®F-labeled
tracers, e.g., two metabolic scans. Especially for
studies of glucose consumption, the time to meta-
bolic equilibrium (20—40 min) as well as the time
interval between measurements required for iso-
tope decay (HT for F 108 min, for *O 2 min)
must be taken into consideration.

Functional magnetic resonance imaging (fMRI)
measures signals that depend on the differential
magnetic properties of oxygenated and deoxygen-
ated hemoglobin, termed the blood-oxygen-level-
dependent (BOLD) signal, which gives an estimate
of changes in oxygen availability (Ogawa et al.
1990). This means that mainly the amount of deoxy-
hemoglobin in small blood vessels is recorded,
which depends on the flow of well-oxygenated arte-
rial blood (CBF), on the outflow of O, to the tissue
(CMRO,) and on the cerebral blood volume (CBV)
(Turner etal. 1997). The magnitude of these changes
in signal intensity relative to the resting conditions
are color-coded to produce fMRI images that map
changes in brain function, which can be superim-
posed on the anatomical image. This results in a
spatial resolution of fMRI of 1-3 mm with a tempo-
ral resolution of approximately 10 s. As fMRI does
not involve ionizing radiation and, thus, is also used
without limitations in healthy subjects, allowing
more rapid signal acquisition and more flexible
experimental setups, it has become the dominant
technique for functional imaging. There are some
advantages of PET, however — physiologically
specific measures, better quantitation, better signal-
to-noise ratio, fewer artifacts, and actual activated
and reference values — which support its continued
use especially in complex clinical situation and in
combination with special stimulating technique, as
transcranial magnetic stimulation (TMS).

11.2 Language Activation
in Healthy Subjects

The capacity to understand and to speak language
is strictly lateralized in most subjects to the domi-
nant hemisphere. With a few exceptions, this is
the left hemisphere in right-handers, whereas

in left-handers, language may be represented in
either hemisphere or even bilaterally (Knecht et al.
2002; Thiel et al. 1998). In addition to language
dominance, details of the anatomical localization
of sensory and motor language areas (Wernicke’s
and Broca’s region) may vary considerably even
in normal individuals. A considerable variety of
language activation paradigms have been applied
for localization of language functions by PET and
fMRI (Hickok and Poeppel 2007; Petersen et al.
1988; Price 2000; Wise 2003), producing a vast
amount of partly contradictory data (Demonet et al.
1996). For the analysis of aphasia after stroke or
due to brain tumors, the application of a simplified
scheme may be justified (Fig. 11.1; Price 2000).

The processing of hearing words activates
bilaterally the upper temporal gyrus, and the
semantic attribution to a meaningful content is
achieved in left posterior temporal, temporo-
parietal, and anterior lower cortical areas. For the
production of speech, the activity in the posterior
upper temporal sulcus and in the left posterior
lower temporal cortex is increased. The activity
in the posterior upper temporal sulci is further
increased, if words or sequences are repeated or
read. In contrast, the left posterior lower temporal
cortex in the neighborhood of the middle fusi-
form semantic area is activated by word fluency.
This area is participating in lexical speech pro-
duction. Independently, planning of articulation
activates the left anterior insula and the bordering
frontal operculum. Phonologic word retrieval
requires the integration of the anterior insula/
operculum and the posterior upper temporal sul-
cus or left posterior lower temporal gyrus. Finally,
the bilateral sensomotoric cortex is activated for
the motoric control of speech production, and the
hearing of the spoken response augments the
activation in the upper temporal gyrus.

In the processing of written words, the same
areas are involved. Reading selectively activates
the posterior fusiform and lingual gyrus, which
are also involved in picture naming. For reading,
the visual cortex and the posterior upper temporal
sulci are activated, which contribute to the func-
tional integration of the language network.
According to this model, the function of the
Wernicke region is represented in the upper part
of the sulcus temporalis, the sulcus temporalis
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Heard Words Written Words

Acoustic

Superior temporal gyri Posterior fusiform and lingual gyri

Posterior superior
temporal sulcus

Posterior inferior temporal/
Mid-fusiform

Extrasylvian
temporo-parietal

Semantic
Phonological retrieval

Non-Semantic
Phonological retrieval

Articulatory Plannin

Frostal Anterior
operculum insula

Motor output & Hearing spoken response

Sensori-motor cortices & Superior temporal gyri

Fig. 11.1 Proposed neurological and cognitive model of language with brain areas activated by different tasks (From
Price 2000)
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posterior superior; the anterior insula and not the
Broca area is responsible for planning articulation;
the gyrus angularis is involved in semantic con-
nection and not specific for visualization of words;
the meaning of words is located in the left lower
and middle temporal gyrus; reading and retrieval
of names activate the posterior lower temporal
lobe. For these functions — and also for the sever-
ity of functional damage — the hierarchy of indi-
vidual areas within the network and the dominance
of left cortical regions are of utmost importance
(Heiss and Thiel 2006), which are induced and
manifested by collateral and transcallosal inhibi-
tion (Karbe et al. 1998; Nudo et al. 1996).

It has to be kept in mind that all usual language
functions, which are complex and require inte-
gration of several partial functions, activate larger
parts of the bilateral network. For instance, the
retrieval of substantives and verbs activates large
areas in the left dorsomedial prefrontal cortex and
the anterior cingulum as well as the supplemen-
tary motor area. The processing of meaningful
connections activates the left middle temporal
gyrus, the left and right temporal pole, as well as
the left prefrontal area. Hearing and processing of
nouns and generating verbs in relation to nouns
involve a network consisting of pars opercularis
and triangularis of the left lower frontal gyrus, the
posterior part of the temporal sulcus up to the pla-
num temporale, and the anterior part of the left
lower temporal gyrus. In this network, even some
parts of the cerebellum and of the basal ganglia
are integrated (Booth et al. 2007). These complex
activation patterns involving widely distributed
areas impair the prediction of severity and recov-
ery of speech disturbances caused by infarcts or
other localized brain damage.

11.3 Poststroke Aphasia

Aphasia is a severely incapacitating symptom of
stroke and is a main cause of functional distur-
bance. Estimates suggest that more than 20 % of
patients suffering a stroke develop aphasia and
10-18 % of survivors are left with a persistent
speech deficit (Wade et al. 1986). Most patients
with aphasia due to acute nonprogressive brain

damage, such as in the case of stroke or head injury,
show some degree of recovery of language func-
tion during the days, months, or even years follow-
ing the initial insult. The recuperation is variable,
ranging from the hardly noticeable improvement of
auditory comprehension of the global aphasia to
the apparently complete recovery of the patient
with mild fluent aphasia due to small subcortical
stroke. It is also well known that improvement can
be observed not only in patients submitted to lan-
guage rehabilitation but also in cases that have not
undergone any specific treatment.

11.4 Disturbance of Regional
Metabolism and Flow Versus
Severity and Persistence
of Language Deficit

Studies of glucose metabolism after stroke
(Cappa et al. 1997) have shown metabolic distur-
bances in the ipsilateral hemisphere caused by
the lesion and contralateral hemisphere caused
by functional deactivation (diaschisis; Feeney
and Baron 1986). Most studies have been per-
formed in right-handed individuals with language
dominance in the left hemisphere. The left tem-
poro-parietal region, in particular, the angular
gyrus, supramarginal gyrus, and lateral and trans-
verse superior temporal gyrus, is most frequently
and consistently impaired, and the degree of
impairment is related to the severity of aphasia
(Karbe et al. 1989; Metter et al. 1990). In con-
trast, metabolic impairment in subcortical struc-
tures is related mainly to language fluency and
other behavioral aspects, but not to aphasia sever-
ity (Metter et al. 1988). In patients with aphasia
attributable to purely subcortical strokes, deacti-
vation of temporo-parietal cortex is regularly
found, which is probably responsible for the
aphasic symptoms (Kumar et al. 1996).
Recovery of metabolism in both hemispheres
was correlated with recovery of aphasia. One
specific region crucial for recovery of language
perception has been found in the left temporo-pari-
etal cortex (Karbe et al. 1989; Metter et al. 1987)
and metabolic disturbance in these areas is related
to outcome (Heiss et al. 1993a). Investigations in
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the subacute state after stroke showed a highly
significant correlation with language performance
assessed at follow-up after 2 years (Karbe et al.
1995). The receptive language disorder is corre-
lated with rCMRGIc in the left temporal cortex,
and word fluency is correlated with rtCMRGIc in
the left prefrontal cortex. These results indicate
that the functional disturbance as measured by
rCMRGIc in speech-relevant brain regions early
after stroke is predictive of the eventual outcome
of aphasia. However, not only functional deac-
tivation (diaschisis) but also neuronal loss may
contribute to metabolic and perfusional changes
in the neighborhood of the infarct, and the con-
dition of the surrounding tissue may affect the
recovery of individual patients. In this context,
it is important to note that early reperfusion to
specific areas is able to restore disturbed function,
as demonstrated for recovery of naming by reper-
fusion to the key areas BA37, BA 44/45 (Broca),
and BA 22 (Wernicke; Hillis et al. 2006).

11.5 Changes in Activation Patterns
Versus Recovery of Language
Function

On this basis, it is not surprising that in patients
with a poor outcome of poststroke aphasia, metab-
olism in the hemisphere outside the infarct was
significantly less than in those with good language
recovery, indicating significant cell loss caused by
the ischemic episode outside the ischemic core
(Heiss et al. 1993b). In addition, the functionality
of the network was reduced in patients with an
eventual poor outcome; during task performance,
patients with an eventual good recovery predomi-
nantly activated structures in the ipsilateral hemi-
sphere. It must be kept in mind that aphasia
symptoms — and consequently also activation
patterns — improve with restoration of regional
blood flow (Jordan and Hillis 2006).

One of the central issues of aphasia research is
the question why recovery from aphasia is taking
place and what the responsible mechanisms for
this recovery are. Converging evidence from clin-
ical studies and neural imaging studies of aphasic
patients suggests that primary candidates for

recovery in right-handed, left-hemisphere
language-dominant patients include undamaged
portions of the language network in the left hemi-
sphere and — to a lesser extent — homologous
right-hemisphere areas (Rosen et al. 2000). Since
the language network is not confined to the domi-
nant hemisphere, the role of the right hemisphere
after infarcts in the left hemisphere has been
addressed in several studies. Generally, more
right-hemispheric activations were seen in the
subacute phase of an infarct with language acti-
vation than in normals with the same tasks
(Ohyama et al. 1996; Price and Crinion 2005;
Saur et al. 2006; Weiller et al. 1995). Despite
such responses in the right superior temporal
gyrus especially in fluent Wernicke’s patients
(Musso et al. 1999; Weiller et al. 1995) and in the
inferior frontal gyrus (Ohyama et al. 1996),
efficient restoration of language is usually
achieved only if left temporal areas are preserved
and can be reintegrated into the functional net-
work (Gainotti 1993; Basso et al. 1989). Only the
basic function of mere word repetition appears to
be sufficiently supported by sole right-hemi-
sphere activation (Berthier et al. 1991). Based on
their study in chronic nonfluent aphasia patients,
Belin et al. (1996) suggested that the increased
activation within the right hemisphere may be a
marker of failed or faulty recovery attempts in the
sense of maladaptive plasticity or the breakdown
of normal interhemispheric control within the
distributed neural network. Language recovery in
the months immediately after aphasia onset was
associated with regression of functional depres-
sion (diaschisis) in structurally unaffected
regions, in particular in the right hemisphere
(Cappa et al. 1997; Saur et al. 2006). Right-
hemispheric activations after left frontal or tem-
poral-parietal damage are not related to the level
of recovery (Fernandez et al. 2004), but may
reflect transcallosal inhibition as a maladaptive
neuronal reorganization rather than functional
compensation (Price and Crinion 2005). Despite
the brain recruits right-hemispheric regions for
speech processing when the left-hemispheric
centers are impaired (Raboyeau et al. 2008), out-
come studies reveal that this strategy is
significantly less effective than repair of the
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speech-relevant network in adults (Karbe et al.
1998). The effectiveness of right-hemispheric
compensation appears to be higher in childhood
than later (Muller et al. 1998). In studies of reor-
ganization of the functional network in the course
of aphasia, it is important to take into consider-
ation the specificity of the tasks, the influence of
site and extent of lesion, and the effect of trea