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Preface

The present book includes extended and revised versions of a set of selected papers from
the 1st International Conference on Simulation and Modeling Methodologies, Tech-
nologies and Applications (SIMULTECH 2011) which was sponsored by the Institute
for Systems and Technologies of Information, Control and Communication (INSTICC)
and held in Noordwijkerhout, The Netherlands. SIMULTECH 2011 was technically
co-sponsored by the Society for Modeling & Simulation International (SCS), GDR I3,
Lionphant Simulation and Simulation Team and held in cooperation with ACM Spe-
cial Interest Group on Simulation and Modeling (ACM SIGSIM) and the AIS Special
Interest Group of Modeling and Simulation (AIS SIGMAS).

This conference brings together researchers, engineers and practitioners interested
in methodologies and applications related to the education field. It has two main topic
areas, covering different aspects of Simulation and Modeling, including “Methodolo-
gies and Technologies” and “Applications and Tools”. We believe the proceedings here
published, demonstrate new and innovative solutions, and highlight technical problems
in each field that are challenging and worthwhile.

SIMULTECH 2011 received 141 paper submissions from 45 countries on all conti-
nents. A double blind paper review was performed by the Program Committee mem-
bers, all of them internationally recognized in one of the main conference topic areas.
After reviewing, 25 papers were selected to be published and presented as full papers
and 36 additional papers, describing work-in-progress, as short papers. Furthermore,
14 papers were presented as posters. The full-paper acceptance ratio was 18%, and the
total oral paper acceptance ratio was 44%.

The papers included in this book were selected from those with the best reviews
taking also into account the quality of their presentation at the conference, assessed by
the session chairs. Therefore, we hope that you find the papers included in this book
interesting, and we trust they may represent a helpful reference for all those who need
to address any of the research areas above mentioned.

We wish to thank all those who supported and helped to organize the conference. On
behalf of the conference Organizing Committee, we would like to thank the authors,
whose work mostly contributed to a very successful conference and the members of
the Program Committee, whose expertise and diligence were instrumental to ensure the
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quality of final contributions. We also wish to thank all the members of the Organizing
Committee whose work and commitment was invaluable. Last but not least, we would
like to thank INSTICC for sponsoring and organizing the conference.

March 2012 Nuno Pina
Janusz Kacprzyk

Joaquim Filipe
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Integration of Traffic Simulation and Propulsion 
Modeling to Estimate Energy Consumption for Battery 

Electric Vehicles 

Perry MacNeille, Oleg Gusikhin, Mark Jennings, Ciro Soto, and Sujith Rapolu 

Research and Advanced Engineering, Ford Motor Company, 2101 Village Road, Dearborn, 
MI 48121, U.S.A. 

{pmacneil,ogusikhi,mjennin5,csoto}@ford.com, 
sujithreddy.iitr@gmail.com 

Abstract. The introduction of battery electric vehicles (BEV) creates many new 
challenges. Among them is driving a vehicle with limited driving range, long 
charging time and sparse deployment of charging stations. This combination 
may cause range anxiety for prospective owners as well as serious practical 
problems with using the products. Tools are needed to help BEV owners plan 
routes that avoid both range anxiety and practical problems involved with being 
stranded by a discharged battery. Most of these tools are enabled by algorithms 
that provide accurate energy consumption estimates under real-world driving 
conditions. The tools, and therefore the algorithms must be available at vehicle 
launch even though there is insufficient time and vehicles to collect good statis-
tics. This paper describes an approach to derive such models based on the inte-
gration of traffic simulation and vehicle propulsion modeling. 

1 Introduction 

Increasing motorization of the developing world has led to political and economic 
problems such as increased cost of automotive fuels and balance of trade difficulties 
between nations. Presently automotive fuels are almost exclusively petroleum based, 
and in recent years petroleum production has not kept up with increased demand. 
Battery electric vehicles (BEV) promise to enable diversification of the transportation 
energy feedstock thereby reducing the dependence on petroleum for transport. In 
addition to reducing gasoline dependence it can also help to reduce greenhouse gas 
and other emissions, reduce global warming and provide more sustainable individual 
transportation.  

The governments of the US, European Union, China, Japan, Korea and others have 
aggressively promoted vehicle electrification objectives and the major automobile 
companies of the world are being challenged for the first time by consumers and gov-
ernments to produce battery electric vehicles. Several companies have accepted the 
challenge, even though there is relatively little technical acumen on deployment of 
these vehicles. 

Deployments of BEVs present a host of new challenges including those resulting 
from a current lack of supporting infrastructure. Charging stations are relatively rare, 
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charging takes considerable time and currently range is more limited than with con-
ventional vehicles. It results in range anxiety and hampers customer acceptance of the 
product. 

To alleviate range anxiety, new vehicle electronics features are needed to help ve-
hicle operators make driving choices that avoid discharged battery situations, extend 
vehicle range, and combine charging with other good uses of time. Development of 
these features requires practical meta-models that can accurately predict energy con-
sumption on the public roads. 

Building meta-models from field-test vehicle data requires statistical regression of 
public-road vehicle data (PRVD) over very large geographic areas. At present; there 
are not enough production test vehicles available to collect a sufficient amount of 
data, noise factors are not well controlled, and data collection is too time consuming 
to support product launch. As a result modeling and simulation are essential tools in 
analysis of BEV performance. 

In this work we propose implementation of traffic simulation combined with pro-
pulsion modeling for determining electric vehicle energy consumption. We use traffic 
micro-simulation to create surrogate PRVD data that has many of the properties of 
actual PRVD data, specifically capturing the stochastic nature of vehicles moving 
through roads with traffic. The surrogate data is analyzed using propulsion simulation 
to estimate the amount of energy the vehicles will consume in a specific driving ma-
neuver to derive statistical information. 

2 Simulating Energy Consumption 

The simulation approach used here begins with geographical information about roads 
and basic parameters about the vehicle of interest. The road data is coded into a mi-
croscopic traffic simulation program in which model vehicles are input into the simu-
lation and surrogate drive data is produced. This is input into a propulsion modeling 
system that outputs the energy consumption of individual vehicles in the model. This 
data is collected and analyzed through statistical regression. The resulting energy 
consumption data is used to calibrate an energy consumption meta-model that can be 
used to estimate the energy consumption of a vehicle using surrogate data from the 
traffic simulation.  

Scenarios of different road networks under different external conditions are  
simulated. For example, a road network could consist of a highway interchange or a 
stretch of a specific kind of road. External conditions would be such things as  
topography, weather, and traffic load. The traffic simulation contains BEV vehicle 
and other vehicles that create the traffic conditions for the sample vehicles.  
Regression analysis is used to create an energy consumption meta-model that predicts 
average energy consumption as well as the stochastic distribution. By comparing 
scenarios it is possible to determine main effects to build a meta-model of energy 
consumption from geographical data and data available in traveller information  
systems.  

Advantages of the method include developing energy consumption models during 
the design process before physical testing is possible. These models can be used to 
improve the design and support the deployment of BEV vehicles into the consumer 
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market. In addition, statistical information is produced that can be used to bound the 
results and produce better low-energy routing algorithms. 

In the simulation planning phase representative scenarios are defined that can be 
used to develop extensible meta-models (see Fig. 1). The scenarios must be defined 
using the kinds of data that are typically found in vehicle route guidance systems so 
they will be useful in the car.  

 

 

Fig. 1. Process flow for estimation of energy consumption based on integration of traffic and 
propulsion simulation 

The scenarios are then coded into a traffic simulation code and tested under a va-
riety of conditions that include road type, weather, traffic, gradient and vehicle para-
meters. The output of the traffic simulation is a set of drive cycles which are a time 
series of distance travelled, velocity, acceleration, lane changes.  

Drive cycles are then converted into estimated energy consumption for each  
sample vehicle driving through a scenario. This can be done using a meta-model for 
energy consumption for the vehicle. In our project this meta-model was a set of ener-
gy maps, each map for a different cargo load on the vehicle. The maps were devel-
oped using regression analysis of surrogate data from propulsion modeling and  
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related acceleration and speed to energy consumption per distance travelled. Non-
propulsion losses (accessory loads) were handled separately based on travel time. 

The total energy consumption for each vehicle in a scenario under a given set of 
conditions is then analyzed using statistical regression to provide a predictive model 
for the scenario under the given conditions. 

2.1 Propulsion Simulation 

Propulsion system simulation is a desktop computer method for directly simulating 
vehicle drive cycles using a complete model of a vehicle propulsion system that 
represents key interactions between driver, environment, vehicle hardware and ve-
hicle controls. There are a number of examples of tools, methods and applications of 
propulsion system simulation programs in the literature that use dynamic systems 
modeling to estimate energy consumption given a drive cycle. The primary purpose of 
these applications is to identify key design elements that influence performance, test 
control algorithm alternatives and determine the effect specific propulsion system 
features have on drivability. One significant example is the PSAT (Powertrain System 
Analysis Toolkit) (Argonne National Laboratory) tool developed in 1999 as part of a 
collaborative effort with U.S. OEM's (Ford, GM, and Chrysler). 

Many automotive OEMs and Tier 1 suppliers have proprietary propulsion system 
modeling and simulation tools with a team of developers and simulators capable of com-
puting energy consumption from drive cycles. Typically the drive cycles are from labora-
tory tests specified by the government regulations, obtained from driving studies or 
created by simulation. Generally these tools are supported by databases of proprietary 
hardware component information and controls strategies and calibration data specifically 
representative of the manufacturer's products. They are configured to support investiga-
tion of systems that design changes can be modeled through simulation. One such model-
ing application is Ford Motor Company's Corporate Vehicle Simulation Program 
(CVSP) that was used in the modeling effort described in this paper [3].  

CVSP is a critical tool used mainly for projection of fuel economy capability of 
vehicles with internal combustion engines. These projections are used to make critical 
hardware and technology decisions that determine vehicle program content and ulti-
mately impact vehicle program cost. Results from the CVSP simulations are also used 
to cascade targets to key subsystems and components (e.g. battery, power electronics 
and electric machines for HEV's). 

Within Ford, a significant amount of time and effort has been invested in verifying 
the accuracy of CVSP simulations. This is critical for development of high confidence 
fuel economy roadmaps and subsystem/component targets for vehicle programs. With 
good system model accuracy, targets can be specified with much higher precision, 
thus avoiding over-design of components to deliver aggressive fuel economy targets. 
In the later stages of a program, an accurate system model can support vehicle testing 
for fuel economy attribute development. The model can be used to assess selected 
propulsion system control strategy and calibration changes which can help refine 
vehicle test plans and improve efficiency of vehicle test efforts. 

The vehicle system model integral to CVSP is implemented in the  
Matlab/Simulink® environment using the Vehicle Model Architecture (VMA)  
standard [2]. Models of each VMA subsystem are stored in libraries and inserted into  
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the architecture for simulation using automated model configuration tools. The system 
model incorporates submodels for physical and control elements of the vehicle  
system. As an example, for power split hybrid electric vehicle system simulation, the  
set of submodels includes a power split transaxle subsystem model, a high voltage  
(HV) electrical subsystem model including high voltage battery and a model of the 
power split vehicle system controller. The system model represents the longitudinal 
dynamics of the chassis and one-dimensional rotational dynamics of the powertrain 
system. All mechanical and electrical component losses that have impact on energy 
usage and fuel consumption are included and distributed across the relevant  
subsystems. These losses are typically represented by component maps derived from 
bench/lab tests or high fidelity physical models. Further discussion of the CVSP  
simulation environment and how it is applied to electric vehicle system assessment 
can be found in [4] and [3]. 

2.2 Traffic Simulation 

Traffic micro-simulations are proposed as a way to produce realistic drive cycles. 
These simulations have been developed for testing the performance of roadway de-
signs and signal light timing schedules, and generally for improving the performance 
of transportation infrastructure. Typically they are used in the domain of the traffic 
engineer and not traditionally used for vehicle simulation. 

Traffic micro-simulations are time-event driven simulations that implement a driv-
er model for individual vehicles that are placed on a model roadway. They implement 
psychophysical driver models that employ vehicle physics and a physiological model 
of driver following behavior. A detailed discussion of driver models for micro-
simulation modeling is found in [6].  

Roadways are modeled as directed graphs in micro-simulation and individual ve-
hicles placed on the model roadways have proven to be a reasonable way to model 
traffic flows that consider jams, congestion and different driver behaviors. Other fac-
tors can also be considered such as weather and topography. 

A primary advantage of micro-simulation over other methods of producing drive 
cycles is that there is a straightforward analytical model that links physical features of 
the road, traffic and human perception to the creation of synthetic drive cycles. Mod-
els are calibrated using in-vitro data such as that collected in driving simulators, es-
tablished psychological theory and observation traffic behavior from aircraft. Fre-
quently micro-simulation software is calibrated for good results for bulk traffic flows 
consistent with those observed by traffic monitors or detection equipment placed in 
the roadway. 

There are a number of traffic micro-simulation packages readily available from 
open-source, commercial and academic sources. In our study we used VISSIM [5]; a 
mature, full featured traffic simulation package. VISSIM is a time driven microscopic 
simulation package from PTV that can analyze private and public transport operations 
under constraints such as lane configuration, traffic composition, traffic signals, pub-
lic transportation stops, etc., thus making it a useful tool for the evaluation of various 
alternatives based on transportation engineering and planning measures of effective-
ness. VISSIM can be applied as a useful tool in a variety of transportation problem 
settings. Simulated Vehicles are allowed to run through a road model, each  
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vehicle having a driver model and a vehicle dynamics model. The driver model con-
sists primarily of four parts; a psycho-physical following model [7]; [8], a lane chang-
ing model, a launch model and a speed holding model. The output of the driver model 
is the driver’s desired speed, acceleration and lane angle. These are later modified to 
conform to the vehicle’s performance limits. 

In addition, VISSIM has two features that may be important in future work; the 
ability to introduce a user driver model with lane-changing and following behavior, 
and an interface for the dynamic routing function that allows exploration of routing 
algorithms using a programming interface. 

2.3 The Scenarios 

Three representative road types were used to build traffic scenarios. The road types 
were chosen to be exemplary of the types of roads that might populate a full scale 
analysis project; the residential street, urban highway and limited access highway. 
Road models were based on actual roads near Dearborn, MI, USA where the work 
was done and coded into the traffic simulation program. This allowed easy access to 
collect data and calibrate the models (see Fig. 2). Fig. 2 presents a 3-mile stretch 
along US I-96 (between exit 179 and 183) that was coded into the simulator as a rep-
resentative section of freeway. The base model is a 3 lane road with no ramps enter-
ing or leaving the freeway. The traffic composition included 4% heavy goods vehicles 
and 2% battery electric vehicles. The remaining 94% were internal combustion ve-
hicle of varying lengths consistent with personal transportation. To differentiate be-
tween a BEV and an internal combustion vehicle drivetrain, different desired accele-
ration profiles (speed vs. maximum acceleration desired by the driver) have been 
used. The vehicle input was set at 5000 vehicles per hour over 3 lanes. Stochastic 
distributions of driver desired speeds are defined for each vehicle type within each 
traffic composition. The desired speed of both the conventional cars and the BEV was 
a roughly normal distribution with a mean of 62 MPH (100 km/h) distributed between 
83 MPH (130 km/h) and 50 MPH (80 km/h). At this speed aerodynamic drag exceeds 
all other vehicle specific load components except possibly accessory loads. If not 
hindered by other vehicles, a driver will travel at his desired speed with variations 
determined by the driver following model. 

The urban highway model is based on a 6 mile stretch along US-24 (Fig. 3) with 
multiple traffic signals at intersections 1 mile apart. The vehicles enter at one end of 
the road and exit only at the other end. There were a total of nine synchronized traffic 
signals along the road, with multiple signals at some intersections. Although the ac-
tual road had 4 lanes along part of the stretch, the base model had 3 lanes throughout 
to simplify interpretation of the results. The traffic was composed of 98% convention-
al cars and 2% battery electric vehicles. The desired speed varied between 42 and 48 
MPH (68 km/h – 77 km/h). 

Traffic light timing was on roughly 60 second cycles such that during a typical 
evening rush hour packs of about 90 cars build up at a red light. The light would 
change to green and the vehicles would launch from a standstill. Except for the lead 
vehicles, each vehicle’s launch rate was limited by the vehicle ahead. The pack of 
vehicles would reach the next light and stop for a few moments, and then continue to 
the next light. 
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direction. Similar to most residential roads, there was a single lane in each direction. 
The desired speed of the vehicles had a distribution that varied between 22 and 28 
MPH (36 and 46 km/h), based on the assumption that the median desired speed would 
be the speed limit, 25 MPH (41 km/h).  

Deceleration into and launch from each stop sign was largely under the control of 
the driver model, not constrained by the vehicle ahead. There was a dwell time at each 
sign in which vehicle speed dropped to zero followed by a launch. The length of the 
dwell was based on cross traffic and the driver characteristics of each individual car.  

The scenarios were created using a road model with varying external conditions. 
They were selected to explore the scenario space to determine which conditions were 
significant factors for energy consumption. The factors used were as follows: 

• Road characteristics 
• Road Gradient 
• Number of lanes 
• Traffic characteristics 
• Vehicle flow rate 
• Vehicle mix (Number of trucks, buses, cars and battery electric vehicles) 

• Driver characteristics 
• Desired speed  
• Use of cruise control 

• Accessory load per unit time 
 

Two types of energy consumption were considered in this analysis; propulsive energy 
consumption and accessory energy consumption. Propulsive loads were computed 
using maps of energy per distance travelled. Accessory energy consumption was in 
units of energy per unit time and kept constant through any given scenario. 

The independent variables for the energy maps were vehicle speed and accelera-
tion. Four maps were made for the BEV vehicle for different payloads weights; 1-4 
occupants. The acceleration used in the energy calculation was the sum of road gra-
dient acceleration and vehicle acceleration. 

We determined both experimentally and using the Student-T analysis that 125 
BEV test vehicles were necessary to get sufficient statistical power. So each scenario 
was run until 125 BEV had passed through the scenario. For each BEV the energy 
consumption was computed for each time step, multiplied by the distance of each 
time step and accumulated for the entire drive cycle. This was added to the energy 
consumption attributable to the accessory loads and saved. The average and standard 
deviation of all the drive cycles were then computed for each scenario, and the scena-
rios were plotted and compared to determine the main effects. 

3 Results of the Energy Consumption Modeling  

The results are presented in the following manner. First the results of energy con-
sumption under different scenarios for each of the road types are presented followed 
by a comparison of these results across road types. The tables give the mean energy 
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consumed by a battery electric vehicle for that particular scenario. The units are Watt-
hours unless mentioned otherwise. The original analysis was done with data for a 
specific vehicle, but because of the proprietary nature of this data it has been norma-
lized and the results are more qualitative. 

3.1 Freeway 

Fig. 4 shows the average energy required by 125 battery electric vehicles to travel the 
3 mile stretch of freeway at various gradients and traffic flows. The bold lines in Fig. 
4 represent the mean energy consumed and the dotted lines represent the 95% confi-
dence interval. It can be seen that gradient has a prominent effect on the energy con-
sumption of a battery electric vehicle. There is a rapid increase in the energy values as 
we move from a gradient of -4% to 4%. This is because, the vehicle needs more ener-
gy to climb uphill (positive gradient) and it can gain energy through regenerative 
braking while going downhill (negative gradient). Congestion has a much smaller 
effect than gradient on energy consumption. There is a slight reduction in energy as 
the flow conditions approach a congested scenario. This effect is directly related to 
the decrease in the speeds for congested flows.  

Table 1 shows the impact of desired speed and the number of lanes on the energy 
consumption under different flow regimes. Fig. 5 presents the data in such a way as to 
show that vehicle speed is much more significant than the number of lanes. A vehicle 
travelling at around 60 mph will consume about 30% more energy than a vehicle 
travelling at around 50 mph. Also, the number of lanes on the freeway doesn't seem to 
have an effect on the overall energy consumption. 

 

 

Fig. 4. Energy consumption for vehicle travelling on the freeway at different grades 
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Table 1. The effect of desired speed and number of lanes at different flow rates 

 60 mph 50 mph 

Flow (VPH) 3 lanes 4 lanes 3 lanes 4 lanes 

2000 1.16 1.18 0.88 0.88 

3000 1.14 1.15 0.86 0.87 

4000 1.12 1.14 0.85 0.86 

5000 1.11 1.15 0.85 0.86 

6000 1.09 1.14 0.84 0.86 

 
Table 2 shows a comparison of the energy usage of vehicles travelling in cruise 

control with that of vehicles not travelling in cruise control for two different speeds. It 
is assumed that in the cruise control scenario only the battery electric vehicles are in 
cruise control mode. All other vehicles are travelling without cruise control. 

 

Fig. 5. The figure shows energy consumption for two vehicle parameter sets, one with drivers 
whose average desired speed is 60 MPH and the other averaging 50 MPH 

Table 2. Effect of gradient on energy consumption at different vehicle flow rates for a 3 lane 
road 

 Grade 

Flow (vehicles per hour) -4% -2% 0% 2% 4% 

2000 0.09 0.58 1.08 1.59 2.11 

3000 0.07 0.56 1.06 1.56 2.06 

4000 0.05 0.55 1.04 1.55 1.98 

5000 0.05 0.53 1.03 1.51 1.90 

6000 0.03 0.51 1.01 1.48  
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Table 3. The effects of traffic load, desired speed and cruise control on energy consumption 

 60mph (100 k/hr.) 50mph (80 k/hr.) 

Flow (VPH) No cruise Cruise No cruise 

2000 1.20 1.11 0.91 

3000 1.18 1.11 0.89 

4000 1.16 1.11 0.89 

5000 1.15 1.09 0.88 

6000 1.13 1.09 0.87 

 

From Table 3 and Fig. 6, it can be seen that the vehicles travelling in cruise control 
use significantly lower energy than the vehicles travelling without cruise. The fluctua-
tions in acceleration/deceleration and hence the speed results in higher energy  
consumption for vehicles which are not using cruise control. The drop in energy con-
sumption with increase in flow values is directly related to the drop in speeds as the 
flow conditions become congested. It should also be noted that the energy consump-
tion and its variation remains fixed across different flow values when the cruise  
control is set to 50mph. But, in the case of cruise control at 60mph, there is a larger 
statistical variance in energy usage (dotted lines diverge) as the flow values increase. 
This is because at high flows, the vehicles are unable to maintain a cruise speed of 
60mph due to the increase in flow density. But, the vehicles seem to maintain a cruise 
speed of 50mph even when the traffic flow increases. 

 

Fig. 6. The effect of traffic load on energy consumption both with and without cruise control 
driver models is demonstrated for 125 vehicles 

3.2 Urban Highway 

The results show the mean energy required by a battery electric vehicle to travel the 6 
mile stretch. The main difference between an urban road and a freeway would be the 
stop-go behaviour of the vehicles at traffic signals. As a result, because of the regen-
erative capability of a battery electric vehicle, the energy consumed per mile will be 
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lower on an urban road. Also, the lower speeds on urban roads will result in lower 
energy consumption. But the trade-off between an urban road and a freeway will be in 
the travel times. A comparison is presented in the later sections of this chapter. 

Table 4 shows the mean energy consumed on the urban highway by a BEV under 
different traffic flow and gradient conditions. Similar to the freeway, the gradient has 
a very significant effect on the energy consumption on the urban highway as well. It 
is significantly greater than the effect of traffic loads. 

Table 4. The effect of grade and traffic load (VPH) on energy consumption for the urban 
highway 

  Grade 

Flow (VPH) -2% 0% 2% 

1000 16% 57% 100% 

2000 15% 56% 99% 

3000 14% 56% 98% 

4000 14% 55% 0% 

Also, simulations have been performed to understand the effect of the number of 
lanes on the overall energy consumption. It has been observed that the number of 
lanes has a very small effect on consumption in these traffic flow scenarios. 

3.3 Residential Street 

The results for residential roads show the mean energy required by a battery electric 
vehicle to travel the 1 mile stretch of residential street with multiple stop signs.  
The stop signs and the lower speeds on residential roads will significantly reduce the 
energy consumption of a BEV due to aerodynamic drag, but will increase the signi-
ficance of other factors such as road grade or stop starts. Due to regenerative braking 
the effects of stop start are expected to be smaller on BEV than would be normally 
expected from conventional vehicles (see Table 5). 

Fig. 7 shows the effect of gradient on energy consumption. It is expected that the 
energy usage will be negative for a gradient of -4%. This shows that the battery of the 
vehicle is gaining energy because of the regenerative braking. 

Up to this point the effect of various traffic/road/driver characteristics on the ener-
gy usage for each of the individual road types has been discussed. In the next section, 
a detailed comparison of the energy usage across the three different road-types is 
presented to better understand how some of the scenarios impact the lowest energy 
routes and distance-to-empty. 

Table 5. The effect of stop-signs per mile on the energy consumption 

Number of stop-signs per mile Energy (W-hours) 

5 149.5 

10 148.4 

15 148.0 
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Fig. 7. The effect of gradient on average energy consumption for 125 vehicles for the residen-
tial street 

3.4 Comparison across Road Types 

Figure 8 shows the impact of accessory loads on the energy consumption across the 
three road types. The bars represent the energy usage in W-hours per mile and the 
three bold dots represent the average travel time in seconds to travel a distance of one 
mile on each of those roads. It can be seen that for a given accessory load the energy 
usage is the lowest for a residential road and highest for a freeway, mainly because of 
low speeds and stop-go nature of traffic on a residential road. In fact, the energy usage 
per mile with 400W accessory load is more than halved from a freeway to a residen-
tial road. But, the travel time on a residential road is almost four times that on a free-
way. This shows a trade-off between travel times and energy usage. Increase in the 
accessory loads has very little impact on the energy usage on a freeway where high 
speed is the primary driver of energy consumed. On the other hand, the accessory 
loads drastically affect the energy usage on a residential road to such an extent that, 
the energy used per mile with 2000W accessory load is almost the same as that on an 
urban road. 

Fig. 8 shows that gradient has a very dominating effect on the energy consumption 
of a battery electric vehicle. For a particular road type, the increase in energy con-
sumption with every 2% increase in gradient is about 150W-hrs per mile. High gra-
dients like 4% or -4% are not very common for a freeway. 

The three road types each have different speed limits, and for each simulation the 
drivers’ ‘desired speed’ is input as a statistical distribution around the speed limit for 
the road. Some drivers will drive above the limit and others below, but most will be 
close to the speed limit. Fig. 8 shows the energy consumption for vehicles with the 
following desired speeds: Freeway – 65 MPH, Urban road –45 MPH, Residential road 
– 25 MPH. These values are almost identical to the speed limits on the corresponding 
road types. The graph shows that the speed of the vehicles has a strong influence on 
the energy usage. Also, the stop-go behavior of vehicles on urban and residential 
roads has a significant effect on energy consumption because of regenerative braking. 
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Fig. 8. Comparison of the effect of road gradient on the three types of roads: freeway, urban 
highway and residential road 

4 Energy Consumption Calculation 

Using the results presented in Fig. 8 and Fig. 9 It is possible to develop a meta-model 
to estimate energy consumption over a section of road if the distance d is known and 
the travel time t can be estimated. 
 

 

Fig. 9. The effect of accessory loads on the energy consumption on flat ground on the three 
road types 

 

 

 



 Integration of Traffic Simulation and Propulsion Modeling 17 

The energy consumed on a segment is given by an equation of the form: 

E = Pt + Wd (1) 

Where: 
E = The energy consumed 
P = The power consumed by accessory loads 
W = The work done on the vehicle based on distance traveled 
t = time 
d = distance traveled  

Power is the sum of the time dependent terms consisting primarily of accessory loads. 
A model is needed to predict those loads based on factors such as climate control 
requirements, lighting requirements, windshield wipers, etc. Lacking that model we 
use different levels of accessory loads to create scenarios.  

The prior results demonstrate that speed and gradient are major factors in work, 
and to a lesser extent the road type. We take work to be the sum of gradient factors B 
and speed factors A. An equation for B is developed for each road type in Fig. 8 
where s is the slope of the road in degrees. 

The speed (V) component (C) of work is given by:  

C = AaeroV
2 + BaeroV + Caero (2) 

Substituting (B+C) for W and A for P, energy consumption can be computed as:  

E = At + (B+C)d (3) 
The factors Afreeway, Cfreeway, Ahighway, Chighway, Astreet, Cstreet, D are fit functions primari-
ly related to the road, and the factors Aaero, Baero, Caero are fit factors related to the 
aerodynamics of the vehicle. 

This equation was plotted for a set of 150 routes generated at a mapping website 
assuming no gradient. The results are plotted in Fig. 10 where it is seen that under 
high accessory loads there is a minimum energy speed at about 20 MPH. In the case 
where there is low accessory load the energy consumption appears to asymptotically 
approach zero energy consumption. In fact, in the low accessory load cases there is 
also an optimal energy consumption speed, but at a much lower speed than vehicles 
are ordinarily driven. 

 

Fig. 10. The meta-model results applied to routes through 20 different cities in the US 
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5 Conclusions 

A methodology for creating meta-models for energy consumption from surrogate data 
from simulation has been demonstrated. The method was used to determine the main 
effects and a simple meta-model that can be run in embedded processors in the ve-
hicle or on off-board computing platforms has been developed. The energy consump-
tion meta-model enables vehicle functions such as; distance to empty, remaining 
charge needed and low-energy routing. These in turn enable vehicle features that give 
the driver greater confidence in the product and therefore improves acceptance and 
deployment of electric vehicles. 

The traffic simulation code VISSIM and the propulsion modelling code sCVSP 
were combined via a surrogate meta-model to provide energy consumption data for 
developing a comprehensive energy consumption meta-model. 

By developing different scenarios it was possible to determine main effects such as 
road gradient and vehicle speed. It is widely believed that the driver has a large im-
pact on energy consumption. From our results we see this is likely mostly a factor of 
the driver’s desired speed, how it is moderated by traffic. Probably route choice is a 
significant factor that would differentiate drivers. 

Road gradient is another important factor, but is mostly a factor of the potential 
energy build-up or loss going up or down a hill. BEV are different from hybrid elec-
tric and conventional vehicles in that much of the energy lost going uphill is regained 
coming down. Unlike hybrid vehicles, the BEV battery is large enough to recover this 
energy on many hills. 

A third main effect is accessory loads. These come from many sources in a BEV, 
but the largest factor is generally warming or cooling the vehicle. This can easily 
account for 50% of the energy consumed by the vehicle and is the only factor that 
favours faster travel time. 

Each of these three areas; vehicle speed, road gradient and climate control require 
further study. Vehicle speed on an un-crowded road is largely a factor of how fast the 
driver wishes to drive. This may vary depending on the speed limit and on safety 
considerations. On a crowded road vehicle speed also can be determined by how ef-
fective a driver wishing to travel quickly is at maintaining this desired speed while 
interacting with slower moving vehicles. The biggest factor in velocity drag is aero-
dynamic drag which is assumed in our models to increase with the square of the ve-
locity. However, the situation on the public roads is quite a bit more complicated 
where there is wind, ground turbulence, air density, disturbance by nearby traffic and 
other factors to consider.  

Road gradient is expected to always be a major contributor to energy consumption, 
but other road factors that are not included in our model are soft road surfaces, partial-
ly inflated tires and many other factors. For the energy consumption meta-model to be 
accurate it is necessary to break a road into segments that either rise or fall. If a seg-
ment goes up then down a hill, the energy consumption will not be accurate. How real 
road surfaces will be broken into segments that provide good results must be consi-
dered.  

Finally, the predicting of accessory loads is quite complex and is the topic of another 
paper. Loss by the climate control system is controlled by several factors. External fac-
tors include ambient temperature, humidity and sun load. The vehicle configuration is a 



 Integration of Traffic Simulation and Propulsion Modeling 19 

major factor as are several controls that are under the manual control of the driver. 
However, this is changing and in the near future most climate control features operated 
by the driver will migrate to a control system for driver convenience and to meet new 
Corporate Average Fuel Economy (CAFÉ) standards. 
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Abstract. Vehicular Ad-hoc Networks (VANETs) are having a significant im-
pact on Intelligent Transportation Systems, specially on the improvement of road
safety. Cooperative/Chain Collision Avoidance (CCA) application comes up as a
solution for decreasing accidents on the road, therefore it is highly convenient to
study how the system of vehicles in a platoon will behave at different stages of
technology deployment until full penetration in the market. In the present paper
we describe an analytical model to compute the average number of accidents in
a chain of vehicles. The use of this model when the CCA technology penetra-
tion rate is not 100% leads to a vast increase in the number of operations. Using
the OpenMP directives for parallel processing with shared memory we achieve a
significant reduction in the computation time consumed by our analytical model.

Keywords: OpenMP, VANET, Supercomputing, Cooperative/Chain Collision
Avoidance application.

1 Introduction

Vehicular networks, also known as VANETs, are defined as ad-hoc mobile networks
with two main communication features. On the one hand, VANETs are in charge of
transmitting information among vehicles (V2V communications). In this first case, cars
carry out the information interchange without any infrastructure support for regulating
the access. On the other hand, an intercommunication among vehicles and infrastruc-
tures also exists (V2I communications), making possible a connection through cars and
a backbone network, reaching in this way those vehicular entities allocated out of the
direct communication range.

One of the aims of vehicular networks development is the improvement of road
safety. The main goal of these innovative systems is to provide drivers a better knowl-
edge about road conditions, decreasing the number of accidents and their severity, and
simultaneously aiding to a more comfortable and fluent driving. Other vehicular ap-
plications are also considered, such as Internet access, driving cooperation and public
information services support.

A Cooperative/Chain Collision Avoidance (CCA) application [1] uses VANET com-
munications for warning drivers and decreasing the number of traffic accidents. CCA

N. Pina et al. (Eds.): Simulation & Modeling Methodologies, Technologies & Appl., AISC 197, pp. 23–37.
DOI: 10.1007/978-3-642-34336-0 2 c© Springer-Verlag Berlin Heidelberg 2013



24 C. Garcı́a-Costa et al.

takes advantage of vehicles with cooperative communication skills, in a way that these
cars are able to react to possible accident risks or emergence situations. The CCA mecha-
nism generates an encapsulated notification which is sent as a message through a one-hop
communication scheme to all vehicles within a potential danger coverage (relay schemes
are also possible). It should be noted that the establishment of this VANET application
will be deployed gradually, equipping vehicles with the proper hardware and software
so as they can communicate in an effective way within the vehicular environment.

In our research we consider a platoon (or chain) of N vehicles following a leading
one. The leading vehicle stops instantly and the following vehicles start to brake when
they are aware of the risk of collision, because of a warning message reception or the
perception of a reduction in the speed of the vehicle immediately ahead. To test the
worst case situation, vehicles cannot change lane or perform evasive maneuvers.

We have developed a first approach mathematical model to calculate the average
percentage of accidents in the platoon, varying the number of considered vehicles,
their average speed, the average inter-vehicle spacing and the penetration ratio of the
CCA technology. Specifically when the CCA penetration ratio is taken into account, the
growth in the number of operations of the analytical model is such that the sequential
computation of a numerical solution is no longer feasible. Consequently, we resort to
the use of the OpenMP parallelization techniques for solving those computational cases
considered as unapproachable by means of sequential procedures.

Additionally, we execute our programs in the Ben-Arabi Supercomputing environ-
ment [2], taking the advantage of utilizing the fourth fastest Supercomputer in Spain.
In the current work we show how the parallelization techniques coordinated with su-
percomputing resources make the simulation process a more suitable and efficient one,
allowing a thorough evaluation of the CCA application.

The remainder of this paper is organized as follows. In Section 2 we briefly review
the related work. In Section 3 the OpenMP environment is briefly reviewed and the
Ben-Arabi Supercomputer architecture introduced. A description of the mathematical
model, its implementation and parallelization are provided in Sections 4 and 5. Finally,
some results are shown and discussed in Section 6 to illustrate the performance of the
resulting parallel algorithm. In this section it is also described our unsuccessful experi-
ence of using the MPI parallelization technique to further reduce the computation times.
Conclusions and future work are remarked in Section 7. Let us mention that this paper
is an extension of the work presented by the authors in [3].

2 Related Work

So far, most typical High Performance Computing (HPC) problems focused on those
fields related with certain fundamental problems in several areas of science and engi-
neering. Other typical applications are the ones related to commerce, like databases and
data mining [4]. That is the reason why we consider our VANET mathematical model
approximation as a non-classical issue to be solved under HPC conditions, contributing
to extend the use of supercomputing to other fields of interest.

In the implementation of our mathematical model we parallelize a sparse matrix-
vector multiplication. This operation is considered as a relevant computational kernel in
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scientific applications, which performs not optimally on modern processors because of
the lack of compromise between memory and computing power and irregular memory
access patterns [5]. In general, we find quite a lot of done work in the field of sparse
matrix-vector multiplications using parallelization techniques [6], [7], [8]. These papers
study in depth the optimal performance of this operation, but in this paper, we show
that even using a simpler parallelization routine, the computation time is noticeably
shortened.

Several mathematical models have been developed to study different aspects of
VANETs. Most of them are related with the vehicle routing optimization [9], [10], the
broadcasting methods [11], [12], [13], the mobility of vehicles [14], [15] and the com-
munication delay time [16], [17], [18]. Other related VANET issues have been studied
as well, like network connectivity [19], or survivability [20]. In this paper we focus on
collision models for a chain of vehicles, particularly those based on physical parameters
to assess the collision process itself [21], [22], [23].

However in an attempt of searching related work we find that few work has been
done specifically regarding to the parallelization of these VANET mathematical mod-
els, strictly speaking. Moreover, to the best of our knowledge, only the vehicle routing
problem has been approached using parallelization techniques [24], [25], [26].

Summing up, in this paper we describe a preliminary model (although computation-
ally expensive) for a CCA application to compute the number of chain collisions and
we address the benefits of using parallelization techniques in the VANET field.

3 Supporting Tools

3.1 The OpenMP Technique

OpenMP is a well-known open standard for providing parallelization mechanisms to
multiprocessors with shared memory [27]. OpenMP API supports shared memory pro-
gramming, multi-platform techniques for the programming languages like Fortran, C
and C++, and for every architecture including Unix and Windows platforms. OpenMP
is a scalable and portable model developed for hardware and software distributors which
provides shared memory programmers with a simple and flexible interface for devel-
oping parallel applications which can run not only in a personal computer but also in a
supercomputer.

OpenMP uses the parallel paradigm known as fork-join with the generation of mul-
tiple threads, where a heavy computational task is divided into k threads (forks) with
less weight and afterwards it collects their results and combines them at the end of the
execution in a single result (join).

The master thread runs sequentially till it finds an OpenMP guideline and since this
moment a bifurcation is generated with the corresponding slave threads. These threads
can be distributed and executed in different processors, decreasing in this way the
execution time.
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Fig. 1. The scenario under consideration. d is the average inter-vehicle distance.

3.2 The Ben-Arabi Supercomputer

Our model is executed under the Ben-Arabi supercomputer resources, which is placed
in the Scientific Park of Murcia (Spain). The Ben-Arabi system consists of two different
architectures; on the one hand the central node HP Integrity Superdome SX2000 with
128 cores of the Intel Itanium-2 dual-core Montvale (1.6 Ghz, 18 MB of cache L3)
processor and 1.5 TB of shared memory, called Ben. On the other hand, Arabi is a
cluster consisting of 102 nodes, which offers a total of 816 Intel Xeon Quad-Core E5450
(3 GHz y 6 MB of cache L2) processor cores and a total of 1072 GB of shared memory.

We run our mathematical model within a node of the Arabi cluster environment using
2, 4 and 8 processors in order to compare the resulting execution times. Les us remark
that we are using a shared memory parallelization technique, so we are not allowed to
combine the use of processors from different nodes.

Next we summarize the technical features of the cluster:

– Capacity: 9.72 Tflops.
– Processor: Intel Xeon Quad-Core E5450.
– Nodes number: 102.
– Processors number: 816.
– Processors/Node: 8.
– Memory/Node: 32 nodes of 16 GB and 70 of 8 GB.
– Memory/Core: 3 MB (6 MB shared among 2 cores).
– Clock frequency: 3 Ghz.

4 Model Description

We are interested in evaluating the performance of a CCA application for a chain of
N vehicles when the technology penetration rate is not 100%. We consider the inter-
vehicle spacing is normally distributed and each vehicle Ci, i ∈ {1, ..., N}, moves at
constant velocity Vi. Vehicles drive in convoy (see Figure 1), reacting to the first colli-
sion of another car, C0, according to two possible schemes: starting to brake because of
a previously received warning message transmited by a collided vehicle (if the vehicle
is equipped with CCA technology) or starting to decelerate after noticing a reduction
in the speed of the vehicle immediately ahead (if the vehicle under consideration is not
equipped with CCA technology).

With this model the final outcome of a vehicle depends on the outcome of the preced-
ing vehicles. Therefore, the collision model is based on the construction of the following
probability tree. We consider an initial state in which no vehicle has collided. Once the
danger of collision has been detected, the first vehicle in the chain C1 (immediately
after the leading one) may collide or stop successfully. From both of these states two
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Fig. 2. Probability tree diagram that defines the model. Si,j represents the state with i collided
vehicles and j successfully stopped vehicles.

possible cases spring as well, that is either the following vehicle in the chain C2 may
collide or stop successfully. And so on until the last vehicle in the chain. At the last
level of the tree we haveN +1 possible outcomes (final outcomes) which represent the
number of collided vehicles in the chain, that is, from 0 to N collisions (Figure 2).

The transition probability between the nodes of the tree is the probability of collision
of the corresponding vehicle in the chain pi (or its complementary). These probabili-
ties are calculated recursively, regarding different kinematic parameters, as the average
velocity of the vehicles in the chain (used to compute the distance to stop), the average
inter-vehicle distance and the driver’s reaction time, among others.

We start calculating the collision probability of the nearest to the incidence vehicle,
C1. The position of Ci when it starts to decelerate is normally distributed with mean
μi = −i ∗ d and standard deviation σ = d/2, where d is the average inter-vehicle
distance. VehicleC1 will collide if and only if the distance toC0 is less than the distance
that it needs to stop, Ds, so its collision probability is given by:

p1 = 1−
∫ −L−Ds

−∞
f(x;μ1, σ) dx , (1)

where L is the average vehicle length and f(x;μ, σ) is the probability density function
of the normal distribution with mean μ and standard deviation σ.

To compute the collision probability of the second vehicle we will use the average
position of the first vehicle when it has stopped (either by collision or successfully stop).
This average position is determined by:

X1 =

∫ −L

−∞
x · f(x;μ1 +Ds, σ) dx + (−L) ·

∫ +∞

−L
f(x;μ1 +Ds, σ) dx . (2)
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The second term of the sum means that the vehicle cannot cross the position −L when
it collides, since we are assuming that when a vehicle collides it stops instantly at the
point of collision.

Once we have obtainedX1 we can compute p2, and recursively we can obtain all the
collision probabilities:

pi = 1−
∫ Xi−1−L−Ds

−∞
f(x;μi, σ) dx, i = 2, . . . , N , (3)

where

Xi =

∫ Xi−1−L

−∞
x·f(x;μi+Ds, σ) dx + (Xi−1−L)·

∫ +∞

Xi−1−L
f(x;μi+Ds, σ) dx, i = 2, . . . , N .

(4)

We want to remark that this model for the collision probabilities is a preliminary approx-
imation and does not describe realistically the collision process. However, the method
to compute the probabilities of the path outcomes is independent of the correctness
or accuracy of the transition probabilities used, and the goal of this paper is to evalu-
ate the benefits of parallelization for this technique to compute the average number of
accidents. An improved model for the transition probabilities can be found in [28].

Let us note how every path in the tree from the root to the leaves leads to a possible
outcome involving every vehicle in the chain. The probability of a particular path is the
product of the transition probabilities that belongs to the path. Since there are multiple
paths that lead to the same final outcome (leaf node in the tree), the probability of that
outcome will be the sum of the probabilities of every path reaching it.

In order to compute the probabilities of the final outcomes, we can construct a
Markov chain whose state diagram is shown in Figure 2 and is based on the previ-
ously discussed probability tree. It is a homogeneous Markov chain with (N+1)(N+2)

2
states,

(S0,0, S1,0, S0,1, . . . , SN,0, SN−1,1, . . . , S1,N−1, S0,N) . (5)

The transition matrix P of the resulting Markov chain is a square matrix of dimension
(N+1)(N+2)

2 , which is a sparse matrix, since from each state it is only possible to move
to two of the other subsequent states.

Then, we need to compute the probabilities of going from the initial state to each of
the N + 1 final states in N steps, which are given by matrix PN . Therefore, the final
outcome probabilities are the last N + 1 entries of the first row of the matrix PN .

Let Πi be the probability of reaching the final outcome with i collided vehicles, that
is, state Si,N−i. We obtain the average of the total number of accidents in the chain
using the weighted sum:

Nacc =

N∑
i=0

i ·Πi . (6)

Our purpose is to evaluate the functionality of the CCA system depending on the cur-
rent penetration rate of this technology. So that, we have to solve the model assuming
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different technology penetration ratios. This assumption implies that we have to calcu-
late the number of collisions once for each of the possible combinations in the chain of
vehicles equipped with and without CCA technology, that is,(

N

m

)
=

N !

(N −m)!m!
, (7)

where N is the total number of vehicles in the chain and m is the number of vehicles
equipped with the CCA technology. It is worth to notice that the number of combina-
tions for m vehicles set with CCA technology and N −m without it is the same that
for N − m vehicles with CCA and m without it. Therefore, in order to analyze the
computation time, we solve the model varying the CCA penetration rate between 0%
and 50%, since the rest of cases are computationally (but not numerically) identical. As
we can see in Table 1, the number of combinations grows quickly by an increase on the
CCA penetration rate as well as by an increase on the number of vehicles.

Table 1. Number of combinations of N = {10, 20, 30} vehicles with and without CCA
technology

CCA% 10 veh. 20 veh. 30 veh.
0% 1 1 1

10% 10 190 4060

20% 45 4845 593775

30% 120 38760 14307150

40% 210 125970 86493225

50% 252 184756 155117520

In addition to that, we also aim at evaluating the impact on the number of accidents
of the inter-vehicle distance d, varying this parameter in a wide range.

5 Implementation

In this section we firstly introduce the algorithm for the model implementation (Algo-
rithm 1) and then, we explain the method we have used to parallelize it.

Examining the algorithm we can make the following observations:

1. The iterations of the for loop that covers the number of Combinations resulting from
the CCA technology penetration rate are independent for each other, so they can be
executed in parallel by different threads.

2. The same occurs with the for loop that covers the RangeOfDistances (for the inter-
vehicle spacing) to be evaluated.

3. Since the collision probabilities of the vehicles in the platoon is computed recur-
sively, each iteration of the for loop that considers each vehicle in the chain needs
the results of the preceding iteration, so this loop should be executed sequentially.

4. To obtain the first row of matrix PN we have to multiply N times a vector of di-
mension (N+1)(N+2)

2 by a matrix of dimension (N+1)(N+2)
2 × (N+1)(N+2)

2 . The
vector-matrix multiplication can be also parallelized so that each thread executes the
multiplication of the vector by part of the matrix columns. However, the N multipli-
cations should be done one after the other, that is, sequentially.
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Algorithm 1. Computation of the number of collisions in a chain of vehicles.

for all comb in Combinations do
for all d in RangeOfDistances do

for i = 1 to N do
pi = f(pi−1, comb, d, i, veloc, reactT ime)

end for
for j = 0 to N do

Πj = PN(1, (N+1)(N+2)
2

− j)
end for

Nacc =
N∑

j=0

j ·Πj

end for
end for

Table 2. Resulting programs with different parallelized tasks. X means that the corresponding
parallelization takes place.

Program A B C
Program 1
Program 2 ×
Program 3 ×
Program 4 ×
Program 5 × ×
Program 6 × ×
Program 7 × ×
Program 8 × × ×

For the sake of clarity, we will parallelize the following tasks:

– A: Vector-Matrix multiplication.
– B: Average inter-vehicle distance variation.
– C: Technology penetration rate variation.

Next, we will combine the different parallelized tasks (see Table 2) and execute the
resulting programs in order to assess the actual improvement obtained from each one.

6 Results

In this section we summarize the results obtained by executing the programs shown in
Table 2 in a node of the Arabi cluster. We have used 2, 4 and 8 processors in order to
assess the improvement on the execution time achieved by each one.

The parameters used to execute the model are the following:

– CCA penetration rate: 0%− 50%, in 10% steps.
– Average inter-vehicle distance: 6− 70m, in 1 meter steps.
– Number of vehicles: 20 vehicles.
– Average velocity: 33m/s.
– Average driver’s reaction time: 1 s.
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Table 3. Execution times in minutes and speedup (SU) for each program using 2 processors

0% 10% 20% 30% 40% 50%
Time SU Time SU Time SU Time SU Time SU Time SU

P1 0.002 1.00 0.307 1.00 7.848 1.00 62.876 1.00 203.896 1.00 297.975 1.00

P2 0.002 1.00 0.247 1.24 6.694 1.17 40.693 1.54 125.658 1.62 188.396 1.58

P3 0.001 2.00 0.175 1.75 4.315 1.82 33.858 1.86 110.142 1.85 159.558 1.87

P4 0.003 0.67 0.147 2.09 3.655 2.15 29.323 2.14 95.671 2.13 157.483 1.90

P5 0.001 2.00 0.173 1.77 4.326 1.81 34.208 1.84 108.542 1.88 161.026 1.85

P6 0.004 0.50 0.167 1.84 4.227 1.86 33.009 1.90 107.534 1.90 156.688 1.90

P7 0.002 1.00 0.167 1.84 4.176 1.88 32.771 1.92 106.119 1.92 156.433 1.90

P8 0.002 1.00 0.168 1.83 4.226 1.86 32.962 1.91 107.422 1.90 158.509 1.88

Fig. 3. Execution times in minutes for each program using 2 processors

6.1 Execution with 2 Processors

The computation times resulting from the execution of the eight programs with the
selected penetration rates of CCA technology using 2 processors are gathered in
Table 3 and illustrated in Figure 3.

Now we focus on the results associated to the 50% CCA penetration rate, since for
this value we obtain the highest number of combinations, specifically for a chain of 20
vehicles we obtain a total of 184756 combinations. Therefore, it is for this particular
penetration rate when we obtain a higher execution time and it can be considered as the
critical case in terms of the solving time.

The sequential program (Program 1) lasts a total of 297.975 minutes, that is ap-
proximately 5 hours of computation. If we make a comparison among the parallelized
programs we conclude that the best result is given by the Program 7, with a computation
time of 156.433 minutes, what implies around 2.6 hours of calculation time. It is worth
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Table 4. Execution times in minutes and speedup for each program using 4 processors

0% 10% 20% 30% 40% 50%
Time SU Time SU Time SU Time SU Time SU Time SU

P1 0.002 1.00 0.308 1.00 7.838 1.00 62.653 1.00 203.757 1.00 297.930 1.00

P2 0.001 2.00 0.199 1.55 5.053 1.55 30.676 2.04 94.173 2.16 135.907 2.19

P3 0.001 2.00 0.098 3.14 2.473 3.17 19.488 3.21 59.724 3.41 95.360 3.12

P4 0.004 0.50 0.078 3.95 1.998 3.92 16.072 3.90 51.830 3.93 86.175 3.45

P5 0.002 1.00 0.101 3.05 2.494 3.14 19.933 3.14 63.464 3.21 95.158 3.13

P6 0.005 0.40 0.091 3.38 2.251 3.48 18.013 3.48 59.810 3.40 89.064 3.34

P7 0.004 0.50 0.089 3.46 2.232 3.51 17.754 3.53 57.699 3.53 85.988 3.46

P8 0.003 0.67 0.090 3.42 2.245 3.49 17.926 3.49 59.453 3.43 88.422 3.37

mentioning that Program 7 is built by a combination of the parallelized tasks B and
C, parallelizing the for loops that cover the range of average inter-vehicle distances and
the number of combinations resulting from the technology penetration rate respectively.
We obtain thus:

– Sequential time (P1): 297.975 minutes.
– Parallel time (P7): 156.433 minutes.

The achieved speedup (P1/P7) is 1.9, which implies an improvement of around 47.5%
referred to the execution time.

6.2 Execution with 4 Processors

The computation times resulting from the execution of the eight programs with the
selected penetration rates of CCA technology using 4 processors are presented in Table
4 and depicted in Figure 4.

When the CCA penetration rate equals the 50% we reach the highest computational
load. So we also analyze the results with this penetration rate using 4 processors, focus-
ing on the best and worst execution times achieved. The reference is still the sequential
Program 1 with a duration of 297.93 minutes (around 5 hours). If we make a compar-
ison among the parallelized programs we conclude that the best result is given again
by the Program 7 with a calculation time of 85.988 minutes (around 1.43 hours). We
obtain thus:

– Sequential time (P1): 297.93 minutes.
– Parallel time (P7): 85.988 minutes.

The achieved speedup is 3.46, which implies an improvement of around 71.1% referred
to the execution time.

6.3 Execution with 8 Processors

The computation times resulting from the execution of the eight programs with the
selected penetration rates of CCA technology using 8 processors are gathered in
Table 5 and illustrated in Figure 5.
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Fig. 4. Execution times in minutes for each program using 4 processors

Table 5. Execution times in minutes and speedup for each program using 8 processors

0% 10% 20% 30% 40% 50%
Time SU Time SU Time SU Time SU Time SU Time SU

P1 0.002 1.00 0.308 1.00 7.844 1.00 62.695 1.00 203.416 1.00 296.691 1.00

P2 0.003 0.67 0.193 1.59 4.610 1.70 26.578 2.36 78.644 2.58 117.415 2.53

P3 0.001 2.00 0.067 4.60 1.767 4.44 13.634 4.60 45.213 4.50 62.572 4.74

P4 0.008 0.25 0.047 6.55 1.155 6.79 9.310 6.73 32.142 6.33 54.165 5.48

P5 0.002 1.00 0.071 4.34 1.739 4.51 15.125 4.14 45.858 4.43 62.572 4.74

P6 0.005 0.40 0.055 5.60 1.258 6.23 10.158 6.17 35.275 5.76 54.006 5.49

P7 0.008 0.25 0.054 5.70 1.232 6.37 10.041 6.24 34.800 5.84 50.402 5.89

P8 0.007 0.28 0.051 6.04 1.248 6.28 10.143 6.18 35.376 5.75 53.031 5.59

Finally we analyze what happens if we use 8 processors to solve the problem. Once
more, we obtain for the parallelized Program 7 the least computation time, 50.402 min-
utes with a 50% CCA penetration rate. So if we compare this result with the execution
time of the sequential program we obtain an improvement of the 83%, that is, a speedup
factor of 5.89.

6.4 Results Discussion

In conclusion, on the one hand, we have achieved an improvement of 83% in the compu-
tation time of the most complex case, what can be considered as a pretty much outstand-
ing improvement. On the other hand, if we compare the best execution times between
the two technical extremes under study, that is the use of 2 or 8 processors belonging
to the shared nodes architecture in the Arabi cluster, we reach to an improvement of
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Fig. 5. Execution times in minutes for each program using 8 processors

67.78%, which implies an upwards trend with increasing the number of processors, as
expected. Moreover, we can observe that those programs including the parallelization
of task C, which implies an acceleration on the loop varying the CCA technology pen-
etration rate, are the fastest ones. Nevertheless, the results obtained from Program 2
show that the improvement achieved parallelizing only the vector-matrix multiplication
(task A) is already significant, reaching 60.4% using 8 processors.

Analyzing the speedup for programs 7 and 8 it surprises that P7, with two parallelized
tasks, wins P8 including one more task. But this is a common fact in parallel computing
due to load balancing and synchronization overhead [29]. This explains also that all
programs including parallelized task C have similar execution times, since this is the
heaviest computational task and outshines the improvement derived from the A and B
tasks parallelization.

Let us compare now the obtained results for the Program 7, the one with the best
execution times, centering on the 50% CCA penetration rate, since as we already men-
tioned, this is the heaviest option in terms of computational load. We find out an inverse
relationship between computation time and the number of processors in use, since when
we duplicate the number of processors the execution time of Program 7 is reduced al-
most to a half. Specifically, the speedup achieved passing from 2 to 4 processors is 1.82,
and from 4 to 8 processors, 1.7. However, this speedup is limited according to Amdahl’s
law [30]. We have calculated for each program the theoretical speedup obtained from
this law, as depicted in Figure 6.

Amdahl’s law states that if α is the proportion of a program that can be made parallel
then the maximum speedup, SU , that can be achieved by using n processors is:

SU =
1

(1− α) + α
n

. (8)
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Fig. 6. Theoretical speedup limits calculated from Amdahl’s law

We can estimate α by using the measured speedup SU on a specific number of proces-
sors sn as follows:

αestimated =
1
SU − 1
1
sn − 1

. (9)

The results show that for Program 2 the speedup obtained with 8 processors is almost
the limit for it, but the speedup for Program 7 can still grow up to 20, which implies
reducing the execution time to less than 15 minutes.

Unfortunately, we have not been able to check how the results of Amdahl’s law
approach to reality. We tried to execute the Program 7 in the Superdome Ben, but ex-
ecuting it using 32 cores the time consumed was much higher than using 2 cores in a
node of the cluster. It is owing to the computing speed (819 Gflops in the Superdome
and 9.72 Tflops in the cluster).

As an alternative, we tried using MPI (Message Passing Interface Standard) [31]
in order to execute our programs using different nodes of the cluster simultaneously.
However, we encountered the problem of an excessive memory requirement, due to the
need to replicate data across processes, and consequently we failed in the execution of
the programs by this way too.

7 Conclusions and Outlook

Thanks to OpenMP parallelization techniques running under a supercomputing shared
memory environment we succeded to evaluate the perfomance of a CCA application
at different stages of technology deployment. To conclude, we were able to solve a
program with a sequential execution time of 297.975 minutes in only 50.402 minutes.

Regarding the problems we have encountered, as future work, we aim to improve
our analytical model, trying to reduce as possible the computational and memory costs.
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We are also facing similar tasks to improve the efficiency of the VANET simulation
environments we are using in order to validate our mathematical analyses.
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Abstract. We consider an uncertain single-machine scheduling problem, in which
the processing time of a job can take any real value from a given closed interval.
The criterion is to minimize the sum of weighted completion times of the n jobs, a
weight being associated with each job. For a job permutation, we study the stability
box, which is a subset of the stability region. We derive an O(n log n) algorithm
for constructing a job permutation with the largest dimension and volume of a sta-
bility box. The efficiency of such a permutation is demonstrated via a simulation
on a set of randomly generated instances with 1000 ≤ n ≤ 2000. If several per-
mutations have the largest dimension and volume of a stability box, the developed
algorithm selects one of them due to a mid-point heuristic.

Keywords: Single-machine scheduling, Uncertain data, Total weighted flow
time, Stability analysis.

1 Introduction

In real-life scheduling, the numerical data are usually uncertain. A stochastic [6] or a
fuzzy method [8] are used when the job processing times may be defined as random
variables or as fuzzy numbers. If these times may be defined neither as random vari-
ables with known probability distributions nor as fuzzy numbers, other methods are
needed to solve a scheduling problem under uncertainty [1,7,13]. The robust method
[1,2,3] assumes that the decision-maker prefers a schedule hedging against the worst-
case scenario. The stability method [4,5,10,11,12,13] combines a stability analysis, a
multi-stage decision framework and the solution concept of a minimal dominant set of
semi-active schedules.

In this paper, we implement the stability method for a single-machine problem with
interval processing times of the n jobs (Section 2). In Section 3, we derive anO(n log n)
algorithm for constructing a job permutation with the largest dimension and volume of
a stability box. Computational results are presented in Section 4. We conclude with
Section 5.

N. Pina et al. (Eds.): Simulation & Modeling Methodologies, Technologies & Appl., AISC 197, pp. 39–55.
DOI: 10.1007/978-3-642-34336-0 3 c© Springer-Verlag Berlin Heidelberg 2013
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2 Problem Setting

The jobs J = {J1, J2, ..., Jn}, n ≥ 2, have to be processed on a single machine,
a positive weight wi being given for any job Ji ∈ J . The processing time pi of a
job Ji can take any real value from a given segment [pLi , p

U
i ], where 0 ≤ pLi ≤ pUi .

The exact value pi ∈ [pLi , p
U
i ] may remain unknown until the completion of the job

Ji ∈ J . Let T = {p ∈ Rn+ | pLi ≤ pi ≤ pUi , i ∈ {1, 2, . . . , n}} denote the set
of vectors p = (p1, p2, . . . , pn) (scenarios) of the possible job processing times. S =
{π1, π2, . . . , πn!} denotes the set of permutations πk = (Jk1 , Jk2 , . . . , Jkn) of the jobs
J . Problem 1|pLi ≤ pi ≤ pUi |

∑
wiCi is to find an optimal permutation πt ∈ S:

∑
Ji∈J

wiCi(πt, p) = γtp = min
πk∈S

{∑
Ji∈J

wiCi(πk, p)

}
. (1)

Hereafter, Ci(πk, p) = Ci is the completion time of job Ji ∈ J in a semi-active
schedule [6,13] defined by the permutation πk.

Since a factual scenario p ∈ T is unknown before scheduling, the completion time
Ci of a job Ji ∈ J can be determined after the schedule execution. Therefore, one
cannot calculate the value γkp of the objective function

γ =
∑
Ji∈J

wiCi(πk, p)

for a permutation πk ∈ S before the schedule realization.
However, one must somehow define a schedule before to realize it. So, the problem

1|pLi ≤ pi ≤ pUi |
∑
wiCi of finding an optimal permutation πt ∈ S defined in (1)

is not correct. In general, one can find only a heuristic solution (a job permutation) to
problem 1|pLi ≤ pi ≤ pUi |

∑
wiCi the efficiency of which may be estimated either

analytically or via a simulation.
In the deterministic case, when a scenario p ∈ T is fixed before scheduling (i.e.,

equalities pLi = pUi = pi hold for each job Ji ∈ J ), problem 1|pLi ≤ pi ≤ pUi |
∑
wiCi

reduces to the classical problem 1||
∑
wiCi. In contrast to the uncertain problem 1|pLi ≤

pi ≤ pUi |
∑
wiCi, problem 1||

∑
wiCi is called deterministic. The deterministic prob-

lem 1||
∑
wiCi is correct and can be solved exactly in O(n log n) time [9] due to

the necessary and sufficient condition (2) for the optimality of a permutation πk =
(Jk1 , Jk2 , . . . , Jkn) ∈ S:

wk1
pk1

≥ wk2
pk2

≥ . . . ≥ wkn
pkn

, (2)

where the strict inequality pki > 0 holds for each job Jki ∈ J . Using the sufficiency of
condition (2), problem 1||

∑
wiCi can be solved to optimality by the weighted shortest

processing time rule: process the jobs J in non-increasing order of their weight-to-
process ratios

wki

pki
, Jki ∈ J .
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3 The Stability Box

In [12], the stability box SB(πk, T ) within a set of scenarios T has been defined for
a permutation πk = (Jk1 , Jk2 , . . . , Jkn) ∈ S. To present the definition of the stability
box SB(πk, T ), we need the following notations.

We denote J (ki) = {Jk1 , Jk2 , . . . , Jki−1} and J [ki] = {Jki+1 , Jki+2 , . . . , Jkn}.
Let Ski denote the set of permutations (π(J (ki)), Jki , π(J [ki])) ∈ S of the jobs J ,
π(J ′) being a permutation of the jobs J ′ ⊂ J . Let Nk denote a subset of set N =
{1, 2, . . . , n}. The notation 1|p|

∑
wiCi will be used for indicating an instance with a

fixed scenario p ∈ T of the deterministic problem 1||
∑
wiCi.

Definition 1. [12] The maximal closed rectangular box

SB(πk, T ) = ×ki∈Nk
[lki , uki ] ⊆ T

is a stability box of permutation πk = (Jk1 , Jk2 , . . . , Jkn) ∈ S, if permutation πe =
(Je1 , Je2 , . . . , Jen) ∈ Ski being optimal for the instance 1|p|

∑
wiCi with a scenario

p = (p1, p2, . . . , pn) ∈ T remains optimal for the instance 1|p′|
∑
wiCi with a sce-

nario p′ ∈ {×i−1
j=1[pkj , pkj ]}×[lki , uki ]×{×nj=i+1[pkj , pkj ]} for each ki ∈ Nk. If there

does not exist a scenario p ∈ T such that permutation πk is optimal for the instance
1|p|

∑
wiCi, then SB(πk, T ) = ∅.

The maximality of the closed rectangular box SB(πk, T ) = ×ki∈Nk
[lki , uki ] in Defini-

tion 1 means that the box SB(πk, T ) ⊆ T has both a maximal possible dimension |Nk|
and a maximal possible volume.

For any scheduling instance, the stability box is a subset of the stability region
[13,14]. However, we substitute the stability region by the stability box, since the latter
is easy to compute [11,12]. In [11], a branch-and-bound algorithm has been developed
to select a permutation in the set S with the largest volume of a stability box. If several
permutations have the same volume of the stability box, the algorithm from [11] selects
one of them due to simple heuristics. The efficiency of the constructed permutations has
been demonstrated on a set of randomly generated instances with 5 ≤ n ≤ 100.

In [12], an O(n log n) algorithm has been developed for calculating a stability box
SB(πk, T ) for the fixed permutation πk ∈ S and an O(n2) algorithm has been devel-
oped for selecting a permutation in the set S with the largest dimension and volume of
a stability box. The efficiency of these algorithms was demonstrated on a set of ran-
domly generated instances with 10 ≤ n ≤ 1000. All algorithms developed in [11,12]
use the precedence-dominance relation on the set of jobs J and the solution concept of
a minimal dominant set S(T ) ⊆ S defined as follows.

Definition 2. [10] The set of permutations S(T ) ⊆ S is a minimal dominant set for
a problem 1|pLi ≤ pi ≤ pUi |

∑
wiCi, if for any fixed scenario p ∈ T , the set S(T )

contains at least one optimal permutation for the instance 1|p|
∑
wiCi, provided that

any proper subset of set S(T ) loses such a property.

Definition 3. [10] Job Ju dominates job Jv , if there exists a minimal dominant set S(T )
for the problem 1|pLi ≤ pi ≤ pUi |

∑
wiCi such that job Ju precedes job Jv in every

permutation of the set S(T ).
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Theorem 1. [10] For the problem 1|pLi ≤ pi ≤ pUi |
∑
wiCi, job Ju dominates job Jv

if and only if inequality (3) holds:

wu
pUu

≥ wv
pLv
. (3)

Due to Theorem 1 proven in [10], we can obtain a compact presentation of a minimal
dominant set S(T ) in the form of a digraph (J ,A) with the vertex set J and the arc
set A. To this end, we can check inequality (3) for each pair of jobs from the set J and
construct a dominance digraph (J ,A) of the precedence-dominance relation on the set
of jobs J as follows. The arc (Ju, Jv) belongs to the set A if and only if inequality (3)
holds. The construction of the digraph (J ,A) takes O(n2) time.

3.1 Illustrative Example

For the sake of simplicity of the calculation, we consider a special case 1|pLi ≤ pi ≤
pUi |

∑
Ci of the problem 1|pLi ≤ pi ≤ pUi |

∑
wiCi when each job Ji ∈ J has a weight

wi equal to one. From condition (2), it follows that the deterministic problem 1||
∑
Ci

can be solved to optimality by the shortest processing time rule: process the jobs in
non-decreasing order of their processing times pki , Jki ∈ J .

A set of scenarios T for Example 1 of the uncertain problem 1|pLi ≤ pi ≤ pUi |
∑
Ci

is defined in columns 1 and 2 in Table 1.

Table 1. Data for calculating SB(π1, T ) for Example 1

1 2 3 4 5 6 7 8

i pLi pUi
wi

pU
i

wi

pL
i

d−i d+i
wi

d+i

wi

d−i

1 2 3 1
3

0.5 1 0.5 2 1
2 1 9 1

9
1 1

6
1
3

3 6
3 8 8 1

8
1
8

1
6

1
9

9 6
4 6 10 0.1 1

6
0.1 1

9
9 10

5 11 12 1
12

1
11

0.1 1
11

11 10
6 10 19 1

19
0.1 1

15
1
12

12 15
7 17 19 1

19
1
17

1
15

1
19

19 15
8 15 20 1

20
1
15

1
20

1
19

19 20

In [12], formula (9) has been proven. To use it for calculating the stability boxSB(πk,
T ), one has to define for each job Jki ∈ J the maximal range [lki , uki ] of possible vari-
ations of the processing time pki preserving the optimality of permutation πk (see Def-
inition 1). Due to the additivity of the objective function γ =

∑
Ji∈J wiCi(πk, p), the

lower bound d−ki on the maximal range of possible variations of the weight-to-process
ratio

wki

pki
preserving the optimality of the permutation πk = (Jk1 , Jk2 , . . . , Jkn) ∈ S

is calculated as follows:
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d−ki = max

{
wki
pUki

, max
i<j≤n

{
wkj
pLkj

}}
, i ∈ {1, 2, . . . , n− 1}, (4)

d−kn =
wkn
pUkn

. (5)

The upper bound d+ki , Jki ∈ J , on the maximal range of possible variations of the
weight-to-process ratio

wki

pki
preserving the optimality of the permutation πk is calcu-

lated as follows:

d+ki = min

{
wki
pLki

, min
1≤j<i

{
wkj
pUkj

}}
, i ∈ {2, 3, . . . , n}, (6)

d+k1 =
wk1
pLk1

. (7)

For Example 1, the values d−ki , i ∈ {1, 2, . . . , 8}, defined in (4) and (5) are given in
column 5 of Table 1. The values d+ki defined in (6) and (7) are given in column 6. In
[12], the following claim has been proven.

Theorem 2. [12] If there is no job Jki , i ∈ {1, 2, . . . , n − 1}, in permutation πk =
(Jk1 , Jk2 , . . . , Jkn) ∈ S such that inequality

wki
pLki

<
wkj
pUkj

(8)

holds for at least one job Jkj , j ∈ {i+1, i+2, . . . , n}, then the stability box SB(πk, T )
is calculated as follows:

SB(πk, T ) = ×d−ki≤d
+
ki

[
wki
d+ki

,
wki
d−ki

]
. (9)

Otherwise, SB(πk, T ) = ∅.

Using Theorem 2, we can calculate the stability box SB(π1, T ) of the permutation
π1 = (J1, J2, . . . , J8) in Example 1. First, we convince that there is no job Jki , i ∈
{1, 2, . . . , n− 1}, with inequality (8). Due to Theorem 2, SB(π1, T ) 	= ∅.

The bounds
wki

d+ki
and

wki

d−ki
on the maximal possible variations of the processing times

pki preserving the optimality of the permutation π1 are given in columns 7 and 8 of
Table 1. The maximal ranges (segments) of possible variations of the job processing
times within the stability box SB(π1, T ) are dashed in a coordinate system in Fig. 1,
where the abscissa axis is used for indicating the job processing times and the ordinate
axis for the jobs from set J .

Using formula (9), we obtain the stability box for permutation π1 as follows:

SB(π1, T ) =
[
w2

d+2
,
w2

d−2

]
×
[
w4

d+4
,
w4

d−4

]
×
[
w6

d+6
,
w6

d−6

]
×
[
w8

d+8
,
w8

d−8

]
= [3, 6]× [9, 10]× [12, 15]× [19, 20].
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2 4 6 8 10 12 14 16 18 20

J1

J2

J3

J4

J5

J6

J7

J8

Fig. 1. The maximal ranges [li, ui] of possible variations of the processing times pi, i ∈
{2, 4, 6, 8}, within the stability box SB(π1, T ) are dashed

Each job Ji, i ∈ {1, 3, 5, 7}, has an empty range of possible variations of the time pi
preserving the optimality of permutation π1 since d−i > d+i (see columns 5 and 6 in
Table 1). The dimension of the stability box SB(π1, T ) is equal to 4 = 8 − 4. The
volume of this stability box is equal to 9 = 3 · 1 · 3 · 1.

In [12], an O(n log n) algorithm STABOX has been developed for calculating the
stability box SB(πk, T ) for a fixed permutation πk ∈ S.

For practice, the value of the relative volume of a stability box is more useful than
its absolute value. The relative volume of a stability box is defined as the product of the
fractions (

wi

d−i
− wi

d+i

)
:
(
pUi − pLi

)
(10)

for the jobs Ji ∈ J having non-empty ranges [li, ui] of possible variations of the pro-
cessing time pi (inequality d−i ≤ d+i must hold for such a job Ji ∈ J ).

The relative volume of the stability box for permutationπ1 in Example 1 is calculated
as follows: 3

8 · 1
4 · 3

9 · 1
5 = 1

160 . The absolute volume of the whole box of the scenarios
T is equal to 2880 = 1 · 8 · 4 · 1 · 9 · 2 · 5. The relative volume of the rectangular box T
is defined as 1.

3.2 Properties of a Stability Box

A job permutation in the set S with a larger dimension and a larger volume of the
stability box seems to be more efficient than one with a smaller dimension and (or) a
smaller volume of stability box.

We investigate properties of a stability box, which allow us to derive an O(n log n)
algorithm for choosing a permutation πt ∈ S which has

(a) the largest dimension |Nt| of the stability box SB(πt, T ) = ×ti∈Nt [lti , uti ] ⊆ T
among all permutations πk ∈ S and
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(b) the largest volume of the stability box SB(πt, T ) among all permutations πk ∈ S
having the largest dimension |Nk| = |Nt| of their stability boxes SB(πk, T ).

Definition 1 implies the following claim.

Property 1. For any jobs Ji ∈ J and Jv ∈ J , v 	= i,

(wi/ui, wi/li)
⋂[

wv/p
U
v , wv/p

L
v

]
= ∅.

Let Smax denote the subset of all permutations πt in the set S possessing properties (a)
and (b). Using Property 1, we shall show how to define the relative order of a job Ji ∈ J
with respect to a job Jv ∈ J for any v 	= i in a permutation πt = (Jt1 , Jt2 , . . . , Jtn) ∈
Smax. To this end, we have to treat all three possible cases (I)–(III) for the intersection

of the open interval
(
wi

pUi
, wi

pLi

)
and the closed interval

[
wv

pUv
, wv

pLv

]
. The order of the jobs

Ji and Jv in the desired permutation πt ∈ Smax may be defined in the cases (I)–(III)
using the following rules.

Case (I) is defined by the inequalities

wv
pUv

≤ wi
pUi
,

wv
pLv

≤ wi
pLi

(11)

provided that at least one of inequalities (11) is strict.
In case (I), the desired order of the jobs Jv and Ji in permutation πt ∈ Smax may be

defined by a strict inequality from (11): job Jv proceeds job Ji in permutation πt.
Indeed, if job Ji proceeds job Jv, then the maximal ranges [li, ui] and [lv, uv] of

possible variations of the processing times pi and pv preserving the optimality of πk ∈
S are both empty (it follows from equalities (4) – (7) and (9)). Thus, the following
property is proven.

Property 2. For case (I), there exists a permutation πt ∈ Smax, in which job Jv pro-
ceeds job Ji.

Case (II) is defined by the equalities

wv
pUv

=
wi
pUi
,

wv
pLv

=
wi
pLi
. (12)

Property 3. For case (II), there exists a permutation πt ∈ Smax, in which the jobs Ji
and Jv are located adjacently: i = tr and v = tr+1.

Proof. The maximal ranges [li, ui] and [lv, uv] of possible variations of the processing
times pi and pv preserving the optimality of πk ∈ S are both empty.

If job Ji and job Jv are located adjacently, then the maximal range [lu, uu] of possible
variations of the processing time pu for any job Ju ∈ J \ {Ji, Jv} preserving the
optimality of the permutation πk is no less than that if at least one job Jw ∈ J \{Ji, Jv}
is located between job Ji and job Jv.

If equalities (12) hold, one can restrict the search for a permutation πt ∈ Smax by a
subset of permutations in set S with the adjacently located jobs Ji and Jv (Property 3).
Moreover, the order of such jobs {Ji, Jv} does not influence the volume of the stability
box and its dimension.
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Remark 1. Due to Property 3, while looking for a permutation πt ∈ Smax, we shall
treat a pair of jobs {Ji, Jv} satisfying (12) as one job (either job Ji or Jv).

Case (III) is defined by the strict inequalities

wv
pUv

>
wi

pUi
,

wv
pLv

<
wi

pLi
. (13)

For a job Ji ∈ J satisfying case (III), let J (i) denote the set of all jobs Jv ∈ J , for
which the strict inequalities (13) hold.

Property 4. (i) For a fixed permutation πk ∈ S, job Ji ∈ J may have at most one
maximal segment [li, ui] of possible variations of the processing time pi ∈ [pLi , p

U
i ]

preserving the optimality of permutation πk.
(ii) For the whole set of permutations S, only in case (III), a job Ji ∈ J may have

more than one (namely: |J (i)|+1 > 1) maximal segments [li, ui] of possible variations
of the time pi ∈ [pLi , p

U
i ] preserving the optimality of this or that particular permutation

from the set S.

Proof. Part (i) of Property 4 follows from the fact that a non-empty maximal segment
[li, ui] (if any) is uniquely determined by the subset J−(i) of jobs located before job
Ji in permutation πk and the subset J +(i) of jobs located after job Ji. The subsets
J−(i) and J +(i) are uniquely determined for a fixed permutation πk ∈ S and a fixed
job Ji ∈ J .

Part (ii) of Property 4 follows from the following observations. If the open inter-

val
(
wi

pUi
, wi

pLi

)
does not intersect with the closed interval

[
wv

pUv
, wv

pLv

]
for each job Jv ∈

J , then there exists a permutation πt ∈ Smax with a maximal segment [li, ui] =[
wi/p

U
i , wi/p

L
i

]
preserving the optimality of permutation πt.

Each job Jv ∈ J with a non-empty intersection
(
wi

pUi
, wi

pLi

)⋂[wv

pUv
, wv

pLv

]
	= ∅ sat-

isfying inequalities (11) (case (I)) or equalities (12) (case (II)) may shorten the above
maximal segment [li, ui] and cannot generate a new possible maximal segment. In case
(III), a job Jv satisfying inequalities (13) may generate a new possible maximal seg-
ment [li, ui] just for job Ji satisfying the same strict inequalities (13) as job Jv does.
So, the cardinality |L(i)| of the whole set L(i) of such segments [li, ui] is not greater
than |J (i)|+ 1.

Let L denote the set of all maximal segments [li, ui] of possible variations of the
processing times pi for all jobs Ji ∈ J preserving the optimality of a permutation
πt ∈ Smax. Using Property 4 and induction on the cardinality |J (i)|, we proved

Property 5. |L| ≤ n.

3.3 A Job Permutation with the Largest Volume of a Stability Box

The above properties allows us to derive an O(n logn) algorithm for calculating a per-
mutation πt ∈ Smax with the largest dimension |Nt| and the largest volume of a stabil-
ity box SB(πt, T ).
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Algorithm. MAX-STABOX

Input: Segments [pLi , p
U
i ], weights wi, Ji ∈ J .

Output: Permutation πt ∈ Smax, stability box SB(πt, T ).

Step 1: Construct the list M(U) = (Ju1 , Ju2 , . . . , Jun) and the list
W(U) = (

wu1

pUu1

,
wu2

pUu2

, . . . ,
wun

pUun

) in non-increasing order of wur

pUur

.

Ties are broken via decreasing wur

pLur

.

Step 2: Construct the list M(L) = (Jl1 , Jl2 , . . . , Jln) and the list
W(L) = (

wl1

pLl1
,
wl2

pLl2
, . . . ,

wln

pLln
) in non-increasing order of wlr

pLlr
.

Ties are broken via decreasing wlr

pUlr
.

Step 3: FOR j = 1 to j = n DO
compare job Juj and job Jlj .

Step 4: IF Juj = Jlj THEN job Juj has to be located in position j in
permutation πt ∈ Smax GOTO step 8.

Step 5: ELSE job Juj = Ji satisfies inequalities (13). Construct the set
J (i) = {Jur+1 , Jur+2 , . . . , Jlk+1

} of all jobs Jv satisfying
inequalities (13), where Ji = Juj = Jlk .

Step 6: Choose the largest range [luj , uuj ] among those generated for the
job Juj = Ji.

Step 7: Partition the set J (i) into the subsets J−(i) and J+(i) generating
the largest range [luj , uuj ]. Set j = k + 1 GOTO step 4.

Step 8: Set j := j + 1 GOTO step 4.
END FOR

Step 9: Construct the permutation πt ∈ Smax via putting the jobs J in the
positions defined in steps 3 – 8.

Step 10: Construct the stability box SB(πt, T ) using algorithm STABOX
derived in [12]. STOP.

Steps 1 and 2 of algorithm MAX-STABOX are based on Property 3 and Remark 1. Step
4 is based on Property 2. Steps 5 – 7 are based on Property 4, part (ii). Step 9 is based
on Property 6 which follows.

To prove Property 6, we have to analyze algorithm MAX-STABOX. In steps 1, 2 and
4, all jobs J t = {Ji | Juj = Ji = Jlj} having the same position in both lists M(U)
and M(L) obtain fixed positions in the permutation πt ∈ Smax.

The positions of the remaining jobs J \ J t in the permutation πt are determined in
steps 5 – 7. The fixed order of the jobs J t may shorten the original segment [pLi , p

U
i ] of

a job Ji ∈ J \ J t. We denote such a reduced segment as [p̂Li , p̂
U
i ]. So, in steps 5 – 7,

the reduced segment [p̂Li , p̂
U
i ] has to be considered instead of original segment [pLi , p

U
i ]

for a job Ji ∈ J \ J t.
Let L′ denote the maximal subset of set L (see Property 5) including exactly one

element from each set L(i), for which job Ji ∈ J satisfies the strict inequalities (13).
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Property 6. There exists a permutation πt ∈ S with the set L′ ⊆ L of maximal seg-
ments [li, ui] of possible variations of the processing time pi, Ji ∈ J , preserving the
optimality of the permutation πt.

Proof. Due to Property 2 and steps 1 – 4 of algorithm MAX-STABOX, the maximal
segments [li, ui] and [lv, uv] (if any) of jobs Ji and Jv satisfying (11) preserve the
optimality of the permutation πt ∈ Smax.

Let J ∗ denote the set of all jobs Ji satisfying (13). It is easy to see that⋂
Ji∈J

(p̂Li , p̂
U
i ] = ∅.

Therefore, ⋂
Ji∈J

J (i) = ∅.

Hence, step 9 is correct: putting the set of jobs J in the positions defined in steps 3 – 8
does not cause any contradiction of the job orders.

Obviously, steps 1 and 2 takeO(n log n) time. Due to Properties 4 and 5, steps 6, 7 and 9
takeO(n) time. Step 10 takesO(n logn) time since algorithm STABOX derived in [12]
has the same complexity. Thus, the whole algorithm MAX-STABOX takes O(n log n)
time. It is easy to convince that, due to steps 1 – 5, the permutation πt constructed
by algorithm MAX-STABOX possesses property (a) and, due to steps 6, 7 and 9, this
permutation possesses property (b).

Remark 2. Algorithm MAX-STABOX constructs a permutation πt ∈ S such that the
dimension |Nt| of the stability box SB(πt, T ) = ×ti∈Nt [lti , uti ] ⊆ T is the largest one
for all permutations S, and the volume of the stability box SB(πt, T ) is the largest one
for all permutations πk ∈ S having the largest dimension |Nk| = |Nt| of their stability
boxes SB(πk, T ).

Returning to Example 1, one can show (using Algorithm MAX-STABOX) that permu-
tation π1 = (J1, J2, . . . , J8) has the largest dimension and volume of a stability box.
Next, we compare SB(π1, T ) with the stability boxes calculated for the permutations
obtained by the three heuristics defined as follows.

The lower-point heuristic generates an optimal permutation πl ∈ S for the instance
1|pL|

∑
wiCi with

pL = (pL1 , p
L
2 , . . . , p

L
n) ∈ T. (14)

The upper-point heuristic generates an optimal permutation πu ∈ S for the instance
1|pU |

∑
wiCi with

pU = (pU1 , p
U
2 , . . . , p

U
n ) ∈ T. (15)

The mid-point heuristic generates an optimal permutation πm ∈ S for the instance
1|pM |

∑
wiCi with

pM =

(
pU1 − pL1

2
,
pU2 − pL2

2
, . . . ,

pUn − pLn
2

)
∈ T. (16)
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We obtain the permutation πl = (J2, J1, J4, J3, J6, J5, J8, J7) with the stability box

SB(πl, T )=
[
w2

d+2
,
w2

d−2

]
×
[
w6

d+6
,
w6

d−6

]
=[1, 2]× [10, 11].

The volume of the stability box SB(πl, T ) is equal to 1. We obtain the permutation πu=
(J1, J3, J2, J4, J5, J7, J6, J8) and the permutation πm=(J1, J2, J4, J3, J5, J6, J8, J7).
The volume of the stability box

SB(πu, T )=
[
w4

d+4
,
w4

d−4

]
×
[
w8

d+8
,
w8

d−8

]
=[9, 10]× [19, 20]

is equal to 1. The volume of the stability box

SB(πm, T )=
[
w2

d+2
,
w2

d−2

]
×
[
w6

d+6
,
w6

d−6

]
=[3, 6]× [12, 15]

is equal to 9 = 3 ·3. It is the same volume of the stability box as that of permutation π1.
Note, however, that the dimension |Nm| of the stability box SB(πm, T ) is equal to 2,
while the dimension |N1| of the stability box SB(π1, T ) of the permutation π1 ∈ Smax

is equal to 4. Thus, πm 	∈ Smax since permutation πm does not possess property (a).

4 Computational Results

There might be several permutations with the largest dimension and relative volume of
a stability box SB(πt, T ) since several consecutive jobs in a permutation πt ∈ Smax

may have an empty range of possible variations of their processing times preserving the
optimality of the permutation πt. In the computational experiments, we break ties in
ordering such jobs by adopting the mid-point heuristic which generates a subsequence
of these jobs as a part of an optimal permutation πm ∈ S for the instance 1|pM |

∑
wiCi

with the scenario pM ∈ T defined by (16).
Our choice of the mid-point heuristic is based on the computational results of the

experiments conducted in [12] for the problem 1|pLi ≤ pi ≤ pUi |
∑
wiCi with 10 ≤

n ≤ 1000. In those computational results, the subsequence of a permutation πm ∈ S
outperformed both the corresponding subsequence of the permutation πl ∈ S and that
of the permutation πu ∈ S defined by (14) and (15), respectively.

We coded the algorithm MAX-STABOX combined with the mid-point heuristic for
ordering consecutive jobs having an empty range of their processing times preserving
the optimality of the permutation πt ∈ Smax in C++. This algorithm was tested on a PC
with AMD Athlon (tm) 64 Processor 3200+, 2.00 GHz, 1.96 GB of RAM. We solved
(exactly or approximately) a lot of randomly generated instances. Some of the compu-
tational results obtained are presented in Tables 2 – 4 for randomly generated instances
of the problem 1|pLi ≤ pi ≤ pUi |

∑
wiCi with the number n ∈ {1000, 1100, . . . , 2000}

of jobs.
Each series presented in Tables 2 – 4 contains 100 solved instances with the same

combination of the number n of jobs and the same maximal possible error δ% of the
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random processing times pi ∈ [pLi , p
U
i ]. The integer center C of a segment [pLi , p

U
i ]

was generated using the uniform distribution in the range [L,U ]: L ≤ C ≤ U . The
lower bound pLi for the possible job processing time pi ∈ [pLi , p

U
i ] was defined as

pLi = C · (1 − δ
100 ), the upper bound pUi of pi ∈ [pLi , p

U
i ] was defined as pUi =

C · (1 + δ
100 ). The same range [L,U ] for the varying center C of the segment [pLi , p

U
i ]

was used for all jobs Ji ∈ J , namely: L = 1 and U = 100. In Tables 2 – 4, we
report computational results for the series of instances of the problem 1|pLi ≤ pi ≤
pUi |

∑
wiCi with the maximal possible errors δ% of the job processing times from the

set {0.25%, 0.4%, 0.5%, 0.75%, 1%, 2.5%, 5%, 15%, 25%}.
For each job Ji ∈ J , the weight wi ∈ R1

+ was uniformly distributed in the range
[1, 50]. It should be noted that the job weights wi were assumed to be known before
scheduling (in contrast to the actual processing times p∗i of the jobs Ji ∈ J , which
were assumed to be unknown before scheduling).

The number n of jobs in each instance of a series is given in column 1 of Table 2,
Table 3 and Table 4. The maximum possible error δ% of the random processing times
pi ∈ [pLi , p

U
i ] is given in column 2. Column 3 represents the average relative number |A|

of the arcs in the dominance digraph (J ,A) constructed using condition (3) of Theorem
1. The relative number |A| is calculated in percentages of the number of arcs in the

complete circuit-free digraph of order n as follows:
(
|A| : n(n−1)

2

)
· 100%. Column 4

represents the average dimension |Nt| of the stability box SB(πt, T ) of the permutation
πt with the largest relative volume of a stability box. |Nk| is equal to the number of
jobs with a non-zero maximal possible variation of the processing time preserving the
optimality of permutation πt ∈ Smax. Column 5 represents the average relative volume
of the stability box SB(πt, T ) of the permutations πt with the largest dimension and
relative volume of a stability box. If SB(πt, T ) = T for all instances in the series, then
column 5 contains the number one.

In the experiments, we answered the question of how large the relative errorΔ of the
objective function γ =

∑n
i=1 wiCi was for the permutation πt ∈ Smax with the largest

dimension and relative volume of a stability box SB(πt, T ):

Δ =
γtp∗ − γp∗

γp∗
,

where p∗ is the actual scenario (unknown before scheduling), γp∗ is the optimal objec-
tive function value for the scenario p∗ ∈ T and γtp∗ =

∑n
i=1 wiCi(πt, p

∗).
Column 6 represents the number of instances (among the 100 instances in a series)

for which a permutation πt with the largest dimension and relative volume of the sta-
bility box SB(πt, T ) provides an optimal solution for the instance 1|p∗|

∑
wiCi with

the actual processing times p∗ = (p∗1, p∗2, . . . , p∗n) ∈ T .
From the experiments, it follows that, if the maximal possible error of the processing

times is not greater than 0.4%, then the dominance digraph (J ,A) is a complete circuit-
free digraph. Therefore, the permutation πt ∈ Smax provides an optimal solution for
such an instance 1|p∗|

∑
wiCi.

The average (maximum) relative error Δ of the objective function value γtp∗ calcu-
lated for the permutation πt ∈ Smax constructed by the algorithm MAX-STABOX with
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Table 2. Randomly generated instances with [L,U ] = [1, 100], wi ∈ [1, 50] and n ∈
{1000, 1100, 1200, 1300}

Number Maximal Relative Average Relative Number Average Maximal CPU
of jobs error of pi arc number dimension volume of of exact error error time

n δ% |A| (in %) |Nt| SB(πt, T ) solutions Δ Δ (in s)

1 2 3 4 5 6 7 8 9

1000 0.25% 100 1000 1 100 0 0 8.62
1000 0.4% 100 1000 1 100 0 0 8.56
1000 0.5% 100 989.61 0.227427 11 ≈ 0 ≈ 0 8.69
1000 0.75% 99.545177 451.29 ≈ 0 0 0.000023 0.000031 8.98
1000 1% 99.192559 330.65 ≈ 0 0 0.000042 0.000051 8.96
1000 2.5% 97.591726 124 0.000001 0 0.000157 0.000181 8.9
1000 5% 94.889794 54.86 0.001976 0 0.000526 0.000614 8.84
1000 15% 84.39185 12.29 0.011288 0 0.004309 0.004858 8.86
1000 25% 73.954372 4.71 0.09081 0 0.012045 0.013303 8.89

1100 0.25% 100 1100 1 100 0 0 11.51
1100 0.4% 100 1100 1 100 0 0 11.46
1100 0.5% 99.997839 1087.27 0.200252 11 ≈ 0 ≈ 0 11.51
1100 0.75% 99.539967 478.35 ≈ 0 0 0.000023 0.00003 12.1
1100 1% 99.188722 349.3 ≈ 0 0 0.000043 0.000049 12.05
1100 2.5% 97.611324 131.01 0.000001 0 0.000155 0.000175 11.8
1100 5% 94.862642 57.35 0.006242 0 0.000528 0.000593 11.79
1100 15% 84.288381 11.46 0.017924 0 0.004371 0.004899 11.76
1100 25% 74.076585 4.29 0.133804 0 0.01189 0.013289 11.8

1200 0.25% 100 1200 1 100 0 0 15.4
1200 0.4% 100 1200 1 100 0 0 15.12
1200 0.5% 99.998 1185.27 0.174959 5 ≈ 0 0.000001 15.42
1200 0.75% 99.540619 515.8 ≈ 0 0 0.000023 0.000029 16
1200 1% 99.190977 375.34 ≈ 0 0 0.000042 0.000051 16.06
1200 2.5% 97.581479 138.75 0.000002 0 0.000156 0.000177 15.81
1200 5% 94.88253 62.06 0.006396 0 0.000534 0.000596 15.51
1200 15% 84.376763 12.88 0.042597 0 0.004332 0.004733 15.33
1200 25% 74.100395 5.01 0.08078 0 0.011872 0.01351 15.21

1300 0.25% 100 1300 1 100 0 0 19.75
1300 0.4% 100 1300 1 100 0 0 19.38
1300 0.5% 99.997583 1280.26 0.084004 2 ≈ 0 ≈ 0 19.54
1300 0.75% 99.549162 543.2 ≈ 0 0 0.000023 0.000026 20.3
1300 1% 99.199789 400.41 ≈ 0 0 0.000042 0.000053 20.32
1300 2.5% 97.602491 148.41 0.000004 0 0.000157 0.000186 20.01
1300 5% 94.877326 65.23 0.019927 0 0.000532 0.000588 19.95
1300 15% 84.388473 13.47 0.024207 0 0.004364 0.004758 19.52
1300 25% 73.975873 5.5 0.08254 0 0.011962 0.013812 19.52

respect to the optimal objective function value γp∗ defined for the actual job processing
times is given in column 7 (in column 8, respectively).
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Table 3. Randomly generated instances with [L,U ] = [1, 100], wi ∈ [1, 50] and n ∈
{1400, 1500, 1600, 1700}

Number Maximal Relative Average Relative Number Average Maximal CPU
of jobs error of pi arc number dimension volume of of exact error error time

n δ% |A| (in %) |Nt| SB(πt, T ) solutions Δ Δ (in s)

1 2 3 4 5 6 7 8 9

1400 0.25% 100 1400 1 100 0 0 24.92
1400 0.4% 100 1400 1 100 0 0 24.8
1400 0.5% 99.997556 1377.21 0.078809 1 ≈ 0 0.000001 24.97
1400 0.75% 99.539142 575.2 ≈ 0 0 0.000023 0.000029 25.67
1400 1% 99.198461 422.65 ≈ 0 0 0.000042 0.00005 25.63
1400 2.5% 97.594897 154.9 0.000001 0 0.000157 0.000178 25.1
1400 5% 94.869044 70.36 0.002356 0 0.000533 0.000615 25.29
1400 15% 84.364242 14.35 0.029338 0 0.004339 0.004841 24.72
1400 25% 74.096446 5.18 0.14077 0 0.011998 0.013041 24.27

1500 0.25% 100 1500 1 100 0 0 31.44
1500 0.4% 100 1500 1 100 0 0 31.08
1500 0.5% 99.997493 1474.09 0.070241 0 ≈ 0 0.000001 31.64
1500 0.75% 99.544441 607.5 ≈ 0 0 0.000042 0.000052 32.39
1500 1% 99.193199 444.29 ≈ 0 0 0.000042 0.000052 32.39
1500 2.5% 97.61593 167.25 0.000005 0 0.000155 0.000171 31.43
1500 5% 94.861654 71.34 0.00282 0 0.000533 0.000582 31.36
1500 15% 84.409904 14.93 0.05372 0 0.004394 0.00492 30.46
1500 25% 74.281235 5.46 0.148403 0 0.011936 0.013685 30.33

1600 0.25% 100 1600 1 100 0 0 38.63
1600 0.4% 100 1600 1 100 0 0 38.67
1600 0.5% 99.997452 1569.35 0.046151 0 ≈ 0 0.000001 38.8
1600 0.75% 99.54273 638.18 ≈ 0 0 0.000023 0.00003 39.76
1600 1% 99.192323 464.89 ≈ 0 0 0.000042 0.000048 40.04
1600 2.5% 97.601128 174.91 0.000004 0 0.000157 0.000177 38.71
1600 5% 94.861356 76.990000 0.003505 0 0.000532 0.000581 38.46
1600 15% 84.343239 14.75 0.036278 0 0.004341 0.004811 37.34
1600 25% 74.123830 5.75 0.087651 0 0.011899 0.013192 36.34

1700 0.25% 100 1700 1 100 0 0 47.29
1700 0.4% 100 1700 1 100 0 0 47.18
1700 0.5% 99.997432 1665.41 0.034556 1 ≈ 0 0.000001 47.12
1700 0.75% 99.544993 671.09 ≈ 0 0 0.000023 0.000027 48.25
1700 1% 99.203930 495.13 ≈ 0 0 0.000041 0.000049 48.47
1700 2.5% 97.598734 180.99 0.000072 0 0.000156 0.000172 46.88
1700 5% 94.852439 80.53 0.001601 0 0.000533 0.000585 46.33
1700 15% 84.358524 17.27 0.028854 0 0.004379 0.0049 45.26
1700 25% 74.030579 6.03 0.082325 0 0.012069 0.013255 44.24

For all series presented in Tables 2 – 4, the average (maximum) error Δ of the value
γtp∗ of the objective function γ =

∑n
i=1 wiCi obtained for the permutation πt ∈ Smax
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Table 4. Randomly generated instances with [L,U ] = [1, 100], wi ∈ [1, 50] and n ∈
{1800, 1900, 2000}

Number Maximal Relative Average Relative Number Average Maximal CPU
of jobs error of pi arc number dimension volume of of exact error error time

n δ% |A| (in %) |Nt| SB(πt, T ) solutions Δ Δ (in s)

1 2 3 4 5 6 7 8 9

1800 0.25% 100 1800 1 100 0 0 56.18
1800 0.4% 100 1800 1 100 0 0 56.27
1800 0.5% 99.99761 1764.02 0.02624 0 ≈ 0 0.000001 56.72
1800 0.75% 99.547537 706.21 ≈ 0 0 0.000023 0.000028 57.38
1800 1% 99.193797 517.06 ≈ 0 0 0.000042 0.000049 57.33
1800 2.5% 97.600247 190.97 0.000042 0 0.000156 0.000177 55.81
1800 5% 94.899074 84.82 0.007274 0 0.000529 0.000602 55.27
1800 15% 84.408342 17.67 0.040758 0 0.004348 0.004723 53.42
1800 25% 74.162869 6.38 0.126377 0 0.011981 0.013095 51.86

1900 0.25% 100 1900 1 100 0 0 65.65
1900 0.4% 100 1900 1 100 0 0 66.81
1900 0.5% 99.997533 1858.51 0.018832 0 ≈ 0 0.000001 66.69
1900 0.75% 99.54191 733.81 ≈ 0 0 0.000023 0.000028 67.75
1900 1% 99.189512 534.79 ≈ 0 0 0.000042 0.000049 68.58
1900 2.5% 97.596318 199.82 0.000022 0 0.000156 0.000173 66.36
1900 5% 94.856400 89.93 0.002011 0 0.000534 0.000596 65.68
1900 15% 84.331351 17.61 0.048813 0 0.004372 0.004844 62.97
1900 25% 74.188836 6.82 0.092068 0 0.011965 0.013234 60.74

2000 0.25% 100 2000 1 100 0 0 78.41
2000 0.4% 100 2000 1 100 0 0 78.93
2000 0.5% 99.997489 1953.88 0.017798 2 ≈ 0 ≈ 0 79.06
2000 0.75% 99.542435 764.35 ≈ 0 0 0.000023 0.000027 78.83
2000 1% 99.197383 565.09 ≈ 0 0 0.000042 0.000048 78.1
2000 2.5% 97.605895 210.17 0.000035 0 0.000156 0.000173 75.8
2000 5% 94.867102 93.63 0.014015 0 0.000535 0.000606 75.02
2000 15% 84.412199 17.95 0.040101 0 0.004339 0.004751 74.08
2000 25% 73.977021 6.64 0.147426 0 0.01203 0.013046 71.22

with the largest dimension and relative volume of a stability box was not greater than
0.012069 (not greater than 0.013812).

The CPU-time for an instance of a series is presented in column 5. This time includes
the time for the realization of the O(n2) algorithm for constructing the dominance di-
graph (J ,A) using condition (3) of Theorem 1 and the time for the realization of the
O(n log n) algorithm MAX-STABOX for constructing the permutation πt ∈ Smax and
the stability box SB(πt, T ). This CPU-time grows rather slowly with n, and it was not
greater than 79.06 s for each instance.
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5 Conclusions

In [12], an O(n2) algorithm has been developed for calculating a permutation πt ∈ S
with the largest dimension and volume of a stability box SB(πt, T ). In Section 3, we
proved Properties 1 – 6 of a stability box allowing us to derive an O(n log n) algorithm
for calculating such a permutation πt ∈ Smax. The dimension and volume of a stabil-
ity box are efficient invariants of the uncertain data T , as it was shown in simulation
experiments on a PC reported in Section 4.

The results that we presented may be generalized to the problem 1|prec, pLi ≤ pi ≤
pUi |

∑
wiCi, where the precedence constraints are given a priori on the set of jobs. If the

deterministic problem 1|prec|
∑
wiCi for a particular type of precedence constraints is

polynomially solvable, then the above results may be used for the uncertain counterpart
1|prec, pLi ≤ pi ≤ pUi |

∑
wiCi. In the latter problem, the dominance digraph (J ,A)

contains the arc (Ju, Jv) only if this arc does not violate the precedence constraint given
between the jobs Ju and Jv a priori.
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Abstract. A new method for the numerical modelling of physical phenomena
described by nonlinear diffusion equations on a sphere is developed. The key
point of the method is the splitting of the differential equation by coordinates that
reduces the original 2D problem to a pair of 1D problems. Due to the splitting,
while solving the 1D problems separately one from another we involve the proce-
dure of map swap — the same sphere is covered by either one or another of two
different coordinate grids, which allows employing periodic boundary conditions
for both 1D problems, despite the sphere is, actually, not a doubly periodic do-
main. Hence, we avoid the necessity of dealing with cumbersome mathematical
procedures, such as the construction of artificial boundary conditions at the poles,
etc. As a result, second-order finite difference schemes for the one-dimentional
problems implemented as systems of linear algebraic equations with tridiagonal
matrices are constructed. It is essential that each split one-dimentional finite dif-
ference scheme keeps all the substantial properties of the corresponding differen-
tial problem: the spatial finite difference operator is negative definite, whereas the
scheme itself is balanced and dissipative. The results of several numerical sim-
ulations are presented and thoroughly analysed. Increase of the accuracy of the
finite difference schemes to the fourth approximation order in space is discussed.

1 Introduction

The diffusion equation is relevant to a wide range of important physical phenomena and
has many applications [1,2,3,8]. The classical problem is the heat or pollution transfer
in the atmosphere. A more sophisticated example is the single-particle Schrödinger
equation which, formally speaking, is diffusion-like.

In many practical applications the diffusion equation has to be studied on a sphere,
and besides, in the most general case it is nonlinear. Hence, consider the nonlinear
diffusion equation on a sphere S = {(λ, ϕ) : λ ∈ [0, 2π), ϕ ∈ (−π

2 ,
π
2 )}

∂T

∂t
=

1

R cosϕ

[
∂

∂λ

(
μTα

R cosϕ

∂T

∂λ

)
+

∂

∂ϕ

(
μTα cosϕ

R

∂T

∂ϕ

)]
+ f (1)

equipped with a suitable initial condition. Here T = T (λ, ϕ, t) ≥ 0 is the unknown
function, μTα is the diffusion coefficient, μ = μ(λ, ϕ, t) ≥ 0 is the amplification
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factor, f = f(λ, ϕ, t) is the source function, R is the radius of the sphere with λ as the
longitude (positive eastward) and ϕ as the latitude (positive northward). The parameter
α is usually a positive integer number that determines the degree of nonlinearity of the
diffusion process; if α = 0 then we are dealing with linear diffusion.

The diffusion equation has a few important properties retaled to the physics of the
diffusion process [9]. First, integration of (1) over the sphere results in the balance
equation

d

dt

∫
S

TdS =

∫
S

fdS , (2)

which under f = 0 provides the mass conservation law

d

dt

∫
S

TdS = const ; (3)

second, multiplication of (1) by T and integration over S yields

1

2

d

dt

∫
S

T 2dS ≤
∫
S

fTdS , (4)

from where under f = 0 we obtain the solution’s dissipation in the L2(S)-norm

d

dt

∫
S

T 2dS ≤ 0 . (5)

Obviously, equation (1) does not admit the analytical solution unless a simple particular
case (e.g., the diffusion coefficient is constant and the sources are absent) is being stud-
ied. Therefore, our aim is to develop an accurate and computationally efficient method
for the numerical simulation of nonlinear diffusion processes. This problem is compli-
cated by two things. First, one has to treat somehow the poles, where the differential
equation becomes meaningless. Second, although the sphere can be considered as a
periodic domain in the longitude, it is not periodic in the latitude — again, due to the
presence of the poles, — so, the question of constructing suitable boundary conditions
arises.

2 Mathematical Foundations

In this Section we provide the mathematical foundation of the new method for the
numerical solution of nonlinear diffusion equations on a sphere. First, involving the
operator splitting by coordinates (also known as dimensional splitting) and afterward
inventing the procedure of map swap, we shall develop a couple of finite difference
schemes of the second approximation order both in time and in space. Then we shall
study the properties of the resulting schemes.

So, in the time interval (tn, tn+1) we linearise equation (1) as follows

∂T

∂t
=

1

R cosϕ

[
∂

∂λ

(
D

R cosϕ

∂T

∂λ

)
+

∂

∂ϕ

(
D cosϕ

R

∂T

∂ϕ

)]
+ f , (6)
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where

D = μ (T n)
α
, (7)

while T n = T (λ, ϕ, tn). Then we split equation (6) by coordinates as follows [4]

∂T

∂t
= AλT +

f

2
≡ 1

R cosϕ

∂

∂λ

(
D

R cosϕ

∂T

∂λ

)
+
f

2
, (8)

∂T

∂t
= AϕT +

f

2
≡ 1

R cosϕ

∂

∂ϕ

(
D cosϕ

R

∂T

∂ϕ

)
+
f

2
. (9)

This means that in order to find the solution at a time moment tn+1 one has first to solve
equation (8) in λ using the function T (λ, ϕ, t) at tn as the initial condition. Then, taking
the resulting solution as the initial condition, one has to solve (9) in ϕ. The outcome
will be the (approximate) solution to (1) at tn+1. In the next time interval (tn+1, tn+2)
the succession has to be repeated, and so on.

Two challenges are met here.
First, because the term R cosϕ vanishes at ϕ = ±π/2, equations (8)-(9) have no

sense at the poles. Therefore, defining the grid steps Δλ = λk+1 − λk and Δϕ =
ϕl+1 − ϕl, we create a half-step-shifted λ-grid

S
(1)
Δλ,Δϕ =

{
(λk, ϕl) : λk ∈

[
Δλ
2 , 2π + Δλ

2

)
, ϕl ∈

[
−π

2 + Δϕ
2 , π2 − Δϕ

2

]}
. (10)

The half step shift in ϕ allows excluding the pole singularities, and therefore the cor-
responding finite difference equation will have sense everywhere on S(1)

Δλ,Δϕ (Fig. 1).
The equation is enclosed with the periodic boundary condition, since the sphere is a
periodic domain in λ.

Fig. 1. The grid shown in the solid line is used while solving in λ. The semi-integer shift in
ϕ allows excluding the pole singularities, which keeps the equation to have sense on the entire
sphere.

Second, while solving in ϕ, equation (9) has to be enclosed with two boundary con-
ditions at the poles. It is well known, however, that the construction of an appropriate
boundary condition is always a serious problem, because a lot of undesired effects may
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emerge therewith [7]. Leaving details, the boundary condition must lead to a well-posed
problem, as well as be adequate to the phenomenon being modelled from the physical
standpoint. To overcome this difficulty, we suggest it should be used the map swap —
instead of λk being varied from the zero meridian around the sphere and ϕl from the
South pole to the North, one should change the coordinate map from (10) to

S
(2)
Δλ,Δϕ =

{
(λk, ϕl) : λk ∈

[
Δλ
2 , π − Δλ

2

]
, ϕl ∈

[
−π

2 + Δϕ
2 , 3π2 + Δϕ

2

)}
. (11)

Obviously, both maps cover the entire sphere and consist of the same grid nodes. The
use of map (11) allows treating the solution as periodic while computing in ϕ, similarly
to how it is in λ (Fig. 2).

Fig. 2. The grid shown in the solid line is used while solving in ϕ. This allows considering the
sphere as a periodic domain in the latitude, without the necessity of constructing boundary con-
ditions at the poles.

Having armed ourselves with (10)-(11), now we are ready for the discretisation of
the split 1D problems.

Typically, let Gkl = G(λk, ϕl), where G is any of the functions T,D, f . Approxi-
mate (8)-(9) as follows

T
n+ 1

2

k − T nk
τ

=
1

R2 cos2 ϕ

1

Δλ

(
Dk+1/2

Tk+1 − Tk
Δλ

−Dk−1/2
Tk − Tk−1

Δλ

)
︸ ︷︷ ︸

AΔλTk

+
f
n+ 1

2

k

2
, (12)

T n+1
l − T

n+ 1
2

l

τ
=

1

R2| cosϕl|
1

Δϕ

(
Dl+1/2

Tl+1 − Tl
Δϕ

−Dl−1/2
Tl − Tl−1

Δϕ

)
︸ ︷︷ ︸

AΔϕTl

+
f
n+ 1

2

l

2
, (13)
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where D = D in (12) and D = D| cosϕ| in (13), as well as

Di±1/2 :=
Di±1 +Di

2
. (14)

(We omitted the nonvarying index l in (12) and the nonvarying index k in (13) for
clarity.) As for the function Tkl, we involve the Crank-Nicolson approximation

Tkl :=
T
n+p

2

kl + T
n+p−1

2

kl

2
, (15)

where p = 1 for (12) and p = 2 for (13). Substituting (15) into (12)-(13), we come to
the systems of linear algebraic equations in λ

− T
n+ 1

2

k+1 mk+1 + T
n+ 1

2

k

(
1

τ
+mk

)
− T

n+ 1
2

k−1 mk−1

= T nk+1mk+1 + T nk

(
1

τ
−mk

)
+ T nk−1mk−1 +

f
n+ 1

2

k

2
, (16)

where

mk =
Dk+1/2 +Dk−1/2

2R2 cos2 ϕlΔλ2
, mk+j =

Dk+j/2

2R2 cos2 ϕlΔλ2
, j = ±1 , (17)

and in ϕ

− T n+1
l+1 ml+1 + T n+1

l

(
1

τ
+ml

)
− T n+1

l−1 ml−1

= T
n+ 1

2

l+1 ml+1 + T
n+ 1

2

l

(
1

τ
−ml

)
+ T

n+ 1
2

l−1 ml−1 +
f
n+ 1

2

l

2
, (18)

where

ml =
Dl+1/2 +Dl−1/2

2R2| cosϕl|Δϕ2
, ml+j =

Dl+j/2

2R2| cosϕl|Δϕ2
, j = ±1 . (19)

Using the procedure of bicyclic splitting [4]

T
n+ 1

4

kl − T nkl
τ/2

= AΔλTkl +
f
n+ 2

4

k

2
, (20)

T
n+ 2

4

kl − T
n+ 1

4

kl

τ/2
= AΔϕTkl +

f
n+ 2

4

l

2
, (21)

T
n+ 3

4

kl − T
n+ 2

4

kl

τ/2
= AΔϕTkl +

f
n+ 2

4

l

2
, (22)

T n+1
kl − T

n+ 3
4

kl

τ/2
= AΔλTkl +

f
n+ 2

4

k

2
, (23)
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we increase the temporal approximation accuracy for the linearised problem in the time
interval (tn, tn+1) up to the second order. Note that here

Tkl :=
T
n+p

4

kl + T
n+p−1

4

kl

2
, p = 1, 4 . (24)

Theorem 1. Finite difference schemes (12)-(13) are balanced.

Proof. Consider, e.g., (16). Multiplying the left-hand side by τRΔλ, we have(
−T n+

1
2

k+1 mk+1 + T
n+ 1

2

k

(
1

τ
+mk

)
− T

n+ 1
2

k−1 mk−1

)
τRΔλ = T

n+ 1
2

k RΔλ

−
(
T
n+ 1

2

k+1 Dk+1/2 + T
n+ 1

2

k−1 Dk−1/2 + T
n+ 1

2

k (Dk+1/2 +Dk−1/2)
) τ

2R cos2 ϕlΔλ
.(25)

Summing all over the k’s, due to the periodicity in λ the terms with Dk±1/2 cancel.
Doing in the same manner with the right-hand side of (16), we find

RΔλ
∑
k

(
T
n+ 1

2

k − T nk

)
=
τ

2
RΔλ

∑
k

f
n+ 1

2

k , (26)

that is scheme (12) is balanced. In particular, under f
n+ 1

2

k = 0 we obtain the mass
conservation law at a fixed latitude ϕl∑

k

T
n+ 1

2

k =
∑
k

T nk . (27)

Calculations for (13) can be done in a similar way. ��
Theorem 2. The finite difference operators AΔλ and AΔϕ in (12)-(13) are negative
definite.

Proof. Consider (13) on grid (11). Multiply the right-hand side by Tl| cosϕl| and sum
all over the l’s. It holds∑

l

1

R2| cosϕl|
1

Δϕ

(
Dl+1/2

Tl+1 − Tl
Δϕ

−Dl−1/2
Tl − Tl−1

Δϕ

)
Tl| cosϕl|

=
1

R2Δϕ2

(∑
l

Dl+1/2(Tl+1 − Tl)Tl −
∑
l

Dl−1/2(Tl − Tl−1)Tl

)

=
1

R2Δϕ2

(∑
l

Dl+1/2(Tl+1 − Tl)Tl −
∑
l′
Dl′+1/2(Tl′+1 − Tl′)Tl′+1

)

=
1

R2Δϕ2

∑
l

Dl+1/2(Tl+1 − Tl)(Tl − Tl+1)

= − 1

R2Δϕ2

∑
l

Dl+1/2(Tl+1 − Tl)
2 ≤ 0 . (28)

Here l′ = l − 1, and we used the periodicity of the solution in ϕ.
Calculations for (12) are similar. ��
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Theorem 3. Finite difference schemes (12)-(13) are dissipative.

Proof. Consider (13). Multiplying both sides by RΔϕTl| cosϕl| and summing all over
the nodes l’s, given the Crank-Nicolson approximation (15) we obtain

||T n+1||2 − ||T n+ 1
2 ||2

2τ
= 〈AΔϕTl, Tl〉+

〈
f
n+ 1

2

l

2
, Tl

〉
. (29)

Here 〈·, ·〉 denotes the scalar product on S(2)
Δλ,Δϕ at a fixed λk. Due to the negative

definiteness of the operatorAΔϕ (Theorem 2) the first summand on the right-hand side

of (29) is less than or equal to zero. Consequently, if f
n+ 1

2

l = 0 then

||T n+1||2 ≤ ||T n+ 1
2 ||2 , (30)

that is the solution’s L2-norm decays in time.
Analogous calculations can be performed for (12). ��

Corollary 1. Finite difference schemes (12)-(13) on grids (10)-(11) are absolutely sta-
ble in the corresponding L2-norms.

All the statements of the aforegiven theorems and corollary 1 are true for problem
(20)-(23).

3 Numerical Experiments

Our purpose is now to test the developed method. For this we shall numerically sim-
ulate several diffusion phenomena. We shall start from the simplest linear model, then
consider a little more complicated nonlinear case, and finally prove our schemes on a
highly nonlinear diffusion model.

Experiment 1. First we have to verify how the idea of the map swap works — whether
nonphysical (purely computational) effects appear near the poles due to the convergence
of meridians. To do this, we set α = 0, μ constant, f = 0 and take the initial condition
in the form of a disc-like spot located near a pole. From the theory it is known that the
spot should isotropically propagate from the centre in all possible directions without
any disturbance in the disc’s shape.

The numerical solution on the grid 6◦ × 6◦ at a few time moments is shown in
Fig. 3. In Fig. 4 we also plot the solution’s L2-norm in time. The solution is seen to be
consistent with what we have been expecting — the spot is isotropically spreading over
the sphere and no visual disturbance of the spot’s shape is observed while passing over
the North pole. Yet, the graph of the L2-norm proves the dissipativity of the schemes
(cf. Theorem 3).

Therefore, we may conclude that the procedure of the map swap is mathematically
correct and the diffusion process through the poles is being simulated physically ade-
quate on the shifted grids (10)-(11).
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Fig. 3. Experiment 1: numerical solution at several time moments (a nonmonotonic colour map
is used for better visualisation)

Experiment 2. Consider a more intricate problem, e.g., a nonlinear diffusion process
in a heterogeneous medium. For this we set α = 1 and complicate the problem, taking

μ(λ, ϕ) ∼ sin3
λ

2
sin2 ϕ . (31)

Let the initial condition be the same spot, but now placed on the North pole. The
anisotropy of the medium occurs because the diffusion process is taking place in a lon-
gitudinal sector — since the asymmetry is concentrated in the diffusion factor μ, we are
expecting intensive diffusion at those λ’s (at a fixed latitude) where μ has a maximum,
while poor diffusion is expected where μ is almost zero (Fig. 5).

The numerical solution shown in Fig. 6 confirms the expectations. Indeed, a strong
diffusion process is being observed at λ ≈ π, while weak diffusion is taking place at
λ ≈ 0, which is consistent with the profile of the diffusion factor (31).

Experiment 3. The aim of this experiment is to investigate the accuracy of the nu-
merical solution to the split linearised problem that approximates the original unsplit
nonlinear differential equation. Besides, of practical interest is the question of large
gradients of the solutions that may appear in real physical problems. Therefore, we in-
crease the nonlinearity of the problem up to α = 2 and compare the numerical solution
versus the analytical one

T (λ, ϕ, t) = c1 sin ξ cosϕ cos2 t+ c2 , (32)
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Fig. 4. Experiment 1: graph of the L2-norm of the solution in time

Fig. 5. Experiment 2: the profile of the diffusion factor μ (North pole view). The colour map
ranges from white (maximum) to black (minimum).

where

ξ ≡ ω(λ− ϑ1 tanκ1ϕ) + ϑ2 tanκ2ϕ sin γt . (33)

In order for (32) to be the solution to (1), the sources must be

f(λ, ϕ, t) =
∂T

∂t
− μTα−1

R cosϕ

[
1

R cosϕ

(
α

(
∂T

∂λ

)2

+ T
∂2T

∂λ2

)

+
cosϕ

R

(
T

(
∂2T

∂ϕ2
− tanϕ

∂T

∂ϕ

)
+ α

(
∂T

∂ϕ

)2
)]

, (34)
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Fig. 6. Experiment 2: numerical solution at several time moments (North pole view)

where

∂T

∂t
= c1 cosϕ

(
θ2γ cos ξ tanκ2ϕ cos γt cos2 t− sin ξ sin 2t

)
,

∂T

∂λ
= c1ω cosϕ cos2 t cos ξ ,

∂2T

∂λ2
= −c1ω2 cosϕ cos2 t sin ξ ,



Numerical Modelling of Nonlinear Diffusion Phenomena on a Sphere 67
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= c1 cos
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Fig. 7. Experiment 3: graphs of the function sin(θ2 tanκ2ϕ) at θ2 = 20, κ2 = 0.1, 0.5, 0.9
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.

Because ξ ∼ θ2 tanκ2ϕ while the time grows, the term sin ξ endeavours to simulate
large gradients at the high latitudes. Indeed, while at nearly zero κ2’s this function is
rather smooth, it becomes a saw-tooth wave as κ2 → 1 (Fig. 7).

This experiment was performed on a series of grids 6◦ × 6◦, 4◦ × 4◦ and 2◦ × 2◦,
with c1 = 10, c2 = 100, ω = 5, ϑ1 = 1, κ1 = 0.5, ϑ2 = 20, κ2 = 0.5, γ = 2,
μ = 1 · 10−7. At each time moment tn the numerical solution was compared with the
analytical one in the relative error

δn =

||T num − T exact||
L2

(
S

(1)
Δλ,Δϕ

)

||T exact||
L2

(
S

(1)
Δλ,Δϕ

) . (35)

As it follows from (32)-(34), the forcing produces the spiral structure of the solution
near the poles, which results in rather high solution’s gradients. In addition, the direc-
tion of the spiral is getting changed in time due to the term sin γt. This is exactly what
is reproduced by the numerical solution on the grid 6◦ × 6◦ shown in Fig. 8. Yet, one
can observe the cyclicity of the solution with the period 2π

γ due to the sinusoid sin ξ’s
behaviour (cf., e.g., t = 0 and t = 3; t = 0.5 and t = 3.5; etc.), consistent with the term
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Fig. 8. Experiment 3: numerical solution at several time moments (the sphere is shown from two
different angles, from the equator and from the North pole)
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Fig. 9. Experiment 3: numerical solutions at the first two days, grid 4◦×4◦ (top row) and 2◦×2◦

(bottom row)

0 2 4 6 8 10
0

0.005

0.01

0.015

0.02

0.025

Time

δn

Fig. 10. Experiment 3: graph of the relative error in time

sin γt. In Fig. 9 we also plot the numerical solutions obtained on two finer grids, 4◦×4◦

and 2◦ × 2◦, at the first two days. It is seen that the finer the grid, the more accurate the



70 Y.N. Skiba and D.M. Filatov

spatial approximation of the numerical solution. The maximum relative errors on the
chosen grids are 2.20 · 10−2, 8.91 · 10−3 and 1.38 · 10−3, respectively.

In Fig. 10 we also plot the graph of δn in time on the grid 6◦ × 6◦. According to the
periodical character of analytical solution (32) determined by forcing (34), the relative
error periodically grows and decays too.
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Appendix

As it was noticed in Section 2, this is exactly the dimensional splitting that allows
employing periodic boundary conditions in both spatial coordinates, thereby providing
a fast and simple numerical algorithm for finding the solution [5].

A not less important benefit of the coordinate splitting is that one may involve spa-
tial stencils of high-order approximations without complicating the computer code. In
particular, in [6], for the linear diffusion equation, we tested fourth-order schemes. The
limits on the size of the present paper do not permit us to make a comprehensive anal-
ysis of the fourth-order schemes in the nonlinear case. This is a subject of a separate
study. However, the approach is similar to [6], since due to (7) the nonlinear term gets
linearised and the problem reduces to the linear case.



Simulation, Parameter Estimation and Optimization
of an Industrial-Scale Evaporation System

Ines Mynttinen, Erich Runge, and Pu Li

Technische Universität Ilmenau, Helmholtzplatz 5, 98693 Ilmenau, Germany
{ines.mynttinen,erich.runge,pu.li}@tu-ilmenau.de

Abstract. Design and operation of complex industrial systems can be improved
based on simulation and optimization using physical process models. However,
this endeavor is particularly challenging for hybrid systems, where in addition
to the continuous evolution described by differential algebraic equations the dy-
namic process shows instantaneous switches between different operating modes.
In this study, we consider parameter estimation for an industrial evaporation sys-
tem with discrete mode switches due to phase transitions. Simulation results of
the hybrid evaporator model are compared with those of a smooth evaporator
model. A smoothing approach is applied in order to modify the hybrid model
such that the discrete transitions are integrated into the system of differential
algebraic equations. This leads to exclusively smooth trajectories, making the
model suitable for parameter estimation to be solved by means of gradient-based
optimization methods. The dependence of the parameter estimation results on the
smoothing parameter is investigated.

Keywords: Parameter estimation, Nonlinear dynamic optimization, Large-scale
hybrid systems.

1 Introduction

Simulation and optimization based on physical models are state-of-the-art tools in de-
sign and operation of complex industrial systems. Optimization problems result from
many tasks such as parameter estimation, data validation, safety verification and model
predictive control. The underlying model is given by the dynamic equations of the
process under consideration and possibly additional equality and inequality constraints
resulting, e.g., from safety specifications. The objective function depends on the
particular task. Several powerful methods and computer codes are available for opti-
mization problems which include only continuous system models expressed as a set of
differential algebraic equations (DAEs). Unfortunately, in many processes occurring in,
e.g., chemical industries, power plants and oil refineries, continuous and discrete state
dynamics are coupled strongly. Such systems with mixed continuous and discrete dy-
namics are called hybrid systems. The discrete dynamics can result from instantaneous
autonomous or from controlled (externally triggered) transitions from one operating
regime to another. In the time periods between these transition points, the state vari-
ables of the system evolve continuously according to the DAEs of the respective op-
eration mode. The trajectories of the state variables are in general non-smooth or even
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discontinuous due to the mixed discrete-continuous dynamics. This can, of course, be a
major problem for any optimization task. Several approaches, e.g., mixed-integer pro-
gramming, heuristic methods, relaxation and penalization strategies have been proposed
to tackle this problem. The present work focuses on relaxation strategies because they
are most promising with regard to the computation time. Hitherto, mostly relatively
small systems have been studied using relaxation methods. The present study concerns
a large-scale industrial evaporator with switching behavior as either a hybrid model or
as a relaxed continuous model. Both models are simulated and parameter sensitivities
are calculated over the whole time horizon. For the smooth model, the dependence of
the solution on the reformulation parameter is considered in detail.

This paper is organized as follows. Section 2 starts with a discussion of the
challenges and solution approaches to simulation and optimization of hybrid dynamic
systems. Next, in Section 3, the evaporator model in its hybrid and relaxed form is pre-
sented. In Section 4, the simulation results of the relaxed (and consequently smooth
continuous) model are compared with those of the original hybrid model. Section 5
studies for the evaporator model two fundamental tasks of process engineering, namely
parameter estimation and sensitivity analysis. Section 6 summarizes the results and con-
cludes the paper.

2 Simulation and Optimization of Hybrid Systems

Mathematically, discrete transitions in hybrid dynamic systems are often formulated
in terms of complementarity conditions. In numerical simulation, discrete transitions
are almost always handled through embedded logical statements. At the zero-crossing
points of some switching function, the initial conditions are updated and the appro-
priate set of equations is solved restarting at this point in time [1,2]. Systems with
so-called Filippov solutions that remain for a while at the zero-crossing require addi-
tional analysis. Since they do not pose a particular problem for our approach, we will
not discuss them further here. A profound analysis and numerical simulation results
of hybrid systems can be found in [3,4]. For optimization tasks, the hybrid simulation
can be embedded into a heuristic search algorithm. For instance, an evolutionary algo-
rithm was applied to the start-up of the evaporation system in [5] and particle swarm
optimization to the unit commitment problem [6]. These methods suffer from high com-
putational cost when many function evaluations are needed (i.e., in a high dimensional
search space). Alternatively one can consider the problem as a constrained optimization
problem subject to the dynamic model equations. This leads to a dynamic nonlinear
program (NLP). In the so-called direct method, the DAE system is discretized result-
ing in a large-scale NLP with equality (and possibly inequality) constraints, which can
be solved by means of a NLP solver with a gradient-based search. However this NLP-
based optimization of hybrid systems is an computationally extremely challenging task
due to the non-smoothness of the objective function or constraints which result from
instantaneous mode transitions. As a consequence, NLP regularity cannot be presumed
and NLP solvers may fail [7]. Essentially three different approaches can be used to
overcome this difficulty. Mixed-integer methods have been applied successfully to op-
timal control problems in [8,9], where a graph search algorithm explores the state space
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of the discrete variables. An embedded NLP is used to find the local optima in the
continuous state space. The complexity study in [10] indicates that for systems with
many decision variables solving the problem becomes computationally expensive. The
second approach applied, e.g., in [11,12] comprises sequential optimization methods.
Here, the optimization layer exclusively contains continuous variables. The hybrid sys-
tem is put into the simulation layer and solved by any simulator which is capable to
treat discontinuities. Again, the necessity of many simulation runs increases the com-
putational cost. Reformulation strategies, which represent the third class of methods,
introduce additional variables and parameters to remove the non-smoothness related to
the complementarity conditions from the problem while retaining the system features.
Reformulation strategies have been studied in [13,14,15]. Most reformulation strate-
gies fall into one of the following two classes: (i) Relaxation methods transform the
complementarities into a set of relaxed equality or inequality constraints, e.g., by the
smoothing discussed in this contribution. A sequence of relaxed problems is solved in
order to approach the solution of the original problem. (ii) Penalization methods intro-
duce a penalization term into the objective function which measures the violation of
the complementarity condition. A comparison of relaxation methods with the heuristic,
simulation-based particle swarm optimization regarding the accuracy of the optimiza-
tion result and the computation time can be found in [16].

3 Model of the Evaporator

The evaporation of volatile components to concentrate non-volatile components within
a mixture is a common technology in process engineering. Usually multi-stage systems
built up from several identical single evaporators are used. A single evaporator model
is considered in this paper following [8].

The system consists of an evaporation tank and a heat exchanger (see Figure 1). The
tank is fed through the valve V1 with a mixture of three liquid components A, B, C with
mass fractionswA, wB, wC , where A is a hydrocarbon of high molar mass and thus has
a very low vapor pressure (implemented as P 0

A = 0 in the model) compared to water
(B) and ethanol (C). Inside the tank, the volatile components are evaporated. Hence the
mass fraction of the non-volatile component A in the liquid is increased. This product
will be drained from the tank through the valve V2 when the desired concentration of
A is reached. The vapor which consists of B and C with the mass fractions ξB , ξC
determined by the phase equilibrium escapes from the tank through the valve Vv1. In
order to heat the tank, hot steam is supplied to the heat exchanger, where the steam
condensates and leaves the heat exchanger as a liquid.

Depending on the pressure inside the evaporator and the temperature difference be-
tween the heat exchanger and the tank, 4 operating modes can be distinguished: If the
temperature of the heat exchanger is higher than that of the tank, the heat exchanger
operates in the mode ’heating’ (H), otherwise ’non-heating’ (NH). Inside the tank, the
transition from the mode ’non-evaporating’ (NE) to the mode ’evaporating’ (E) occurs
as soon as the pressure reaches a certain threshold. Hence, during operation the system
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Fig. 1. Evaporator model [8]

may visit the four operating modes: NE/NH (m = 1), NE/H (m = 2), E/H (m = 3)
and E/NH (m = 4). Thus, the evaporator model possesses the typical features of a
hybrid dynamic system with autonomous mode transitions.

3.1 The Hybrid Evaporator Model

The hybrid model of the evaporator consists of M = 4 sets of DAEs f (m)(ẋ, x, p) =
0, m = 1, ...,M . The differential equations represent the mass and energy balances
inside the evaporator. The analytical expressions change when the pressure acting as a
state-dependent switching function ψ(1)(pevap) = pevap − pc, pc = 0.4 bar crosses 0:

ṁi =

{
Fin,liq · wi,in − Fout,liq · wi if ψ(1)(pevap) < 0

Fin,liq · wi,in − Fout,liq · wi − Fout,vap · ξi if ψ(1)(pevap) ≥ 0
(1)

i = A,B,C

U̇ =

{
U̇in,liq − U̇out,liq +Q if ψ(1)(pevap) < 0

U̇in,liq − U̇out,liq − U̇out,vap −Hout,vap +Q if ψ(1)(pevap) ≥ 0 .
(2)

F denotes the mass inflow/outflow of the liquid or vapor, respectively. Beside the energy
transfer due to in- and outflows of liquid and vapor the energy balance U̇ includes the
heat transfer Q from the heatexchanger and the evaporation enthalpy Hout,vap. Alge-
braic equations for the thermodynamic relations describe the phase equilibrium between
the liquid and the vapor components according to each mode. Furthermore, the opera-
tion of the heatexchanger switches between the heating and the non-heating mode at the
zero-crossing points of the switching function ψ(2)(Theatex, Tevap) = Theatex − Tevap
which leads for the heatexchanger to the conditional expressions
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Q =

⎧⎪⎪⎨⎪⎪⎩
0 if ψ(2)(Theatex, Tevap) < 0[
cp,vap(ξin) · Tin − cp,liq(ξin) · Theatex + hV (ξin)

]
Fin,vap

if ψ(2)(Theatex, Tevap) ≥ 0

(3)

Theatex =

{
Tevap if ψ(2)(Theatex, Tevap) < 0

Tevap +Q/kA if ψ(2)(Theatex, Tevap) ≥ 0
(4)

with the temperature of the incoming steam Tin, the temperature inside the heatex-
changer Theatex, the mass flow rate of the steam Fin,vap, the composition of the steam
ξin, the specific evaporation enthalpy hV , the heat capacities of liquid and vapor, the
heat transfer coefficient k and the heating areaA. Fin,vap is calculated using an approx-
imation of the Bernoulli equation [17].

At the zero-crossing points of ψ(1) and ψ(2), the state variables immediately before
the switch x− have to be mapped onto the state variables immediately after the switch
x+ using the so-called transition functions x+ = T (x−). For instance, for the vapor
mass fraction ξB the transition function from the non-evaporating modes (m = 1, 2) to
the evaporating modes (m = 3, 4) reads

ξ+B = ξ−B +
wBP

0
B(T )

wAP 0
A(T ) + wBP 0

B(T ) + wCP 0
C(T )

(5)

with the temperature T+ = T− = T and the liquid mass fractions w+ = w− = w.

3.2 A Smooth Evaporator Model

State trajectories are in general non-smooth or even discontinuous at the transition
points. If such a model is included into an optimization problem, these points are severe
obstacles for gradient-based optimization algorithms. In order to make the optimiza-
tion of hybrid systems accessible to NLP solvers, the complementarity condition of
the original problem is relaxed, i.e., the strict complementarity conditions are fulfilled
only approximately. In our smoothing approach, we replace the if-else-statement usu-
ally used to implement Eq. (1) and (2) by the smoothing function

ϕ(x) =

(
1 + exp

[
− ψ(x)

τ

])−1

(6)

where τ > 0 is the small smoothing parameter. The model equations are combined in
one single set of equations according to

f(ẋ, x, p) = ϕ(x)f (1)(ẋ, x, p)

+ (1− ϕ(x))f (2)(ẋ, x, p). (7)

Eq. 7 is expected to reproduce the switching behavior of the hybrid model in the limit
τ → 0.
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4 Simulation Results

Figure 2 shows that the trajectories of the smooth model with smoothing parame-
ter τ = 0.002 bar and of the original hybrid model deviate only marginally from
each other. When the pressure meets the transition condition p = pc (see inset of
Figure 2(a)) the evaporator switches from the non-evaporating mode to the evaporating
mode. As a consequence, the mass fractions of the volatile components B and C jump
according to Eq. 5 from 0 in the non-evaporating mode (no vapor is present) to the finite
values given by the phase equilibrium (see Figure 2(c)) and vapor starts to escape from
the tank (Figure 2(d)). The evaporation of the volatile components B and C leads to a
decrease of their mass fractions wB , wC in the liquid. The decrease of wC (ethanol)
is more pronounced due to the higher vapor pressure and thus the higher outflow of C.
Consequently, the vapor mass fractions cross each other near t = 1150 s (Figure 2(c)).
Since the pressure in the evaporator and also the vapor outflow (Figure 2(a) and 2(d))
depend on the (temperature-dependent) vapor pressure and the mass fractions of all liq-
uid components, both first increase due to the increasing temperature (Figure 2(b)) and
later decrease due to the reduced mass fractions wB , wC in the liquid.

In the transition region, the dynamics is given by the linear combination (Eq. 7) of
both operating modes involved. Figure 3 demonstrates that the smooth model approxi-
mates the hybrid model the better the smaller the smoothing parameter τ is chosen: The
slope of the state trajectory ξC increases and the transition region narrows. The increas-
ing slope of ξC is to lead back to the increasing slope of the smoothing function ϕ(x)
(Eq. 6). The width of the transition region can be estimated by looking at the variation
of the smoothing function

Δϕ

Δt
≈ ∂ϕ

∂ψ

∂ψ

∂x

∂x

∂t
(8)

linearized around the exact transition point ψ(x∗) = ψ(x(t∗)) = 0. With Δϕ = 1, the
estimate of the width of the transition region will be

Δt =
4τ

∂ψ
∂x

∣∣
x∗
∂x
∂t

∣∣
t∗
. (9)

For the transition between the non-evaporating and the evaporating mode, this takes the
form

Δt =
4τ
∂p
∂t

∣∣
t∗

(10)

with ∂p/∂t = 0.002 bar/s (see Figure 2(a)). These estimates are shown in Figure 3. The
actual transition width obey rather well the predicted ratio Δt1 : Δt2 : Δt3 = 5 : 2 :
1. Closely related to the above estimation of the width of the transition region is the
argument put forward by us in [18] that the approximate model matches the original
model satisfactorily for practical use if∣∣∣∣dϕdt

∣∣∣∣
ψ≈0

�
∣∣∣∣dxidt

∣∣∣∣
ψ≈0

∀i, i = 1...n . (11)
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In this case the influence of the mixture of the modes in the transition region becomes
negligible. The derived estimate for appropriate values of τ could be confirmed for the
evaporator model.

It is important to note that the trajectories of the hybrid model and the smooth ap-
proximation are nearly identical outside the transition region. Obviously, the smoothing
only extends the transition time but does not drive the system to a different region of the
state space. From these results, we can conclude that our smoothing approach is well
suited for the evaporator model.

For a more quantitative analysis of the convergence of the solutions of the relaxed
model to that of the original model, we consider in Figure 4 and 5 the average squared
deviation

s =
1

N

N∑
i=1

[
x(hybrid)(ti)− x(smooth)(ti)

max[x(hybrid)]

]2
(12)

for the state variables x = ξC (Figure 4), Tevap (Figure 5(a)) and pevap (Figure 5(b))
calculated with the hybrid and the smooth model, respectively. For the vapor mass frac-
tion ξC the average squared deviation is found numerically to follow approximately
s = ατ + ε with α = 0.35 and ε = 1 · 10−4. Theoretically we expect ε = 0
for sufficiently well behaved functional dependencies and arbitrarily fine discretiza-
tion (N → ∞). In this case, the dependence of the deviation of the discontinuous state
on the smoothing parameter τ is dominated by the finite width of the transition region.
For continuous state variables such as Tevap and pevap the contribution of the transition
region is expected to be small and to vanish superlinearly for τ → 0. This is confirmed
by Figure 5.

5 Parameter Estimation and Sensitivity Analysis

A fundamental task frequently occurring in process engineering is parameter estima-
tion. Parameter estimation in general aims at extracting the best guesses of the param-
eters determining the dynamics of the system under consideration based on a series of
measurements x(m)

ij of several state variables xi, i = 1, ...,M at different points in time
tj , j = 1, ..., N . It is useful to combine the parameter estimation of a hybrid dynamic
system with the sensitivity analysis for at least two reasons: First, the sensitivity with
respect to the smoothing parameter is needed to predict the suitability of the smooth
model for parameter estimation. Second, the sensitivities of the measured state vari-
ables with respect to the parameters to be estimated allow to evaluate whether certain
data can be used in a specific parameter estimation problem.

Figure 6 shows the sensitivities of the state variables ξC , Tevap and pevap with re-
spect to the smoothing parameter τ . The sensitivity of the state variable ξC (solid line)
quantifies the observation already stated qualitatively in Section 4 that the vapor mass
fraction is influenced by the smoothing only in the transition region, i.e., dξdτ ≈ 0 out-
side the transition region. The shape of dξCdτ is easily understood in view of the trajectory
shown in Figure 3. As τ increases, i.e., Δτ = τ2 − τ1 > 0, the curve ξC(τ2) lies above
that of ξC(τ1) as long as p < pc and thusΔξC = ξC(τ2)− ξC(τ1) is negative, whereas
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(a) Pressure inside the evaporator for the hy-
brid model (solid) and the smooth model (tri-
angles).
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(b) Temperature inside the evaporator for the
hybrid model (solid) and the smooth model
(triangles).
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(c) Mass fractions of the volatile components
B (black, hybrid model: solid, smooth model:
triangles) and C (grey, hybrid model: dashed,
smooth model: triangles) in the vapor.
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(d) Vapor flow from the evaporator for the hy-
brid model (solid) and the smooth model (tri-
angles).

Fig. 2. Simulation results of the hybrid and the smooth model

Fig. 3. Mass fraction ξC from simulations with several values of the smoothing parameter. Double
headed arrows show the width of the transition region as estimated by Eq. 10.
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Fig. 4. Deviation between the trajectories of ξC calculated with the smooth model and the hybrid
model (Eq. 12) as a function of the smoothing parameter
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(a) Deviation between the trajectories of Tevap.
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(b) Deviation between the trajectories of pevap.

Fig. 5. Deviation between the trajectories calculated with the smooth model and the hybrid model
(Eq. 12) as a function of the smoothing parameter

it is positive when p > pc. In Figure 6, the sensitivity is calculated at the rather large
parameter value τ = 0.01 bar. A smaller τ yields a narrower transition region (not
shown). The effect of the smoothing on the the pressure (dotdashed line) and the tem-
perature (dashed line) can be neglected in accordance with the findings reported above
in Figure 5.

As an illustrative example of parameter estimation we will estimate below the coef-
ficient k of the heat transfer from the heat exchanger to the tank, the valve throughputs
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Fig. 6. Sensitivities of the states ξC (solid), Tevap (dashed) and pevap (grey dotdashed) with
respect to the smoothing parameter

of the liquid inflow (V1) and the liquid outflow (V2) based on measurements of several
state variables (ξC , Tevap and pevap). The vapor mass fraction ξC will be chosen as
measured variable due to the fact that ξC is one of the quantities with the most signif-
icant hybrid behavior, which shows up as a jump at the mode transition (Figure 2(c)).
The temperature and the pressure are chosen since they can be measured easily in real
life. As can be seen in Figures 7 and 8, the sensitivities of ξC are relatively large around
the mode transition. The most dominant influence of the heat transfer coefficient k and
the liquid inflow V1, i.e., the mass of liquid to be heated, is indirect via the transition
time from NE to E. An increase of the heat transfer coefficient or a decrease of the liquid
inflow shifts the curve ξC(t) to the left, i.e., accelerates the process. Hence the respec-
tive sensitivities are positive (dξC/dk) and negative (dξC/dV1) in the first time period
and change sign when ξC(t) exceeds its maximum. The sensitivities of the pressure
and the temperature with respect to the model parameters k and V1 become more and
more important with time and reach higher absolute values than the sensitivity of the
vapor mass fraction ξC outside the transition region. The sensitivities of all three state
variables with respect to the liquid outflow have opposite sign compared to that of the
liquid inflow and the absolute values are smaller (not shown). Based on Figures 7 and 8,
one can expect to find the correct parameter values by means of parameter estimation,
if ξC , Tevap or pevap measurement data are available.

The ‘measurement data’ for our parameter estimation have been generated by simu-
lation of the hybrid system (k(sim) = 4.0 kW/m2K, V

(sim)
1 = 7.0 kg/s and V (sim)

2 =
2.0 kg/s) with added Gaussian-distributed measurement error. We use series of 51
equidistant data points within the time horizon t ∈ [0, 500] s. As usual, the parame-
ter estimation problem is formulated as least-square optimization.

Table 1 shows the results of the parameter estimation based on different data sets.
The heat transfer coefficient can be determined accurately using measurements of Tevap
and pevap whereas the ξC data do not lead to such a good estimate. The use of the two
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Table 1. Parameter estimation result for different series of measurement

Parameter ξ
(meas)
C T

(meas)
evap p

(meas)
evap T

(meas)
evap , p

(meas)
evap

V1 8.50 7.15 6.45 6.23

V2 1.96 2.42 0.12 1.49

k 3.50 3.97 4.04 3.93
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Fig. 7. Sensitivities of the states ξC (solid), Tevap (dashed) and pevap (dotdashed) with respect to
the heat transfer coefficient
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Fig. 8. Sensitivities of the states ξC (solid), Tevap (dashed) and pevap (dotdashed) with respect to
the valve throughputs
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Fig. 9. Parameter estimation result (solid) and measurement (cross)

Fig. 10. Objective function values at the solution as a function of the smoothing parameter

series Tevap and pevap together does not improve the result. Figure 9 shows the op-
timization result for a particular realization of ’measurement data’ of the temperature
with σ = 0.5K . The optimal parameter values are found to be k(opt) = 3.63 kW/m2K,

V
(opt)
1 = 6.52 kg/s and V (opt)

2 = 0.72 kg/s.
Finally, we investigate the dependence of the optimization result on the smoothing

parameter based on the measurement of the temperature. In order to avoid the interfer-
ence with other effects, the measurement error is set to σ = 0 and only the valve for
the liquid inflow V1 is estimated. In this situation the parameter value is found very pre-
cisely (V1 = 6.98 kg/s). The objective function values at the solution clearly decrease
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with the smoothing parameter τ (see Figure 10) even though the continuous trajectory of
Tevap is only marginally modified by the smoothing method. Similarly and importantly,
the optimal parameters estimated are quite robust regarding the smoothing parameter.

6 Conclusions

In summary, we carried out the parameter estimation accompanied by sensitivity anal-
ysis for a hybrid evaporating system using a smoothing approach. We first investigated
a smooth approximated model by means of simulation of the evaporator dynamics for
different values of the smoothing parameter. Performing the sensitivity analysis with
respect to the parameters to be estimated we could evaluate the usability of the mea-
surement of a certain variable for the parameter estimation. The sensitivity with respect
to the smoothing parameter was studied to evaluate the suitability of the smooth model
for the purpose of parameter estimation. The proposed method allowed to successfully
identify the parameter values. The results turned out to be quite robust against the vari-
ation of the smoothing parameter. In the future, the extension of the model will be made
to optimize the operations of the evaporation system.
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Abstract. The determination of areas exposed to be interested by new eruptive
events in volcanic regions is crucial for diminishing consequences in terms of hu-
man causalities and damages of material properties. In this paper, we illustrate a
methodology for defining flexible high-detailed lava invasion hazard maps. Spe-
cific scenarios can be extracted at any time from the simulation database, for
land-use and civil defence planning in the long-term, to quantify, in real-time, the
impact of an imminent eruption, and to assess the efficiency of protective mea-
sures. Practical applications referred to some inhabited areas of Mt Etna (South
Italy), Europe’s most active volcano, show the methodology’s appropriateness in
this field.

Keywords: Cellular automata, Lava flows simulation, Hazard maps, Land use
planning, Mt Etna.

1 Introduction

The use of thematic maps of volcanic hazard is of fundamental relevance to support
policy managers and administrators in taking the most correct land use planning and
proper actions that are required during an emergency phase. In particular, hazard maps
are a key tool for emergency management, describing the threat that can be expected at a
certain location for future eruptions. At Mt. Etna (Sicily, Italy), the most active volcano
in Europe, the majority of events occurred in the last four centuries report damage to hu-
man properties in numerous towns on the volcano flanks [1]. In last decades, the risk of
the Etnean area has increased due to continued urbanization [2], with the consequence
that new eruptions may involve even greater risks. Different countermeasures based on
embankments or channels were adopted in recent crises to stop or deflect lava ([3],
[4]). However, such kinds of interventions are generally performed while the eruption
is in progress, with the consequence of both not guarantying their effectiveness, besides
inevitably putting into danger the safety of involved persons. For the purpose of indi-
viduating affected areas in advance, one response to such challenges is the numerical
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simulation of lava flows (e.g., [5], [6], [7]) or the simple paths followed by future lava
flows (e.g., [8], [9]). For instance, in 2001 the path of the eruption that threatened the
town of Nicolosi on Mt Etna was correctly predicted by means of a lava flows simulation
model [10], providing at that time useful information to local Civil Defense authorities.
However, in order to be efficiently and correctly applied, the above approaches require
an a priori knowledge of the degree of exposure of the volcano surrounding areas, to
allow both the realization of preventive countermeasures, and a more rational land use
planning. In the following, we illustrate a methodology for the definition of flexible
high-resolution lava invasion hazard maps, based on an improved version of SCIARA,
a reliable and efficient Cellular Automata lava flow model, and show some specific ap-
plications related to inhabited areas of Mt Etna, which demonstrate the validity of the
application for civil defense purposes and land use planning.

2 Cellular Automata and the SCIARA Model for Lava Flows
Simulation

The behavior of lava flows is difficult to be dealt with using traditional methods based on
differential equation systems (e.g., cf. [11], [12], [13]). In fact, due to the complexities
of its rheology, lava can range from fluids approximating Newtonian liquids to brittle
solids while cooling, and thus it is difficult to solve the differential equations without
making some simplifications. Nevertheless, many attempts of modelling real cases can
be found in literature.

In order to be applied for land use planning and civil defense purposes in volcanic
regions, a computational model for simulating lava flows should be well calibrated and
validated against test cases to assess its reliability, cf. e.g. ([6], [14], [15]). Another de-
sirable characteristic should be the model’s efficiency since, depending on the extent
of the considered area, a great number of simulations could be required ([16], [17]). A
first computational model of basaltic lava flows, based on the Cellular Automata com-
putational paradigm and, specifically, on the Macroscopic Cellular Automata approach
for the modeling of spatially extended dynamical systems, was proposed in [18] called
SCIARA. In the following years, the SCIARA family of lava flows simulation models
have been improved and applied with success to the simulation of different Etnean cases
of study, e.g. [10], [14].

Cellular Automata (CA) [19] were introduced in 1947 by Hungarian-born American
mathematician John von Neumann in his attempt to understand and formalise the un-
derling mechanisms that regulate the auto-reproduction of living beings. While initially
studied from a theoretical point of view, CA are continuously gaining researchers at-
tention also for their range of applicability in different fields, such as Physics, Biology,
Earth Sciences and Engineering. However, researchers’ major interest for CA regard
their use as powerful parallel computational models and as convenient tools for mod-
elling and simulating several types of complex physical phenomena (e.g. [7], [10], [20],
[21], [22]).

Classical Cellular Automata can be viewed as an n-dimensional space,R, subdivided
in cells of uniforms shape and size. Each cell embeds an identical finite automaton (fa),
whose state accounts for the temporary features of the cell; Q is the finite set of states.
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The fa input is given by the states of a set of neighbouring cells, including the central
cell itself. The neighbourhood conditions are determined by a geometrical pattern, X ,
which is invariant in time and space. The fa have an identical state transition function
τ : Q�X → Q, where �X is the cardinality of the set of neighbouring cells, which is
simultaneously applied to each cell. At step t = 0, fa are in arbitrary states and the CA
evolves by changing the state of all fa simultaneously at discrete times, according to τ .

While Cellular Automata models are suitable for describing fluid-dynamics from
a microscopic point of view (e.g., Lattice Boltzmann models - [23]), many natural
phenomena generally evolve on very large areas, thus needing a macroscopic level
of description. Moreover, they may be also difficult to be modelled through standard
approaches, such as differential equations [24], and Macroscopic Cellular Automata
(MCA) [25] can represent a valid alternative. Macroscopic Cellular Automata (MCA)
introduce some extensions to the classical CA formal definition. In particular, the Q of
state of the cell is decomposed in r substates, Q1, Q2,. . . , Qr, each one representing
a particular feature of the phenomenon to be modelled (e.g. for lava flow models, cell
temperature, lava content, outflows, etc). The overall state of the cell is thus obtained as
the Cartesian product of the considered substates: Q = Q1 × Q2 × ... × Qr. A set of
parameters, P = {p1, p2, ..., pp}, is furthermore considered, which allow to “tune”the
model for reproducing different dynamical behaviours of the phenomenon of interest
(e.g. for lava flow models, the Stephan-Boltzmann constant, lava density, lava solidifi-
cation temperature, etc). As the set of state is split in substates, also the state transition
function τ is split in elementary processes, τ1, τ2, ..., τs, each one describing a partic-
ular aspect that rules the dynamic of the considered phenomenon. Eventually, G ⊂ R
is a subset of the cellular space that is subject to external influences (e.g. for lava flow
models, the crater cells), specified by the supplementary function γ. External influences
are introduced in order to model features which are not easy to be described in terms of
local interactions.

In the MCA approach, by opportunely discretizing the surface on which the phe-
nomenon evolves, the dynamics of the system can be described in terms of flows of
some quantity from one cell to the neighbouring ones. Moreover, as the cell dimension
is a constant value throughout the cellular space, it is possible to consider characteristics
of the cell (i.e. substates), typically expressed in terms of volume (e.g. lava volume), in
terms of thickness. This simple assumption permits to adopt a straightforward but effi-
cacious strategy that computes outflows from the central cell to the neighbouring ones
in order to minimize the non-equilibrium conditions. Still, owing to their intrinsic par-
allelism, both CA and MCA models implementation can be easily and efficaciously
implemented on parallel computers, and the simulation duration can be reduced almost
proportionally to the number of available processors ([26], [27]).

In this work, the latest release of the SCIARA Cellular Automata model for simulat-
ing lava flows was adopted. Specifically, a Bingham-like rheology has been introduced
for the first time as part of the Minimization Algorithm of the Differences [25], which
is applied for computing lava outflows from the generic cell towards its neighbors. Be-
sides, the hexagonal cellular space adopted in the previous releases [10] of the model
for mitigating the anisotropic flow direction problem has been replaced by a square one,
nevertheless by producing an even better solution for the anisotropic effect. The model
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has been calibrated by considering three important real cases of studies, the 1981, 2001
and 2006 lava flows at Mt Etna (Italy), and on ideal surfaces in order to evaluate the
magnitude of anisotropic effects. Even if major details of this advanced model can be
found in [28], we briefly outline it’s main specifications.

In formal terms, the SCIARA MCA model is defined as:

SCIARA =< R,L,X,Q, P, τ, γ > (1)

where:

– R is the set of square cells covering the bi-dimensional finite region where the phe-
nomenon evolves;

– L ⊂ R specifies the lava source cells (i.e. craters);
– X = {(0, 0), (0, 1), (−1, 0), (1, 0), (0,−1), (−1, 1), (−1,−1), (1,−1), (1, 1)} identifies

the pattern of cells (Moore neighbourhood) that influence the cell state change, re-
ferred to cells by indexes 0 (for the central cell) through 8;

– Q = Qz ×Qh×QT ×Q8
f is the finite set of states, considered as Cartesian product

of “substates”. Their meanings are: cell elevation a.s.l. (above sea level), cell lava
thickness, cell lava temperature, and lava thickness outflows (from the central cell
toward the eight adjacent cells), respectively;

– P = {w, t, Tsol, Tvent, rTsol, rTvent, hcTsol, hcTvent, δ, ρ, ε, σ, cν} is the finite set
of parameters (invariant in time and space) which affect the transition function (please
refer to [28] for their specifications);

– τ : Q9 → Q is the cell deterministic transition function, applied to each cell at each
time step, which describes the dynamics of lava flows, such as cooling, solidification
and lava outflows from the central cell towards neighbouring ones;

– γ : Qh × N → Qh specifies the emitted lava thickness, h, from the source cells at
each step k ∈ N (N is the set of natural numbers).

As stated before, the new SCIARA model introduces a rheology inspired to the Bing-
ham model and therefore the concepts of critical height and viscosity are explicitly con-
sidered ([29], [11]). In particular, lava can flow out from a cell towards its neighbours
if and only if its thickness overcomes a critical value (i.e. the critical height), so that
the basal stress exceeds the yield strength. Moreover, viscosity is accounted in terms of
flow relaxation rate, r, a the parameter of the distribution algorithm that influences the
amount of lava that actually leaves the cell, according to a power law of the kind:

log r = a+ bT (2)

where T is the lava temperature and a and b coefficients determined by solving the
system: {

log rTsol = a+ bTsol
log rTvent = a+ bTvent

where Tsol and Tvent are the lava temperature at solidification and at the vents, respec-
tively. Similarly, the critical height, hc, mainly depends on lava temperature according
to a power law of the kind:

log hc = c+ dT (3)

whose coefficients c and d are obtained by solving the system:
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{
log hcTsol = c+ dTsol
log hcTvent = c+ dTvent

It is known that, in general, deterministic CA for the simulation of macroscopic fluids
present a strong dependence on the cell geometry and directions of the cellular space.
In order to solve the problem, different solutions have been proposed in literature, such
as the adoption of hexagonal cells ([10], [30], [31]) or Monte Carlo approaches ([32],
[15]). The first solution, however, does not perfectly solve the problem on ideal surfaces,
while the second one has the disadvantage of giving rise to non-deterministic simulation
models. In order to solve the anisotropic problem, which is typical of deterministic
Cellular Automata models for fluids on ideal surfaces, a fictitious topographic alteration
along diagonal cells is considered with respect to those “individuated” by the DEM
(Digital Elevation Model). As a matter of fact, in a standard situation of non-altered
heights, cells along diagonals result in a lower elevation with respect to the remaining
ones (which belong to the von Neumann neighborhood), even in case of constant slope.
This is due since the distance between the central cell and diagonal neighbors is greater
than of the distance between the central cell and orthogonal adjacent cells (cf. Figure 1).
This introduces a side effect in the distribution algorithm, which operates on the basis
of height differences. If the algorithm perceives a greater difference along diagonals,
it will erroneously privilege them by producing greater outflows. In order to solve this
problem, we consider the height of diagonal neighbors taken at the intersection between
the diagonal line and the circle with radius equal to the cell side and centered in the
central cell, so that the distance with respect to the centre of the central cell is constant
for each cell of the Moore neighbourhood (Figure 1). Under the commonly assumed
hypothesis of inclined plane between adjacent cells [15], this solution permits to have
constant differences in level in correspondence of constant slopes, and the distribution
algorithm can work “properly”. Refer to [28] for other specifications on this issue.

3 A Methodology for Creating Hazard Maps

Volcanic hazard maps are fundamental for determining locations that are subject to
eruptions and their related risk. Typically, a volcanic hazard map divides the volcanic
area into a certain number of zones that are differently classified on the basis of the
probability of being interested by a specific volcanic event in future. Mapping both the
physical threat and the exposure and vulnerability of people and material properties to
volcanic hazards can help local authorities to guide decisions about where to locate crit-
ical infrastructures (e.g. hospitals, power plants, railroads, etc) and human settlements
and to devise mitigation measures that might be appropriate. This could be useful for
avoiding the development of inhabited areas in high risk areas, thus controlling land use
planning decisions.

While a reliable simulation model is certainly a valid instrument for analyzing vol-
canic risk in a certain area by simulating possible single episodes with different vent
locations, e.g. [33], the methodology for defining high detailed hazard maps here pre-
sented is based on the application of the SCIARA lava flows computational model for
simulating an elevated number of new events on topographic data. In particular, the
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Fig. 1. Reference schema for cells altitude determination in the Moore neighbourhood. Altitudes
of cells belonging to the von Neumann neighbourhood correspond to normal DEM values, while
those along diagonals are taken at the intersection between the diagonal line and the circle with
radius equal to the cell side, so that the distance with respect to the centre of the central cell is
constant for each adjacent neighbour.

methodology requires the analysis of the past behavior of the volcano, for the pur-
pose of classifying the events that historically interested the region. In such a way, a
meaningful database of plausible simulated lava flows can be obtained, by character-
izing the study area both in terms of areal coverage, and lava flows typologies. Once
the simulation database has been completed (i.e., an adequate, usually elevated, num-
ber of simulations have been carried out), data is processed by considering a proper
criterion of evaluation. A first solution could simply consist in considering lava flows
overlapping, by assigning a greater hazard to those sites interested by a higher number
of simulations. However, a similar choice could be misleading. In fact, depending on
their particular traits (e.g., location of the main crater, duration and amount of emit-
ted lava, or effusion rate trend), different events can occur with different probabilities,
which should be taken into account in evaluating the actual contribution of performed
simulations with respect to the definition of the overall hazard of the study area. In
most cases, such probabilities can be properly inferred from the statistical analysis of
past eruptions, allowing for the definition of a more refined evaluation criterion. Ac-
cordingly, in spite of a simple hitting frequency, a measure of lava invasion hazard can
be obtained in probabilistic terms. In the following, we show how such approach was
applied to Mt Etna.

3.1 Application of the Methodology to the Mt. Etna Volcano Area

By adopting a procedure well described in [17] and [34], which referred to the Eastern
sector of Mt. Etna and applied by employing a previous version of the SCIARA CA
model, we here show the application to the entire area of the volcano using the new
SCIARA model described in Section 2. Firstly, based on documented past behavior
of the volcano, the probability of new vents forming was determined, resulting in a
characterization (thus, a Probability Density Function - PDF - map) of the study region
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Fig. 2. The characterization of new vents forming of the study region on the basis of historical
data (see text), representing different probabilities of activation, considered in this work, together
with the grid of 4290 hypothetical vents defined as the source for the simulations to be carried

into areas (Figure 2), that represent different probabilities of new vents opening [35],
assessed by employing a Poisson distribution which considers a spatial density and a
temporal component. The spatial probability density function was estimated through
a Gaussian kernel by considering the main volcanic structures at Mt Etna, while the
temporal rate was evaluated by using an approach based on the “repose-time method”
[36].

Subsequently, all flank eruptions of Etna since 1600 AD were classified according
to duration and lava volume [17] and a representative effusion rate trend taken into
account in order to characterize lava temporal distribution for the considered represen-
tative eruptions, basically reflecting the effusive mean behavior of Etnean lava flows. In
fact, with the exception of few isolated cases, a typical effusive behavior was strongly
evidenced by the analysis of the volcano past activity [37]. As a consequence, it is not a
hasty judgment to suppose that such behavior will not dramatically change in the near
future and thus that the SCIARA lava flows simulation model, calibrated and validated
on a set of effusive eruptions, be adequate for simulating new events on Mt Etna. An
overall probability of occurrence, pe, was thus defined for each scenario, by considering
the product of the individual probabilities of its main parameters:

pe = ps · pc · pt (4)

where ps denotes the probability of eruption from a given location (i.e., based on the
PDF map), pc the probability related to the event’s membership class (i.e., emitted lava
and duration), and pt the probability related to its effusion rate trend.

Once representative lava flows were devised as above, a set of simulations
were planned to be executed in the study area by means of the SCIARA lava flows simula-
tion model. At this purpose, a grid composed by 4290 craters, equally spaced by 500m,
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was defined on the considered as a covering for Mt Etna, as shown in Figure 2. This
choice allowed to both adequately and uniformly cover the study area, besides consid-
ering a relatively small number of craters. Specifically, a subset of event classes which
define 6 different effusion rates probabilities, derived from historical events considered
in [17], were taken into account for each crater, thus resulting in a total of 25740 differ-
ent simulations to be carried out. Owing to the elevated number of SCIARA simulations
to be carried out, thanks to the adoption of Parallel Computing each scenario was simu-
lated for each of the vents of the grid. Simulations were performed on an 80-node Apple
Xserve Xeon-based cluster and were performed in ca. 10 days.

Lava flow hazard was then punctually evaluated by considering the contributions of
all the simulations which affected a generic cell in terms of their probability of oc-
currence. formally, if a given DEM cell (and thus, a CA cell) of co-ordinates (x, y) is
affected by nx,y ≤ N simulations, being N the overall number of performed simula-
tions, its hazard hx,y can be defined as the sum of the probabilities of occurrence of
involved lava flows, pe(i) (i=1, 2, ..., nx,y):

hx,y =

nx,y∑
i=1

pe(i) (5)

The obtained lava flow hazard map resulting from these simulations and the applica-
tion of equation 5 is presented in Figure 3, and represents the probability that future
eruptions will affect the entire Etnean area.

Importantly, the methodology for the compilation of lava flows invasion hazard maps
here proposed provides for, as integrant part, a process for the verification of results. A
validation procedure was thus contemplated for the produced hazard map, consisting in
a technique which produces statistical indicators on which one can quantify the reliabil-
ity of the results and, therefore, assess whether the final product can be confidently used
for Civil Protection, for example, for setting in safety particularly vulnerable areas, and
for Land Use Planning. Refer to [17] for major details on the methodology validation
process.

4 Applications for Civil Defense and Land Use Planning

As shown previously, the described methodology permits the definition of general haz-
ard maps, as the one reported in Figure 3, which can give valuable information to Civil
Defense responsible authorities. However, further, more specialized applications can
be devised by considering that the SCIARA simulation model is integrated in a GIS
Geographic Information System) application that permits to take also into account the
effects of “virtual” embankments, channels, barriers, etc. In particular, the availability
of a large number of lava flows of different eruption types, magnitudes and locations
simulated for this study allows the instantaneous extraction of various scenarios. This is
especially relevant once premonitory signs indicate the possible site of imminent erup-
tions, and thus permitting to consider hazard circumscribed to a smaller area. An im-
portant Civil Defense oriented application regards the possibility to identify all source
areas of lava flows that are capable of affecting a given area of interest, such as a town or
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Fig. 3. Hazard map of the study area based on the 25740 simulations. As a compromise between
map readability and accuracy, 5 classes are reported (grey colouring), in increasing order of sus-
ceptibility (probability of lava invasion).

a major infrastructure. In this case, this application is rapidly accomplished by querying
the simulation database, by selecting the lava flows that affect the area of interest and by
circumscribing their sources. For this application we have chosen the town of Belpasso,
an important historical and cultural site, with many administrative buildings and tourist
facilities. Figure 4 show vents which can originate eruptions capable of affecting the
urban areas of Belpasso, together with the resulting hazard scenario, allowing to im-
mediately assess the threat posed by an eruption exclusively on the basis of its source
location. While the previous application localizes craters that can originate events that
may interest an inhabited area, the one reported in Figure 5 can have even more impact
in land use planning, referred for the entire town district of Zafferana Etnea, another im-
portant inhabited area of the volcano. This application is fundamental in understanding
how local authorities can plan the future development of the city, avoiding it in elevated
risk areas. Specifically, the figure shows how several areas of the entire municipality are
at risk, especially to the North-West and South.

Etnean eruptions can even comprise complex events, which for Etna are fairly typ-
ical, such as lava emission from an extensive system of eruptive fissures propagating
downslope over a length of several kilometers. We have performed an analysis for such
an eruption on the east-northeast flank of Etna, not far from the 1928 eruption site,
with lava emission from a fissure system about 7km long. The eruptive system was ap-
proximated by a subset of vents of the simulation grid and all lava flows originated from
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Fig. 4. Map showing vents, belonging to the simulation grid of Fig. 2, which can produce erup-
tions capable of affecting the urban area of the town of Belpasso, together with the resulting sus-
ceptibility scenario, allowing to immediately assess the threat posed by an eruption exclusively
on the basis of its source location

Fig. 5. A second example of application of hazard zonation referred to the entire town district of
Zafferana Etnea. The town district boundaries are indicated by the black line, while the present
inhabited area with white line. As shown, the majority of the municipal area is at risk.
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Fig. 6. A hypothetical hazard scenario for a system of eruptive fissures propagating downslope
over a length of 7 km on the east-northeast flank of Mount Etna. The figure refers to lava hazard
of the area after 1, 3, 6 and 9 days (a, b, c, d), respectively. Note that the same scenarios can be
considered as temporal scenario for the area.

them selected from the simulation database (without needing to perform new simula-
tions). For this application, the resulting map is shown in Figure 6. The same figure
refers also to a further application regarding temporal hazard mapping, by evidencing
the evolution of the involved area in time. This application could be of fundamental
importance for assessing, from a temporal point of view, how hazard of a specific area
evolves in time (e.g. day by day), so that more specific countermeasures can be consid-
ered by responsible authorities.

In particular, Figure 6 also shows the result relative to 1, 3, 6 and 9 days respectively,
of the invaded areas, with relative probability values of occurrence, in the case of the
activation of the considered fissure system. This application regards a real-time assess-
ment of lava invasion in confined areas, since the produced map indicates a temporal
evolution of hazard, in terms of probability, which can be useful in case of an immi-
nent/new event to Civil Protection to monitor, and eventually intervene, in areas with
higher values of lava hazard, without having information on the event’s duration and
emission rate that take place.

A further fundamental application category regards the assessment of protective
measures, such as earth barriers or channel digging, for mitigating lava invasion sus-
ceptibility in given areas. To illustrate this kind of application, a northwest-southeast
trending barrier, 2 km long and 20 m high, was considered along the northern margin of
Nicolosi, an urban area with many administrative buildings and tourist facilities for di-
verting lava flows into a valley at the eastern margin of the town without, however, con-
sidering the legal and ethical aspects of such an operation. By querying the simulation
database, all the lava flows that affected the barrier were selected and thus re-simulated
on the modified topography which embeds the presence of the barrier. Similarly to the
case of the applications shown in Figures 4 and 5, an ad hoc susceptibility scenario was
extracted by considering these new simulations (Figure 7a).
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Fig. 7. (a) Map showing the location of a set of vents (white dots) which originate lava flows
intersecting a hypothetical 2 km long and 20 m tall earth barrier (see b - right) to protect the centre
of Nicolosi (white line); (b) The same area considered in (a), together with the scenario resulting
from lava flows intersecting the barrier, which are re-simulated on a modified topography that
embeds the presence of the barrier. As shown, the hazard decreases by two classes within the
town limits (white line).

Results show that the barrier would indeed be necessary to effectively protect the
town centre. The susceptibility here decreases by two classes (Figure 7b) and, at the
same time, the areas invaded by diverted flows prove characterised by only a slightly
higher susceptibility degree. In this specific case, the protective measure has a sub-
stantially positive effect. If this was not the case, further experiments with barriers of
different positions and dimensions will reveal to what degree damage from lava flow
invasion can be minimized, or whether it would be preferable to abandon any prospects
of this kind of protective measure.

5 Conclusive Remarks

The fundamental problem of assessing the impact of future eruptions in a volcanic re-
gion lies mostly in the uncertainty concerning their duration, effusion rate, and location.
A valid assessment tool relies on the adoption of volcanic hazard maps which, however,
are usually based on the sole analysis of past events. Conversely, maps should repre-
sent the full range of probable hazards that can be expected to an agreed probability,
considering thus all potential future scenarios. As a consequence, probabilistic hazard
maps can provide a better base for planning mitigation strategies. We tackled this issue
by an elaborate approach in the numerical simulation of a wide variety of lava flows,
which are typical of Etna for duration and effusion rate, on a dense grid of vents, by
attributing them a statistical likelihood. The methodology here presented deeply re-
lies con the application of the latest SCIARA CA model release, which re-introduces
a square tessellation of the cellular space instead of the previously adopted hexagonal
one, solves the anisotropic flow direction problem. This result is particularly significant,
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being SCIARA a deterministic model, as all the previously proposed solutions refer to
probabilistic CA simulation models. This code has been used to simulate the 2001 and
2006 lava flows at Mt Etna (Italy) obtaining a high degree of overlapping between the
real and the simulated event and a perfect fitting in terms of run-out were obtained.

A novelty of the presented methodology, besides the possibility of assessing the effi-
ciency of protective measures for inhabited areas and/or major infrastructures, is that the
simulation data permits to produce general susceptibility maps in unprecedented detail,
and contains each single scenario out of a total of over thousands of simulated cases. It
is therefore no longer necessary to wait for the next eruption and know its eruptive pa-
rameters and location in order to run ad-hoc simulations, as has been the practice until
now. Instead, virtually all possible eruption scenarios can be simulated a priori, from as
dense a network of hypothetical vent locations as possible, and extracted in real time
as soon as the need arises, as in the case of an imminent or incipient eruptions. Since
the obtained results are strongly related to the morphology of the study area, each new
eruption will require the creation of an updated DEM incorporating the morphostruc-
tural changes induced by the eruption (e.g. [38]). However, re-simulation would be
necessary only for those events affecting the modified area, and a new, updated hazard
map can then be obtained by simply reprocessing the new set of simulations, which is
a quite rapid procedure even on sequential computers. In general, the overall approach
presented here can be applied to other volcanoes where a risk of lava flow inundation
exists.
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Abstract. In this paper, a consistent and collaborative preliminary design 
process for mechatronic systems is described. First, a functional analysis is car-
ried out from user requirements with SysML. This allows one to define suitable 
architectures and associated test cases. Each of them has to be analysed and op-
timized separately in order to select the best architecture and the best set of key 
parameters. The next step of the preliminary design is a modelling of its archi-
tecture and its behaviour. In order to merge multi-physical and geometrical pa-
rameters, our generic method relies on a topological analysis of the system and 
generates a set of equations with physical and topological constraints previously 
defined. Finally, an interval analysis is implemented, allowing one to explore 
exhaustively the search space resulting from a declarative statement of con-
straints, in order to optimize the parameters under the constraint of the relevant 
test cases. An automotive power lift gate scenario has been chosen to test this 
design process. 

Keywords: Mechatronic, preliminary design, SysML, CSP solver, topology. 

1 Introduction 

Nowadays, system engineering problems are solved using a wide range of domain-
specific modelling languages and tools. Standards such as ISO 15288 detail the large 
number of system aspects and various components of multi-domain systems [1-2]. It is 
also not realistic to create an all-encompassing systems engineering language capable 
of modelling and simulating every aspect of a system. However, for multi-domain 
systems, a global approach is necessary. Indeed, each domain has its own methodolo-
gies and languages, thus impeding the consistency of the different modelling. Hence, a 
global optimization is difficult during the preliminary design process of these systems. 

Mechatronic systems development involves considering the modelling of their 
components together with their interactions. Models can be used to formally represent 
all aspects of a systems engineering problem, including requirements, functional, 
structural, and behavioural modelling. Additionally, simulations can be performed on 
these models in order to verify and validate the effectiveness of design decisions. 
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This study covers the preliminary design phase of a mechatronic system, in order 
to verify that the chosen design is in accordance with the system requirements and to 
verify that this chosen design minimizes risks in further design phases. Following the 
recent advances in Model Based System Engineering [3], the preliminary design can 
be viewed as a model transformation process [4]. 

Based on the example of a power lift gate, our goal is to show how the engineering 
knowledge can be formalized and used all along the three following phases of the 
preliminary design process: requirements definition and functional analysis, 
geometrical and physical modelling, optimization. 

Once the early design phases have been performed with SysML models, the 
physical modelling of the overall system has to be built, based on the topology of the 
system, in order to generate the equations required for the optimization phase. This 
being done, the Design Space Exploration can be executed in order to discover the 
optimal design solution from all functional and architectural specifications and 
constraints. Indeed, the most efficient way to explore this design space is to reason 
about previous SysML models, thus proving in a mathematically rigorous way that all 
required properties and constraints are met. 

2 A Power Lift Gate Scenario 

An automotive power lift gate (Fig. 1) includes a lift gate door hinged to a car body. 
This system moves the lift gate between its open and closed positions, thanks to elec-
tric cylinders (Fig. 2) that replace the usual gas struts in a classic manual lift gate. It 
includes a motor and a gearbox that are fixed to the base tube and a jackscrew that 
drives the upper tube, helped by a spring, in order to sustain static forces. Both elec-
tric cylinders are identical and are fixed to the car body and the lift gate. 

In order to ensure that the main requirements are fulfilled, such as the opening du-
ration and the power consumption, the electric cylinder has to be preliminarily  
designed, whatever its internal structure is, meaning that the fixing points on the car-
body and the lift gate, the force needed to open and maintain the lift gate and its full 
length and rest length have to be determined. 

 

Fig. 1. The power lift gate location on a car body 
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Fig. 2. The electric cylinder architecture 

Table 1 summarizes some user requirements indispensable for our study: 

Table 1. Power lift gate system user requirements 

Id Name Definition of the requirement 

U0 Usability 
The system should be able to open/close the gate from any position, even 

in cold conditions or extreme angle conditions (car on a slope) 

U1 Safety Usage 
The system should be able to hold the gate in any medium position by 

itself without any external power (manual, electrical,…) 

U2 
Back drive ability with 

minimal manual force 

U21 The system should include a manual function. The back drive ability 

of a lift gate means that the system should not block a movement created 

by an outside additional force on the gate. 

U22 The system should ensure that the force the user has to deploy 

without electrical assistance should not be higher than a maximum level in 

any position or condition (opened, closed, intermediate position, cold, hot, 

uphill, downhill) 

U3 Minimal actuated force 

The system should ensure that the force should not be higher than a 

maximum level in any position or condition (opened, closed, intermediate 

position, cold, hot, uphill, downhill). 

U4 
Minimal changes on the 

car design 

U41 The system should be easily integrated in the car design. This means 

that, the number of modifications on the car design must be as low as 

possible (lower costs for the car manufacturer). 

U411 The fixation point between the car body and the actuator has to be 

within a specified area. 

U412 The fixation point between the lift gate and the actuator has to be 

within a specified area. 

U42 Ideally, the system should also be easily adaptable to different models 

of cars. Thus an enclosing box has to be respected. 
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3 A Preliminary Design Process 

The proposed preliminary design process relies on a methodology that deals with 
different modelling, (SysML model, topological model) in order to provide consistent 
equations for an optimisation of the mechatronic system with interval analysis. 

3.1 Modelling of the Power Lift Gate System with SysML 

We propose a modelling of a power lift gate system by means of appropriate SysML 
models at the early stages of the technical engineering process. The different SysML 
diagrams make it possible for engineers from various disciplinary fields to share a 
common view about the system. First, we create an extended context diagram, in 
order to present the different interactions between the extended system (Lift gate with 
Electric cylinder) and its environment (Fig. 3). 

Then a Use Case Diagram is defined to describe the system services (Fig. 4). 

 

Fig. 3. Extended context diagram of the power lift gate system 

SysML Requirement Diagram can be used to clearly organize user and derived  
system requirements (Fig. 5). By using a hierarchical representation of the require-
ments, clear gains can be made in the elaboration of requirements, in tradeoffs, as 
well as in the validation and the verification of requirements. Indeed, during design 
activities, verification activities need to be defined to satisfy system constraints and 
properties. Links between the Requirements Diagram and other models allow engi-
neers to connect test criteria to test cases used throughout the development process. 
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During the architecture analysis, system synthesis by assigning functions to identi-
fied physical architecture elements (subsystems, components) is carried out (Fig. 6). 
Finally we create a kinematic joint diagram (Fig. 7) with connectors regarding to 
application points and with links representing the field or the type of joints between 
two elements. 

 

Fig. 4. Use cases diagram of the power lift gate system 

3.2 Vector-Based Mechanical Modelling Derived from System Topology 

The previous SysML diagrams bring to light the key parameters and the topology of 
the power lift gate system. In order to optimize these key parameters, this mechanical 
problem has to be translated into equations. We propose to use a highly suitable me-
thod [5] for multi-domain systems such as automotive mechatronic components. 
Based on a topological analysis of the system, this generic method delivers equations 
that can be processed by a solver. It relies on the works of Kron [6], Branin [7] and 
Björke [8]. Here, our method is restrained to the mechanical study of the static equili-
brium of the lift gate but it may also be used to express the internal structure of the 
electric cylinder (screw and nut system, tubes, gearbox, spring, sensors, electrical 
engine and electronic components...). 

The isolated system includes the lift gate with the electric cylinder between the 
points M and N, the car body being an external system. Let us assume that: the me-
chanical joints are perfect; points A, M and G belong to the system boundary; there is 
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neither external mechanical force nor torque on internal point N; P is the external 
force on the gravity centre G; FC is the force created by the electrical cylinder, which 
corresponds to the internal force RMN. 

 

Fig. 5. Requirements diagram 

In order to model the architecture of the system, a topological graph has first to be 
defined from geometrical and mechanical definitions of the problem (Fig. 8). 

We use the kinematic joints diagram and the vectorial constraints between charac-
teristic points of previous SysML diagrams to describe the topological structure. In-
deed, each connector in the kinematic joints relations diagram represents a particular 
point, named “node” in the topological structure, and each link between two connec-
tors gives the nature of the kinematic screw, dual of its static screw. The automation 
of this process between SysML diagrams and our topological representation is made 
through the analysis of a xml/xmi generated file from the SysML Kinematic Joints 
Relations Diagram (Fig. 7). So, the boundary of the system is expressed by means of 
labels attached to each node (boundary) named (A, G, ...), like the SysML connectors, 
and to each branch (internal), all of them inherited from SysML diagrams. 
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Then, the topology has to be mathematically expressed (Fig. 9) using a connection 
(or incidence) matrix named C and an algebraic graph that allows one to connect 
nodes and branches. The topological structure (graph) is overlaid with an algebraic  
 

 

Fig. 6. Architecture, test cases and system requirements attachment 

 

Fig. 7. Kinematic joints relations diagram in SysML 
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Fig. 9. Connection matrix and geometry (Nodes towards branches) 

structure. This global structure connects nodes and branches of the graph, and may 
include physical parameters governing the behaviour of the system. This method has 
been thoroughly described in previous papers [5], [9]. 

Thus, the transposed matrix CT can be used to express (Fig. 10) the connection  
between internal and external mechanical forces and moments, defined with their 
associated static screws, with TA standing for “screw of external mechanical action on 
point A” and TAN standing for “screw of internal mechanical action on AN structure”: 
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Fig. 10. Connection matrix and mechanical actions (Branches towards nodes) 
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As a result, an equations system (Fig. 11) is obtained, with the decomposition of 
screws in 4 force equations and in 4 moment equations expressed in the arbitrarily 
chosen point A: 

The equations system is solved and the static equilibrium of the lift gate system is 
expressed. 

3.3 Computational Support for the Exploration of the Solution Space Based 
on Constraint Programming and Interval Analysis 

Special emphasis is also placed on interval-based computational methods [10] allow-
ing one to explore exhaustively the search space resulting from a declarative state-
ment of constraints [11]. Given the previous high level vector model linked to a given 
topology, formal calculus and causal ordering based on bipartite graphs theory [12-
14] can be used to avoid part of the tedious work consisting in giving the mathemati-
cal expressions of some constraints as required to run dedicated solvers. The use of 
interval computations within a constraint programming paradigm [15] also provides a 
computational support to quantify uncertainties and to detect inconsistencies. From a 
methodological point of view, the refinement inherent to the design process is under-
lined. 

A Constraint Satisfaction Problem (CSP) is usually defined by (X, D, C) where X = 
{x1, x2, …, xn} is a set of variables, D = {d1, d2, …, dn} is a set of domains such that 
∀i∈{1,…, n}, xi ∈ di, and C = {C1, …, Cm} is a set of constraints depending on the 
variables in X. Each constraint includes information related to constraining the values 
for one or more variables. When continuous variables are considered, the use of inter-
val analysis techniques naturally arises in order to represent the domains. Those 
methods make it possible to explicitly take uncertainties (in the sense of deterministic 
imprecision rather than probabilistic variability) into account in the preliminary de-
sign process. The use of an interval CSP solver (here, RealPaver) [16] allows an ex-
haustive search within the search space D which is partitioned into three sets, D = D0 
∪ D1 ∪ D?, the latter two being described by a box paving: D0 is a sub-domains of D 
where the constraints are never satisfied; D1 is a sub-domains of D where the con-
straints are always satisfied; D? is a sub-domains of D where the satisfaction of the 
constraints has not been decided yet according to some stopping criterion (precision, 
for instance). 

From an engineering design point of view, the variables in X can be a set of design 
parameters, the domains in D can be used to define the range of the search space of 
interest, and the constraints in C can be concurrently stated by several engineers in 
any order. Such a declarative modelling is a significant advantage of the CSP para-
digm throughout the life cycle of a Computer Aided Engineering (CAE) application 
[17]. 

From a methodological point of view, the refinement inherent to the design process 
can be supported as follows: the poor initial knowledge results in a small number of 
constraints with few variables belonging to rather large intervals; then, the sequence 
of assumptions, trials and evaluations constituting the heart of an iteration within the 
design refinement loop allows the engineers to acquire knowledge, to organize it, and 
to gradually converge toward what will become the detailed solution [18]. 
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In this paper, our case study is restricted to a few design parameters and focuses on 
the equilibrium requirement for the power lift gate. The design parameters are X = 
[xMB, yMB, xNL, yNL] i.e. the 2D coordinates of the electric cylinder fixation points M 
(on the car body) and N (on the lift gate). The equilibrium requirement is related to 
four constraints previously identified in the analysis based on SysML: 

CΔF: “The additional force value ΔF required to maintain the lift gate static equilib-
rium is inferior to some threshold level (ΔFmax)”. ΔF refers here to the force ΔF de-
fined as Fcyl = Fspring + ΔF, where Fcyl is the cylinder force required to maintain the 
static equilibrium and where Fspring is the force of the spring within the power cylinder 
used to reduce the power of the electrical motor; 

CL: “The electric cylinder length L is within the interval [Lmin, Lmax] related to the 
aperture angle of the lift gate”; 

CM: “The car body fixation point M is within a specified area”; 
CN: “The lift gate fixation point N is within a specified area”. 

Following formal computations guided using causal ordering techniques, all the con-
straints are expressed as functions of the design parameters, and the text file required 
as input of the interval CSP solver is so obtained. The preliminary design of the 
power lift gate then consists in using the interval solver outputs to understand the 
influence of the opening angle on the position of fixation points and to perform a 
(possibly iterative) refinement by selecting an area in the solution space. 

 

  
(a) θ=0° (b) θ=0° (c) θ=0° 

  
(d) = (a)∩(b)∩(c) (e) M in (xMB,yMB) (f) N in (xNL,yNL) 

Fig. 12. Interval CSP outputs (a to f) 

Fig. 12 (a-d) illustrates the influence of the opening angle on the solution set. This 
corresponds to a preliminary study before an exhaustive search for all the opening 
angles. Focusing on an area in the search space corresponds to the refinement related 
to the preliminary design process. The reduced search area allows a more precise 
exploration while preserving a reasonable computation time. The proposed refinement  
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iteration aims at being reproduced all along the preliminary design process in order to 
converge toward the solution set, Fig. 12 (e,f), that will be kept to initiate the detailed 
design of the power lift gate. 

4 Conclusions 

In this paper we have presented a proven solution for a global multi-domain con-
straints-based preliminary design supported by a robust design methodology in con-
formance with ISO IEEE 15288 System Engineering Standard. This solution, based 
on three interactive design environments (SysML, Topological modelling and Inter-
vals analysis) and illustrated by a mechatronic example, processed with a unique set 
of key parameters, demonstrates the power of collaborative engineering in model-
based design. 

SysML allows one to define the high-level relationships between requirements and 
functional, structural and operational architectures of a system, but lacks detailed 
semantics to capture some domain-specific properties, for instance, geometry for 
mechanics. 

For this reason, the chosen modelling method based on a topological representation 
of the whole system, allows one to generate all multi-physical equations, including 
geometrical parameters. This approach will improve the global optimization of both 
geometrical and physical parameters. 

Then, a refinement methodology based on a sequential decision process and on a 
declarative statement of constraints is shown to be well supported by the interval CSP 
paradigm. The use of an interval solver illustrates both the methodological interest in 
using such tools for preliminary design purposes as well as the need to improve their 
scalability. This will be the subject of future works. 

Although all those design activities may probably be conducted with a unique lan-
guage such as Modelica, the interoperability of dedicated tools (Artisan or TopCased 
for SysML, RealPaver for CSP…) has been chosen for their efficiency. 

As a result, Model-Based System Engineering simplifies the development of 
mechatronic and other multi-domain systems by providing a common approach for 
design and communication across different engineering disciplines. 
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Abstract. Agent-Based Modeling and Simulation (ABMS) offers many  
advantages for dealing with and understanding a great variety of complex sys-
tems and phenomena in several application domains (e.g. financial, economic, 
social, logistics, chemical, engineering) allowing to overcome the limitations of 
the classical and analytical modelling techniques. However, the definition of 
agent-oriented models and the use of the existing agent-based simulation plat-
forms often require advanced modelling and programming skills, thus hindering 
a wider adoption of the ABMS mainly in those domains that would benefit 
more from it. To promote and ease the exploitation of ABMS, especially among 
domain experts, the paper proposes the jointly exploitation of both Platform-
Independent Metamodels and Model-Driven approaches by defining a  
Model-Driven process (MDA4ABMS) which conforms to the OMG Model-
Driven Architecture (MDA) and enables the definition of Platform-Independent 
simulation Models from which Platform-Dependent simulation Models and  
the related code can be automatically obtained with significant reduction of  
programming and implementation efforts. 

Keywords: Agent-based Modeling and Simulation, Model-driven Develop-
ment, Model-driven Architecture, Platform-independent Simulation Models. 

1 Introduction 

Approaches which combine agent-based modeling with simulation make it possible to 
support not only the definition of the model of a system at different levels of com-
plexity through the use of autonomous, goal-driven and interacting entities (agents) 
organized into societies which exhibit emergent properties, but also the execution of 
the obtained model to simulate the behavior of the complete system so that knowledge 
of the behaviors of the entities (micro-level) produces an understanding of the overall 
outcome at the system-level (macro-level). 

Despite the acknowledged potential of Agent-Based Modeling and Simulation 
(ABMS) for analyzing and modeling complex systems in a wide range of application 
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domains (e.g. financial, economic, social, logistics, chemical, engineering) [30], these 
approaches are slow to be widely used as the obtained agent-based simulation models 
are at a too low-abstraction level, strongly platform-dependent, and therefore not easy 
to verify, modify and update [17, 22, 28]; moreover, significant implementation ef-
forts which are even more for domain experts, typically lacking of advanced pro-
gramming skills, are required [30]. In particular, agent-based simulation models can 
be currently obtained mainly through either direct implementation or manual adaption 
of a conceptual system model for a specific ABMS platform. The former approach 
inevitably suffers from the limitations and specific features of the chosen platform, 
whereas the latter requires additional adaptation efforts, the magnitude of which in-
creases depending on the gap between the conceptual and implementation models of 
the system. 

To overcome these issues, solutions based on approaches well-established in con-
texts other than the ABMS can be exploited; in particular: (i) approaches based on 
Platform-Independent Metamodels, which enable the exploitation of more high-level 
design abstractions in the definition of Platform-Independent Models and the subse-
quent automatic code generation for different target platforms [1]; (ii) Model-Driven 
approaches, which enable the definition of a development process as a chain of model 
transformations [4]. Therefore, some solutions for the ABMS context currently ex-
ploit either the approach based on Platform-Independent Metamodels [3, 21, 30] or 
that based on Model-Driven [18, 22, 28]. The former approach makes available in this 
context the benefits of exploiting the high level abstraction typical of Platform-
Independent Models which also enables the exchange of models regardless of the 
specific platform used for the simulation; in addition, Platform-Independent Models 
can be reviewed by domain experts working on different target platforms (possibly on 
the basis of the simulation result obtained), and then shared with other domain ex-
perts. The latter approach enables the definition of complete and integrated processes 
able to guide domain experts from the analysis of the system under consideration to 
its agent-based modeling and simulation. In fact, according to the Model-Driven pa-
radigm, the phases which compose a process, the work-products of each phase and the 
transitions among the phases in terms of model transformations are fully specified; in 
addition, as the Model-Driven paradigm makes it possible the automatic code genera-
tion from a set of (visual) models of the system, the focus can be geared to system 
modeling and simulation analysis rather than to programming and implementation 
issues. 

Under these considerations, this paper proposes the jointly exploitation of both 
Platform-Independent Metamodels and Model-Driven approaches as a viable solution 
able to fully address the highlighted issues so to promote a wider adoption of the 
ABMS especially in those domains that would benefit more from it. In particular, the 
paper proposes a Model-Driven process [4] able to guide and support ABMS practi-
tioners in the definition of Platform-Independent Models starting from a conceptual 
and domain-expert-oriented modeling of the system without taking into account  
simulation configuration details. The proposed process conforms to the OMG  
Model-Driven Architecture (MDA) [32] and then allows to (automatically) produce 
Platform-Specific simulation Models (PSMs) starting from a Platform-Independent 
simulation Model (PIM) obtained on the basis of a preliminary Computation Indepen-
dent Model (CIM). 
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The remainder of this paper is organized as follows: available ABMS languages, 
methodologies and tools are briefly discussed along with the main drawbacks which 
still hinder their wider adoption (Section 2), the proposed MDA-based process for 
ABMS (MDA4ABMS) is presented (Section 3) and then exemplified (Section 4) with 
reference to a popular problem (the Demographic Prisoner’s Dilemma) able to 
represent several social and economic scenarios. Finally, conclusions are drawn and 
future works delineated. 

2 ABMS: Languages, Methodologies and Tools 

Several approaches have been proposed to support the definition of agent-based mod-
els and/or their implementation for specific simulation platforms; in the following, 
these approaches, grouped on the basis of the main features they provide, are briefly 
discussed and their main drawbacks, which still hinder their wider adoption, are high-
lighted. 

1. Agent-based Modeling and Simulation Platforms. ABMS platforms, which also 
provide a visual editor for defining simulation models and, in particular, for specify-
ing agent behaviours, as well as semi-automatic code generation capabilities, are cur-
rently available, e.g. Repast for Python Scripting (RepastPy) [11], Repast Simphony 
(Repast S) [29], the Multi-Agent Simulation Suite (MASS) [19], Ascape [35], SeSAm 
[25], and Escape [3]. 

Although the existing ABMS tools attempt to offer comfortable modeling and si-
mulation environments, their exploitation is comfortable only when used for simple 
models. In fact, to model complex systems where basic behavior templates provided 
by the tools must be extended, significant programming skills are essential. Moreover, 
as these tools do not refer to any specific ABMS process, their use is mainly based on 
the extension and refinement of the examples and case studies provided, thus limiting 
such platform-dependent models to lower levels of abstraction and flexibility. Finally, 
the agent models adopted are often purely reactive and do not take into account orga-
nizational issues. 

2. Agent-based Modeling Languages. Agent modeling languages, mainly coming 
from the Agent-Oriented Software Engineering (AOSE) domain, can be exploited for 
a clear, high level and often semantically well-founded definition of ABMS models; 
some of the wider adopted proposals are the Agent-Object-Relationship (AOR) Mod-
eling [42], the Agent UML (AUML) [5], the Agent Modeling Language (AML) [10] 
and the Multi-Agent Modelling Language (MAML) [20]. 

These languages, which do not refer to a specific modeling process, are high-level 
languages based on graphical and, in some cases, easily customizable notations. Their 
capabilities make them more suitable as languages for depicting models than as pro-
gramming languages. Moreover, compared to the models offered by agent-based si-
mulation toolkits, the agent models expressed by these languages are richer, both at 
micro (agent) and macro (organization) levels. However, the definition of these agent 
models often requires advanced modeling skills and the transition from the produced 
design models to specific operational models must be often manually performed; this 
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task, in absence of tools enabling (semi)automatic transitions, can be quite difficult 
due to the consistent gap between the design and the operational model of the system. 

3. AOSE Processes and Methods for Agent-based Modeling and Simulation. 
Processes and methodologies for the analysis, design and implementation of agent-
based models, can be derived from the AOSE domain and possibly adapted for 
ABMS. Specifically, among the several available AOSE methodologies (such as 
PASSI [13], PASSIM [14], ADELFE [7], GAIA [43] and GAIA2 [44], TROPOS [8], 
SONIA [2], SODA+zoom [27], MESSAGE [9], INGENIAS [36], O-MaSE [16], 
SADDE [39], and Prometheus [34]), some of these, such as GAIA2 [44], 
SODA+zoom [27] and MESSAGE [9], provide processes, techniques and/or abstrac-
tions which are particularly suited for the ABMS context; moreover, specific ABMS 
extensions of AOSE methodologies can be found in [23, 37, 40]. 

Although these proposals can represent reference methods for guiding domain ex-
perts through the different phases of an ABMS process, only few of them go beyond 
the high level design phase and deal with detailed design and model implementation 
issues. As a consequence, they fail in supporting domain experts in the definition of 
agent-based models which can be directly and effortless executed on ABMS plat-
forms able to fully handle the phases of simulation and result analysis. In fact, the 
adaptation between the models obtained and the target simulation models requires 
significant efforts which are time-consuming, error-prone and demands advanced 
programming skills. 

4. Model-driven Approaches for ABMS. To fully support and address not only the 
design but also the implementation of simulation models on available ABMS plat-
forms, some Model-Driven approaches for ABMS have been proposed [18, 22, 28]. 
However, as they refer to specific ABMS platforms, their exploitation is strongly 
related to the adoption of these platforms (e.g. Repast Simphony for [18], BoxedE-
conomy for [22], MASON for [28]). 

With reference to other MDA-based approaches, which aim to provide a methodo-
logical support for the design of agent-based distributed simulations compliant to the 
High Level Architecture (HLA) [12, 41], in the ABMS context a still debated issue 
[26] concerns the trade-off between the overhead which the HLA layer introduces and 
the provided distribution and interoperability benefits. Specifically, some approaches 
conceive HLA as the PSM level of an MDA Architecture and provide a process for 
transforming a System PIM, based on UML, in a HLA-based System PSM [12]. On 
the contrary, HLA is conceived as the PIM level in [41] where the Federation Archi-
tecture Metamodel (FAMM) for describing the architecture of a HLA compliant  
federation is proposed to enable the definition of platform-independent simulation 
models (based on HLA) and the subsequent code generation phase. 

3 The MDA4ABMS Process 

This section describes the proposed MDA4ABMS process which combines the Mod-
el-Driven approach and the exploitation of Platform-Independent Metamodels so 
making available in the ABMS context the benefits of both exploited approaches. The 
MDA4ABMS process relies on the Model-Driven Architecture (MDA) [32] and the 
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Agent Modeling Framework (AMF) which is proposed in [3] for supporting the plat-
form-independent modeling. 

MDA, which is the most mature Model-Driven proposal launched by the Object 
Management Group (OMG), is based on the process depicted in Figure 1 where three 
main abstraction levels of a system and the resulting model transformations are intro-
duced; in particular, the models related to the provided abstraction levels are the fol-
lowing: 

• a Computation Independent Model (CIM) which describes context, requirements 
and organization of a system at a conceptual level; 

• a Platform-Independent Model (PIM) which specifies architectural and behavioral 
aspects of the system without referring to any specific software platform; 

• the Platform-Specific Models (PSMs) which describe the realization of the system 
for specific software platforms and from which code and other development arti-
facts can be straightforwardly derived. 

Transformations between these models (M1 Layer) are enabled by both the corres-
ponding metamodels in the M2 Layer and the mappings among metamodels. Each 
metamodel is defined as instance of the meta-metamodel represented in the M3 Layer 
by the Meta Object Facility (MOF) [31]. 

The MDA process provides the reference architecture for supporting the generation 
of target models given a source model as well as the mapping between its metamodel 
and the target metamodels. To exploit the MDA process in the ABMS domain and 
obtain agent-based models for specific platforms starting from a platform-independent 
model, the basic MDA concepts, which have been specifically conceived for the 
Software Engineering domain, have to be mapped into the ABMS counterparts. 

To address these issues, the proposed MDA4ABMS process characterizes the fol-
lowing items (which are highlighted in Figure 1): (i) a reference CIM metamodel for 
the definition of CIMs which supports the agent-based conceptual system modeling 
carried out through both abstract and domain-expert oriented concepts (see Section 
3.1); (ii) a PIM metamodel for the definition of Platform-Independent ABMS Models 
(See Section 3.2); (iii) mappings among these metamodels so to enable ABMS model 
transformations (see Section 3.3). The solution identified for the PIM level allows the  
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automatic generation of PSMs and the related code for several popular ABMS plat-
forms [3, 29, 35]; on the basis of the provided PIM metamodel, other PSM metamo-
dels for the definition of PSM models can be defined for other and new simulation 
platforms. 

3.1 The CIM Metamodel 

The CIM metamodel of the MDA4ABMS process is defined by adopting for the be-
havior of agents a light and task-based model which combines the strengths of several 
well-known, task-based agent models [6]. This metamodel is quite general and plain, 
as required by the abstraction level for which it has been conceived, but powerful 
enough for representing, at a conceptual level, a great variety of systems in typical 
ABMS domains. 

In particular, the CIM metamodel reported in Figure 2 is centered on the concept of 
Agent. An Agent, which is situated in an Environment constituted by Resources, is 
characterized by a Behavior and a set of Properties. Agents can be organized into 
Societies which in turn can be organized in sub-societies. A Behavior is composed by 
a set of Tasks organized according to Composition Task Rules which define 
precedence relations between Tasks. Each Task, which can act on a set of environ-
ment’s Resources, is structured as an UML 2.0 Activity Diagram which consists of a 
set of linked Actions that can be either Control Flow (pseudo) actions (i.e. start, end, 
split, join, decision, merge, sequence) or Computation and Interaction actions  
(i.e. outgoing or incoming signals). 
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Fig. 2. The CIM metamodel 

3.2 The PIM Metamodel 

The definition of a PIM metamodel, able to represent a reference metamodel for the 
definition of Platform-Independent ABMS Models from which different Platform 
Specific Models (PSMs) can be derived, results in a challenging, long-term standardi-
zation process which should also take into account the features of the main ABMS 
platforms. A more practical solution can be based on the exploitation of the Agent 
Modeling Framework (AMF) [3] which is meant to provide a reference representation 
of platform-independent models that can be used to generate simulation models for 
widely adopted ABMS platforms. In particular, by using the AMF approach, PIM 
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models can be defined through a hierarchical visual editor and represented by XML 
documents [38] which are exploited for the generation of PSMs and related code. 

Starting from the AMF proposal, the PIM metamodel of the MDA4ABMS process 
(see Figure 3) has been effortlessly defined. This metamodel is centered on the con-
cept of (Simulation) Context (SContext) which represents an abstract environment in 
which (Simulation) Agents (SAgents) can act. An SAgent is provided with an internal 
state consisting of a set of SAttributes, a visualization style SStyle, and a group of 
AActs (AGroup) which constitute its behavior. An AAct is characterized by an Execu-
tion Setting which establishes when its execution can start, its periodicity and its 
priority. 

SContexts, which are themselves SAgents, can be organized hierarchically and con-
tain sub-SContexts. SAgents in an SContext can be organized by using SProjections 
which are structures designed to define and enforce relationships among SAgents in 
the SContext. In particular, a SNetwork projection defines the relationships of both 
acquaintance and influence between SAgents whereas SGrid, SSpace, SGeography 
and SValueLayer projections define either the physical space or logical structures in 
which the agents can be situated. 
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Fig. 3. The PIM metamodel 

3.3 From CIM to PIM 

With reference to an MDA-based process, a target model can be obtained by trans-
forming a source model (M1 Layer in Figure 1) on the basis of the mapping between 
the source and target metamodels (M2 Layer in Figure 1). To this end, to enable the 
definition of instances of concepts of the target metamodel from instances of concepts 
of the source metamodel, mapping rules among the corresponding concepts along 
with additional guidelines should be provided [24, 32]. 

This section, which deals with the mapping between the CIM and PIM metamodels 
(see Section 3.1 and 3.2) of the MDA4ABMS process, provides the mapping rules 
(Section 3.3.2) and some guidelines (Section 3.3.3) enabling to transform the CIM 
entities into PIM entities by taking into account specific aspects (see Section 3.3.1) of 
the AMF-based PIM metamodel. The subsequent generation of several PSMs (and 
code for the related ABMS platforms) from the obtained PIM can be then easily car-
ried out by the visual and Eclipse-based modelling environment provided by the AMF 
framework [3]. 
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3.3.1 Main Aspects of an AMF-Based PIM 
Some main aspects have to be considered in the definition of an AMF-based PIM; in 
this section, the focus is on those which are relevant since they affect the simulation 
execution of the derived PSMs and which, in particular, concern the proper definition 
of the Execution Setting of an AAct, and the exploitation of SAttributes to enable 
communication among SAgents (see Figure 3). 

An AMF-based PIM is defined according to a time-stepped driven simulation ap-
proach (the simulation time is incremented in fixed steps) [30], in which, at each si-
mulation step t, a set of AAct instances which can be executed and their execution 
order are defined. Specifically, in a step t: (i) for each AAct, belonging to the AGroup 
of an SAgent SA, the number of its instances depends on the number of SA instances; 
(ii) the AAct Execution Settings determine the AAct instances to be executed and 
their execution order. 

The Execution Setting of an AAct is characterized by the tuple <startingTime, pe-
riod, priority> where: 

• startingTime is the first simulation step at which the instances of the AAct are to 
be executed; 

• for each instance of the AAct, period is the number of simulation steps which 
must elapse between two subsequent executions; 

• in a simulation step the priority value affects the execution order of the enabled 
AActs instances (an AAct is enabled at the simulation step t if t is equal to the 
AAct startingTime which is incremented by a multiple of its period). 

In a simulation step t all enabled AAct instances (regardless of whether they belong to 
a specific SAgent instance) belong to the same set, Enabled(t), from which the AActs 
are scheduled for execution on the basis of their priority (see Figure 4). As a conse-
quence, the AAct Execution Settings have to be properly defined to guarantee right 
execution order between AAct instances of both the same SAgent instance (intra-agent 
AAct interleaving) and different SAgent instances (inter-agent AAct interleaving). 

Moreover, in defining the AAct Execution Settings, the different AAct types 
should be also considered (see Figure 3). In particular, AActs of type AInitialize are 
executed once and before any other AAct of the SAgent (starting Time and period are 
both fixed to 0), AActs of type ARule are executed once at each iteration (starting 
Time and period are both fixed to 1), no fixed settings are associated to AActs of the 
ASchedule and APerform types as ASchedule supports periodicity greater than that of  

 
ActScheduling (t) { 
   AAI = Enabled(t); /* Enabled(t) returns the set of enabled AAct instances at t */ 
   while (not empty AAI) { 
          MPE = maxPriorityEnabled(AAI) ; /* maxPriorityEnabled(AAI) returns a set  
                                       consisting of the AAct instances with maximum priority in AAI */ 
          AAI = AAI - MPE; 

                while (not empty MPE) { 
    aa = randomGet(MPE); /* randomGet(MPE) returns an AAct instance randomly  
                                             chosen in (and removed from) MPE */   

    execute (aa); 
          }       
   }     
} 

Fig. 4. Execution of an AMF-based simulation step 
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a single iteration, whereas AActs of type APerform, in each iteration in which they are 
scheduled, are over and over again executed until their escape conditions are met. 

With respect to the communication among SAgents, since the SAttributes of an 
SAgent can be freely accessed by all the instances of the SAgent, and the SAttributes 
of an SContext by all the instances of all the SAgents in the SContext, communication 
among instances of the same SAgent (intra-agent communication) can exploit SAgent 
SAttributes whereas communication among instances of different SAgents (inter-
agent communication) can be enabled by SContext SAttributes. 

Finally, the design of SAgent communications should take into account how ran-
dom choices among the enabled AAct (see Figure 4) affect the values of the SAttri-
butes on which the communication is based. 

3.3.2 Mapping from CIM to PIM Metamodels: Mapping Rules 
The automatic generation of a PIM starting from a given CIM is enabled by the 
QVT/R-based representation of mapping rules [32, 33]. Specifically, due to the dif-
ferent abstraction level between the concepts of the reference CIM and PIM metamo-
dels (see Section 3.1 and 3.2), the mapping rules introduced in this Section along with 
the QVT/R-based representation allow to obtain a preliminary PIM which needs to be 
refined by applying additional guidelines (see Section 3.3.3). 

The preliminary transformation of a CIM into a PIM, which involves the definition 
of instances of concepts of the PIM metamodel from instances of concepts of the CIM 
metamodel by exploiting the mapping rules among the corresponding concepts, con-
sists in the following steps which are listed in the order they should be performed: 
R1. each Society is transformed into a Simulation Context (SContext) and any en-
closed Society into a (sub)SContext of the corresponding enclosing Society; SAttri-
butes of each SContext are, then, originated by the Properties of the corresponding 
Society; 

R2. each Agent belonging to a Society is transformed into an SAgent of the corres-
ponding SContext, generating the SAgent SAttributes on the basis of the Agent Prop-
erties, and introducing the SAgent AGroup which groups the AActs constituting its 
behavior; 

R3. on the basis of the set of Resources, which compose the Environment in which 
Agents are situated, a set of SProjections, whose types (SNetwork, SGrid, SSpace, 
SGeography, SValueLayer) depend on the characteristics of the mapped Resources, 
are then introduced in the corresponding SContext; 

R4. AActs associated to each SAgent are to be defined on the basis of the behavior of 
the corresponding Agent which is composed by a set of Tasks organized according to 
Composition Task Rules; this transformation is not direct as requires to take into ac-
count the specific aspects of both an AMF-based PIM (see Section 3.3.1) and the 
simulation scenarios to be represented; 

R5. Actions which constituted the Tasks mapped into an AAct have to be properly 
realized by exploiting the wide set of predefined functions provided by AMF [3]. 

With reference to the above introduced rules, in the following, some guidelines are 
provided which address some relevant issues related to: (i) the different communica-
tion mechanisms adopted by CIM and PIM metamodels, the former based on  



122 A. Garro, F. Parisi, and W. Russo 

incoming and outgoing signals (see Section 3.1), and the latter on shared SAttributes 
(see Section 3.3.1); (ii) the setting of both AAct Execution Settings and related AAct 
types which have to ensure compliance with the Composition Rules of the correspond-
ing Tasks. Moreover, AAct Execution Settings and related AAct types should also be 
set to guarantee intra and inter-agent AAct interleavings (see Section 3.3.1) which 
adhere to the simulation scenarios under consideration. 

The QVT/R-based representation of the above introduced  mapping rules is exem-
plified in Figure 5 where the rule R2 for transforming an Agent into an SAgent is 
reported by using the QVT/R graphical notation [33]. 

a:  A gent

   instances = x

<<domain>>
s a: SAgent

sat: SAttribute

  at name = pn
atvalue  = av

<<domain>>

c im : CIMM pim : PIMM

C E

when

where

CIMtoPIM(cim, pim)

PropertyToSAttribute(p, sat)
BehaviorToAGroup(b, ag)

AgentToSAgent

b: Behavior ag: AGroupp: Property

pname = pn
pvalue = pv

 

Fig. 5. The QVT/R graphical notation: rule R2 

3.3.3 Mapping from CIM to PIM Metamodels: Guidelines 
Beside the above introduced mapping rules among concepts of the source and target 
metamodels, further support for CIM to PIM transformation can be provided through 
guidelines which take into account not only the different abstraction level of the con-
cepts in the metamodels but also the main aspects related to the simulation execution 
model of an AMF-based PIM (see Section 3.3.1). In particular, these guidelines pro-
pose viable solutions for guiding the choice among the mapping alternatives which 
often characterize the transformation process from a conceptual level (CIM) to a less 
abstract level (PIM) typically relying on a simulation execution model. In the follow-
ing some of these guidelines are proposed and exploited in Section 4: 

G1. A set of Tasks of an Agent which, according to the Composition Task Rules, can 
be grouped in a sequence of Tasks and in which Tasks are related by Actions of the 
Interaction type (i.e. the involved Tasks send/receive messages to/from the other 
Tasks in the sequence) can be mapped in a single AAct of an SAgent. The interactions 
among the involved Tasks are then modeled by accessing and modifying the properly 
introduced SAttributes of the SAgent. 

G2. In case of Tasks which should be executed at the same simulation steps, the 
Execution Setting of the resulting AActs must have the same startingTime and period 
whereas priorities must be properly set according to the task organization specified by 
the Composition Task Rules. 

G3. The SAttributes of an SContext should be properly defined not only for mapping 
the Properties of the corresponding Society but also for supporting interactions among 
different SAgents belonging to the SContext. 
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G4. Tasks (or group of Tasks) that must be executed at every simulation step are 
mapped into ARules, except for Tasks containing a Do-While loop which should be 
mapped into APerforms. Tasks that must be executed with a periodicity different from 
a single simulation step should be mapped into ASchedule; finally, Tasks that must be 
executed once before any other Tasks should be mapped into AInizialize (an AAct of 
type AInitialize should nevertheless be provided for setting the SAttributes). 

4 Exploiting the Proposed MDA-Based Process 

In this section, the MDA4ABMS process is exemplified with reference to the well-
known Demographic Prisoner’s Dilemma which was introduced by Epstein in 1998 
[15] and is able to represent several social and economic complex scenarios in which 
interesting issues regard the identification of starting configurations and conditions 
that allow initial populations to reach stable configurations (in terms of both density 
and geographic distribution). Specifically, in these scenarios k players are spatially 
distributed over an n-dimensional toroidal grid. Each player is able to move to empty 
cells in its von Neumann neighborhood of range 1 (feasible cells), is characterized by 
a fixed pure strategy (c for cooperate or d for defect) and is endowed with a level of 
wealth w which will be decremented or incremented depending of the payoff earned 
by the player in each round of the Prisoner’s Dilemma game played during its life 
against its neighbors [15]. The player dies when its wealth level w becomes negative, 
whereas, when w exceeds a threshold level wb, an offspring can be produced with 
wealth level w0 deducted from the parent and plays using the same strategy as the 
parent unless a mutation (with a given rate m) occurs. A player also dies if its age 
exceeds a value agemax randomly fixed at the player creation. 

4.1 The CIM Model 

For the Demographic Prisoner’s Dilemma, the CIM model envisages a DPDGame 
Society of k Player Agents which are situated in an Environment which includes a 
Grid Resource constituted by an n-dimensional toroidal grid. Main Properties of the 
DPDGame Society are Prisoner’s Dilemma payoffs, initial and threshold wealth levels 
(w0, wb), and mutation rate (m), and those of the Player Agent are its wealth level w, 
age, and strategy. The Behavior of the Player Agent is obtained by composing the set 
of Tasks reported in Table 1 according to the Composition Task Rules shown in  
Table 2; corresponding UML Activity diagrams are reported in Figure 6. 

4.2 The PIM Model 

In this section, the transformation from the defined CIM to a PIM is detailed with 
reference to a simulation scenario where all players are required to play exactly one 
round in a simulation step. 

The transformation from the CIM to a PIM is enabled by the mapping between the 
CIM and PIM metamodels (see Sections 3.3.2, 3.3.3) which originates: the 
DPDGame SContex from the DPDGame Society (rule R1), the Player SAgent from 
the Player Agent (rule R2), the GameSpace SProjection from the Grid Resource  
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(rule R3), the Acts (with their related Execution Settings) associated to the Player 
SAgent from the Tasks and associated Composition Task Rules composing the Beha-
vior of the Player (rule R4). 

Table 1. Indentified tasks 

Task Id Task Name Description 

T1 Walk The player can move to a feasible cell of the Grid. 

T2 Challenge 
If the von Neumann neighborhood (of range 1) of the player is not empty the 
player communicates its strategy to its randomly selected opponent player. 

T3 Update Age The player age is incremented by 1. 

T4 Fission 

If the player’s wealth level w is greater than the threshold wb a new child 
player can be created in a feasible cell of its parent and endowed with w0 and 
the same strategy of the parent (unless a mutation with rate m occurs). The 
wealth level of the parent player is decremented by w0. 

T5 Die 
If the wealth level of the player is negative or its age is greater than agemax the 
player is removed from the Grid. 

T6 Accept Dare 
When the strategy of an opponent player is provided the player strategy is 
communicated to the opponent and the earned payoff is added to the player’s 
wealth level.  

T7 
Update Wealth 

Level 
If the strategy of an opponent player is provided the earned payoff is added to 
the player’s wealth level 

 

Select an available cell in the
von Neumann neighborhood

of range 1

Move to the
selected cell

[else]

[available
cell  found]

Die

[else]

[ wealth <0 ||
age > max age]  

(T1) Walk  (T5) Die 

Select an opponent  player
in th von Neumann

neighborhood of range 1

[else]

[opponent
player found]

Send my Strategy
to the opponent  player  

Receive the Strategy
of an opponent player

Update
Wealth Level

Send my Strategy
to the opponent  player

 
(T2) Challenge  (T6) Accept Dare 

Increment age
by one

 
Receive the Strategy

of an opponent  player

Update
Wealth Level

 
(T3) Update Age (T7) Update Wealth Level 

Select an available cell in
the von Neumann

neighborhood of range 1

Create a new
Player Agent

Set the wealth level of the
new agen t to the initial

wealth level  w0

Decrements  my wealth
level of w0

Compute a random value v
belonging to the interval [0,1]

Set the s trategy
of the created
agen t to mine

Mutate strategy of
the created agent

[else]

[ wealth level greater than
repruduction  threshold]

[available
 cell found]

[else]

[v<=mutation rate]

[else]

 
(T4) Fission

Fig. 6. The UML activity diagrams of the Player Agent tasks 
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Table 2. Composition task rules 

Task Id Set of Enabling Tasks 
T1 - 
T2 {T1} 
T3 {T1} 
T4 {T7} 
T5 {T3, T4} 
T6 {T2} 
T7 {T6} 

 

Table 3. Group of acts (AGroup) for the player agent 

AAct AAct Execution Setting Tasks 
Random Walk <1,1, a> T1 
Play Neighbor <1,1, b>, with b<a T2, T6, T7 
Update Age <1,1, c>, with c<a  T3 
Fission <1,1, d>, with d<c & d<b T4 
Die <1,1, e>, with e<d T5 

 

In Table 3 the Acts derived for the Player SAgent along with the associated Tasks 
(see Table 1 and 2) and Execution Settings are reported. As the AMF communication 
mechanism among instances of an SAgent is based on access to the SAttributes of the 
SAgent (see Section 3.3.1), a single AAct (Play Neighbor) is derived from tasks T2, 
T6 and T7 which carried out this kind of communication (guideline G1). Execution 
Settings of the AActs in Table 3 are characterized by both startingTime and period 
equal to one to guarantee that all the Player SAgents perform all their AActs in each 
simulation step, and priorities are set (guideline G2) on the basis of the Compositions 
Task Rules (see Table 2). On the basis of the AAct Execution Setting (see  
Section 3.3.1) in Table 3 the type of AActs is obtained (guideline G4). 

In Figure 7.a an example of a PIM model representation, obtained by exploiting the 
visual and Eclipse-based modelling environment provide by AMF, is reported. More-
over, an AAct of the AInizialize type (Inizialize) has been introduced for setting up 
the SAttributes of the DPDGame SContext and the Player SAgent (guideline G4). In 
Figure 7.b. the definition of the Random Walk and Update Age AActs is reported 
where the actions associated to each AAct are defined by exploiting the wide set of 
functions provided by AMF (rule R5). 

Starting from this definition of the PIM model, AMF is able to automatically gen-
erate the PSM models and the related code for the ABMS platforms which are cur-
rently supported: Repast Simphony [29], Ascape [35] and Escape [3]. The simulation 
of the system can then be executed in a target simulation environment and simulation 
results can be thoroughly analyzed by exploiting several analysis tools (as Matlab, R, 
VisAd, iReport, Jung) which can be directly invoked from the environment. 

 

 
(a) DPDGame model in AMF (b) Random Walk and Update Age AActs 

Fig. 7. The AMF-based PIM model of the DPDGame 
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5 Conclusions 

A wider adoption of the ABMS is still hindered by the lack of approaches able to 
fully support the experts of typical ABMS domains (e.g. financial, economic, social, 
logistics, chemical, engineering) in the definition and implementation of agent-based 
simulation models. In this context, the paper has proposed a solution, centered on the 
joint use of the Model-Driven Architecture and AMF-based Platform-Independent 
Metamodel, which aims to overcome the main drawbacks of available ABMS lan-
guages, methodologies and tools. In particular, the proposed process (MDA4ABMS) 
allows to (automatically) produce Platform-Specific simulation Models (PSMs) start-
ing from a Platform-Independent simulation Model (PIM) obtained on the basis of a 
Computation Independent Model (CIM), thus allowing domain experts to exploit 
more high-level design abstractions in the definition of simulation models and to ex-
change/update/refine the so obtained simulation models regardless to the target plat-
form chosen for the simulation and result analysis. Moreover, the semi-automatic 
model transformations, enabled by the defined metamodels and related mappings, 
ease the exploitation of the proposed modeling notation and process, while the adop-
tion of the standard UML notation and the visual modeling tool provided by AMP 
reduce the learning curve of the process. 

The MDA4ABMS process has been exemplified with reference to the well-known 
Demographic Prisoner’s Dilemma which is able to represent several social and eco-
nomic complex scenarios thus demonstrating the efficacy of the process and the re-
lated tools in supporting domain experts from the definition of conceptual simulation 
models to their concrete implementation on different target ABMS platforms. 

Ongoing research efforts are devoted to: (i) define and extensive experiment a full-
fledged ABMS methodology based on the MDA4ABMS process and able to seam-
lessly guide domain experts from the analysis of a complex system to its agent-based 
modeling and simulation; (ii) look for frameworks different from AMF (e.g. HLA) 
suitable to define PIM metamodels able to support the modeling of simulation scena-
rios with specific requirements such as distribution and/or human participation. 
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Abstract. In this paper, the response of a wind farm consisting of doubly fed 
induction generators when a disturbance occurs on the network is studied. The 
disturbances include occurrence of fault on the network, the sudden change in 
load, loss of transmission line and loss of generation. The influence of generator 
inertial and fault location on the dynamics of the generator is also considered. 
First, the mathematical model comprising the variable speed wind conversion 
system is established. Based on this model, the simulation results describing the 
behaviour of a wind farm consisting of doubly fed induction generators to 
different network disturbances are presented.  

Keywords: Wind Farm, Doubly Fed Induction Generator, Power System, 
Disturbance. 

1 Introduction 

Wind power has proven to be a renewable energy source that is sustainable for 
electricity generation with lower impact on the environment. The rapid development 
in wind energy technology and the reduction in wind power production costs have 
increased its rate of integration into the grid around the world in recent years. At 
present, the wind power growth rate stands at over 20% annually. At the end of 2010, 
global cumulative wind power capacity reached 194.4 GW [1] and it is predicted that 
12% of  the world electricity may come from wind power by the year 2020 [2]. The 
global exponential growth of wind power cumulative capacity in the last 15 years is 
depicted in Fig.1. 

There are various types of wind turbines in use around the world each having its 
own advantages and disadvantages [3]. The most used one is the variable speed wind 
turbine with doubly fed induction generator (DFIG) due to the numerous advantages 
it offers over others [4]. The stator of DFIG is directly connected to the grid while the 
rotor is coupled to the grid through a Pulse Width Modulation (PWM) frequency 
converter. One of the attractive characteristics of this generator is that the converter 
carries only the rotor slip power typically in the range of 10-15% of the generated 
power [5]. The reduced rating of the converter reduces the cost and the power losses, 
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the annual energy capture is in the range of 20–30% higher than the fixed speed wind 
generator [6] . The use of capacitor banks is eliminated because it has both active and 
reactive power control capability which also enhances its contribution to voltage and 
load flow distribution control in the power system. The lower mechanical stress 
imposed by DFIG on the gearbox extends the life span of this expensive device. The 
controllability of the speed makes it possible to use aerodynamic pitch control, which 
effectively limits the generated power during high wind speed periods. Flickers 
caused by the aerodynamic torque oscillation and the wind gust are greatly reduced 
thereby improving the power quality of the network. 

Until quite recently, the power system mainly consisted of the synchronous 
generators. The behaviour and the characteristic of these conventional generators to 
network disturbance are generally well understood by the utility operators. With the 
advent of wind power, induction generator technologies are introduced into the power 
system. This poses a lot of concern to most utility operators as the response of these 
generators to network disturbance is not well understood.  

Most existing literature is focused on the analysis of the behavior of power system 
networks as a result of wind farm integration [4, 7-9]. In this paper, however, the 
behaviour of a wind farm as a result of disturbance in the power system network is the 
subject of study. The study is limited to Wind farm (WF) consisting of variable speed 
DFIGs. 

The rest of the paper is organized as follows; section two presents the model of the 
wind conversion system made of variable speed DFIG. In section three, the system 
under study is described. Simulation results obtained are discussed in section four 
while section five presents the conclusions. 
 

 
Fig. 1. Source: Adapted from [1] 

2 Modelling of DFIG Wind Conversion System 

Wind conversion system (WCS) comprises of the aerodynamic system, the 
mechanical shaft system, electrical system of the induction generator, the pitch 
control system, the speed control system, the rotor side converter controller and the 
grid side converter controller. All these systems are combined together to form a unit 
system of a wind farm as depicted in Fig 2. 
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Fig. 2. Generic model of a DFIG 

2.1 Aerodynamic Torque Model 

Aerodynamic model involves the extraction of useful mechanical power from the 
available wind power. Available wind power is given by 

2 31

2windP R Vρπ=  (1) 

 

where windP , ρ , R  andV are the available power in the wind, air density (kg/m2), 

radius of the turbine blade (m) and the wind speed (m/s) that reaches the rotor swept 
area (m2). The fraction of wind power that is converted to the turbine mechanical 
power mP  is given by 

( )2 31
,

2m pP R C Vρπ λ β=  (2) 

 

where pC  gives the fraction of available wind power that is converted to turbine 

mechanical power, λ and β  are the tip speed ratio and the pitch angle respectively. 

The pC , λ  and β  are related by equation (3)  and (4) [10] 
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Given 1c = 0.5176, 2c = 116, 3c =0.4, 4c = 5, 5c = 21 and 6c = 0.0068 ,the relationship 

between pC  against λ  at various β  is given in figure 3. 

The tip speed ratio is given by (5) 

R t

V

ωλ =  (5) 
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Fig. 3. Relationship between Power coefficient and tip speed ratio at different pitch angle 

The mechanical torque (Nm) developed by the wind power is given by (6) 

( )2 31
,
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ρπ λ β

ω ω
= =  (6) 

where tω  is the turbine speed. 

2.2 Maximum Power Tracking of Variable Speed Wind Turbine 

In the time when the wind speed is in the range of cut-in and rated value, the 
maximum aerodynamic power available in the wind can be capture. The maximum 
power in a mass of wind can be extracted by varying the turbine speed with the 
varying wind speed so that at all times it is on the track of the maximum power curve 
[6]. 

For efficient wind power captured by the variable wind turbine [11], optλ λ= , 

therefore (5) can be re-written as (7) 

opt

R t
V

ω
λ

=  (7) 

substituting  (7) in (2), optimum power can be obtained as (8) which can be re-written 
as (9) 
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Fig 4 depicts the maximum power tracking of a variable speed wind turbine at 
different wind speed. 

 

Fig. 4. Maximum torque tracking of a variable speed wind turbine 

2.3 The Mechanical Shaft System Model 

Adequate model of the mechanical drive train is required when the study involves the 
response of a system to heavy disturbances. It is better to represent the shaft by at 
least two- mass model [12] as show in Fig 5 where the turbine is coupled to the 
generator through a gearbox.  

 

Fig. 5. Two mass model of the mechanical shaft system 

From the figure, the following equations can be derived (10)-(17) 
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1
1 1 1 1

d
Ts K F

dt

θθ= +  and 2
2 2 2 2

d
Ts K F

dt

θθ= −  (13)
 

1 2eqθ θ θ= − , 1 2

1 2

*
eq

K K
K

K K
=

+
 and 1 2

1 2

*
eq

Ts Ts
T

Ts Ts
=

+
 (14)

eq
eq eq eq eq

d
T K F

dt

θ
θ= +  (15) 

eq
t r

d

dt

θ
ω ω= −  (16) 

eq
t r

dθ
ω ω

dt
= −

 
(17) 

where tH , Hg  are the  pu turbine and generator inertia respectively. gJ and TJ are the 

inertia in kgm2. eT is the electromechanical torque developed by the induction 

generator, mT is the pu mechanical torque applied to the turbine by the wind derived 

from (6). 1Ts , 2Ts  , eqT  are the torques developed by the shaft at the low speed side, 

torque developed by the shaft at the high speed side and the equivalent torque 
developed by the shafts respectively. tω and rω are the pu turbine and generator rotor 

speed. 1K , 2K  and eqK are shaft stiffness at low speed side, shaft stiffness at high 

speed side and the total shaft stiffness. 1F , 2F and eqF are the damping coefficient of 

the shaft at the low speed side, high speed side and the  equivalent damping 
coefficient of the shaft respectively. 1θ , 2θ  and eqθ are the angle of twist of the shaft at 

low speed, high speed and the equivalent angle of twist of the shaft respectively. pn is 

the number of pole pairs, n is the gear ratio, gP  is the generator active power,ω  is 

2 fπ where f is the frequency (Hz). 

2.4 Pitch Angle Controller Model 

Pitch angle controller mainly serves the purpose of limiting the generated power to 
the rated power at time of high wind speed. It also limits the speed of the generator 
during heavy disturbances. The pitch controller based  on PI is given by (18) [13]  

( )

( )

1
ref

s

i
ref P ref m

d

dt

k
k P P

s

β β β
τ

β

= −

 = + − 
 

 (18) 

where refβ is the reference pitch control, Pk and ik are the proportional and integral 

parameters of the PI controller, refP is the reference turbine power. 
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Fig. 6. Pitch angle controller 

2.5 Wind Generator Model 

Most wind farms are made of induction generators because they are cheap and robust. 
The dq stator and rotor voltage equations model in generating mode are as follows 
[14, 15]. 

qs s qs qs qsv r i pωλ λ= − − −  (19) 

ds s ds qs dsv r i pωλ λ= − + −  (20) 

( )qr r qr r qr qrv r i pω ω λ λ= − − − −  (21) 

( )dr r dr r qr drv r i pω ω λ λ= − + − −  (22) 

where sr , rr  are the stator and rotor speed resistance, p is 
( ).d

dt
term. 

The equation presented in (19)–(22) is a fifth order model. Third order model is 
obtained by neglecting the transient term in the stator voltage equation. The stator and 
rotor flux equations are 

qs s qs m qrL i L iλ = +  (23) 

ds s ds m drL i L iλ = +  (24) 

qr r qr m qsL i L iλ = +  (25) 

dr r dr m dsL i L iλ = +  (26) 

where sL , rL , mL are the stator, rotor and magnetizing inductance respectively. dsi , qsi  

dri and qri are the stator and rotor d-axis and q-axis current. 

The electromechanical torque, eT developed by the induction generator in pu can 

be derived as (27) 

( )1
e qs dr qr dsT λ λ λ λ

σ
= −  (27) 

where  

2

1 m

r s

L

L L
σ = −  

P

Ki
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Re fP
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max 90β =
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min 0β =

β
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The equation is completed by the mechanical coupling equation in pu between the 
turbine and the generator using two mass model as derived in (10)–(15)   

( )2

1

2
r

e
g

d
Ts T

dt H

ω
= −  (28) 

the active and reactive power generated by the induction generator is given as 

( )3

2s qs qs ds dsP v i v i= +  (29) 

( )3

2s qs ds ds qsQ v i v i= −  (30) 

2.6 Grid Connection of DFIG 

DFIG technology makes use of wound rotor. The stator is directly connected to the 
grid while the rotor is coupled to the grid through a PWM) frequency converter as 
shown in Fig. 7.  

= =

,ref refP Q ,dcref refV Q

=

 

Fig. 7. DFIG with PWM converter control system 

For dynamic study of DFIG, the converter controller model is important. Stator 
flux oriented control is commonly used in the decoupled control of DFIG. 

2.7 DFIG Rotor Side Converter Controller 

The control of the DFIG rotor is done in a synchronous rotating reference frame i.e. 

eω ω=  in equation (18)-(21). The rotor side converter controls the stator active and 

reactive power of the DFIG. By aligning the d-q reference frame in the stator flux 
reference frame as in figure 8 [16], then 0dsv = qs sv v= , ds sλ λ= and 0qsλ = . 

From (25) and (26) 

m
qs qr

s

L
i i

L
= −  (31) 
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eq

sq

eθ
eω

sλ

sd

ed

 

Fig. 8. Stator flux vector orientation along the rotating reference frame 

Substituting (31) in (29) and (30) with vector control and re-arranging, we obtain (32) 
and (33) 

*3

2
m

s s qr
s

L
P v i

L
= − (32) 

2
*3

2
s

s s m dr

s s

v
Q v L i

L ω
= −

 
 
 

 (33) 

The rotor voltage equation governing the active and reactive power control can be 
obtained by rearranging equation (19)–(26) and is given by (34) and (35) 

dr r dr r dr e r r qr

d
v r i L i ( )( L i )

dt
= + σ − ω − ω σ (34) 

m
qr r qr r qr e r r dr e r ds

s

Ld
v r i L i ( ) L i ( )

dt L
= + σ + ω − ω σ + ω − ω λ

 
(35) 

Where 

2
m

r s

L
1

L L
σ = −  

Equations (34) and (35) can be rewritten as (36) and (37) to form the decoupled 
control of active and reactive power. 

( ) ( )* *di
dr dp dr dr e r r qr

k
v k i i L i

s
ω ω σ = + − − − 

 
 (36) 

( ) ( )* * ( )qi m
qr qp qr qr e r r dr s

s

k L
v k i i L i

s L
ω ω σ λ

 
= + − − − − 
 

 (37) 

where, dpk , dik  are the PI proportional and integral constant for the d-axis for the 

control of reactive power while  gain qpk , qik  are the PI constant for controlling the 

active power. *
qri and *

dri are the reference current for the active and reactive power 
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respectively. *
drv and *

qrv are the d-q reference voltage which will be converted to a-b-c 

frame to generate command for the rotor end PWM converter. The block diagram is 
shown in figure 9. 

 

Fig. 9. Rotor side Controller system 

2.8 DFIG Grid Side Converter Controller 

The main objective of grid side controller is to maintain the dc link between the back 
to back PWM converters at constant voltage irrespective of the direction of power 
flow [14]. The voltage for the  grid side converter is represented by (38) [17] 

as as as a1

bs bs bs b1

cs cs cs c1

v i i v
d

v r i L i v
dt

v i i v

       
       = + +       
              

 (38) 

The d-q transformation of equation  (38) yields (39) 

1

1

q
q q e id q

d
d d e iq d

di
v Ri L L v

dt
di

v Ri L L v
dt

ω

ω

= + + +

= + − +
 (39) 

Re-arranging (39) with 0qsv = , the governing voltage equation for the grid side 

converter can be obtained as (40) 

( )

( )

* *1
1 1

* *2
1 2

i
q p q q e id

i
d p d d e iq d

k
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where 1pk , 1ik are the q axis PI proportional and the integral constant 2 pk , 2ik are the d 

axis PI proportionality and integral constant respectively. *
1qv and *

1dv  are the reference 

voltages that generate the command for the grid side PWM converter after conversion 
to abc frame. *

qi  is derived from the  grid reactive power error while *
di is derived 

from the dc link voltage error as shown in Fig.10. 
Applying the grid voltage oriented control i.e. aligning the d axis of the reference 

frame along the grid voltage vector, then 
qv 0= .

 
Hence, active and reactive power can be written as (41) and (42)

                                                      
 

g d d

3
P v i

2
=  (41) 

g d q

3
Q v i

2
= −  (42) 

The reactive power can be controlled by the qi  of the grid side converter. The energy 

stored in the dc link can be written as (43).
                                                

 

2

dc

1
cv

2
 (43) 

Where c and dcv are the dc link capacitor and voltage respectively 

dc dc g r

d
cv v P P

dt
= −  (44) 

g r
dc og or

dc dc

P Pd
c v i i

dt v v
= − = −  (45) 

where 

d
og d

dc

v3
i i

2 v
=

 

d

2
dc

v m

v 2
=  (46) 

where mis the modulation factor which gives the ratio of grid voltage to the dc bus 
voltage [18]. 

dc d or4

d 3m
c v i i

dt 2
= −  (47) 

Hence, di can be used for the control of dc bus voltage.  
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Fig. 10. Grid side controller system 

2.9 Protection of Converter (Crowbar Protection) 

High currents due to a fault close to the generator can damage the rotor side 
converter. To avoid any damages, the rotor side converter is bypassed when the rotor 
current exceeds a predetermined limit. To achieve this, an additional resistance 
otherwise known as “crowbar” is connected to the rotor circuit. The thyristors are 
turned on when the rotor current exceeds its preset value. The rotor circuits are then 
short-circuited by the crowbar and it shunts away the rotor overcurrent. Fig 11 shows 
a crowbar protection system where crr is the additional resistance added for crowbar 

protection. The rotor remains connected to the crowbar until the fault is cleared. 
When crowbar protection is initiated as a result of rotor current exceeding the set 

limit, then dr qrv v 0= = , hence the DFIG operates as normal singly fed induction 

generator. 

 

Fig. 11. Crowbar protection circuit 

From the diagram the rotor voltage equation (21) and (22) will be modified to (48) 
and (49) 
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( ) ( )r c dr dr e r qr

d
0 r r i

dt
= + + λ − ω − ω λ  (48) 

( ) ( )r c qr r e r dr

d
0 r r i q

dt
= + + λ − ω − ω λ  (49) 

2.10 Wind Farm Model 

Combinations of several WCS constitute a WF and simulation of complete wind farm 
with large numbers of WCS will be computationally intensive without much 
difference in the assessment. Aggregate model reduces simulation time required by 
detailed multi turbines system [19-21].The objective is to represent a large wind farm 
with many WCS by a single turbine system[22]. The following criteria must be 
fulfilled when reducing a large wind farm into an aggregate model assuming a regular 
wind distribution [19, 22] 

1. The MVA rating of the equivalent WF wfS is the sum of individual MVA rating of 

the WCS 
n

wf i
i 1

S S
=

=  (50) 

where 
iS is the MVA rating of WCS, i and n are the numbers of WCS in the WF 

2. 
n

wf i
i 1

P P
=

= (51) 

Where wfP is the electric power supplied by the equivalent WF, iP is the electric 

power supply by thi WCS. 

3. The dynamics of the wind generators are given by the slope of the P Q−
characteristics of the induction generator. 

n

i 1wf i

dQ dQ

dP dP=

=  (52) 

Where 
wfdQ / dP is the P Q− characteristic of the equivalent WF and idQ / dP is the 

thi P Q− characteristic of the WCS. 

3 System under Study 

The system considered for the study is shown in Fig. 12. It consists of 110MW, 
50MVAR synchronous generator (SG) connected to bus 4 through a 20/400kV 
transformer.  
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Fig. 12. The system under study 

The wind farm (WF) is made up of 40 wind turbines of 2MW, 0.69kV each 
modelled as an aggregate wind turbine. It is assumed that the wind farms are located 
far from the point of common connection (PCC) where the wind resources are 
abundantly located as the case for most real wind farms. The WF is connected to the 
PCC through two 20km line (to allow disconnection of a line) and 69/20KV 
transformer. The WF is feeding a 60MW, 25MVAR local load connected to bus2 
(B2). Another 100MVA, 30MVAR load is connected to the high voltage bus (B4). 
The whole system is connected to a strong grid through a two 400kV, 100km 
transmission lines. 

4 The Simulation Results and Discussions 

Different scenarios were created to get an insight into the response of WF to 
disturbances from the grid. First, the response of the wind farm was studied when 
there is a step change of 20% in the local load connected to B2 at 1s. The results with 
the rotor controller in place and out of place are depicted in Fig 13. From the figure it 
can be observed that with the controller in place, the active power (the negative values 
indicate a power injected into the grid) and the electrical torque are immediately 
returned to the pre-disturbance level. The step increase in the local load resulted in a 
dip in the terminal voltage and an increase in the speed of the generator; however, it 
stabilizes to a new value almost immediately. This is as a result of a change in the 
system configuration. With the rotor controller out, the system is stable but it takes 
about 3s for the wind farm to stabilize.  

Fig. 14 shows the response of dr
i , qr

i , crowbar protection and the pitch angle ( β ) 

to a 20% step increase in local load. With this disturbance, the maximum dr
i current 

reaches 0.71pu from the prefault value of 0.65pu. The crowbar protection was set to 
operate at 1.5pu and therefore could not be inserted as the rotor current is lower than 
the crowbar predetermined value. The pitch angle controller acts to limit the speed of 
the generator as a result of the disturbance. 

 
SG

DFIG

Turbine

0.69 / 20kV 20 / 400kV

1B 2B PCC 4B 5B

20 / 400kV
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The response of the wind farm to a 3 phase fault of 200ms duration was 
investigated. The fault was created at 1s at the middle of 100km, 400kV line. The 
results of the response of the DFIG speed, the electrical torque, voltage at the point of 
common connection (PCC) and the pitch controller are presented in Fig 15. The speed 
of the generator is limited by the pitch angle. The first swing of the DFIG speed 
reached a value of 1.26pu from the prefault value of 1.21pu. The fault causes a dip in 
voltage at the PCC, the pitch controller acts to stabilize the speed of the generator. 

 

Fig. 13. The response of (a) DFIG speed (b) Active power, (c) Electrical torque (d) Terminal 
voltage to 20% step change in local load at 1s 

 

Fig. 14. The response of (a) Rotor d-axis current (b) Rotor q-axis current (c) Crowbar 
protection (d) Pitch controller when a step change of 20% is initiated in the local load at 1s 
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Figure 16 depicts the rotor d-axis current, rotor q-axis current, the rotor current and 
the crowbar protection. The rotor current reached 2pu during the fault which initiated 
the operation of the crowbar protection so as to prevent damage to the converter. 

The response of the wind farm to different fault locations was examined. To get an 
insight into this scenario, a three phase fault of 200ms duration was created at 
different locations on the 50km, 20kV line. The result is shown in Fig. 17. From the 
result, the impact of fault at different locations has almost the same impact on the 
response of the wind farm. However, the impact is visibly different at the PCC.  
The closer the fault location to the PCC, the more the dip in voltage and the more the 
deviation from the nominal grid frequency. 

 

Fig. 15. Response of the Wind farm (a) speed (b) PCC voltage (c) pitch controller (d) Electrical 
torque when a three phase fault of 200ms duration is created at 1s at the middle of 100 km, 
400kV line 

 

Fig. 16. (a) The rotor d-axis current (b) rotor q-axis current (c) the rotor current (d) the crowbar 
protection when a three phase fault of 200ms duration is created at 1s at the middle of 100 km, 
400kV line 
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Fig. 18 shows the response of the wind generator with different rotor inertia to a 
three phase fault created at the middle of 400kV line. The effect of inertia can be 
noticed in the speed of the generator. The generators with larger inertia are more 
stable in case of fault compared to the generator with smaller inertia. The first swing 
in rotor speed for 50kgm2 is 1.28pu, 1.26pu for 100kgm2, 1.24pu for 150kgm2 and 
1.22pu for 200kgm2. No distinct differences in the response of the active power, 
electrical torque and the terminal voltage are seen.  

 

Fig. 17. Response of (a) DFIG speed (b) DFIG active power (c) PCC frequency and (d) PCC 
voltage to 3 phase fault (200ms duration) at different locations on the 20kV line 

 

Fig. 18. Wind farm with DFIG of different inertia 
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The effect of a loss of transmission line (TL) and generation on the behaviour of 
the WF was studied. For the TL, the circuit breakers at both ends of the lines were 
opened at 1s for the 400kV, 100km line and then for 20kV, 50km line in turn. The 
circuit breaker at bus 4 connecting the synchronous generator (SG) to the grid was 
opened at 1s to disconnect the SG from the power system.  The results are shown in 
Fig 19. A loss of line causes a surge in the system frequency at the PCC; this caused a 
reduction of active power to the network by the WF to restore the frequency to the 
prefault value. The 20kV, 50km line has a severe impact compared to the 400kV, 
100km line due to close proximity to the WF. At the instant the SG (generation) was 
lost; a sudden dip in the system frequency was experienced, this in turn resulted into 
an instant injection of active power from the WF to the grid to restore the system 
frequency. 

The terminal voltage reduces from the prefault value of 0.655kV to a new value of 
0.638kV, 0.641kV and 0.650kV for the loss of 50km line, 100km line and SG 
respectively as a result of change in the system configuration.  

 

Fig. 19. Response to loss of transmission line 

5 Conclusions 

The behaviour of a wind farm consisting of DFIG in response to different 
disturbances emanating from the power system has been studied. From the study, the 
effect of the rotor controller on the stability of a wind farm has been shown to be 
significant to the stability of the wind farm following a disturbance. Without 
controller, prefault condition was achieved after about 3s. With a controller, the 
prefault condition was achieved almost immediately. 
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The location of the fault occurrence is seen to have little effect on the wind farm. 
However the location of fault occurrence has significant effect on the frequency and 
the voltage at the PCC. 

The inertia of wind generators has influence on the response of the WF to a 
disturbance. The larger the inertia the lower the magnitude of oscillation of the 
generator speed. A larger inertia enhances good stability. The WF responds to the 
sudden loss of transmission line and generation in such a way as to restore the system 
frequency.  The rotor current and the terminal voltage assume a new value due to the 
change in the network configuration.  

This paper is useful to the utility operators in understanding the probable response 
of a wind farm during disturbance in the power system. However, a qualitative study 
mainly is carried out on a small test system. Further investigation is necessary for a 
large power system. 
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Abstract. The paper shows a Windows© NT/XP/7 application oriented to learn 
control skills to process engineers. It is a dynamic simulation based tool with a 
friendly user interface that contains two sets of diverse process control prob-
lems (more than twenty study cases are available). It is possible to study typical 
control problems as cascade, ratio, selective, override and feedforward control 
techniques and the tuning, configuration and operation of PID controllers. Ad-
ditionally, it allows analyzing complex control systems installed in boilers, fur-
naces, distillation columns or reactors and special industrial control techniques 
to ensure the process safety. In order to outline the functional features of the 
tool, one of the simplest modules is shown. To conclude, an overview of the 
methodology and software used to develop this tool is also outlined. In particu-
lar, an object oriented modeling and simulation tool is used to develop the  
simulation models, a self-developed SCADA is used as graphical user interface 
and the simulation-SCADA communications are supported by the OPC  
standard. Finally, it must be remarked that this tool is used successfully in an 
industrial master of instrumentation and process control. 

Keywords: Dynamic Simulators, Continuous Process Control, Learning, OPC, 
Object oriented Modelling Languages. 

1 Introduction 

In nuclear, power, thermal, oil, gas, petrochemical, pulp and paper plants, as well as 
in other sectors, the use of process simulators is widespread, both for operators train-
ing and for production process improvement. Some examples of training simulators 
are [1-6]. These simulators are oriented to the operators training in particular indus-
tries and they are so much complex and high cost ones. 

There are simulators oriented to the study of certain control subjects such as Loop-
pro [7] or Topas [8]. They are good tools to learn process control, but many advanced 
aspects of the industrial implementations are not considered. However, one advantage 
is that are not so expensive. 

Other simulation packages, the so called design simulators, are oriented to build 
the process and control structure model and experiment with it. One example in  
the field of engineering process is Hysys [9]. Other examples of general purpose 
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modeling and simulation tools are Dymola [10] or EcosimPro [11]. These modeling 
and simulation packages require that the user has a deep knowledge about them. 
Modeling and simulation skills are necessaries, especially in some cases in which he 
should develop their own model libraries. Besides, for training purposes, the experi-
mental frame is not the more suitable one and also its price is high. 

These tools pursue different objectives ranging from PID controllers tuning, 
process identification, design of process and control structures, study of advanced 
control strategies, operation of process unit and, even, complete industrial processes. 
Some of them are reduced to a single industrial field and other ones cover a reduced 
number of processes. Some aspects of interest in the training of process control engi-
neers cannot be covered by any of them. For instance: some special control aspects 
related to process safety, as anti surge mechanism in centrifugal compressors; special 
processes, as blending processes; or parameterization procedures, as the linearization 
of the static operation curves of valves. In addition the graphical user interfaces 
(GUIs) are different ones, both in appearance and functionality. 

So, to give a complete training to a control engineer requires the use of different 
tools that use dynamic simulation. This implies a high economic cost to the institution 
that provides training, both for the licenses purchase as for maintaining and updating 
them. For the students, it means an effort to adapt and learn different tools, some of 
which have many features that are not used by the students and they are being paid by 
the institution offering the training. 

For these reasons, a simulation tool oriented to study typical problems of operation 
and control in production units of the process industry has been developed. The mod-
ules have been carried out by the Department of Systems Engineering and Automatic 
Control of the University of Valladolid and they are based on the expertise of control 
and instrumentation engineers of Repsol (a Spanish company in which one of its main 
activities is the production of petroleum derivates). This tool is being used in the 
“Master in instrumentation and process control ISA-REPSOL”) given by the CSFR 
(“Superior Training Center of Repsol”). 

The paper describes the mentioned tool. In particular, a simulation module will be 
shown as an example. Afterwards, the software structure of the simulation tool is 
detailed, as well as, the software used for its development. 

2 Tool Description 

The mentioned tool is a Windows® NT/XP/7 application that allows selecting a set of 
simulation modules organized in two graphical main menus: “Control techniques” and 
“Process control units”. The tool provides a complete help that explain each module in 
Spanish language. However, if more information is required, the great majority of the 
study cases are well explained in [12-13]. In order to give a general idea of the training 
capacity of the developed modules, these are listed and briefly described. 

The “Control techniques” modules are: 

• Ratio Control. Two options comparative for products mixture. 
• Cascade control. Level tank control using cascade controllers. Mainly the tuning 

and the switching of the manual and automatic mode of the nested controllers are 
outlined. 
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• Selective control. Two cases, case 1 is a compression station control and case 2 is 
a pumping station control. Particular interest in the anti reset windup mechanism 
is shown. 

• Feed forward control. Temperature control comparative in a heat exchanger with-
out feedforward compensator and with a static or dynamic one. 

• Split range control. This technique is applied to three systems. A pressure control 
in a distillation column head, a pressure control in a blanketing and a simultaneous 
flow and temperature control. 

 

Fig. 1. "Process control units" menu 

The “Process control units” modules are (Fig. 1): 

• Steam production boiler. Level and pressure control (ten coupled control loops). 

• Boiler Burner Management System (BMS). A security system to monitor the boi-
ler and execute, in a safe way, all scripts to turn on and off the burners 

• Exothermic chemical reactor. Hydrodesulphurization process control. 

• Endothermic chemical reactor. Catalytic re-forming process control. 

• Furnace. Temperature control (eight coupled control loops) driving two combus-
tibles (fuel and gas). 

• Distillation column. Two control structures and study of the economic and control 
aspects integration. 

• Blending. The Blending is a batch process whose aim is to mix different compo-
nents in appropriate proportions to meet a required specification. The simulated 
blending manages five components according to a mixture prescription that is de-
fined by the user. 
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• Automatic valves. To study the importance of the control valves, the simulated 
system allows selecting the inherent characteristics of the valves and characteriz-
ing its digital smart positioners. 

• Heat exchangers. The module aims to study the beneficial effect of using feedfor-
ward compensators and cascade control in simple systems such as heat exchangers. 

• Centrifugal compressors. This module shows a control structure that prevents 
centrifugal compressors can enter in an unstable operation region:”anti-surge” 
mechanism. 

• Alternative compressors. The simulated process is composed by an alternative 
compressor and a recycling system which aim is to compress all the gas that 
reaches the system. To avoid problems in the working of the compressor, the suc-
tion pressure is controlled using this recycled gas flow and the compressor load. 
Two control techniques can be compared: load steps or split-range control. 

• Centrifugal pump. Minimum recycling control of centrifugal pump. 

• ON-OFF level controller. The simulated system allows to study the well-known 
on-off control and pays attention in the hysteresis effect of the dead band and the 
logic of the controller. 

When a module is selected, from one of the main menus, the corresponding dynamic 
simulator and its graphical user interface (GUI) are started. Later, some details about 
the simulation are given. Now, the GUI of each module will be the focus of attention. 

Each GUI of the selected module corresponds to a P&ID [14], Piping and Instru-
mentation Diagram. These schematics have passive components that show informa-
tion as standing or running equipment indicators, trend and historical charts, other 
types of charts (characteristic valve curves), value displays,... and active components 
that allow acting over the system: starting or stopping pumps, valves or process units; 
selecting automatic/manual/cascade mode in controllers; modifying the boundary 
condition and the process and control parameters,... 

By default the simulation runs in real time, but the user can change the simulation run 
speed using a time scale factor that can be greater than 1 to accelerate it, if the PC allows 
it, or lower than 1 to decelerate it (Fig. 2). In this kind of process simulators is unusual to 
reduce the time scale factor because the system dynamic is slow or not so fast. 

 

Fig. 2. Time factor 

3 Example 

In order to show how works the simulation tool, one of the simplest modules has been 
selected (minimum recycling control of centrifugal pump). First, a physical system 
description and the GUI will be outlined. Second, an experiment is run. 
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The system (Fig. 3) is composed by a tank that receives a flow of water, a centri-
fugal pump connected to the tank outlet, a recirculation valve (V1) and an outlet valve 
(V2). The level controller (LC1) output is connected, in cascade, with the flow con-
troller (FC2). The FC2 output drives V2. At the pump outlet, there are two pipes; one 
is connected to V2 and the other one to V1. The water can be sent back to the tank 
and this flow (FI4) is governed by the flow controller (FC1) that drives V1. 

 

Fig. 3. Minimum recycling control of centrifugal pump 

The aim of the control structure is ensure that, regardless of the LC1 actions, the 
pumped flow (FC1) must be always greater that a minimum value in order to avoid 
both thermal, mechanical or electrical problems and the pump cavitation. So, the Set 
Point (SP) of FC1 is the minimum pumped flow, which is a manufacturer specifica-
tion that can be changed by the user. All controllers are implemented by PIDs (Pro-
portional, Integral and Derivative). The process disturbance is the external flow to the 
tank (FI3) and it is a boundary condition that can be modified by the user. 

Besides, there are two alarm indicators at the P&ID scheme, one for high level 
(HLA1) and the other for low level (LLA1). The HLA1 indicator will be active and 
change its color when HLA1 is inactive and the level of the tank will be upper than 
90% (HLA value), and HLA1 will be inactive and change it color again when HLA1 
is active and the level will be minor than 85% (HLA-gap value). The values of HLA 
and gap can be modified by the user. The LLA1 indicator works in a similar way than 
the HLA1 indicator.  

The module allows modifying the PIDs parameters and observing the control struc-
ture performance when the feed flow changes, in particular when it is less than the 
minimum pumped flow. 

As it was previously mentioned, FI3 and FC1 SP can be modified using a  
step, ramp, oscillatory or random signal. The user must click on the corresponding  
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Fig. 4. Change boundary condition 

indicator of the P&ID. So, an experiment is made in which a step from 5 to 3 m3/h in 
FI3 signal is activated (Fig. 4). 

Initially, the outlet and pumped flow are equals and greater than the minimum 
pumped flow (3.6 m3/h) and therefore V1 is closed and FI4 is zero. As FI3 step result, 
FC2 and FC1 will be under the minimum pumped flow and the controller of minimum 
flow must act. First, FI3 decreases from 5 to 3 m3/h. The tank level decreased and LC1 
acts decreasing FC2 SP. Consequently, the outlet and pumped flows (in Fig. 5, FI1 and 
FI2) decrease simultaneously. When the pumped flow (FI1) is under the minimum 
pumped flow, FC1 acts opening V1 and, as result, FI4, the tank level and FI1 are in-
creased and the pumped flow raises the minimum pumped flow value. 

Clicking on the control signals or variables displays, trend charts showing the per-
formance of the control structure are shown. These charts can be configured by the 
user. Fig. 5 shows the flows performance and Fig. 6 the dynamic of the control 
signals. 

 

Fig. 5. Process and control structure response 



 Educational Simulators for Industrial Process Control 157 

 

Fig. 6. Control Signals 

 

Fig. 7. PID interface 

PID controllers implement the main aspects of the industrial controllers. Pressing 
the left mouse button placed on each PID controllers, the GUI for managing the cor-
responding PID is shown (Fig. 7). The bar graph lets you see (graphically and numer-
ically) the value of the process variable (PV in blue), set point (SP in red) and output 
to process or control signal (OP in yellow). The user can select the controller mode 
(Automatic, Manual or Cascade). In AUTO mode, he can specify the SP value and, in 
MAN mode, the OP value. In manual mode, the user can activate the SP tracking 
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mechanism to avoid the well-known “bumpless” of the auto/man controller commuta-
tions. With respect to the algorithm to calculate the control signal, it is possible to use 
diverse algorithm and PID structures and the PID calculus use normalized SP, PV and 
OP values. 

Pressing the setting (“AJUSTE”) button of the GUI of each PID, the user accesses 
to the tuning parameters: proportional gain (Kp), reset time (Ti), derivative time (Td), 
sampling period (Tm), SP and PV time constant filters, PV and OP span values in 
Engineering Units (PVEULO: Process Variable Engineering Units Low, PVEUHI: 
Process Variable Engineering Units High, OPLO: Output to Process Low, OPHI: 
Output to Process high). Additionally, there are three menus to select the type of algo-
rithm (Ideal or Interactive), the PID equation (PID, PI-D, I-PD, I) and the action con-
troller (direct or reverse) that affects to the sign of the controller gain. 

The previous experiment can be repeated with other FC1 controller parameters, for 
instance: Kp=5 and Ti=0.1. Then the control structure doesn’t work well (Fig. 8). 

 

Fig. 8. Bad FC1 tuning: process and control structure response 

4 Software Structure and Development Tools 

When selecting a particular module a SCADA system is started. This SCADA is 
called EDUSCA [15] and it is the simulation module GUI. EDUSCA starts the simu-
lation program linked to the selected module. The development of each module GUI 
involves the EDUSCA setting, which is done by a drag & drop strategy through a 
setting tool (Fig. 9). 

The communication between EDUSCA and the simulation program is performed 
by the OPC (OLE for Process Control) communications standard for process control 
applications for Windows environments [16]. EDUSCA acts as an OPC client and the 
simulation program as an OPC server. 

The simulation models have been performed using EcosimPro. EcosimPro belongs 
to the so called object oriented modeling languages (OOML). Many of the EcosimPro 
characteristics are similar to the modeling tools that implement Modelica [17]. In the 
sense that it supports non-causal models able to be modified automatically  
according to the context in which they are used. Its simulation language, called EL  
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Fig. 9. GUI setting 

 

Fig. 10. Ecosimpro textual modelling view 

(Ecosimpro Language), allows the description of process models, named components, 
in a natural way by means of continuous differential algebraic equations and discrete 
events variables. Each component can have a ports based interface to connect to other 
components. These components are grouped in libraries and an icon can be attached 
to each one. The user can built the system model interconnecting components by 
ports, using directly the modeling language (Fig. 10) or the GUI that allows the 
graphical modeling (Fig. 11). 

Then, the resulting mathematical model is compiled and, after establishing a parti-
tion, that is describing which variables constitute the known boundary conditions and 
solve the problems related to the symbolic manipulation of the mathematical model 
(high index problems and tearing of algebraic loops), EcosimPro generates the simu-
lation model. This simulation model is converted to C++ simulation code linked to the 
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numerical solvers. Finally, the user runs simulation experiments from another Eco-
simPro GUI view: the experimental view (Fig. 12). 

The experimental view of EcosimPro allows changing the values of the boundary 
conditions and parameters of the model and shows the numerical value of the model 
variables. So, it is possible to represent graphically the value of the model variables. 
The main problem is that the user must know the name of the variables in order to 
change or show their values and it is quite difficult if the user hasn’t developed the 
model and if the model contains hundreds or thousands of variables. So, it is the rea-
son why it looks like convenient to dispose of a friendly interface to use the simula-
tion model by a user different to the model builder. 

 

Fig. 11. Ecosimpro graphical modelling view 

 

Fig. 12. Ecosimpro experimental view 
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In this project, two basic model libraries have been developed, one for process 
units and another one to design control structures. The library of mathematical models 
of process units is based on first principles and the degree of detail of the models is 
imposed for the purpose each the simulator. So, distributed or globalized parameter 
models can be found; fast dynamics can be explicitly modeled or simplified using 
static equations; empiric equations can be used to reduce the model complexity, … 

In order to use the EcosimPro simulation models from a GUI different from the 
experimental view, EcosimPro disposes of an add-in to execute models from Excel 
and another module to execute models from MATLAB. But, it isn’t enough to com-
municate the EcosimPro simulation models with our GUI (EDUSCA), because the 
EcosimPro simulation models don’t hold OPC communications. 

However an OPC server can be created by adding to the C++ simulation code the 
communication routines provided by the OPC standard. Then, the simulation program 
is converted to an OPC server can be accessed from any OPC client. This process can 
be automated. In our case, an application, CreaOPC [18] has been developed to set up 
OPC servers from the C++ sources files generated by EcosimPro (Fig. 13). 

 

Fig. 13. OPC server simulation generation 

5 Conclusions 

A program with a library of simulation modules of typical control problems has been 
briefly exposed. This library deals with normal control problems (PID tuning; cas-
cade, feedforward and ratio control) but, additionally, it includes other type of control 
problems (selective, override, split-range control) and special control strategies to 
guarantee security and quality process requirements. A variety of processes are consi-
dered, from the simplest ones, as tanks or heat exchangers, to the more complex ones, 
as boilers or distillation columns. 
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We consider that the program is user-friendly, few hardware and software re-
sources are required and the functionality, the level of detail and the GUI are adapted 
to the industrial environment and the learning requirements for control process engi-
neers. Moreover, it has been validated by experts with industrial skills. So, it’s used 
successfully in the “Master in instrumentation and process control ISA-REPSOL”. 

Finally, to make the simulation based learning tool for control engineers a diverse 
set of programs and EcosimPro libraries have been developed: 

• Two complete EcosimPro model libraries of process unit and control elements. 
They can be used to design and test different control structures to production 
process. 

• EDUSCA: a SCADA and its setting tool. EDUSCA can be used for different pur-
poses to the outlined in this paper. It can access to any OPC server and, conse-
quently, it can be used to supervise laboratory plants or any OPC server simulator. 

• CreaOPC, to generate OPC server simulation programs from the EcosimPro simu-
lation models. So, the OPC server simulators can be connected to any OPC client, 
for instance any industrial SCADA. 

Additionally, as future work, new modules can be added to the library, for instance a 
multivariable predictive control module. Other possible development and research 
line is to follow up EDUSCA to support the web based learning. 
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Abstract. Dynamic simulations could support in several ways the industrial au-
tomation and control systems development, including their interlocking func-
tions, which constitute an important and tedious part of the development. In this
paper, we present a tool-supported, automated approach for creating simulation
models of controlled systems and their interlocking functions based on UML AP
models of control systems and ModelicaML models of the systems to be con-
trolled. The purpose of the approach is to facilitate manual development work
related to model-based development of control systems and to enable early test-
ing and comparison of control and interlocking strategies. The tools and the tech-
niques are demonstrated with an example modelling project and the paper also
discusses extending the approach to verifiable safety systems including their se-
curity aspects.

Keywords: Model-based development, UML AP, Simulation, Industrial control,
Interlocks, Safety.

1 Introduction

Model-based development of software applications and systems has recently been the
topic of numerous publications in different application domains, including software en-
gineering and industrial control. Due to these interests, there already exist guidelines,
languages and tool sets for implementing such approaches. For example, Object Man-
agement Group (OMG) has pioneered in standardization of model-based development
approaches (Model-Driven Architecture, MDA) and languages for modelling (UML
and profiles e.g. SysML), metamodeling (Meta Object Facility, MOF) and transform-
ing (Query/View/Transformation, QVT) purposes. The modelling and transformation
languages are already mature and supported by different tool vendors on several plat-
forms, such as the open source Eclipse platform.

The idea of Model-Driven Architecture (MDA) and related approaches, e.g. Model-
Driven Development (MDD) and Model-Driven Software Development (MDSD) is to
use models (instead of documents) as primary engineering artefacts during the develop-
ment. In the systems engineering domain, Model-Based Systems Engineering (MBSE)
refers to applying models as part of the systems engineering process with the aim to
support analysis, specification, design and verification of the systems being developed
[5].
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In model-based development processes, models are refined towards executable ap-
plications by use of model transformations but also manual development work with the
models. Such processes often enable automated processing of bulk design information
and are aimed at automatic code generation but can also aid analysis, understanding and
documentation of the system.

In addition to analysis of models and automating error-prone development phases,
another approach to improve the quality of systems and applications could be to inte-
grate the use of simulations to model-based development. Especially, simulations could
be used to facilitate the manual development work of developers by enabling, for exam-
ple, comparisons of alternative design decisions. In their previous work, the authors of
this paper have created and prototyped a preliminary approach to transform functional
models conforming to the UML Automation Profile (UML AP, see [12],[6]) to simu-
lation models conforming to ModelicaML [13]. The concept was presented in detail
by Vepsäläinen et al. [19] and its purpose is to facilitate control system development by
enabling automated creation of simulation models of controlled manufacturing systems.

In the process, the simulation models of controlled systems are composed by creating
and integrating a ModelicaML simulation model of the control system to an existing
ModelicaML model of the process to be controlled. The focus of the paper was in
basic control functionality, e.g. feedback and cascade control structures, and the ability
to support simulation of both platform independent and platform specific functions.
However, according to, for example, our discussions with professionals of industrial
control domain in Finland, an important and tedious part of development of control
applications is related to interlocking or constraint control functions.

Interlocks could be characterized as non-safety-critical safety functions. They are
often aimed to prevent deviation situations from occurring or the instrumentation from
being misused, such as, to prevent pumps from running dry or to be started against
closed pipelines. Interlocks do not need to be developed according to safety standards
because safety is usually ensured with separate safety systems. However, because ac-
tual safety systems are often designed to ensure the safety in a simple manner, e.g. to
shut down the whole processes, they should not be activated unless absolutely neces-
sary. Another goal of interlocks can thus be seen in keeping the system in its designed
operating state in order to improve the availability and productivity of it. To achieve this
goal, interlocks can be more complex than actual safety functions because they do not
need to meet the strict requirements of safety standards.

The development of interlocks is, however, difficult. This is because of both the
complexity of the functions and because they are specific to applications and thus cannot
be re-used similarly as, for example, control functions (e.g. parameterizable function
blocks implementing control algorithms) can be. The actual logic, how to keep the
system in its designed operating state and protect the devices, is dependent on both
the controlled process and the control approach for controlling the plant or process.
Another reason for the difficulty is that interlocks may originate from several sources.
For example in industrial processes, part of the interlocking needs may originate from
process design whereas others originate from hydraulics and electrics design. Because
of the separate sources, they may have unpredictable cross-effects to the controlled
system. This is another good reason for using simulations.
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In this paper, we aim to extend our approach to automatically generate simulations
to cover and facilitate the development of interlocking functions. We present a mod-
elling framework supporting the modelling of the functionality of interlocks and how a
simulation model of a controlled system can be created using model-based techniques.
The paper also discusses the relationship between safety functions and interlocks with
the purpose of assessing whether also the development of critical safety functions could
be based on modelling and simulations. For defining interlocks, we do not suggest any
new modelling notation. Instead, we integrate a commonly used notation to our model-
based approach. The novelty of the approach is, thus, not in the way of specifying
the interlocks but in the way in which simulations are integrated to model-based inter-
lock development and how the simulation models can be created based on early design
models.

This paper is organized as follows. Section 2 reviews work related to use of sim-
ulations and model-based development in industrial control and automation domain.
Sections 3 and 4 present a more detailed introduction to interlocking functions, our ap-
proach to simulation-assisted development of interlocks and the developed tool support,
respectively. Section 5 presents an example modelling project in which the approach
and tools are utilized. Finally, before concluding the paper, section 6 discusses whether
model-based, simulation assisted development techniques could be used in development
of actual safety functions and to reveal security-related problems.

2 Related Work

Simulations can facilitate the development of manufacturing processes, machines and
plants as well as automation and control systems in several ways. For example, Karhela
in [9] mentions the use of simulations to control system testing, operator training, plant
operation optimisation, process reliability and safety studies, improving processes, ver-
ifying control schemes and strategies, and start-up and shutdown analyses.

In [3] the author compares the I/O simulation approach to the traditional approach
of performing system testing only on-site with the actual processes. According to the
paper, the use of simulations may result in shorter start-up times as well as less waste
of end products during the start-ups. In addition, simulations enable better operator
training, ability to test control programs in smaller modules, and the ability to thorough
testing of emergency and dangerous situations. [3]

A more recent survey on use of simulations in industrial control domain was made by
Carrasco and Dormido in 2006 [2]. According to the paper, the benefits of using control
systems in simulators before installation include improvements to 1) design, develop-
ment and validation of the control programs and strategies, 2) design, development and
validation of the HMI (human-machine Interface) and 3) adjustments of control loops
and programs. [2] It is thus evident that simulations may facilitate both the develop-
ment and commissioning of control systems. Simulation solutions are nowadays also
provided by major control system vendors as listed in [2].

The goal of our approach is to enable automated utilization of design-time models
of control systems and applications so that, for example, early simulated testing of a
control or interlocking approach would not need the actual control system hardware



168 T. Vepsäläinen and S. Kuikka

or tools and fully setting the system parameters. Later in development, the same tech-
niques could enable testing and validating larger entities. Development of simulation
models could be less tedious and they could be utilized also by companies performing
out-sourced development phases. In our approach, we assume that a simulation model
of the process to be controlled is already available. In creation of a simulation model of
the controlled system including both the parts of the control system and the controlled
process, we utilize model transformations that are commonly used in model-based de-
velopment approaches, such as MDA of OMG.

Model-Driven Architecture (MDA) is an initiative of OMG that encourages the use
of models in software development as well as re-use of solutions and best practices.
MDA identifies three types of models which are Computation Independent Model (CIM),
Platform Independent Model (PIM) and Platform Specific Model (PSM). [10]

In MDA, the development starts from CIM models and proceeds to PIM models and
finally to PSM models which are the most detailed ones and often source models for
code generation. In our approach, the focus is in PIM and PSM models with the goal
of being capable of utilizing both PIM and PSM models in creation of simulation mod-
els. Thus, for example, a preliminary (early) simulation model could be created based
on PIM and used for evaluating control strategies. Later, after selection of the control
system vendor, the model could be refined to PSM level and simulated in conjunction
with vendor specific functions in order to obtain more precise results.

In addition to our approach (see [20] and [6]), the use of model-based techniques
in the automation domain has been recently proposed by several projects and papers.
However, not all of these approaches identify and highlight simulation as an essential
and beneficial part of development. The approach of the MEDEIA project, as discussed
by Strasser et al. [15] and Ferrarini et al. [4], is based on Automation Components
- composable combinations of embedded hardware and software including integrated
simulation, verification and diagnostics services. In their approach, the simulation of
models will be based on their interfaces, behaviour and timing specifications using IEC
61499 as a basic simulation model language [14].

Another application of model based techniques to development of industrial con-
trol applications has been presented by Tranoris and Thramboulidis [16]. In their ap-
proach, the design and deployment of applications is addressed by means of the function
block (FB) construct of IEC 61499. Model transformations are used to create function
block models. In the paper, they dont address simulations but similarly to the MEDEIA
approach, FB models could possibly be used with simulations of the process to be
controlled.

In both the approach of MEDEIA and that of Tranoris and Thramboulidis, simula-
tions could be supported with the implementation technology (IEC 61499) of produced
applications. The essential difference to our approach is that we aim to support sim-
ulation with a simulation language so that, for example, basic simulation functions of
simulation tools could be fully exploited. These functions are listed in [2] and include
saving and loading current and initial states, freeze, run and replay simulation, working
in slow and fast mode and support for malfunction situations.

Furthermore, we identify simulation as a beneficial and important activity also in
case of model-based development. We claim that also model-based development
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requires manual work and genuine design decisions made by developers because it may
not be possible to express all the relevant aspects in models and all the relevant knowl-
edge about decision making in model transformations. To facilitate the manual design
work, we foresee that simulation techniques could provide a feasible solution and that
model-based techniques could facilitate the creation of the required simulation models.

Similarities between interlocks of basic control system and safety functions of safety
systems are remarkable. The main difference is that actual safety functions need to be
developed according to safety standards, such as IEC 61508 [7], which may require a
sophisticated development process, use of techniques recommended by the standards
and a detailed documentation about the system and the development activities used.
In their recommendations, standards are always conservative which may be one rea-
son why the use of model-based techniques in safety system development has been
unusual in the past. However, according to the present (second) edition of IEC 61508,
automatic software generation could aid the completeness and correctness of architec-
ture design as well as freedom from intrinsic design faults. Hence, the use of model-
based techniques in development of also safety-critical applications may be increasing
in near future. The question of how to develop safety-critical systems with model-based
techniques is thus both important and current but not addressed by many researchers,
so far.

However, Biehl et al. [1] have attempted to integrate safety analysis to model-based
software development in automotive industry in order to automate performing of safety-
analysis on refined models with minimal effort. In [21] the authors have extracted the
key safety-related concepts of RTCA DO-178B standard into a UML profile in order
to use them to facilitate the communication between different stakeholders in software
development.

3 Simulation of Interlocking Designs

The focus of this paper is in interlocking (or constraint control) functions of basic con-
trol systems, which are an important and challenging part of control system develop-
ment. Interlocks are control functions, the purpose of which is to either guarantee the
safety of the process or to keep the system in its designed operating state and protect the
devices and actuators from being misused by the control system. Quite often, safety is
achieved with a separate safety system so that the purpose of the interlocks is the latter
one.

Interlockings are typically designed during the basic design phase of the control
systems [20]. The amount of program code, related to interlockings is often smaller
than that of code related to basic control functionality. However, their development is
still time-consuming and prone to errors because interlocks cannot be reused similarly
as, for example, controllers can be. This is due to the fact that the actual interlocking
needs, logics and delays are always specific to the application. Solutions to re-occurring
needs in controlled processes can be librarized but even they need careful examinations
and potential modifications before re-use.

For industrial systems, interlocks are often specified with vendor neutral logic di-
agrams - or vendor specific logic and function block diagrams if the control system
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Fig. 1. The essential additions to UML AP metamodel to support the definition of interlocks

vendor has been selected. In the process, the diagrams are used for depicting the acti-
vating and disabling conditions of the functions, and possibly overriding control values
for locked actuators or devices. Logic diagrams suit well to this purpose because they
are familiar to developers and unambiguous. Logic diagrams, as a semi-formal method,
are also highly recommended by IEC 61508 to detailed design of safety-critical soft-
ware [7]. Logic diagram based approach for defining the interlocks is thus both sound
and already familiar to developers of the domain.

The purpose of UML AP is to cover both the specification of requirements and func-
tionality of automation and control applications. Logic diagrams may aid in supporting
both of these features but used from separate points of view. Especially, in the devel-
opment of safety-related applications, requirements must be defined clearly and in an
unambiguous manner. On the other hand, formal or semi-formal specification of func-
tionality is a necessity in enabling simulation of design or in automating generation of
code. In our approach, the logic diagram concepts were added to be used with both the
Requirements Modelling sub-profile and functional Automation Concepts sub-profile
of UML AP and the UML AP tool (see [17]). The concepts and some related existing
modelling concepts of the profile are presented in figure 1. Existing UML AP and UML
metamodel elements are highlighted with grey colour.

In UML AP, requirements are structured concepts that can be connected to other
requirements with port-like requirement interfaces in order to model dependencies be-
tween required functions. The purpose of the logical operations and logic connections,
on the other hand, is to enable the modelling of required activations of interlocks and al-
gorithms to compute control values inside requirements. Required interchange of com-
puted signals and values can then be modelled with the requirement interfaces that
extend the same UML::Connectable concept than logical operations and can be thus
connected together with logic connections. The operations include familiar operations,
such as AND and OR, but also delay, constant, Activation gate (that lets its input flow to
output when control input is activated), comparison operator and a UserOperation with
which the developer can specify the logic to output from inputs with a textual equation.
Examples of use of part of the concepts will be provided in section 5.

The functional modelling concepts of UML AP, Automation Functions, constitute
a hierarchy of function-block-like concepts. The hierarchy is based on their purpose,
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such as to execute control algorithms, compute interlocking signals or to interface with
sensors or actuators of the system. The hierarchy including its justification is presented
in detail in [6]. Automation Functions (AFs) exchange signals between them with ports
that extend the UML::Connectable concept (see figure 1). The logic operators and con-
nections, on the other hand, can be used inside the AFs to define the functionality of
them. In the profile and tool implementation this was enabled by adding an aggregation
association from the Automation Function base metaclass to logical operation and logic
connection metaclasses similarly to the structure presented in figure 1. Consequently,
the technical challenges of our approach to simulate the models are in transforming the
specifications conforming to UML AP to simulation models. The solution to transform
the models to ModelicaML models and finally to simulateable Modelica models will be
discussed in next section.

4 Technical Background and Implementation of the Approach

It is first necessary to present some basic information about Modelica and ModelicaML
that are used in our approach as target simulation languages. Modelica is an object ori-
ented simulation language for large, complex and heterogeneous physical systems and
a registered trademark of Modelica Association. Modelica models are mathematically
described by differential, algebraic and discrete equations. Modelica includes also a
graphical notation and user models are usually described by schematics that are also
called object diagrams. A schematic consists of components, such as pumps, motors
and resistors, which are connected together using connectors (ports) and connections.
A component, on the other hand, can be defined by another schematic or, on the lowest
level, as a textual equation based definition.

Modelica Modeling Language (ModelicaML) has been created to enable an efficient
way to create, read, understand and maintain Modelica models with UML tools [13].
ModelicaML is a UML profile and defines stereotypes and tagged values of stereo-
types that correspond to the keywords and concepts of the textual Modelica language.
For example, a Modelica block with a set of equations can be modelled by creating a
UML class, applying a <<block>> stereotype to it and defining the equations to the
equations tagged value of to the stereotype.

ModelicaML models are not simulateable as they are (at least with current tool sup-
port) but can be transformed to simulateable Modelica models. Tool support for gen-
erating textual Modelica models, as well as the profile, is made publicly available by
the OpenModelica project. [11] The profile is based on UML2 implementation of the
UML metamodel on the Eclipse platform. UML2 is itself based on Eclipse Modeling
Framework (EMF) which is an implementation of OMG Meta Object Facility (MOF)
specification.

EMF is also utilized in our UML AP metamodel implementation that is the basis
of the UML AP Tool [17]. UML AP and ModelicaML models are thus instances of
metamodels defined with EMF implementation of MOF and because of this similar
background, the shifting between UML AP and ModelicaML can be realized with use
of standardized QVT languages. QVT languages are intended for defining model trans-
formations between models conforming to MOF based metamodels and they are also
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Fig. 2. The purpose of the transformation is to add the control system specific parts to an existing
model of the physical process

specified by OMG. The possibility to use standardized transformation languages with
existing open source tool support and the open source background of Modelica and
ModelicaML are good reasons for selecting Modelica as the target simulation language
in our approach.

In Modelica (and in ModelicaML) simulation classes are defined separately from
their use context, similarly to classes in object oriented programming languages. In
ModelicaML models, the model elements also need to reference the ModelicaML pro-
file in order to use the stereotypes and tagged values of it. This results in a structure
sketched in the left side of figure 2. ModelicaML models consist of Modelica class def-
initions and instances of the classes. Classes may contain ports with which they can be
connected and both the definitions and instances of the classes need to use the stereo-
types of the ModelicaML profile in order to map the concepts to Modelica keywords.
In our approach, we assume that ModelicaML models of processes to be controlled are
available and conform to this structure.

The purpose of the transformation is to create and add the control system specific
parts to the existing model of the process to be controlled and to connect the created
parts to the existing model so that the controlled system can be simulated. In this pro-
cess, Modelica class definitions corresponding to platform independent (PIM) and plat-
form specific (PSM) UML AP elements are copied to the model of the process to be
controlled (process model) so that they can be referenced from the process model. In-
stances of the templates are instantiated to the process model and connected together
according to the control system model in the UML AP tool. Instances corresponding to
measurement and actuation AutomationFunctions are connected to the elements of the
process model that are used to model sensors and actuators.In more detail, this process
and the characteristics of different kind of AFs are discussed in detail in [19].

However, because interlocks are specific to applications they cannot be librarized, as
explained earlier. Instead, the definitions of interlock classes need to be created by the
transformation based on the logic diagrams. This process is rather simple and illustrated
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Fig. 3. Simple example of an interlocking function

with an example shown in figure 3. Ports contained by classes, such as interlocks, are
special kind of classes in Modelica and finally typed by type definitions in ModelicaML
profile. When creating ModelicaML classes based on UML AP classes, instances of
such special port classes can be created based on ports used in the UML AP model so
that their naming will be maintained and the suitable type chosen based on the type of
the port. This applies to both input and output ports.

Figure 3 contains only three kinds of logical operations of the 11 presented in figure
1: two NOT and two OR operations and one delay. The transformation processes logi-
cal operations by creating a property (variable) for each operation instance. In case of
Boolean operations (NOT, AND, NAND, OR, NOR, XOR), the type of the property is
always Boolean. In case of other operations, the type needs to be defined in the UML
AP model so that the corresponding ModelicaML type can be chosen by the transfor-
mation. The equations determining the values of the properties are created based on the
kind of the operation (for example NOT or AND) and the connections coming into the
operation which can be followed to another operation or port, for which there will also
be a property (variable) with the same name. In case of the example interlock presented
in figure 3, the value of the first OR operation (from left in the figure) can be defined
to be equal to the logical OR of the values of the NOT operations and the second OR
operation to equal to the logical OR of the first OR operation and the delay operation.

The transformation, thus, tries to define the values of properties with equations. How-
ever, if a model contains loops, this may not be possible. For example, figure 3 contains
a loop the purpose of which is to keep the interlock activated if it once activates so that
the output of the second OR operation (from left) is true. Certain kinds of loops may
produce errors due to discontinuation of the variables, at least with the OpenModelica
tool that we use for simulating. The problem was solved by using algorithms in which
operations are applied in an order (instead of equations that apply all the time). This is
also one of the interactive features of our transformation. If the transformation detects
a loop within an interlock or other kind of AF, it creates algorithmic statements instead
of equations based on the model, shows the statements to the user of the tool and lets
the user arrange the order in which they will be executed in the model.

Another interactive feature of the transformation is related to connecting parts of the
simulation model created based on the UML AP control system model to the exist-
ing parts of the process to be controlled. These connections are necessary for, for ex-
ample, connecting measurement and actuating functions of control systems to sensors
and actuators of the process models, respectively. By default, the transformation uses
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Fig. 4. The graphical user interface of the UML AP Tool for selecting the correct property to
reference from the model of the process to be controlled

properties of the process model with specific names or the names of properties that have
been specified with a specific<<VariableMapping>> stereotype. However, if suitable
properties cannot be found by the transformation, it provides the user of the tool with
a list of properties available in the model class in question and lets the user choose the
correct property as in figure 4.

The third interactive feature is related to non-connected input ports. When an uncon-
nected input port is detected by the transformation, the user of the tool is asked for a
constant value for the port. In this case, the user of the tool may define a constant value
for it in order to be able to simulate the model or, if the port has been left unconnected
unintentionally, leave the port unconnected and fix the problem before executing the
transformation again.

The transformation definition was written with QVT operational mappings language
and it specifies how to process a target ModelicaML model based on a source UML
AP model. Executable Java-transformation code implementing the definition and to be
used in the Eclipse environment was generated with SmartQVT tooling. In order to be
able to launch and control the transformation from the UML AP Tool, the Java class
was packaged to a plugin defining an extension to one of the extension points of the
tool. The structure of the plugin was similar to the plugin structure presented in [18];
the referred paper also presents in detail the extension points of the tool.

In the plugin structure, the generated transformation class is extended with an own
(hand-written) transformation class that can be used to implement also required black
box operations. In QVT vocabulary, black boxes are operations written with common
programming languages (in this case Java) in order to implement operations that are
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Fig. 5. Simple example system to be controlled includes a cart that can be moved along a rail

hard to express with QVT concepts. In this case, for example handling of stereotypes
and tagged values related to them as well as interactive features of the transformation
were implemented as black boxes.

5 Example System and Utilization of the Tools

The purpose of this section is to provide a simple example in which the modelling
concepts and tools are used in creation of a simulation model of a controlled process to
evaluate two alternative interlocking approaches.

An illustration of the (partial) system to be controlled is shown in figure 5. The
system consists of a cart and a rail along which the cart can be moved with an electric
motor. The cart can be stopped with a brake, if necessary. The purpose of the cart is left
unspecified and not illustrated in the figure. It could be assumed, for example, to operate
a boom or a gripping device nearby the rail. The control needs to be addressed in the
example are related to controlling and interlocking the velocity and location of the cart.
The operator of the system controls the system by giving speed requests (setpoints)
with a joystick that is connected to the control system. The control system, on the other
hand, is required to control the velocity of the cart with feedback control and to protect
the cart from colliding to stoppers at the end of the rail. The location of the cart must
be kept between 0.0 and 6.0.

In industrial installations the need for a similar stopping interlocks could be caused
by, for example, forbidden areas in factories and sites or needs to restrict operation
ranges of booms and devices of mobile platforms to ensure their stability in varying
terrains. Consequently, despite the simplicity of the example, it can be considered as a
generalization of a common functionality in industrial systems.

There are several ways in which the functionality could be implemented; however,
in this paper we will sketch and simulate only two simple versions of them. Firstly,
the control system could observe the location and direction of the cart and stop it with
the brake, if the cart violates the limits. For example, when reaching coordinate 0.0,
the control system could activate the brake and keep it activated until the speed re-
quest would be towards back to the allowed area. Secondly, the control system could
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Fig. 6. Model of the system to be controlled as a ModelicaML model, composite structure
diagram

be designed to constrain the speed setpoint near the limits so that the setpoint would be
zero at the limit coordinates and it would be reduced already before reaching the limits.
These approaches will be simulated next based on a ModelicaML model of the process
to be controlled and UML AP models of the two control approaches.

To be able to utilize the tools and techniques presented in this paper, the system to be
controlled need to be available as a ModelicaML model. The UML composite diagram
presenting the simplified model of the system is presented in figure 6. The model was
specified with open source Papyrus UML tool, with OpenModelica extensions, and it
consists of 3 ModelicaML components that are instances of ModelicaML classes. The
cart is operated with a motor (CM) that takes its control signal from the IOUnit that col-
lects all measurement and control signals between the process and control system. The
total weight of the cart and motor is assumed to be 20kg (mtotal) and the radius of the
drive wheel 0.1m (rdw). The torque (T) and acceleration (a) equations of the motor and
cart based on drive voltage (Vd) are presented in equations 1, 2 and 3. The numerical
values of the constants of the motor are: Rm = 0.5, Lm = 0.0015, Kemf = 0.05 and
Kt = 0.01. The brake is assumed to be able to decelerate the cart with force of 200N
(Fb). The equations are, thus, simple but sufficient for demonstration purposes.

Vd − ω ∗Kemf = Lm ∗ dI/dt+Rm ∗ I (1)

T = Kt ∗ I (2)

T/rdw + Fb = mtotal ∗ a (3)

The UML AP control structure diagram presenting the similar parts of the two control
solutions for the system is depicted in figure 7. The control solution consists of ana-
logue measurements of cart position and speed, an interlock, a PID controller and an
analogue and a binary output for controlling the motor and the brake, respectively. The
two interlocking approaches discussed earlier influence mainly the contents of the in-
terlock. In the first approach, the speed request (setpoint) is not constrained. However,
in order to enable that to be implemented in the second approach, the speed request is
relayed through the interlock AF.
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Fig. 7. UML AP control structure diagram of a control solution for controlling the process

Fig. 8. An illustration of the first interlocking solution

The detailed logic of the first interlocking solution is presented in figure 8. The so-
lution is designed to activate the brake outside the intended working area if the speed
request is driving the cart away from the working area. In order to be able to revert back
to the working area, the brake is not activated if the speed request is towards the allowed
working area. In order to work well, the system should probably also wait for the cart
to stop before deactivating the brake; however, because of simplicity this feature was
not modelled.

After specification of the detailed control solution, the transformation, discussed in
section 4, was used to transform the UML AP control solution to ModelicaML and
to append it to the existing model of the physical process (see figure 6). In order to
simulate the model, the ModelicaML model was further transformed to Modelica code
with OpenModelica tooling. The shifting from UML AP model of the control solution
to simulateable model of the system including both the process and the control system
was, thus, automated with two model transformations.

The simulation result related to the first interlocking approach is presented in figure
10a. At the beginning, both the position and velocity of the cart are 0. The speed request
(from the operator) is ramped from 0 to 1 and kept at 1 for 7 seconds in order to drive
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Fig. 9. The second interlocking solution

Fig. 10. Simulation results of the first (a) and second (b) control solutions plotting cart position,
velocity and speed request from the operator (SICC.setPoint)

the cart to the forbidden area in the positive end of the rail. After this, the speed request
is ramped to -1 in order to revert the cart away from the border of the forbidden area.
According to the simulation, the control solution works as it was intended; however,
because it takes time to stop the cart, the location of the cart reaches approximately
6.05 before stopping. Clearly, the control solution could be improved by decelerating
the cart already before reaching the limits. In case of strict limits, violating the forbidden
area (overshoot) could also be avoided by activating the brake before the strict limits;
however, this would reduce the size of the actual, allowed working area.

The second control solution is illustrated in figure 9. In this solution, the braking is
implemented similarly to the first solution and the speed request from the user is relayed
similarly to the controller. However, when the measured location of the cart is between
0 and 1 or between 5 and 6, an automatic mode is activated and another speed setpoint is
calculated by the interlock function. The setpoint is constrained so that between 0 and 1
and between 5 and 6, the maximum allowable speed setpoint towards the forbidden area
is equal to the distance left to the forbidden area. For example, if the location of the cart
is 5.5, the maximum allowed speed setpoint to the positive direction is 0.5. In order to
relay the second, calculated setpoint signal and the mode activation signal, the interlock
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AF has been added two new ports. Similar ports were added also to the controller block
(see figure 7) and its equations.

The simulation result related to the second, improved interlocking AF is presented
in figure 10b. The speed request obtained from the operator is similar to that of the first
simulation. In this case, the cart is smoothly decelerated already before reaching the
limit and the overshoot is much smaller than that in the first simulation. Clearly, this
alternative provides a better control performance as even in case of strict safety limits,
the cart would not need to be stopped with the brake before the actual limit.

6 Towards Development of Certifiable Safety Functions

The use of model-based techniques in development of safety-critical applications has
not been recommended by safety standards, such as IEC 61508, until recently. How-
ever, due to the new version of the standard, they could be used, for example, during
architecture design to aid the completeness and correctness of design as well as freedom
from intrinsic design faults.

Perhaps the most essential difference between the development of safety systems and
basic control systems is that safety systems require extensive documentation about all
the development activities and their results for verification, validation and certification
purposes. The development of safety systems should also be risk-driven so that the
requirements and design artefacts could be always traced to the perceived safety needs
which originate from risk and hazard analysis. When assessing the quality of design,
design artefacts could be compared to the original safety needs and when in doubt,
developers could always refer to the risks and hazards.

We are currently striving to extend the scope of UML AP to cover also the develop-
ment and design of safety systems. The work is targeted to the requirement concepts
of the profile (see [6]) but also to documenting the results of risk and hazard analysis.
Including the risk and hazard information in a compact form in the same models with
the design would not only enable the use of explicit traces between them but also aid
the discovery of the information when the developers need it. Moreover, compared to
use of separate documents, a unified (one) model could be easier to maintain and keep
up-to-date if and when something needs to be changed in design.

An admitted difficulty in development of both safety critical and basic control sys-
tems is related to the specification of requirements. In development of safety-critical ap-
plications, the functional requirements (what the system must do) originate from hazard
analysis and the non-functional requirements (how well it must be done) from risk anal-
ysis. However, unambiguous and complete specification of the functional requirements
is still difficult. Perhaps this task could be facilitated with a semi-formal, domain spe-
cific modelling approach. Another working direction is the ability to simulate designs
and specifications.

In [8] the author has analysed the quality of produced software in about 12500
projects from year 1984 to 2008 and the defects delivered (and removed) during the
projects. The results may not be directly generalizable to safety-critical applications as
such. However, according to the survey, also in the best-in-class-quality, a significant
portion of defects delivered were related to defects in requirements specifications, partly
because defects in requirements are difficult to discover.



180 T. Vepsäläinen and S. Kuikka

If the design could be simulated earlier, for example with the techniques presented in
this paper, simulations could also be used to assess whether the required functionality
is able to detect and handle the hazardous situations. The feedback loop between design
and requirements could thus be shortened. This could further facilitate the development
of both basic control and safety-systems.

Testing or simulation-aided testing of design and development specifications cannot
be used to prove the correctness of them. However, simulations can be used to test the
reactions of control or safety systems to events in the system that could not be tested
with the actual system without compromising safety. Moreover, simulations may aid in
comparing alternative solutions in terms of, for example, availability of the controlled
system that may be important from the point of view of the developer organization or
the end user but not that of safety standards. Extensive testing is also required by safety
standards. The problem with conventional testing is that the system should be already
implemented in order to be tested. If both the simulation model and the executable ap-
plication would be produced by trusted, automatic transformations based on the same
model, testing could as well utilize the simulation model of the application. Conse-
quently, with our approach, an improvement would also be the ability to test earlier in
the development process based on platform independent models.

Another issue that must be increasingly considered in industrial control systems in
future is security, as demonstrated by the recent Stuxnet worm. It can be easily justified
that compromising security may lead to compromising safety, for example if a safety-
critical, measured value is lost or modified. However, security is hardly mentioned in
safety standards such as IEC 61508. We are expecting a change in this in near future.
Security issues could also be taken into account in simulations. For example, security-
related test simulations could be supported by making it possible to mark vulnerable
information channels for the simulation engine. The engine could then add a constant or
time-varying gain for the values transferred with use of the channel to test the reactions
of the control system to an unusual situation. Losing a connection totally would also be
a meaningful simulation case that could reveal serious vulnerabilities in systems.

7 Conclusions

This paper has presented a tool-supported approach to transform functional UML AP
models and their interlocking specifications to ModelicaML models and finally to sim-
ulateable Modelica models. The aim of the approach and transformation implementa-
tion is to enable automated and less tedious creation of simulation models and thus
to support model-driven development of control systems, including their interlocking
and constraint control functions. Compared to present development practices of control
systems, this could enable the testing of the solutions earlier during the development
process. The approach also offers the other, listed benefits of simulations.

The example system and the control approaches presented in this paper were simple
but still adequate for demonstrating the techniques in creation of two simulation models.
Simulations could be used to compare the two designed interlocking approaches within
a feedback control system. This is also how simulations are currently typically used if
their development is considered worthwhile.
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Simulations can facilitate the analysis – not directly the synthesis – of control sys-
tems. Nevertheless, simulations can help developers in making judicious design deci-
sions. The purpose of model-based techniques is often to automate simple development
tasks. However, also within model-based development, real design decisions need to be
made by developers and this work can be eased with simulations. In our approach, we
use model-based techniques also for developing the simulation models. We thus aim to
enhance model-based development of control systems by widening the scope of model-
based techniques.

A future working direction of our approach is to shift towards safety functions which
share several similarities with interlocks. It is clear that also development of safety
functions could benefit from simulations; possibly also from the security point of view.
However, the development of safety related systems requires extensive documentation
of design and traceability between design artefacts. This is why we are currently work-
ing with the requirement sub-profile of UML AP. With this work, we not only support
the detailed definition of requirements but also documentation of information origi-
nating from risk and hazard analysis. The rationale is that the requirements of safety
functions are based on these analyses but the information is not always visible for, for
example, the software developers, which makes it difficult to judge the correctness and
completeness of design.
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Abstract. Used in ecology, economics and social science, agent-based mod-
elling is also increasingly used in the life science. We use this technique to model
and simulate the processing of actin filaments. These filaments form a major part
of the cell-shape determining cytoskeleton and contribute to a number of cell
functions. In our paper, we develop and investigate three models with different
levels of detail. Our work demonstrates the potential of individual-based mod-
elling in systems biology.

1 Introduction

Agent-based simulations are a promising application emerging in life sciences [15].
Applications of agent-based technologies in systems biology include studies in which
each cell is modelled as an agent [28]. Examples include bacterial chemotaxis [6], the
phenomenon where cells direct their movements in response to external signals, models
of epidermal tissue [10], the formation of a 3D skin epithelium [26] or a hybrid model,
and combination of agent-based simulations and differential equations to analyse the
cell response to epidermal growth factors [30]. Moreover, agent-based models for in-
tracellular interactions representing the carbohydrate oxidation cell metabolism [4], the
cell cycle [27], the NF-κB signalling pathway [21] and molecular self-organisation,
with the focus on packing rigid molecules [29], have been proposed.

Actin polymerisation is a molecular process that generates long filaments with a
barbed and a pointed end from single actin molecules that become part of the cytoskele-
ton. The cytoskeleton provides the physical structure and shape of cells, as well as plays
an important role in a number of cell functions, including cell motility [3,19], endocyto-
sis [8], or cell division [20]. Understanding of actin organisation has important implica-
tions for practical medical applications, including the development of new topographies
for implant surfaces [14,17].

Here we focus on the spatial and time dependent simulation of actin polymerisa-
tion. The literature describes a number of models analysing the cell motility driven by
actin filaments, using partial differential equations [16]. Another study used Brownian
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Fig. 1. The physical size of the actin molecule determines the size of an agent in the simulation.
For the two dimensional simulation the width and height of an actin agent is set to 50Å×50Å [18].

dynamics to analyse the self-assembly process of actin and the dynamics of long fila-
ments [11]. The distribution of the length of actin filaments inside a cell was analysed
with a discrete and continuous model [5]. Different models using stochastic π-calculus
as a representative of process algebra, have also been published [2].

In this paper we describe simulations using an agent-based approach with commu-
nicating X-machines [9], implemented in a software called Flexible Large-scale Agent-
based Modelling Environment (FLAME) [13]. This allows us to analyse the spatial and
time dependent behaviour during the composition of the filament structure by free actin
with a high degree of physical realism. The outline of the paper is as follows. Section
2 explains the three models in detail. Section 3 discusses the output of the models and
Section 4 sums up the conclusions and gives a brief outlook for further studies.

2 Agent-Based Simulation

An agent is formally defined as an finite-state machine. Because the finite-state ma-
chine model is too restrictive for general system specification, an extension with a
memory, the so called X-machine promise a better implementation [12]. If a system
contains more than one agent, the particular X-machines must be able to communi-
cate together and this leads to a communication X-machine system [9]. This concept is
implemented in the software named Flexible Large-scale Agent-based Modelling Envi-
ronment (FLAME) [13].

Using the actin model generated by X-ray analysis [18] we fix the size of one
molecule to 50Å×50Å. The dimension of the molecule is shown in Figure 1. Each
agent contains an identification number and two binding sides to connect to another
agent, namely bottom-bound (BB) and top-bound (TB) and can switch between three
different states (free, bottom-bound, fully bound). A free binding side is denoted with
the constant −1. As long as both binding sides are marked with −1 (free), the agent
is randomly rotating and moving around in a distance of 1–200Å, which is an ap-
proximation for the computational expensive calculation of Brownian dynamics. If a
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Fig. 2. An actin-agent can be in three different states. A free molecule can bind to an already
bound initial agent (BB = 0). The already bound actin-agent then become fully bound. Then the
third actin-agent can bind to the second actin-agent which become fully bound and so on.

molecule binds to another, then the identification number of the counterpart is stored
in the BB (respectively TB) variable; the agent becomes immobilised and its rotation
will be adapted. The precondition for binding is, that one of the agents is already bound
(bottom-bound). This leads to the condition that at least one agent has to be stuck in
the beginning of the simulation. This is done by initialising one agent with BB = 0.
If a free agent binds to an already bound one, the second becomes then fully bound
(BB 	= −1, TB 	= −1). The whole schema of the actin–actin interactions is also shown
in Figure 2.

The polymerisation of actin filaments is characterised by a 70◦ angle branching on
several positions mediated by the Arp2/3 protein [25]. To simulate this branching pro-
cess, a new agent with a third binding side was implemented. The orientation of the
branching side to the left or right was set randomly. This agent is restricted to bind
only to actin-agents, so that a Arp2/3-Arp2/3 combination is prohibited. In Figure 3
the scheme for the interactions and state changes is illustrated. Similar to the actin-
agent, the size of this agent was determined from published measurements [24]. Figure
4 shows the approximated dimensions of Arp2/3.

An agent-based model has to include the reaction kinetic in a reasonable way. Due
to the nature of spatial simulations with individual molecules, this may be done by
an interaction volume, which defines a reaction zone around a particular agent (see
Figure 5). Andrews and Bray (2004) developed an algorithm to determine this volume,
but considered more detailed interactions. Another way is described by Pogson et al.
(2006) where the interaction radius r is calculated by:

r = 3

√
3kΔt

4πNA103

where k is the kinetic rate constant, Δt the discrete time interval and NA is Avogadro’s
constant (6.022×1023). The rate constant for actin-actin assembly was determined with
11.6μM−1s−1 [7] and leads to a radius of 0.166Å for Δt = 1s. If two or more agents
enter the interaction volume at the same time step, the closest molecule to the reaction
molecule assembles to it, if two or more have the same distance, one will be chosen by
chance.
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Fig. 3. In addition to the actin-agent (Figure 2), the simulation was extended with a second type of
agent for Arp2/3. This agent can bind to an bottom-bound actin-agent. Then another actin-agent
can bind to the top-binding side of the Arp2/3-agent, the next actin-agent to the middle binding
side and the Arp2/3-agent becomes fully bound.

Fig. 4. The physical size of Arp2/3 determines the size of the agents in the simulation [24]

To compare our results with the simulation of Cardelli et al. (2009), we used the
same number of 1200 free actin agents and 30 Arp2/3 agents. Cardelli uses this number
of agents to simulate a concentration of 1200 μM. For concentration values in a spatial
simulations, it is necessary to calculate the volume of the environment:

nActin = NA × V × c [1/mol× l ×mol/l]

V = 1200/(NA · 1200× 10−6)

V = 1.66× 10−18 l = 1.66× 10−21m3 ,

where nActin is the number of molecules, NA is again Avogadro’s constant, c is the
concentration of molecules and V is the volume. Assuming the environment as a cube,
the length of a side is approximately 1184.0Å.
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Fig. 5. The interaction boundary (dashed circle) defines the reaction volume around an agent. If
a second agent enters this area, the reaction takes place

Fig. 6. The time plot shows the result of the simulation for a simple actin polymerisation with
1200 agents and a time step Δt = 1s. Inset: Linear slope of the binding process in the beginning

For a simulation including the dissolving of actin from a filament, we used the rate
constant of 5.4 s−1 for ADP-actin at the barbed end from the literature [7]. Only agents
with a free top-bound (in case of Arp2/3 also middle bound) can be released from the
filament. To avoid an instant re-coupling, the molecule will be moved to outside the
interaction boundary.

Our present agent-based simulation takes place in a 2D environment, so that we have
to introduce a factoring constant of 100 for the radius, the dissolving rate constant and
the size of the environment, following the paper of Cardelli et al. (2009).

3 Results

3.1 Actin-Actin Interactions

Figure 6 shows the time plot of the growth of one filament. The curve shows in the
beginning a linear increase (see inset of Figure 6), but later becomes logarithmic. After
390 seconds 50 agents were integrated in the filament, which corresponds to a filament
of length 0.25μm. A length of 1μm is reached after 1882 seconds and at the end of
one hour, 240 agents form a filament with a length of 1.2μm. In agreement with pub-
lished measurements [7], the increase in length of actin is linear in the beginning of the
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Fig. 7. The figure (cropped for better illustration) shows the end result of the simulation for one
hour with 1200 actin-agents and 30 Arp2/3-agents. The black points mimic the free actin, the
blue the agents bind to the filamental structure.

simulation. The logarithmic curve on can be explained by the decreased number of free
molecules and the spatial phenomena, by which the simulated filament is growing close
to the boundary of the environment. The number of reachable free molecules close to
this boundary is then much lower. The difference in the speed of elongation is related
to two reasons:

1. Actin filaments can growth on both side, whereas the simulation allows only the
growth at the barbed end.

2. Actin can build small motile fragments, which then elongate the filament [25]. This
increases the speed of polymerisation significantly.

3.2 Branching Process

Figures 8(a) and 8(b) show the time plots for the actin and arp agents respectively. Both
time curves are sigmoidal with an inflection point around 1300 seconds.

Adding a new agent for the Arp2/3 protein, we simulated the actin polymerisation
with the branching process. To visualise this, Figure 7 shows a snapshot of the spa-
tial distribution at the end of one hour. In this simulation an overall filament length of
1μm was reached after 578 seconds. At the end of one hour, nearly all agents were
involved in the filament structure, 1121 actin agents were fully bound. Additionally 28
Arp2/3 agents are fully bound, two of them had an open binding side. In contrast to the
filament formation, solely with actin, the branching process accelerate the elongation
significantly. The snapshot in Figure 7 shows the spatial consideration and is in good
agreement with previously published simulations [2, Figure 17].

3.3 Disassembly Process

To model the disassembly of actin and Arp2/3 molecules from the filamental structure,
we added a new probability for each agent.
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(a) Time plot of actin-agents. (b) Time plot of arp-agents.

Fig. 8. The time plots show the result of the branching simulation for 1200 actin-agents, 30
Arp2/3-agents and a time step Δt = 1s

(a) Time plot of actin-agents. (b) Time plot of arp-agents.

Fig. 9. The time plots show the result of the branching simulation, including the disassembly
process, for 1200 actin-agents, 30 Arp2/3-agents and a time step Δt = 1s

After introducing this new variable, the assembly of the actin filament slowed down.
As shown in Figure 9(a), the assembly of 200 molecules and therefore an overall length
of 1μm is reached after 760 seconds. After one hour, the filament contained 717 fully
bounded actin-agents and is branched out at 14 different positions (see also Figure 9(b)).
This model shows therefore a comparable time progression to the simulation of Cardelli
et al. (2009), especially for Arp2/3, although our filamental growth is somewhat slower.

4 Conclusions and Outlook

Instead of the commonly used rate equations to simulate intracellular molecular pro-
cesses, we introduced an agent-based approach. This allowed us to overcome some
restrictions imposed by differential equation models, more precisely any number and
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any distribution, as well as spatial behaviour of molecules can be easily modelled.
Our model simulates actin polymerisation, an important key player for different cell
functions.

The spatial outcome of our model is comparable to alternative models of
Cardelli et al. (2009), using the stochastic π-calculus. Because the FLAME-framework
produces XML-files for each time step, we are also able to create an animated version
for tracking the filament formation (not shown here). Additionally a time dependent
analysis of the behaviour of the single molecules and the filaments can be done. The
limit in using the agent-based approach is only given by computational purposes.

Our overall aim is the development of a biophysical realistic model for actin poly-
merisation in human cells. The advantage of our approach is the possibility to to ex-
tend the simulation to a massive number of molecules with the aid of the parallelised
FLAME software version and, more important, the easy implementation of external in-
fluences. This should enable us to analyse observed phenomena of actin clustering on
titan pillar surface structures [14] with applications to implant technologies. This inter-
esting issue makes it necessary to include more proteins like capping proteins which
stop the elongation of the filament [23].
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Abstract. Mathematical optimization of models based on simulations usually
requires a substantial number of computationally expensive model evaluations
and it is therefore often impractical. An improved surrogate-based optimization
methodology, which addresses these issues, is developed for the optimization of
a representative of the class of one-dimensional marine ecosystem models. Our
technique is based upon a multiplicative response correction technique to cre-
ate a computationally cheap but yet reasonably accurate surrogate from a tem-
porarily coarser discretized physics-based coarse model. The original version of
this methodology was capable of yielding about 84% computational cost sav-
ings when compared to the fine ecosystem model optimization. Here, we demon-
strate that by employing relatively simple modifications, the surrogate model
accuracy and the efficiency of the optimization process can be further improved.
More specifically, for the considered test case, the optimization cost is reduced
three times, i.e., from about 15% to only 5% of the cost of the direct fine model
optimization.

Keywords: Marine Ecosystem Models, Surrogate-based Optimization,
Parameter Optimization, Response Correction, Data Assimilation.

1 Introduction

Numerical simulations nowadays play an important role to simulate the earth’s climate
system and to forecast its future behavior. The processes to be modeled and simulated
are ranging from fluid mechanics (in atmosphere and oceans) to bio- and biochemical
interactions, e.g., in marine or other type of ecosystems. The underlying models are
typically given as time-dependent partial differential or differential algebraic equations
[7,10,12].

Among them, marine ecosystem models describe photosynthesis and other biogeo-
chemical processes in the marine ecosystem that are important, e.g., to compute and
predict the oceanic uptake of carbon dioxide (CO2) as part of the global carbon cycle
[17]. They are typically coupled to ocean circulation models. Since many important
processes are non-linear, the numerical effort to simulate the whole or parts of such a
coupled system with a satisfying accuracy and resolution is quite high.
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There are processes in the climate system where where even without much simplifi-
cation (through e.g. “parametrizations” to reduce the system size, see for example [12])
several quantities or parameters are unknown or very difficult to measure. This is for
example the case for growth and dying rates in marine ecosystem models [5,17], one of
which our work in this paper is based on. Before a transient simulation of a model (e.g.,
used for predictions) is possible, the latter has to be calibrated, i.e., relevant parameters
have to be identified using measurement data (sometimes also known as data assimila-
tion). For this purpose, large-scale optimization methods become crucial for a climate
system forecast.

The aim of parameter optimization is to adjust or identify the model parameters such
that the model response fits given measurement data. The mathematical task thus can
be classified as a least-squares type optimization or inverse problem [2,3,21]. This opti-
mization (or calibration) process requires a substantial number of function and option-
ally sensitivity or even Hessian matrix evaluations. Evaluation times for the high-fidelity
model of several hours, days or even weeks are not uncommon. As a consequence, opti-
mization and control problems are often still beyond the capability of modern numerical
algorithms and computer power. For such problems, where the optimization of coupled
marine ecosystem models is a representative example, development of faster methods
that would reduce the number of expensive simulations necessary to yield a satisfactory
solution becomes critical.

Computationally efficient optimization of expensive simulation models (high-fidelity
or fine models) can be realized using surrogate-based optimization (SBO), see for ex-
ample [1,6,9,15]. The idea of SBO is to exploit a surrogate, a computationally cheap
and yet reasonably accurate representation of the high-fidelity model. The surrogate
replaces the original high-fidelity model in the optimization process in the sense of pro-
viding predictions of the model optimum. Also, it is updated using the high-fidelity
model data accumulated during the process. The prediction-updating scheme is nor-
mally iterated in order to refine the search and to locate the high-fidelity model opti-
mum as precisely as possible. One of possible ways of creating the surrogate, our work
in this paper is based on, is to utilize a physics-based low-fidelity (or coarse) model. The
development and use of low-fidelity models obtained by, e.g., coarser discretizations (in
time and/or space) or by parametrizations is common in climate research [12], whereas
their applications for surrogate-based parameter optimization in this area is new.

In [14], a surrogate-based methodology has been developed for the optimization of
climate model parameters. As a case study, a selected representative of the class of
one-dimensional marine ecosystem models was considered. Since biochemistry mainly
happens locally in space and since the complexity of the biogeochemical processes
included in this specific model is high, this model serves as a good test example for the
applicability of surrogate-based optimization approaches. The technique described in
[14] is based on a multiplicative response correction of a temporally coarser discretized
physics-based low-fidelity model. It has been successfully applied and demonstrated to
yield substantial computational cost savings of the optimization process when compared
to a direct optimization of the high-fidelity model.

In this paper, we demonstrate that by employing simple modifications of the original
response correction scheme, one can improve the surrogate’s accuracy, as well as further
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reduce the computational cost of the optimization process. We verify our approach by
using synthetic target data and by comparing the results of SBO with the improved
surrogate to those obtained with the original one. The optimization cost is reduced three
times when compared to previous results, i.e., from about 15% to only 5% of the cost of
the direct high-fidelity ecosystem model optimization (used as a benchmark method).
The corresponding time savings are increased to from 84% to 95%.

It should be emphasized that the proposed approach does not rely on high-fidelity
model sensitivity data. As a consequence, the first-order consistency condition between
the surrogate and the high-fidelity model (i.e., agreement of their derivatives) is not
fully satisfied. Nevertheless, the combination of the knowledge about the marine system
under consideration embedded in the low-fidelity model and the response correction is
sufficient to obtain a quality solution in terms of good model calibration, i.e., its match
with the target output.

The paper is organized as follows. The high-fidelity ecosystem model, considered
here as a test problem, as well as the low-fidelity counterpart that we use as a basis to
construct the surrogate model, are described in Section 2. The optimization problem
under consideration is formulated in Section 3. The original and improved response
correction schemes and the comparison of the corresponding surrogate model qualities
are discussed in Section 4. Numerical results for an illustrative SBO run are provided
in Section 5. Section 6 concludes the paper.

2 Model Description

The considered example for the class of one-dimensional marine ecosystem models
simulates the interaction of dissolved inorganic nitrogen, phytoplankton, zooplankton
and detritus (dead material), thus is of so-calledNPZD type [13]. The model uses pre-
computed ocean circulation and temperature data from an ocean model (in a sometimes
called off-line mode), i.e., no feedback by the biogeochemistry on the circulation and
temperature is modeled, see again [13]. The original high-fidelity (fine) model and its
low-fidelity (coarse) counterpart which we use as a basis to construct a surrogate for
further use in the optimization process are briefly described below.

2.1 The High-Fidelity Model

The NPZD model simulates one water column at a given horizontal position. This
is motivated by the fact that there have been special time series studies at fixed loca-
tions. Clearly, the computational effort in a one-dimensional simulation is significantly
smaller than in the three-dimensional case. However, as pointed out in the introduction,
the model – from point of view of the complexity of the included processes – serves as
a good test example for the applicability of SBO approaches.

In the NPZD model, the concentrations (in mmol N m−3) of dissolved inorganic
nitrogen N , phytoplankton P , zooplankton Z , and detritus (i.e., dead material) D are
summarized in the vector y = (y(l))l=N,P,Z,D and described by the following coupled
PDE system
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in (−H, 0)× (0, T ), with additional appropriate initial values. Here, z denotes the only
remaining, vertical spatial coordinate, and H the depth of the water column. The terms
Q(l) are the biogeochemical coupling (or source-minus-sink) terms for the four tracers
and u = (u1, . . . , un) is the vector of unknown physical and biological parameters,
with n = 12 for this specific model. The sinking term (with the sinking velocity u1) is
only apparent in the equation for detritus. In the one-dimensional model no advection
term is used, since a reduction to vertical advection would make no sense. Thus, the
circulation data (taken from an ocean model) are the turbulent mixing coefficient κ =
κ(z, t) and the temperatureΘ = Θ(z, t), which goes into the nonlinear coupling terms
Q(l) but is omitted in the notation.

The parameters u to be optimized are, for example, growth and dying rates of the
tracers and thus appear in the nonlinear coupling termsQ(l)

l=N,P,Z,D in (1). For the sake
of brevity and for the purpose of this paper we omit the explicit formulation of the
coupling terms as well as the explicit physical meaning of the involved parameter. For
details we refer the reader to [13,16].

2.2 Numerical Solution

The continuous model (1) is discretized and solved using an operator splitting method
[11], an explicit Euler time stepping scheme for the nonlinear coupling termsQ and the
sinking term while using an implicit scheme for the diffusion term. For further details
we refer the reader to [13,14].

More explicitly, in every discrete time step, at first the nonlinear coupling operators
Qj (that depend on tj directly and/or via the temperature fieldΘ) are computed at every
spatial grid point and integrated by four explicit Euler steps with step size τ/4. Then,
an explicit Euler step with full step size τ is performed for the sinking term. Finally, an
implicit Euler step for the diffusion operator, again with full step size τ , is applied.

In the original model, the time step τ is chosen as one hour. By choosing this time
step, all relevant processes are captured and further decrease of the time step does not
improve the accuracy of the model. The model with this particular time step will be
referred to as the high-fidelity or fine one in the following.

We furthermore denote by yj ≈ y(·, tj) the discrete fine model solution of the con-
tinuos model (1) in time step j (containing all tracers N,P, Z,D) given as

yj = (yji)i=1,...,I , j = 1, . . . ,Mf , y ∈ R
MfI , I = nznt, (2)

where I denotes the number of spatial discrete points nz times the number of tracers
nt, which is four for the considered model, and where Mf denotes the total number of
discrete time steps, given the discrete time step τf . More specifically, the model consists
of nz = 66 vertical layers and is integrated over totally Mf = 8760 time steps/year ×
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5 years = 43800 discrete time step. We will furthermore use the subscript f to distin-
guish the relevant fine model variables, which read yf , τf and Mf , from those we will
introduce for the coarse model, respectively.

2.3 The Low-Fidelity Model

Marine ecosystem model, are typically given as coupled time-dependent partial differ-
ential equations, compare [5,17]. One straightforward way to introduce a low-fidelity
(or coarse) model for these models is to reduce the spatial and/or temporal resolution,
whereas, in this paper, we exploit the latter one.

The coarse model, which is a less accurate but computationally cheap representation
of yf is obtained by using a coarser time discretization with a discrete time step τc
given as

τc = βτf , (3)

with a coarsening factor β ∈ N \ {0, 1}, while keeping the spatial discretization fixed.
The state variable for this coarser discretized model will be denoted by yc, the corre-
sponding number of discrete time steps by Mc =Mf/β, i.e., we have

(yc)j = ((yc)ji)i=1,...,I , j = 1, . . . ,Mc, yc ∈ R
McI , I = nznt . (4)

Note that the parameters u for this model are the same as for the fine one.
Clearly, the choice of the temporal discretization, or equivalently, the coarsening

factor β, determines the quality of the coarse model and of a surrogate if based upon
the latter one. Moreover, both the computational cost, the performance and quality of
the solution obtained by a SBO process might be affected.

Altogether, we seek for a reasonable trade-off between the accuracy and speed of the
coarse model. From numerical experiments, a value of β = 40 turned out be a reason-
able choice, as was shown in [14]. Numerical results presented in Section 4 demonstrate
that such a coarse model leads to a reliable approximation of the original fine ecosys-
tem model when a response correction technique as described in this paper is utilized.
Furthermore, it was observed that, for this specific choice of β, while additionally re-
stricting the parameter u1, i.e., the sinking velocity, using an appropriate upper bound,
the resulting model response does not show any numerical instabilities.

3 Optimization Problem

The task of parameter optimization in climate science typically is to minimize a least-
squares type cost function measuring the misfit between the discrete model output y =
y(u) and given observational data yd [2,21]. In most cases, the problem is constrained
by parameter bounds. The optimization problem can generally be written as

min
u∈Uad

J(y(u) ), (5)

where

J(y ) := ||y − yd ||2,

Uad := {u ∈ R
n : bl ≤ u ≤ bu},bl,bu ∈ R

n, bl < bu .
(6)
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The inequalities in the definition of the set Uad of admissible parameters are meant
component-wise. The functional J may additionally include a regularization term for
the parameters. However, from numerical experiments, it turned out that such a term is
not necessary to ensure a well performing optimization process.

Additional constraints on the state variable y might be necessary, e.g., to ensure non-
negativity of the temperature or of the concentrations of biogeochemical quantities. In
our example model, however, by using appropriate parameter bounds bl and bu, non-
negativity of the state variables can be ensured. This was already observed and used in
[16].

4 Surrogate-Based Optimization

For many nonlinear optimization problems, a high computational cost of evaluating
the objective function and its sensitivity, and, in some cases, the lack of sensitivity in-
formation, is a major bottleneck. The need for decreasing the computational cost of the
optimization process is especially important while handling complex three-dimensional
models.

Surrogate-based optimization [1,6,9,15] is a methodology that addresses these issues
by replacing the original high-fidelity or fine model y by a surrogate, in the following
denoted by s, a computationally cheap and yet reasonably accurate representation of y.

Surrogates can be created by approximating sampled fine model data (functional
surrogates). Popular techniques include polynomial regression, kriging, artificial neural
networks and support vector regression [15,18,19]. Another possibility, exploited in this
work, is to construct the surrogate model through appropriate correction/alignment of a
low-fidelity or coarse model (physics-based surrogates) [20].

Physics-based surrogates inherit physical characteristics of the original fine model
so that only a few fine model data is necessary to ensure their good alignment with the
fine model. Moreover, generalization capability of the physics-based models is typi-
cally much better than for functional ones. As a results, SBO schemes working with
this type of surrogates normally require small number of fine model evaluations to
yield a satisfactory solution. On the other hand, their transfer to other applications is
less straightforward since the underlying coarse model and chosen correction approach
is rather problem specific. The specific correction technique exploited in this work is
recalled in Section 4.1 (see also [14]).

The surrogate model is updated at each iteration k of the optimization algorithm,
typically using available fine model data from the current and/or also from previous
iterates. The next iterate, uk+1, is obtained by optimizing the surrogate sk, i.e.,

uk+1 = argmin
u∈Uad

J ( sk(u) ), (7)

where, again Uad denotes the set of admissible parameters. The updated surrogate sk+1

is determined by re-aligning the coarse model at uk+1 and optimized again as in (7).
The process of aligning the coarse model to obtain the surrogate and subsequent opti-
mization of this surrogate is repeated until a user-defined termination condition is satis-
fied, which can be based on certain convergence criteria, assumed level of cost function
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value or a specific number of iterations (particularly if the computational budget of the
optimization process is limited).

If the surrogate sk satisfies so-called zero-order and first-order consistency condi-
tions with the fine model at uk, i.e.,

sk(uk) = yf (uk), s′k(uk) = y′
f (uk), (8)

with y′ and s′k(uk) denote the derivatives of the responses, the surrogate-based scheme
(7) is provable convergent to at least a local optimum of (5) under mild conditions
regarding the coarse and fine model smoothness, and provided that the surrogate opti-
mization scheme (7) is enhanced by the trust-region (TR) safeguard, i.e.,

uk+1 = argmin
u∈Uad,

‖u−uk ‖≤ δk

J ( sk(u) ), (9)

with δk being the trust-region radius updated according to the TR rules. We refer the
reader to e.g. [4,8] for more details.

4.1 Surrogate Model Using Basic Multiplicative Response Correction

It has been found in [14] that a natural way of constructing the surrogate would be multi-
plicative response correction. This approach is motivated by the fact that the qualitative
relation of the fine and coarse model response is rather well preserved (at least locally)
while moving from one parameter vector to another. As a result, a multiplicative correc-
tion allows constructing a surrogate model with a good generalization capability. The
technique is briefly recalled below.

The surrogate response sk(u), at iteration k of the optimization process, is generated
by multiplicative correction of the smoothed coarse model response, denoted by ỹc,
which we briefly formulate as

s̄k(u) := ak ỹc(u),

ak :=
ỹβf (uk)

ỹc(uk)

⎫⎪⎪⎬⎪⎪⎭
k = 1, 2, . . .

β =Mf/Mc

(10)

where the operations in (10) are meant point-wise and where ak denote the correction
factors which are included in the vector ak . They are defined as the point-wise divi-
sion of the smoothed and down-sampled fine model response, denoted by ỹβf , by the
smoothed coarse model response at the point uk.

It was observed that smoothing allows us to remove the numerical noise from the
coarse model response and identify the main characteristics of the traces of interest (see
[14] for details). The fine model response is smoothed accordingly in the formulation
(10).

Down-sampling was necessary to make the fine model response commensurable
with the corresponding response of the coarse model. The down-sampled fine model
response yβf is simply given as

yβji := yβj,i, j = 1, . . . ,Mc, i = 1, . . . , I . (11)
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Fig. 1. Surrogate’s, fine (down-sampled, smoothed) and coarse (smoothed) model responses
sk, ỹ

β
f and ỹc for the tracer detritus at the uppermost depth layer at two points uk and corre-

sponding perturbation ūk , illustrating the generalization capability of the surrogate

By definition, the surrogate model is zero-order consistent with the (down-sampled and
smoothed) fine model in the point uk, i.e.,

sk(uk) = ỹβf (uk) . (12)

As we do not use sensitivity information from the fine model, the first-order consistency
condition cannot be satisfied exactly. Nevertheless, as was shown in [14], this surrogate
model exhibits quite good generalization capability, which means that the surrogate
provides a reasonable approximation of the fine one in the neighborhood of uk.

Figure 1 shows the surrogate’s, fine (down-sampled) and coarse model responses
sk, ỹ

β
f and ỹc at two different points, uk and ūk. The surrogate model is established at

uk and, therefore, its response is perfectly aligned with the one of the fine model at uk,
whereas its prediction is still reasonably accurate at ūk.

Note that only the selected tracers for a chosen section in the whole time interval
and at one selected depth layer are shown. The total dimension of the model response
is too large to present a full response here. We emphasize that shown responses are
representative for the overall qualitative behavior the other tracers, time sections and
depth layers.

4.2 Difficulties of Basic Surrogate Formulation

Occasionally, when using the surrogate given in (10), there might occur a situation
where the coarse model response is close to zero (and maybe even negative due to
approximation errors) and a few magnitudes smaller than the fine one, which leads to
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Fig. 2. Responses as in Figure 1 for a different time interval using the basic surrogate formulation
(10) (top) and exploiting the modifications (13) of the response correction scheme (bottom)

large (possibly negative) correction factors ak. While such a correction ensures zero-
order consistency at the point where it was established (i.e., uk), it may lead to (locally)
poor approximation in the vicinity of uk.

Figures 2 and 3 (top) illustrate these issues by showing the smoothed surrogate’s,
fine (down-sampled) and coarse model responses sk, ỹ

β
f and ỹc for the state detritus

at one illustrative time interval and depth layer. Shown are the model responses at the
same points uk and its neighborhood ūk ∈ Bδ(uk) as in Figure 1.

It should be pointed out that the overall shape of the surrogate’s response still pro-
vides a reasonable approximation of the fine model one (and more accurate than the
corresponding coarse model response) despite of the distortion illustrated in Figures 2
and 3. This is supported by the fact that even without addressing these issues, the SBO
was able to yield satisfactory results, not only with respect to the quality of the final so-
lution, but, most importantly, in terms of the low computational cost of the optimization
process. This was already demonstrated in [14].

4.3 Improved Response Correction Scheme

The response distortion described in the previous section is problematic towards the
end of the surrogate-based optimization run when a higher accuracy of the surrogate is
required to locate the fine model optimum more accurately. The ”‘spikes”’ appearing
in the response due to large values of the correction term can be viewed, in a way, as
a numerical noise that slows down the algorithm convergence and makes the optimum
more difficult to locate.

A few simple means described below can address these issues and further improve
the accuracy of the surrogate’s response as well as the performance of the optimiza-
tion algorithm. We introduce non-negative bounds for the coarse model response (the
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Fig. 3. Responses as in Figure 2, but for yet another section within the whole time interval. Again,
after employing the improvements in (13), the positive and negative peaks are removed (bottom).

negative response is non-physical and is a result of numerical errors due to using large
time steps in the numerical solution of the coarse model) and an upper bound aub for
the correction factors. We furthermore restrict the correction factors to one in case the
fine and coarse model responses are below a certain threshold ε which should be of the
order of the discretization error below which the responses can be treated as zero.

More specifically, the following modifications of the model outputs and the scaling
factors are performed for each iteration k

(i) yc =

{
0; if yc ≤ 0

yc; else
, (ii) ak =

{
aub; if ak ≥ aub

ak; else
,

(iii) ak = 1 if (ỹβf ≤ ε and ỹc ≤ ε),

(13)

where the operations are again meant point-wise and where (i) is applied before smooth-
ing. From numerical experiments, aub = 10 turned out to be a reasonable choice and
we furthermore consider ε = 10−4.

Figure 2 (bottom) shows the surrogate’s, fine (down-sampled) and coarse model re-
sponse for the same illustrative tracer, time interval and depth layer, however, while
employing the improvements given in (13). It can be observed that the positive and
negative peaks present in the surrogate responses shown in Figure 2 (top) are removed
after applying (13). As additional evidence, Figure 3 (bottom) shows the same model
responses but for a different section within the whole time interval.

The numerical results presented in Section 5 demonstrate that this enhanced response
correction scheme allows us to further improve the computational efficiency of the SBO.
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5 Numerical Results

For all optimization runs, we use the MATLAB1 function fmincon, exploiting the
active-set algorithm. The following cost functions

J(z) := ‖ z− yd ‖2 =

I∑
i=1

Mc∑
j=1

(zji − (yd)ji)
2
, (14)

J̃(z) := ‖ z− ỹd ‖2 =

I∑
i=1

Mc∑
j=1

(zji − (ỹd)ji)
2
, (15)

were the target data – as a test case – is given by model generated, attainable data as

yd := yβf (ud) .

For the optimization runs presented in this paper we employ the following cost func-
tions: for the fine model optimization, we use (14) with z = yβf , for the coarse model
optimization, (15) with z = ỹc and for the SBO, (15) with z = sk, whereas (14)
was used in the termination condition and to compare the results and where the down-
sampled fine model response yβf is defined by (11). Sampling was necessary to yield
a comparable fine model optimization run while in (15) the smoothed target data is
considered accordingly, since the coarse model and thus also the surrogate’s response
are smoothed. Note that the cost functions we employ are not normalized by the total
number of discrete model points. The dimension of the responses is of the order of
105. Clearly, this has to be taken into account for presented cost function values in the
following.

We perform an exemplary direct fine and coarse model optimization as well as a SBO
based on the surrogate in (10) exploiting the original and improved response correction
scheme (cf. Sections 4.1, 4.3). In the following, the solutions of the four optimization
runs are compared through visual inspection of the (down-sampled) fine model response
yβf and the corresponding cost function value J(yβf ) (cf. (14)) at the respective optima.

The optimization cost is measured in equivalent fine model evaluations which are
determined taking into account the coarsening factor β. More specifically, one evalu-
ation of the coarse model with a coarsening factor β is equivalent to 1/β evaluations
of the fine model. On the other hand, the cost of one iteration of the SBO (in terms of
equivalent fine model evaluations) equals to the number of coarse model evaluations
necessary to optimize the surrogate model divided by this factor β, and increased by
the cost for the response correction. Recall that the specific correction (10) we use in
this paper requires one fine model evaluation only.

Figure 4 shows the value of the cost function J(yβf ) versus the equivalent number of
fine model evaluations for the SBO algorithm using the surrogate model exploiting the
original and the improved correction scheme, as well as for the fine and coarse model
optimization. Points 1 and 3 in Figure 4 indicate those solutions obtained in the SBO

1 MATLAB is a registered trademark of The MathWorks, Inc.,
http://www.mathworks.com

http://www.mathworks.com
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Fig. 4. Values of the cost function J versus the optimization cost measured in equivalent number
of fine model evaluations for an exemplary SBO run exploiting the original and the improved
correction scheme, as well as for a fine and coarse model optimization run. Points 1 and 3 cor-
respond to a termination condition of J ≤ 50 (upper horizontal line), ensuring good visual
agreement between the fine model output and the target. Solution at point 2 in the improved SBO
is significantly more accurate and obtained at the same cost as the one at point 1. Overall, SBO
converges to a cost function value of to J ≈ 10−1 (lower horizontal line).

runs that correspond to a termination condition of J ≤ 50. This particular value was
selected as it ensures good visual agreement between the fine model output and the
target. Point 2 denotes the solution in the improved SBO run which could be obtained
at the same optimization cost as the one at point 1 in the original SBO run.

Figure 5 shows the fine model response at the solutions u∗
s1 and u∗

s2 (corresponding
to points 1 and 2 in Figure 4) obtained using the SBO algorithm with the original and
improved response correction scheme (cf. Sections 4.1 and 4.3) as well the responses
at the solutions u∗

f ,u
∗
c of a direct fine and coarse model optimization. For illustration,

responses for two representative tracers and for a selected depth level and time interval
are shown. Corresponding parameter values are provided in Table 1.

It can be observed that coarse model optimization yields a solution far away from the
target and a rather inaccurate parameter match (cf. Table 1), whereas the optimization
cost of only 11 equivalent fine model evaluations is very low. However, results indicate
that the accuracy of the coarse model is not sufficient to use this very model directly in
an optimization.
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Fig. 5. Synthetic target data yd at optimal parameters ud and fine model response yβ
f (down-

sampled) for two illustrative tracers and at the uppermost depth layer for the solutions u∗
f ,u

∗
c ,u

∗
s1

and u∗
s2 of a direct fine and coarse model optimization as well as of a SBO run exploiting the

original and the improved correction scheme. Solutions u∗
s1 and u∗

s2 correspond to points 1 and
2 in Figure 4

On the other hand, direct fine model optimization yields a solution u∗
f with an almost

perfect fit of the target data (cf. Figure 5) and of the optimal parameters ud (cf. Table
1), corresponding to a very low cost function of J ≈ ·10−2. However, the optimization
cost is substantially higher: about 980 fine model evaluations.

In [14], we demonstrated that in a exemplary SBO run based on the original response
correction scheme, a reasonably accurate solution u∗

s1 could be obtained at the cost of
approximately 60 equivalent fine model evaluations only (point 1 in Figure 4). This
resulted in a significant reduction of the total optimization cost of about 84% when
compared to the direct fine model optimization (correspondingly, 375 evaluations were
required in the fine model optimization to reach this cost function value, cf. Figure 4).

Exploiting the improved scheme, a similarly accurate solution – both in terms of
parameter match and optimal fit of the target data – can be obtained at a remarkably
lower cost of only 17 equivalent fine model evaluations (point 3 in Figure 4). This is
over three times less than for the original response correction scheme corresponding to
a reduction of the total optimization cost of about 96%. Specific parameter values and
model responses of this solution are omitted here, since they are similar to those of the
original solution u∗

s1.
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Table 1. Solutions u∗
c ,u

∗
f ,u

∗
s1 and u∗

s2 of an illustrative coarse, fine model optimization and of
a SBO run, exploiting the original and the improved correction scheme. Solutions u∗

s1 and u∗
s2

correspond to points 1 and 2 in Figure 4.

iterate u1 u2 . . . u12

SBO (original and improved scheme)

u∗
s1 0.705 0.626 0.044 0.015 0.060 0.937 1.908 0.016 0.147 0.020 0.629 4.237

u∗
s2 0.738 0.604 0.028 0.010 0.036 1.024 1.678 0.010 0.206 0.020 0.541 4.318

Coarse model optimization

u∗
c 0.300 1.066 0.036 0.065 0.064 0.025 0.040 0.065 0.010 0.012 0.730 3.448

Fine model optimization

u∗
f 0.747 0.596 0.025 0.010 0.030 0.999 2.046 0.010 0.203 0.020 0.493 4.310

ud 0.750 0.600 0.025 0.010 0.030 1.000 2.000 0.010 0.205 0.020 0.500 4.320

On the other hand, when exploiting the improved correction scheme, a solution u∗
s2

(point 2 in Figure 4) with a significantly higher accuracy – again both in terms of pa-
rameter match and optimal fit of the target data – can be obtained (cf. Figure 5 and
Table 1) at the same cost as were required for the original one u∗

s1, i.e., 60 equivalent
fine model evaluations.

It should be emphasized that the surrogate model utilized in this work only satisfies
zero-order consistency with the fine model. Still, as demonstrated in this section, the
performance of our surrogate-based optimization process is satisfactory, particularly in
terms of obtaining a good match between the model response and a given target output.
Improved matching between the optimized model parameters and those corresponding
to the target output could be obtained by executing larger number of SBO iterations
(cf. Figure 4), which is mostly because of low sensitivity of the model with respect
to some of the parameters. Also, the use of derivative information together with the
trust-region convergence safeguards [4,8] would bring further improvement in terms of
matching accuracy. Clearly, the trade-offs between the accuracy of the solution and the
extra computational overhead related to sensitivity calculation has to be investigated.
The aforementioned issues will be the subject of future research.

6 Conclusions

Parameter identification in climate models can be computationally very expensive or
even beyond the capabilities of modern computer power. Before a transient simulation
of a model (e.g., used for predictions) is possible, the latter has to be calibrated, i.e.,
relevant parameters have to be identified using measurement data. This is the point
where large-scale optimization methods become crucial for a climate system forecast.

Using the high-fidelity (or fine) model under consideration in conventional opti-
mization algorithms that require large number of model evaluations is often infeasible.
Therefore, the development of faster methods that aim at reducing the optimization cost,
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such as surrogate-based optimization (SBO) techniques, are highly desirable. The idea
of SBO is to replace the high-fidelity model in the optimization run by a surrogate, its
computationally cheap and yet reasonably accurate representation.

As a case study, we have investigated parameter optimization of a representative of
the class of one-dimensional marine ecosystem models. As demonstrated in our previ-
ous work, a simple multiplicative response correction applied to a temporally coarser
discretized physics-based low-fidelity (coarse) model of the system of interest is suffi-
cient to create a reliable surrogate of the original, high-fidelity ecosystem model, which
can be used as a prediction tool to calibrate the latter. This approach allowed us to yield
remarkably good results, both in terms of the quality of the final solution and, most
importantly, in terms of the relative reduction in the total optimization cost, about 84%
when compared to the direct fine model optimization.

In this paper, we demonstrated that the correction scheme can be enhanced to alle-
viate the difficulties of its original version, which results in further improvement of the
surrogate model accuracy and overall performance of the optimization algorithm utiliz-
ing this surrogate. The optimization cost was reduced by a factor of three (from 16% to
5% of the direct high-fidelity model optimization optimization cost), which corresponds
to the cost savings of 95%.

Improvements of the present approach by utilizing additionally sensitivity informa-
tion of the low- and the high-fidelity model in the alignment of the low-fidelity model
as well as trust-region convergence safeguards applied to enhance the optimization pro-
cess are expected to further improve the robustness of the algorithm and the accuracy
of the solution. The trade-offs between the accuracy and extra costs due too sensitivity
evaluation will have to be inspected.
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Abstract. Hydrodynamic shape optimization of axisymmetric bodies is pre-
sented. A surrogate-based optimization algorithm is described that exploits a 
computationally cheap low-fidelity model to construct a surrogate of an accu-
rate but CPU-intensive high-fidelity model. The low-fidelity model is based on 
the same governing equations as the high-fidelity one, but exploits coarser  
discretization and relaxed convergence criteria. A multiplicative response cor-
rection is applied to the low-fidelity CFD model output to yield an accurate and 
reliable surrogate model. The approach is implemented for both direct and in-
verse design. In the direct design approach the optimal hull shape is found  
by minimizing the drag, whereas in the inverse approach a target pressure dis-
tribution is matched. Results show that optimized designs are obtained at sub-
stantially lower computational cost (over 94%) when compared to the direct 
high-fidelity model optimization. 

Keywords: Shape Optimization, Surrogate-based Optimization, Multi-fidelity 
Modeling, Axisymmetric Body, CFD, Direct Design, Inverse Design. 

1 Introduction 

Autonomous underwater vehicles (AUVs) are becoming increasingly important in 
various marine applications, such as oceanography, pipeline inspection, and mine 
counter measures [1]. Endurance (speed and range) is one of the more important 
attribute of AUVs [2]. Vehicle drag reduction and/or an increase in the propulsion 
system efficiency will translate to a longer range for a given speed (or the same 
distance in a reduced time). A careful hydrodynamic design of the AUVs, including 
the hull shape, the protrutions, and the propulsion system, is therefore essential. 

The fluid flow around an underwater vehicle with appendages is characterized by 
flow features such as thick boundary layers, vortices and turbulent wakes generated 
due to the hull and the appendages [3]. These flow features can have adverse effects 
on, for example, the performance of the propulsion system and the control planes. 
Moreover, the drag depends highly on the vehicle shape, as well as on the 
aforementioned flow features. Consequently, it is important to account for these 
effects during the design of the AUVs. 

The prediction of the flow past the full three-dimensional configuration of the 
AUVs requires the use of computational fluid dynamics (CFD). Numerous 
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applications of CFD methods to the flow past AUVs and other underwater vehicles 
are in the literature, see, e.g., [4-6]. The purpose of these investigations is to predict 
properties such as added masses, pressure and friction distributions, drag, normal 
force and moment coefficients, wake field, and stability derivatives. Comparison with 
experimental measurements show that CFD is reliable and can yield accurate results. 

Numerous studies on underwater vehicle design and optimization have been 
reported which focus on the clean hull only, i.e., the appendages and the propulsion 
system are neglected and the flow is taken to be past an axisymmetric body at a zero 
angle of attack. Examples of such numerical studies can be found in [7-13]. Allen et 
al. [2], on the other hand, report an experimental investigation of propulsion system 
enhancements and drag reduction of an AUV. 

The hydrodynamic design optimization of AUVs in full configuration, taking into 
account the appendages and the propulsion system, is still an open problem. One of 
the main challenges involved is the high computational cost of a CFD simulation. A 
single CFD simulation of the three-dimensional flow past an AUV can take a few 
hours up to several days, depending on the computational power, the grid density, and 
the flow conditions. Therefore, the direct optimization, as shown in Fig. 1(a), can be 
impractial, especially using conventional gradient-based methods. 

An important research area in the field of aerodynamic optimization is focused on 
employing the surrogate-based optimization (SBO) techniques [14,15]. One of the 
major objectives is to reduce the number of high-fidelity model evaluations, and  
thereby making the optimization process more efficient. In SBO, the accurate, but 
computationally expensive, high-fidelity CFD simulations are replaced—in the opti-
mization process—by a cheap surrogate model (Fig. 1(b)).  SBO has been 
successfully applied to the aerodynamic design optimization of various aerospace 
components, such as airfoils [16], aircraft wings [17], and turbine blades [18]. 

 

 
                                (a)                                                                                         (b) 

Fig. 1. (a) Direct optimization, (b) surrogate-based optimization. Here, x(i) denotes the design 
variable vector at iteration i. 
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The surrogate models can be created either by approximating the sampled high-
fidelity model data using regression (so-called function approximation surrogates) 
(see for example [14]), or by correcting physics-based low-fidelity models which are 
less accurate but computationally cheap representations of the high-fidelity models 
(see, e.g., [17] and [19]). The latter models are typically more expensive to evaluate. 
However, less high-fidelity model data is normally needed to obtain a given accuracy 
level. SBO with physics-based low-fidelity models is called multi- or variable-fidelity 
optimization. 

In this paper, we present a hydrodynamic shape optimization methodology based 
on the SBO concept for AUVs. In particular, we adopt the multi-fidelity approach 
with the high-fidelity model based on the Reynolds-Averaged Navier-Stokes (RANS) 
equations, and the low-fidelity model based on the same equations, but with coarse 
discretization and relaxed convergence criteria. We use a simple response correction 
to create the surrogate. Here, we choose to focus on the clean hull design, which is a 
convenient case study to implement and test our design approach. 

2 Hydrodynamic Shape Optimization 

In this work, we focus on efficient shape optimization involving computationally 
heavy high-fidelity CFD simulations. This section describes the problem formulation 
and outlines the solution approach. 

2.1 Problem Formulation 

The goal of hydrodynamic shape optimization is to find an optimal—with respect to 
given objectives—hull shape, so that given design constraints are satisfied. The gen-
eral design problem can be formulated as a nonlinear minimization problem, i.e., 
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where f(x) is the objective function, x is the design variable vector, typically contain-
ing relevant geometry parameters of the fluid system under consideration, gj(x) are  
the inequality constraints, M is the number of the inequality constraints, hk(x) are the 
equality constraints, N is the number of the equality constraints, and l and u are the 
lower and upper bounds of the design variables, respectively. 

There are two main approaches two solving (1) when considering shape design. 
One is to adjust the geometrical shape to maximize performance. This is called direct 
design, and a typical design goal is drag minimization. An alternative approach is to 
define a priori a specific flow behavior that is to be attained. This is called inverse 
design, and, typically in hydrodynamic design, a target velocity distribution is pre-
scribed [10]. Instead, a target pressure distribution can be prescribed a priori, which is 
more common in aerodynamic design [20]. Typically, inverse design minimizes the 
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norm of the difference between the target and design distributions. The main difficul-
ty in this approach is to define the target distribution.  

In this paper, we apply both the direct and the inverse approaches to the hydrody-
namic shape optimization of axisymmetric bodies. The direct approach involves the 
minimization the drag coefficient (CD) and we set f(x) = CD(x). The drag coefficient 
and other characteristic variables are defined in Sec. 3.4. In the inverse approach, a 
target pressure distribution (Cp,t) is prescribed a priori and the function f(x) = ||Cp(x) –
 Cp.t||

2, where Cp(x) is the hull surface pressure distribution, is minimized. No con-
straints are considered in this work, aside from the design variable bounds. 

2.2 Solution Approach 

The design problem (1) can be solved in a straightforward way using any available 
algorithm to directly optimize the high-fidelity CFD model (Fig. 1(a)). In many cases, 
this is impractical due to high computational cost of an accurate CFD simulation and 
the fact that conventional optimization methods (e.g., gradient-based) normally re-
quire large number of objective function evaluations to yield an optimized design 
[21]. This problem can be partially alleviated using cheap adjoint sensitivity [8], how-
ever, they are not always available and the number of required CFD simulations may 
still be prohibitively large. 

Here, the design process is accelerated using surrogate-based optimization (SBO) 
[14], [15] exploiting physics-based low-fidelity models. The low-fidelity model inhe-
rits the knowledge about the system under consideration and it can be used to create a 
fast and yet accurate representation of the high-fidelity model, a surrogate. The surro-
gate model can be then used as a prediction tool that yields an approximate high-
fidelity model optimum at a low computational cost [22]. The flow diagram of the 
SBO process is shown in Fig. 1(b). 

The surrogate model considered in this paper is constructed using an underlying 
low-fidelity CFD model and a response correction technique. The low-fidelity CFD 
model is constructed using the high-fidelity CFD model with a coarser mesh-
resolution and relaxed convergence criteria; called variable-resolution modeling [17]. 
A description of the variable-resolution modeling is given in Section 3. There are 
various response correction techniques available, and the type appropriate in each 
case depends on the nature of the response. A multiplicative response correction is 
used in this work and is described in Section 4. 

3 Computational Models 

In this section, we describe the major components of the computational model of the 
axisymmetric hull shape considered in this paper. In particular, we discuss the shape 
parameterization, the high- and low-fidelity CFD models, as well as calculation of the 
hull drag force. 
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3.1 Shape Parameterization 

The hull shapes are constrained to the most common AUV hull shape, namely, the 
torpedo shape, i.e., a three section axisymmetric body with a nose, a cylindrical mid-
section, and a tail. Figure 2(a) shows a typical torpedo shaped hull with a nose of 
length a, midsection of length b, overall length L, and maximum diameter of D. The 
nose and the tail are parameterized using Bézier curves defined as [23] 
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where Pi, i = 0,1,…n, are the control points, and t is an 1 × m array from 0 to 1. We 
use five control points for the nose and four for the tail, as shown in Figs. 2(b) and 
2(c). Control points number three and eight are free (x- and y-coordinates), while the 
other points are fixed. We, therefore, have two design variables for the nose and tail 
curves, a total of four design variables, aside from the hull dimensions a, b, L, and D. 

3.2 High-Fidelity CFD Model 

The flow past the hull is considered to be steady and incompressible. The Reynolds-
Averaged Navier-Stokes (RANS) equations are assumed as the governing flow equa-
tions with the two-equation k-ε turbulence model with standard wall functions (see, 
e.g., [24]). 

The solution domain is axisymmetric around the hull centreline axis and extends 
two body lengths in front of the hull, five body lengths behind it, and two body 
lengths above it (Fig. 3). At the inlet, there is a velocity boundary condition where the 
velocity is set parallel to the hull axis, i.e., zero angle of attack. Pressure is prescribed 
at the outlet (zero gauge pressure). 

The CFD computer code FLUENT [25] is used for numerical simulations of the 
fluid flow. Asymptotic convergence to a steady state solution is obtained for each 
case. The iterative convergence of each solution is examined by monitoring the over-
all residual, which is the sum (over all the cells in the computational domain) of the L2 
norm of all the governing equations solved in each cell. In addition to this, the drag 
force (defined in Sec. 3.4) is monitored for convergence. A solution is considered 
converged if a residual value of 10-6 has been reached for all equations, or the number 
of iterations reaches 1000. 

The computational grid is structured with quadrilateral elements. The elements are 
clustered around the body and grow in size with distance from the body. The grids are 
generated using ICEM CFD [26]. A grid convergence study was performed to deter-
mine the necessary grid density (Fig. 4). A torpedo shaped body with L/D = 5 was 
used in the study. The inlet speed was 2 m/s and the Reynolds number was 2 million. 
Clearly, the drag coefficient value has converged at the finest grids (number 1 and 2) 
(Fig. 4(a)). There is, however, a large difference in the simulation time between the 
two finest grids (Fig. 4(b)). Therefore, we selected grid number 2, with 42,763 ele-
ments, to use for the high-fidelity CFD model in the optimization process. The veloci-
ty contours, and the pressure and skin friction distributions are shown in Fig. 5 for 
illustration purposes. 
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(a) 

 
(b) (c) 

Fig. 2. (a) A sketch of a typical torpedo shaped hull form (axisymmetric with three sections: 
nose, middle, tail); typically, equipment such as the computer, sensors, electronics, batteries, 
and payload are housed in the nose and the midsection, whereas the propulsion system is in the 
tail; (b) Bézier curve representing the nose (5 control points); and (c) Bézier curve representing 
the tail (4 control points). Control points 3 and 8 are free, while the other points are essentially 
fixed (depend on L, a, b, and D). 

 

Fig. 3. The computational solution domain and the boundary conditions 

3.3 Low-Fidelity CFD Model 

The most important component of the design optimization methodology described in 
this work is a low-fidelity model, which is a simplified representation of the  
high-fidelity one. The two most important features for the low-fidelity model to be 
efficiently used in the surrogate-based optimization process is that it should be com-
putationally much cheaper than the high-fidelity model, and, at the same time, contain 
sufficient knowledge about the latter so that it can be used as a reliable prediction tool 
to yield an approximate location of the optimum design. 

To satisfy the aforementioned requirements, the low-fidelity model is based on the 
same CFD model as the high-fidelity one. The simulation time is substantially re-
duced by making the grid coarser (Fig. 4(b)). Grid number 6 needs the lowest simula-
tion time and is the least accurate. A closer look at that grid reveals that it is too 
coarse (the responses were too “grainy”). Consequently, we selected grid number 5, 
with 504 elements, to be used for the low-fidelity model. 
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The simulation time can be reduced further by reducing the number of iterations. 
Figure 6 shows how the drag coefficient reaches a converged value after approximate-
ly 50 iterations. We therefore relax the convergence criteria for the low-fidelity model 
by setting it to 50 iterations. The ratio of simulation time of the high-fidelity model to 
the low-fidelity model is around 15. A comparison of the high- and low-fidelity res-
ponses is given in Figs. 5(a) and 5(b). 

 

 
(a) (b) 

Fig. 4. Grid convergence study for a torpedo shaped hull with length to diameter ratio L/D = 5 
at a speed of 2 m/s and Reynolds number of 2 million; (a) the change in the drag coefficient CD 
(defined in Section X) with the number of elements; (b) the variation in the simulation time 
with number of elements 

(a) 
 

(b) 

 
(c) 

Fig. 5. (a) Comparison of the high- and low-fidelity model responses of the axisymmetric hull 
of diameter ratio L/D = 5 at a speed of 2 m/s and Reynolds number of 2 million, (a) pressure 
distributions, and (b) skin friction distributions. (c) Velocity contours of the flow past an axi-
symmetric torpedo shape obtained by the high-fidelity CFD model. 
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Fig. 6. Variation of the drag coefficient with number of iterations for the case shown in Fig. 5 

3.4 Hull Drag Calculation 

For a body in incompressible flow, the total drag is due to pressure and friction forces, 
which are calculated by integrating the pressure (Cp) and skin friction (Cf) distribu-
tions over the hull surface. The pressure coefficient is defined as Cp ≡ (p-p∞)/q∞, 
where p is the local static pressure, p∞ is free-stream static pressure, and q∞ = 
(1/2ρ∞V∞

2) is the dynamic pressure, with ρ∞ as the free-stream density, and the V∞ 
free-stream velocity. The skin friction coefficient is defined as Cf ≡ τ/q∞, where τ is 
the shear stress. Typical Cp and Cf distributions are shown in Fig. 5. 

The total drag coefficient is defined as CD ≡ d/(q∞S), where d is the total drag 
force, and S is the reference area. Here, we use the frontal-area of the hull as the ref-
erence area. The drag coefficient is the sum of the pressure and friction drag, or 

 

DfDpD CCC += , (3) 
 

where CDp is the pressure drag coefficient and CDf is the skin friction drag coefficient. 
The CFD analysis yields static pressure and wall shear stress values (which are non-
dimensionalized to give Cp and Cf) at the element nodes (Fig. 7). The pressure acts 
normal to the surface and the shear stress parallel to it. The pressure drag coefficient 
is calculated by integrating from the leading-edge of the nose to the trailing-edge of 
the tail 

 

=
L

pDp dxxrxxCC
0

)()(sin)(2 θπ , (4) 

 
where Cp(x) is assumed to vary linear between the element nodes, θ(x) is angle of 
each element relative to the x-axis, and L is the length of the hull. Similarly, the skin 
friction drag coefficient is calculated as 

 

=
L

fDf dxxrxxCC
0

)()(cos)(2 θπ . (5) 
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4 Surrogate Modeling and Optimization 

In this section, a generic surrogate-based optimization scheme exploited here, as well 
as the methodology for creating a surrogate model, is described. The specific method 
utilized to align the responses of the low- and high-fidelity model, both the hull pres-
sure and skin friction distributions, is a multiplicative response correction.  

4.1 Surrogate-Based Optimization Scheme 

Our design task is formulated as a nonlinear minimization problem of the form 

* arg min ( )f
≤ ≤

=
l x u

x x
 

(6) 

where f(x) is the objective function, x is the design variable vector, whereas l and u 
are the lower and upper bounds, respectively. The high-fidelity model evaluation is 
CPU-intensive so that solving the problem (6) directly, by plugging in the high-
fidelity model into the optimization loop, may be impractical. Instead, we exploit 
surrogate-based optimization (SBO) [14,15] that shifts the optimization burden into 
the computationally cheap surrogate, and, thus, allows us to solve (6) at a low compu-
tational cost.  

The generic SBO optimization scheme is the following 

( 1) ( )arg min ( )i is+ =
x

x x  (7) 

where x(i), i = 0, 1, ..., is a sequence of approximate solutions to (6), whereas s(i) is the 
surrogate model at iteration i. If the surrogate model is sufficiently good representa-
tion of the high-fidelity model f, the number of iterations required to find a satisfacto-
ry design is small [27]. 

 

Fig. 7. Edge of an element on the hull surface at radius r. The element length is Δx and it makes 
an angle θ to the x-axis. Pressure p acts normal to the hull surface. Shear stress τ acts parallel to 
the surface. 
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4.2 Multiplicative Response Correction 

The surrogate model can be constructed either from sampled high-fidelity model data 
using an appropriate approximation technique [28], or by utilizing a physically-based 
low-fidelity model [19]. Here, we exploit the latter approach as we have a reliable 
low-fidelity model at our disposal (see Sec. 3.3). Also, good physically-based surro-
gates can be constructed using a fraction of high-fidelity model data necessary to 
build accurate approximation models [29]. 

There are several methods of constructing the surrogate from a physically-based 
low-fidelity model. They include, among others, space mapping (SM) [19], various 
response correction techniques [30], manifold mapping [31], and shape-preserving 
response prediction [32]. In this paper, the surrogate model is created using a simple 
multiplicative response correction, which turns out to be sufficient for our purposes. 
An advantage of such an approach is that the surrogate is constructed using a single 
high-fidelity model evaluation, and it is very easy to implement. 

Recall that Cp.f(x) and Cf.f(x) denote the pressure and skin friction distributions of the 
high-fidelity model. The respective distributions of the low-fidelity model are denoted as 
Cp.c(x) and Cf.c(x). We will use the notation Cp.f(x) = [Cp.f.1(x) Cp.f.2(x) ... Cp.f.m(x)]T, where 
Cp.f.j(x) is the jth component of Cp.f(x), with the components corresponding to different 
coordinates along the x/L axis. 

At iteration i, the surrogate model Cp.s
(i) of the pressure distribution Cp.f is con-

structed using the multiplicative response correction of the form: 
( ) ( ) ( ) ( )

. . .1 . .2 . .( ) [ ( ) ( ) ... ( )]i i i i T
p s p s p s p s mC C C C=x x x x  (8) 

( ) ( )
. . . . .( ) ( )i i

p s j p j p c jC A C= ⋅x x (9) 

where j = 1, 2, ..., m, and 

( ) ( )
. .( )

. ( ) ( )
. .

( )

( )

i i
p f ji

p j i i
p c j

C
A

C
=

x

x  (10) 

Similar definition holds for the skin friction distribution model Cf.s
(i). Note that the 

formulation (8)-(10) ensures zero-order consistency [33] between the surrogate and 
the high-fidelity model, i.e., Cp.f(x

(i)) = Cp.s
(i)(x(i)). Rigorously speaking, this is not suffi-

cient to ensure the convergence of the surrogate-based scheme (7) to the optimal solution 
of (5). However, because of being constructed from the physically-based low-fidelity 
model, the surrogate (8)-(10) exhibits quite good generalization capability. As demonstrat-
ed in Sec. 5, this is sufficient for good performance of the surrogate-based design process. 

One of the issues of model (8)-(10) is that (10) is not defined whenever Cp.c.j(x
(i)) 

equals zero, and that the values of Ap.j
(i) are very large when Cp.c.j(x

(i)) is close to zero. This 
may be a source of substantial distortion of the surrogate model response as illustrated in 
Fig. 8. In order to alleviate this problem, the original surrogate model response is “smoo-
thened” in the vicinity of the regions where Ap.j

(i) is large (which indicates the problems 
mentioned above). Let jmax be such that |Ap.jmax

(i)| >> 1 assumes (locally) the largest value. 
Let Δj be the user-defined index range (typically, Δj = 0.01⋅m). The original values of Ap.j

(i) 
are replaced, for j = jmax–Δj, ..., jmax–1, jmax, jmax+1, ..., jmax+Δj, by the interpolated values: 
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(11) 

 

where I(X,Y,Z) is a function that interpolates the function values Y defined over the 
domain X onto the set Z. Here, we use cubic splines. In other words, the values of 
Ap.j

(i) in the neighbourhood of jmax are “restored” using the values of Ap.j
(i) from the 

surrounding of j = jmax–Δj, ..., jmax+Δj. Figure 9(a) shows the “smoothened” surrogate 
model response corresponding to that of Fig. 8. Figure 9 shows the surrogate and the 
high-fidelity model responses, both Cp and Cf, at x(i) and at some other design x. 

 

Fig. 8. Surrogate model Cp.s
(i) (7)-(9) at x(i) (- - -), and at some other design x (▬). By defini-

tion, Cp.s
(i)(x(i)) = Cp.f(x

(i)). Note that Cp.s
(i)(x) has large spikes around the points where Cp.s

(i)(x(i)) 
is close to zero. 

 

Fig. 9. (a) Smoothened surrogate model (7)-(10) Cp.s
(i)(x(i)) = Cp.f(x

(i)) (—), Cp.s
(i)(x) (- - -), 

Cp.c(x) (⋅ ⋅ ⋅), and Cp.s(x) (▬); (b) Smoothened responses Cf.s
(i)(x(i)) = Cf.f(x

(i)) (—), Cf.s
(i)(x)  

(- - -), Cf.c(x) (⋅ ⋅ ⋅), and Cf.s(x) (▬) 
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5 Numerical Examples 

The methodology of Section 4 is applied to the hydrodynamic shape optimization  
of torpedo-type hulls, involving both the direct and inverse design approaches. De-
signs are obtained with the surrogate model optimized using the pattern-search algo-
rithm [34]. For comparison purposes, designs obtained through direct optimization of 
the straightforward high-fidelity model using the pattern-search algorithm [34] are 
also presented. 

For both the direct and the inverse design approaches, the design variable vector is 
x = [a xn yn xt yt]

T, where a is the nose length, (xn,yn) and (xt,yt) are the coordinates of 
the free control points on the nose and tail Bézier curves, respectively, i.e., points 3 
and 8 in Fig. 2. See Section 3.1 for a description of the shape parameterization. The 
lower and upper bounds of design variables are l = [0 0 0 80 0]T cm and u = [30 30 10 
100 10]T cm, respectively. Other geometrical shape parameters are, for both cases, L = 
100 cm, d = 20 cm, and b = 50 cm. The flow speed is 2 m/s and the Reynolds number 
is 2 million. 

5.1 Direct Design 

Numerical results for a direct design case are presented in Table 1. The hull drag 
coefficient is minimized by finding the appropriate shape and length of the nose and 
tail sections for a given hull length, diameter, and cylindrical section length. In this 
case, the drag coefficient is reduced by 6.3%. This drag reduction comes from a re-
duction in skin friction and a lower pressure peak where the nose and tail connect 
with the midsection (Figs. 10(a) and 10(b)). These changes are due to a more stream-
lined nose (longer by 6 cm) and a fuller tail, when compared to the initial design (Fig. 
10(c)). 

Our approach requires 3 high-fidelity and 300 low-fidelity model evaluations. The 
ratio of the high-fidelity model evaluation time to the corrected low-fidelity model 
evaluation time varies between 11 to 45, depending on whether the flow solver con-
verges to the residual limit of 10-6, or the maximum iteration limit of 1000. We ex-
press the total optimization cost of the presented method in the equivalent number of 
high-fidelity model evaluations. For the sake of simplicity, we use a fixed value of 30 
as the high- to low-fidelity model evaluation time ratio. The results show that the total 
optimization cost of the presented approach is around 13 equivalent high-fidelity 
model evaluations. The direct optimization method, using the pattern-search algo-
rithm [34] yields very similar design, but at the substantially higher computational 
cost of 282 high-fidelity model evaluations. 

5.2 Inverse Design 

Inverse design of the hull shape was performed by prescribing a target pressure distri-
bution. The objective is to minimize the norm of the difference between the pressure 
distribution of the hull design and the target pressure distribution. The numerical re-
sults are of the inverse design are presented in Table 1. 
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The algorithm of Section 4 matched the target pressure distribution (the norm of the 
distributions is less than 2 × 10-5) using less than 22 equivalent high-fidelity model 
evaluations. The direct optimization of the high-fidelity model using the pattern-search 
algorithm required 401 function calls to yield a comparable matching with the target. 

Table 1. Numerical results for design Cases 1 and 2; axisymmetric hull direct drag 
minimization and inverse design with a target pressure distribution, respectively. In both cases, 
the flow speed is 2 m/s and the Reynolds number is 2⋅106. All the numerical values are from the 
high-fidelity model. Nc and Nf are the number of low- and high-fidelity model evaluations, 
respectively. F is the norm of the difference between the target and the design shapes. 

 Case 1 (Drag minimization)  Case 2 (Inverse design) 
Variable Initial Pattern-search SBO  Initial Pattern-search SBO 

a 15.0000 21.8611 20.9945  18.000 24.7407 24.7667 
xn 5.0000 5.6758 5.6676  7.0000 7.3704 6.8333 
yn 5.0000 2.7022 2.7531  8.0000 4.7407 4.5667 
xt 90.0000 98.000 96.6701  85.0000 88.1111 88.6333 
yt 5.0000 0.8214 3.0290  7.0000 5.5926 5.3000 
F - - -  0.0204 1.64E-5 1.93E-5 

CD 0.0915 0.0853 0.0857  0.0925 0.0894 0.0893 
Nc - 0 300  - 0 500 
Nf - 282 3  - 401 5 

Total cost - 282 13  - 401 < 22 

 

Fig. 10. Case 1 results for the direct hull drag minimization, showing the initial and optimized: 
(a) pressure distributions (b) skin friction distributions and (c) hull shapes; Case 2 results of the 
inverse design optimization with a prescribed target pressure distribution: (d) target, initial, and 
optimized pressure distributions, (e) zoom on two regions of Fig. 15(d), and (f) the initial and 
optimized hull shapes 
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6 Conclusions 

Computationally efficient simulation-driven multi-fidelity design optimization algo-
rithm for axisymmetric hulls in incompressible fluid flow is discussed. Our algorithm 
exploits a low-fidelity model, obtained through a coarse-discretization CFD simula-
tion, and a response correction method, to construct a cheap and reliable surrogate of 
the fluid flow. The algorithm can be applied to both direct and inverse design ap-
proaches. We demonstrate that the optimized designs can be obtained at a low compu-
tational cost corresponding to a few high-fidelity CFD simulations. 
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Analysis of Bulky Crash Simulation Results: 
Deterministic and Stochastic Aspects 
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Abstract. Crash simulation results show both deterministic and stochastic 
behavior. For optimization in automotive design it is very important to 
distinguish between effects caused by variation of simulation parameters and 
effects triggered, for example, by buckling phenomena. We propose novel 
methods for the exploration of a simulation database featuring non-linear 
multidimensional interpolation, tolerance prediction, sensitivity analysis, robust 
multiobjective optimization as well as reliability and causal analysis. The 
methods are highly optimized for handling bulky data produced by modern 
crash simulators. The efficiency of these methods is demonstrated for 
industrially relevant benchmark cases. 

Keywords: Surrogate Models, Bulky Data, Multiobjective Optimization, 
Stochastic Analysis. 

1 Introduction 

Simulation is an integral component of virtual product development today. The task 
of simulation consists mainly in solution of physical models in the form of ordinary or 
partial differential equations. From the viewpoint of product development the real 
purpose is product optimization, and the simulation is "only" means for the purpose. 
Optimization means searching for the best possible product with respect to multiple 
objectives (multiobjective optimization), e.g. total weight, fuel consumption and 
production costs, while the simulation provides an evaluation of objectives for a 
particular sample of a virtual product. 

The optimization process usually requires a number of simulation runs, the results 
form a simulation dataset. To keep simulation time as short as possible, "Design of 
Experiments" (DoE, [1]) is applied, where a space of design variables is sampled by a 
limited number of simulations. On the basis of these samples, a surrogate model is 
constructed, e.g. a response surface [2], which describes the dependence between 
design variables and design objectives. Modern surrogate models [3, 4, 12-15] 
describe not only the value of a design objective but also its tolerance limits, which 
allow to control precision of the result. Moreover, not only scalar design objectives 
but whole simulation results, even highly resolved in space/time, (”bulky” dataset) 
can be modeled [12-15]. 
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In this paper we will concentrate on the stochastic  aspects of simulation processes. 
Industrial simulations, e.g. virtual crash tests, often possess a random component, 
related to physical and numerical instabilities of the underlying simulation model and 
uncertainties of its control parameters. Under these conditions the user is interested 
not only in the mean value of an optimization criterion, e.g. crash intrusion, but also 
in its scatter over simulations. In practice, it is required to fulfil optimization 
objectives with a certain confidence, e.g. 6-sigma. This task belongs to the scope of 
robustness or reliability analysis. 

Often, the confidence intervals are so large that one has to reduce scatter before 
optimization. There is a part of scatter deterministically related to the variation of 
design variables, which can be found by means of sensitivity analysis. The other part 
is purely stochastic. It can be triggered by microscopic variations of design variables 
and - even if they are fixed - by the numerical process itself, e.g. by random 
scheduling in multiprocessing simulation. These microscopic sources are then 
amplified by inherent physical instabilities of the model related e.g. to buckling, 
contact phenomena or material failure. Stochastic analysis allows to track the sources 
of scatter, to reconstruct causal chains and to identify hidden parameters describing 
chaotic behavior of the model. If uncontrolled, these parameters propagate scatter to 
the optimization objectives. The challenge is to put them under control, at least 
partially, e.g. by predeformation of buckling parts, adjustment of contact conditions, 
placement of additional welding points etc. In this way the scatter of simulation can 
be suppressed and optimization becomes more robust. 

In Sec.2 we will overview the methods for metamodeling of bulky simulation 
results; in Sec.3 we describe stochastic methods for reliability and causal analysis; 
Sec.4 presents applications of these methods to real-life examples in automotive 
design. The approaches presented in this paper have been implemented in software 
tools DiffCrash [9-11] and DesParO [12-15] and have been subjects of international 
patent applications (DPMA 10 2009 057295.3 and  PCT/ EP2010/061439). 

2 RBF Metamodel 

Numerical simulations define a mapping y=f(x): Rn→Rm from n-dimensional space of 
simulation parameters to m-dimensional space of simulation results. In crash test 
simulation the dimensionality of simulation parameters x is moderate (n~10-30), 
while simulation results y are dynamical fields sampled on a large grid, typically 
containing millions of nodes and hundreds of time steps, resulting in values of m~108. 
High computational complexity of crash test models restricts the number of 
simulations available for analysis (typically Nexp<103) which is preferred to be as 
small as possible.  

Metamodeling with radial basis functions (RBF) is a representation of the form  

f(x)=i=1.. Nexp ci Φ(|x-xi|), (1)

where Φ() are special functions, depending only on the Euclidean distance between 
the points x and xi. The coefficients ci can be obtained by solving a linear system 
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yi=j cj Φ(|xi-xj|), (2)

where yi=f(xi). The solution can be found by direct inversion of the moderately sized 
Nexp*Nexp system matrix Φij=Φ(|xi-xj|). The result can be written in a form of 
weighted sum f(x)=iwi(x)yi, with the weights  

wi(x)=jΦ-1
ijΦ(|x-xj|). (3)

A suitable choice for the RBF, providing non-degeneracy of Φ-matrix for all finite 
datasets of distinct points and all dimensions n, is the multi-quadric function [5] 
Φ(r)=(b2+r2)1/2, where b is a constant defining smoothness of the function near data 
point x=xi. RBF interpolation can also be combined with polynomial detrending, 
adding a polynomial part p():  

f(x)=i=1..Nexp ci Φ(|x-xi|)+p(x). (4)

This allows reconstructing exactly polynomial (including linear) dependencies and 
generally improving precision of interpolation. The precision can be controlled via the 
following cross-validation procedure: the data point is removed, data are interpolated 
to this point and compared with the actual value at this point. For an RBF metamodel 
this procedure leads to a direct formula [13-15]  

erri  = finterpol(xi)-factual(xi) = -ci/(Φ-1)ii. 
(5) 

Specifics of Bulky Data: although RBF metamodel is directly applicable for 
interpolation of multidimensional data, it contains one matrix-vector multiplication 
f(x)=yw(x), comprising O(mNexp) floating point operations per every interpolation. 
Here yij, i=1..m, j=1..Nexp is the data matrix, where every column forms one 
experiment, every row forms a data item varied in experiments.  

Dimensional reduction technique applicable for acceleration of this computation is 
provided by principal component analysis (PCA). At first, an average value is row-
wise subtracted, forming centered data matrix dyij = yij - <yi>. For this matrix a 
singular value decomposition (SVD) is written: dy=UΛVT, where Λ is a diagonal 
matrix of size Nexp*Nexp, U is a column-orthogonal matrix of size m*Nexp, V an 
orthogonal square matrix of size Nexp*Nexp:  

UTU=1, VTV=VVT=1. 
(6)

A computationally efficient method [14] for this decomposition in the case m>>Nexp 
is to find Gram matrix G=dyTdy, to perform its spectral decomposition G=VΛ2VT, 
and to compute the remaining U-matrix with post-multiplication U=dyVΛ-1. The 
Λ values are non-negative and sorted in non-ascending order. If all these values in the 
range k>Nmod are omitted (set to zero), the resulting reconstruction of y-matrix will 
have a deviation δy. L2-norm of this deviation gives   

err2 = ij δyij
2 = k>Nmod Λk

2 (7)

(Parseval’s criterion). This formula allows controlling precision of reconstructed y-
matrix. Usually Λk rapidly decreases with k, and a few first Λ values give sufficient 
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precision. The result of interpolation is represented as a product df=Ψg of SVD 
modes Ψ=UΛ (principal components) to SVD-transformed RBF weights g=VTw. 
Finally one has f(x)=<y>+df(x), computational cost of interpolation is reduced to O(m 
Nmod), plus once-charged O(m Nexp2) cost of SVD. This method is convenient when 
interpolation should be performed many times (>>Nexp), e.g. for interactive 
exploration of database. 

More generally, for representation of bulky data one can use clustering techniques 
[14]. They also decompose bulky data over a few basis vectors (modes) and 
accelerate linear algebra operations with them. 

3 Reliability Analysis 

The purpose of reliability analysis is an estimation of confidence limits (CL) for 
simulation results: P(y<CL)=C, where P is probability measure and C is a user 
specified confidence level. For example, median corresponds to 50% CL, i.e. 
P(y<med)=0.5; while 68% CL corresponds to confidence interval [CLmin,CLmax), 
where P(y<CLmin)=0.16, P(y≥CLmax)=1-P(y<CLmax)=0.16; etc. Several methods 
for solution of this task are available. 

3.1 First Order Reliability Method (FORM) 

FORM is applicable for linear mapping f(x) and normal distribution of simulation 
parameters: 

ρ(x)~exp(-(x-x0)
Tcovx

-1(x-x0)/2). (8)

Here x0=<x> is mean value of x and  

 (covx)ij =<(x-x0)i(x-x0)j> 
(9)

is covariance matrix of x. In this case y is also normally distributed, with mean value  

y0=<y>=med(y)=f(x0) 
(10)

and covariance matrix 

covy = J covx J
T, (11)

where Jij = ∂fi /∂xj is Jacoby matrix of f(x), called also sensitivity matrix. The diagonal 
part of covy  gives standard deviations σy

2 directly defining CL(y), e.g.  

CLmin/max(68%)=<y>±σy, (12)

CLmin/max (99.7%)=<y>±3σy. (13)

In particular, when simulation parameters are independent random values, covx 

becomes diagonal: covx =diag(σx
2), and  

σyi
2=j=1..n (∂fi /∂xj)

2σxj
2. (14)
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A finite difference scheme used to compute Jacoby matrix of f(x) requires Nexp=O(n) 
simulations, e.g. 2n for central difference scheme plus one experiment at x0, 
Nexp=2n+1. The algorithm possesses computational complexity O(nm) and can be 
implemented efficiently  as reading data from Nexp simultaneously open data streams 
and writing CL to a single output data stream. In this way the memory requirements 
can be minimized and parallelization can be done straightforwardly. 

3.2 Second Order Reliability Method (SORM) 

SORM is applicable for slightly non-linear mapping f(x), which can be approximated 
by quadratic functions. The distributions ρ(x) are normal or can be cast to normal 
ones by a suitable transformation of parameter. For quadratic approximations CL can 
be explicitly computed [6] using main curvatures in the space of normalized variables 
zi=(x-x0)i/σxi, i.e. eigenvalues of Hesse matrix Hi

jk=∂2fi /∂zj∂zk. These eigenvalues can 
be also used to estimate non-linearity of the mapping f(z), by maximizing the 1st and 
2nd Taylor's terms over a ball of radius R:  

max|z|≤RJz=|J|R,  max|z|≤R|zTHz/2|=Hmax R2/2, (15)

so that the linear term prevails over quadratic one, in this ball, iff |J|>>Hmax R/2. 
Here  

Jij = ∂fi /∂zj, |J|=(j Jij
2)1/2 (16)

and Hmax is maximal absolute eigenvalue of H. Both this criterion and estimation of 
main curvatures require full Hesse matrix, i.e. Nexp=O(n2) simulations. Practically, 
the usability of SORM is limited, because strongly non-linear functions would 
involve higher order terms and because distributions of simulation parameters can 
strongly deviate from normal ones. 

3.3 Confidence Limits Determination with Monte Carlo Method (CL-MC) 

In the case of non-linear mapping f(x) and arbitrary distribution ρ(x) general Monte 
Carlo method is applicable. The method is based on estimation of probability  

PN(y<CL) = num.of (yn<CL)/N (17)

for a finite sample {y1,...,yN}. By the law of large numbers [7], FN=PN(y<CL) is 
consistent unbiased estimator for F=P(y<CL), i.e. FN→F with probability 1, when 
N→∞ and <FN> = F for all finite N. By the central limit theorem [7], the error of such 
estimation errN=FN-F at large N is distributed normally with zero mean and standard 
deviation σ∼(F(1-F)/N)1/2. Algorithmically the method consists of three phases: 
 

(CL1) generation of N random points in parameter space according to user specified  
           distribution ρ(x),  
(CL2) numerical simulations for given parameter values,  
(CL3) determination of confidence limits by one-pass reading of simulation results,  
           sorting m samples {y1,...,yN} and selection of k-th item in every sample with  
           k=[(N-1)F+1] as a representative for CL. 
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The analysis phase of the algorithm possesses computational complexity O(mN log 
N) and can be efficiently implemented using data stream operations similar to FORM. 
Precision of the method is estimated using standard deviation formula above. 
Remarkably, the precision depends neither on dimension of parameter space n, nor on 
the length of simulation result m, but only on sample size N=Nexp and user-specified 
confidence level F=C. For instance, CL determination at the level 68% (F=0.16) with 
4% precision requires Nexp=84, while for 68%±1% one needs Nexp=1344. 

3.4 Monte Carlo Combined with RBF Metamodel (MC-RBF) 

Large sample size is required for precise determination of CL with Monte Carlo 
method. To reduce the number of required simulations, RBF metamodel can represent 
the mapping f(x) during analysis phase of CL-MC. While a metamodel can be 
constructed using a moderate number of simulations, e.g. Nexp~100, determination of 
CL can be done with N>>Nexp. Application of RBF metamodel for CL computation 
proceeds similarly to CL-MC. The only difference is that Nexp parameter points 
generated at phase (CL1) are used as input for the metamodel. They should not 
necessarily possess user specified distribution, but one providing better precision of 
metamodel, i.e. better covering "the corners" of parameter space. It is especially 
important for populating tails of distribution, corresponding to high confidence e.g. 
99.7% CL. Uniform distribution is suitable for this purpose. Then, after numerical 
simulations at phase (CL2), and after filtering out failed experiments, the actual 
distribution ρ(x) is used to generate N parameter points, and construct RBF weight 
matrix wij=wi(xj), i=1..Nexp, j=1..N. This matrix is used in phase (CL3) for 
multiplication with simulation results yik, k=1..m, comprising O(m N Nexp) 
operations, which usually prevails over O(m N log N) operations needed for sorting 
of interpolated samples.  

4 Causal Analysis 

Causal analysis is determination of cause-effect relationships between events. In 
context of crash test analysis, this usually means identification of events or properties 
causing the scatter of the results. This allows to find sources of physical or numerical 
instabilities of the system and helps to reduce or completely eliminate them.  

Causal analysis is generally performed by means of statistical methods,  
particularly, by estimation of correlation of events. It is commonly known that 
correlation does not imply causation (this logical error is often referred as "cum hoc 
ergo propter hoc": "with this, therefore because of this"). Instead, strong correlation of 
two events does mean that they belong to the same causal chain. Two strongly 
correlated events either have direct causal relation or they have a common cause, i.e. a 
third event in the past, triggering these two ones. This common cause will be 
revealed, if the whole causal chain i.e. a complete sequence of causally related  events 
will be reconstructed. Practical application of causal analysis requires formal methods 
for reconstruction of causal chains. 
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A practical problem of causal analysis in crash-test simulations is often not a 
removal of a prime cause of scatter, which is the crash event itself. It is more an 
observation of propagation paths of the scatter, with a purpose to prevent this 
propagation, by finding regions where scatter is amplified (e.g. break of a welding 
point, pillar buckling, slipping of two contact surfaces etc). Since a small cause can 
have large effect, formally earliest events in the causal chain can have a microscopic 
amplitude ("butterfly effect"). Therefore it is reasonable to search for amplifying 
factors and try to eliminate them, not the microscopic sources. 

As input for causal analysis the centered data matrix dyij, i=1..m, j=1..Nexp is used. 
Here every column forms one experiment, every row forms a data item varied in 
experiments, and the mean value <y> is row-wise subtracted from the matrix. Then 
every data item is transformed to a z-score vector [8]: 

zij=dyij/|dyi|, |dyi|=sqrt(j dyij
2), (18)

or by means of the equivalent alternative formula  

zij=dyij /(s(yi)(Nexp)
1/2), s(yi)=(jdyij

2/Nexp)
 1/2. (19)

Here s(yi) is the root mean square deviation of the i-th data item, which can serve as a 
measure of scatter. In this way the data items are transformed to m vectors in Nexp-
dimensional space. All these z-vectors belong to an (Nexp-2)-dimensional unit-norm 
sphere, formed by intersection of a sphere |z|=1 with a hyperplane j zij=0. The scalar 
product of two z-vectors is equal to Pearson's correlator of data items:  

(z1,z2) = j z1j z2j  = corr(y1,y2). (20)

An important role of this representation is the following. Strongly correlated data 
items correspond either to coincident (z1=z2) or  opposite (z1=-z2) z-vectors. If not the 
sign but only the fact of dependence is of interest, one can glue opposite points 
together formally considering a sphere of z-vectors as projective space. Using this 
representation, one can apply [13,14] general purpose clustering methods such as k-
means to group data items distributed on this sphere to a few strongly correlated 
components. 

In spite of their numerical efficiency, these clustering methods neglect temporal 
ordering of events, while in causal analysis the task is to find an earliest physically 
significant event in the causal chain. In crash test simulation such events correspond 
to bifurcation points, where the scatter appears "ex nihilo". Such points are clearly 
visible as spikes in dynamical scatter plots s(y), the problem is that there are too many 
of them. Although decision between potential candidates by a formal algorithm can be 
difficult, an engineering knowledge allows narrowing the search to significant parts 
where scatter propagation can be really initiated by physical effects, such as buckling 
of longitudinal, break of welding point etc. The other problem is that in bifurcation 
points new scatter is just appeared and it is generally hidden under the consequences 
of previous effects. At first one needs to separate scatter contributions. 

Considering two data items dy(a) and dy(b), one can define contribution relevant to 
the data item (a) in (b) as follows:  
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dy| a(b) = corr(a,b)s(b)z(a). (21)

After subtraction of this contribution a residual dy(b)-dy| a(b) does not correlate with 
dy(a), and the scatter 

s2|a(b)=<(dy(b)-dy|a(b))2>=s2(b)(1-corr2(a,b)) (22)

does not increase. 
Armed with this subtraction procedure, we propose the following algorithm for 

causal analysis. 
 

Temporal clustering:   
(T1) visualize scatter state-by-state;  
(T2) isolate bifurcation point;  
(T3) subtract its contribution from the scatter in consequent states;  
(T4) if scatter is still remaining, goto (T1). 

 

Here subtraction of scatter from previous bifurcations reveals new bifurcations hidden 
under the consequences of previous ones.  The remaining scatter monotonously falls 
during the iterations, and the iterations can be stopped when the scatter becomes small 
everywhere or in the regions of interest.  

The geometrical meaning of subtraction procedure: b-b|a=b-(a,b)/(a,a)a is an 
orthogonal projection in the space of data items and the whole sequence is Gram-
Schmidt (GS) orthonormalization procedure applied in the order of appearance of 
bifurcation points ai. The obtained orthonormal basis gi=GS(ai) can be used for 
reconstruction of all data by the formula:  

dy=iΨigi+res, Ψi=(dygi). (23)

The norm of residual is controlled by remaining scatter, which is small according to 
our stop criterion:  

|res|2/Nexp=s⊥
2(y)=s2(y)-iΨi

2/Nexp. (24)

Algorithmically every i-th iteration one computes a scalar field  Ψi describing 
contribution of i-th bifurcation point to scatter of the model and a scalar field si⊥

2(y) 
used for determination of the next bifurcation point  ai+1, or for stop criterion 
si⊥

2(y)<threshold. This requires O(mNexp) floating point operations per iteration.  
Matrix decomposition of the form dy=Ψg is similar to PCA described above, with 

the other meaning of the modes Ψ. Like in PCA, Ψ are scalar fields distributed over 
dynamical model which are common for all experiments. They have the other 
temporal profile than PCA modes, reflecting causal structure of scatter: they start at 
corresponding bifurcation points and propagate forward in time.  Differently from 
PCA modes, they are not orthogonal columnwise, i.e. with respect to scalar product 
over the model. g-coefficients form Nexp*Nmod columnwise  orthonormal matrix. 
Like corresponding matrix in PCA, they define an orthonormal basis in the space of 
experiments, with respect to the scalar product coincident with Pearson's correlator. 

 



 Analysis of Bulky Crash Simulation Results: Deterministic and Stochastic Aspects 233 

The scatter associated with design variables can be treated by the same method, if 
one puts data items containing variation of design variables as the first candidates for  
bifurcation points. The corresponding Ψ-modes will represent sensitivities of 
simulation results to variation of parameters. The remaining scatter represents 
indeterministic part of the dependence. The corresponding Ψ-modes are bifurcation 
profiles and their g-coefficients are those hidden variables which govern purely 
stochastic behavior of the model. One can either take hidden variables into account 
when performing reliability analysis, or try to put them under control for reducing 
scatter of the model. 

5 Examples 

5.1 Audi B-Pillar Crash Test 

The model shown on Fig.1 contains 10 thousand nodes, 45 timesteps, 101 
simulations. Two parameters are varied representing thicknesses of two layers 
composing a part of a B-pillar. The purpose is to find a Pareto-optimal combination of 
parameters simultaneously minimizing the total mass of the part and crash intrusion in 
the contact area. To solve this problem, we have applied the methods described in 
Sec.2, namely RBF metamodeling of target criteria for multiobjective optimization 
and PCA for compact representation of bulky data. Based on these methods, our 
interactive optimization tool DesParO supports real-time interpolation of bulky data, 
with response times in the range of milliseconds.  As a result, the user can 
interactively change parameter values and immediately see variations of complete 
simulation result, even on an ordinary laptop computer. 

In more details, Fig.1 shows the optimization problem loaded in the Metamodel 
Explorer, where design variables (thicknesses1, 2) are presented at the left and design 
objectives (intrusion and mass) at the right. First, the user imposes constraints on 
design objectives, trying to minimize intrusion and mass simultaneously, as indicated 
by red ovals on Fig.1 (upper part). As a result, “islands” of available solutions become 
visible along the axes of design variables. Exploration of these islands by moving 
corresponding sliders shows that there are two optimal configurations, related cross-
like, as indicated on Fig.1 (middle). For these configurations, both constraints on 
mass and intrusion are satisfied, while they correspond to physically different 
solutions, distinguished by an auxiliary velocity criterion. For every criterion also its 
tolerance is shown corresponding to 1-sigma confidence limits, as indicated by 
horizontal bars under the corresponding slider as well as +/- errors in the value box. 
This indication allows satisfying constraints with 3-sigma (99.7%) confidence, as 
shown on the images. The Geometry Viewer, shown at the bottom of Fig.1, allows to 
inspect the optimal design in full details.  
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Fig. 1. Audi B-Pillar crash test in DesParO Metamodel Explorer. (top): constraints on intrusion 
and mass are imposed. (center): two optimal designs are found. (bottom): inspection of optimal 
design in DesParO Geometry Viewer. 

E.g. on the two images at the bottom, one can see the difference between small and 
large thickness values resulting in softer or stiffer crash behavior. 

While performing constraint optimization, the user immediately sees how small 
mass solutions disappear when intrusion is minimized. This gives an intuitive feeling 
for the trade-off (Pareto behavior) between optimization objectives. With these 
capabilities and complementary information such as auxiliary criteria and interactive 
interpolation of bulky simulation results, “the” optimal solution, i.e. a single 
representative on the Pareto front, can be selected by a user decision. 
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Fig. 2. Temporal clustering of Ford Taurus crash test using DiffCrash. (upper left): original 
scatter in mm. (upper right – center left – center right): consequent iterations of scatter 
subtraction. (bottom): two major bifurcations found. 

5.2 Ford Taurus Crash Test 

The crash model shown on Fig.2 contains 1 million nodes, 32 timesteps, 25 
simulations. Processing of this model with the temporal clustering algorithm 
described above has been performed on a 16-CPU Intel-Xeon 2.9GHz workstation 
with 24GB main memory. It required 3min per iteration and converged in 4 iterations.  

Crash intrusions in the foot room of the driver and passenger are commonly 
considered as critical safety characteristics of car design. These characteristics possess 
numerical uncertainties, the analysis of which falls in the subject of Sec.3-4. The 
upper left part of Fig.2 shows the scatter measure s(y), in mm, distributed on the 
model. The scatter in the foot room is so large (>10mm) that direct minimization of 
intrusion is impossible. Temporal clustering allows to identify sources of this scatter 
and to subtract relevant contributions. Further images show how the scatter decreases 
in these subtractions. After the 4th iteration the scatter in the foot room reaches a safe 
level (<3mm). Several bifurcation points have been identified and subtracted per 
iteration; in this way the performance of the algorithm has been optimized. The two 
major bifurcations found are shown on the bottom part of Fig.2. They represent 
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buckling phenomena on the left longitudinal rail and a fold on the floor of the vehicle, 
which appear in earlier time steps. In total, 15 bifurcation points have been identified, 
representing statistically independent sources of scatter. The whole scatter in the 
model can be decomposed over the corresponding basis functions Ψ(y). In this way 
the dimensionality of the problem is reduced to 15 variables (g-coefficients) 
completely describing the stochastic behavior of the model. 

6 Conclusions 

We have presented and discussed methods for nonlinear metamodeling of a 
simulation database featuring continuous exploration of simulation results, tolerance 
prediction and rapid interpolation of bulky FEM data. For the purpose of robust 
optimization, the approach has been extended by the methods of reliability and causal 
analysis. The efficiency of the methods has been demonstrated for several application 
cases from automotive industry. 

Further plans include to use the results of causal analysis as a basis for 
modifications of a simulation model for improving its stability. We also plan to 
consider non-linear relationships between stochastic variables. Linear methods such 
as PCA and GS determine only a linear span over principal components, while some 
stochastic variables can become non-linear functions of others. For determination of 
such dependencies the methods of curvilinear component analysis (CCA) can be 
applied. 
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Abstract. Adopting new methodology in a design process requires changes in 
organization, business process, roles, knowledge, data transfer and tools. The 
influence of the new methodology has to be evaluated and the costs of changes 
calculated before the change is possible. In pulp and paper industry the non-
growing market situation has tightened the competition that much that cutting 
the design costs by integrating design activities is not going to be enough. The 
design itself has to be improved. In this paper, an optimization method is inte-
grated to an existing design process of pulp and paper facilities. The model of a 
new design process is then assessed through a case study and an interview study 
to ensure that the design process can be realized in the conceptual design phase 
of a real delivery project. 

Keywords: Multidisciplinary Design, Process Engineering, Optimization. 

1 Introduction 

The non-growing market situation in pulp and paper industry is setting requirements 
for the design methods. The design process itself has to be conducted efficiently, but 
in the last years the costs has already been cut off with better project management and 
concurrent engineering. One possibility for rationalization lies in the design itself; 
traditionally, the design of the plant is more oriented into structural design and less to 
the optimal combination of operational and structural design. The design problem can 
be formulated as a bi-level multi-objective optimization problem (acronym: 
BLMOO). Mathematical methods for solving BLMOO problems exists and the me-
thod have been applied in process facility design in research projects.  

However, the utilization of such optimization methods requires enhancement of the 
engineering process so that the required information for optimization is available on 
the right time and the results of optimization can be used in design. A design process 
describing optimizing design of continuous production processes hasn’t been thus far 
presented and it is a necessity for adopting BLMOO-methods in real delivery projects.  

This research has been conducted as a part of a larger research project in which the 
objective is to develop a new optimization based method for designing a process 
plant. Our part of the research is to define a model for optimizing design process and 
assess the usability of that model. The research methods of this study include  
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experimental definition of a business process model, case study (with the model) and 
interview study evaluating the properties of the model.  

In the first chapter the related work and state of the art is discussed. The following 
chapter presents the new engineering business process which takes into account the 
optimizing method. Next, a case evaluating the new engineering business process is 
presented and the observations based on expert interviews are discussed. 

2 Process Design and Optimization 

2.1 Design of Continuous Production Systems 

A process plant design is a multidisciplinary process (process design, automation, 
software etc.) [1]. Traditionally the process plant design process has been water fall 
model like linear process with stages ending to document deliveries. In a delivery 
project, the deadlines are counted backwards from the day that the plant should be 
operational. The length of work phases are determined based on time needed for work 
and procurement [2]. 

The plant engineering process can be divided into steps e.g. problem analysis, con-
ceptual design, detailed engineering, and construction [3]. More business oriented 
divisions are also possible, for example conceptual phase, pre-feasibility study, feasi-
bility study, investment decision and implementation [4]. Although all the phases are 
equally important for reaching the goal, the focus in this research is put on the con-
ceptual design phase, because the optimization methods researched in this research 
project aim to solve problems on conceptual design level. Other phases of the engi-
neering process are relevant to our research in that sense that the tools and methods 
should be compatible to the proposed changes. 

In the conceptual design phase a very small amount of information is available and 
the time and resources are limited [5]. Still the decisions in this phase fix 80% of the 
total costs of the project [6]. Decisions in the early phases of the project are also 
quality-critical, because the costs of changes increase tenfold in each phase (research 
– process flow – final design – production) [7]. In process plant engineering, the con-
ceptual design phase is led by process design. All the other engineering disciplines are 
more or less in consulting role. For these reasons, the greatest advantages can be 
achieved in early phases of the business process. Because of the shortened delivery 
times, the other engineering disciplines have to begin their work before the process 
design is ready.  

The sub-processes of any process design task are design task definition, process 
structure design, process operation design an design acceptance. Process structure 
design and process control design interact and should therefore be designed simulta-
neously [8]. The existing process design approaches can be divided to heuristic and 
engineering experience based methods, optimization based methods and case-based 
reasoning methods [9]. Case based reasoning (CBR) has been applied for design of 
the pulp process. The main challenge in CBR is the need of extensive database to 
provide the required knowledge [8]. Outsourcing of the design work is a common 
practice nowadays. Fathianathan and Panchal [10] have proposed a model to support 
outsourcing decisions. 
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2.2 Optimization in Process Design 

Current work practices in forest industry process engineering are almost solely based 
on engineering experience. Simulation and optimization is used in the design of unit 
processes, but less in the design of the process as whole. Plant wide simulation 
enables the validation of process structure and control concepts even before selecting 
suppliers and therefore it reduces risks [11] and gives a deeper understanding of the 
process [12]. According to the interviews, plant wide simulation is more useful when 
building a plant with totally new concepts when the “rules of thumb” are not availa-
ble. 

For combining the optimization of plant structure and plant control, there are sev-
eral options. Optimization strategy can be sequential, iterative, bi-level or simultane-
ous. [13].  

Bi-level optimization has been under an active research lately [14]. Still only a few 
research is dealing with multi-objective bilevel problems. Eichfelder [15] presents an 
algorithm for solving bilevel multi-objective problems. The combination of dynamic 
simulator model and dynamic optimization has been researched for papermaking 
process [16]. 

2.3 Information Systems for Process Design 

The variety of the Computer Aided Engineering (CAE) tools supporting process sys-
tems engineering (PSE) is enormous. One of the interviewed engineering enterprises 
is using over 50 different engineering tools. A trend, as seen in modern integrated 
process engineering tools, is the transformation from document-centric design to data-
centric design, realized with database technology [17-19]. 

Major tool vendors have developed, acquired and integrated engineering tools from 
other engineering disciplines under unified product families. Modern process engineer-
ing support systems combine modeling and information management features for  
engineering of many aspects of plant engineering, e.g. process, piping, electrical and 
instrumentation, 3D layout, equipment lists, part data sheets, etc, thus comprising an 
integrated plant information model. This also enables advanced change management, 
where modification of an object through one view notifies users of other views, look-
ing at the same object. Multi site work flow management is featured for both engineer-
ing and commissioning. Integration to external CAE tools is possible through export 
and import interfaces using standard or proprietary data formats. An important prere-
quisite for cost efficient integrated engineering is the use of common data models  
defined in the standards. ISO 15926,”lifecycle data for process plant”  is a standard 
dedicated to the process industry, widely accepted by tool vendors [20]. It has a central 
role in pursuing information interoperability between engineering systems and it is 
used in many plant information exchange tool initiatives, such as iRing [21] and 
XMpLant and even as a native data model of a plant modeling tool [19].  

Plant information models and semantic technologies have induced much academic 
research. For example, POSC Caesar association [22] assembles R&D around the ISO 
15926 and modeling methods, such as [23]. However, Wiesner, Morbach and Mar-
quardt. [24] questions whether a single global plant information standard is a realistic 
goal in the first place and suggest a semantic integration framework OntoCAPE. 
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3 Model for Optimizing Design Process 

Optimizing process design is here modelled in terms of a business process model. The 
model describes the stakeholders of the optimizing process design and their activities 
together with the data, knowledge and utilized mathematical models. Based on these 
the requirements for IT support are identified. 

In this research, the workflow, roles, data and tools have been considered without 
organizational boundaries. In real life, these boundaries can have significant influence 
of the realization of this business process model. For example the enterprises can use 
different tools and all the data is not necessarily open for everyone. Also the business 
models for every stakeholder differ and therefore the different goals have to be taken 
into account in design process model. 

3.1 Process Design as an Optimization Problem 

The process design task can be considered as an optimization problem. There are a 
few general requirements for the process. The process must be operable, reliable and 
yield products of sufficient quality with minimum operational cost. On the other hand 
the investment and maintenance cost of the process should be minimized as well. On 
this basis it is natural to consider and model the design problem as a bi-level multi-
objective optimization problem. The mathematical representation of the general bi-
level multi-objective optimization problem is:  
 

 

(1) 

 

where 

F(x) are the upper level objective functions, 
f(x) the lower level objective functions, 
G(x), g(x), H(x) and h(x) the upper and lower level inequality and equality con-
straints.[25] 

There are multiple methods for solving bi-level multi-objective optimization 
(BLMOO) problems [15] and [26] and the solution method should be chosen accord-
ing to the problem itself and the possibilities for interaction with the decision maker 
[27] In the plant design process, there is a logical division to optimization levels, so 
that plant structure is the upper level (F(x)) and the operation of the plant is the lower 
level (G(x)). The nature of the plant design is also multi-objective; the balancing be-
tween design parameters as for example the total cost of the plant, operational costs, 
production quality, production volume and expected oee-value is difficult and the 
decision of these values belongs to the plant owner, not the designer. Therefore the 
gathered requirements should also cover business oriented user preferences. 
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In this research the solution of the optimization problem was simplified by scala-
rizing the lower level optimization problem, but this simplification has no affect to 
this part of the research focusing on the business process of the design. 

 

Fig. 1. Stakeholders of optimizing design 

3.2 Stakeholders 

In the model of optimizing design, new stakeholders, an optimizer and a modeler, are 
added to the group of stakeholders involved in process design as illustrated in Figure 
1. The optimizer is an expert of mathematical optimization whose responsibility is to 
help the process designer in finding more optimal process designs. The optimizer also 
needs to cooperate with the modeler in order to be able to take into account the opera-
tional aspects of the designed process. These cooperation connections with the opti-
mizer will also change the work of the process designer and modeler. Successful  
cooperation between the stakeholders is a necessity for useful design optimization.  

The role of the optimizer can be described as an analyst [28]. His responsibility is 
not to make decisions about process designs but to produce useful information for the 
designer about possibly better designs. In order to do this, the optimizer will need to 
have expertise in multi-objective optimization and familiarity in process design. The 
adoption of optimization also changes the roles of pre-existing stakeholders. Designer 
is the decision-maker of the process design and the client of the optimizer. In optimiz-
ing design the designer has to select a part of his design problem for optimization 
together with the optimizer. In addition to this, the designer also has to cooperate with 
the optimizer during the optimization process and finally interpret the results and 
decide how to apply them. Again, the optimizer will become the client of the modeler.  

In order to adopt the new business process, all the stakeholders should gain some 
advantage of the enhanced business process. The process designer gains competitive 
advantage by offering design that is more tailored and more cost effective along the 
life cycle of the plant. For the optimizer and modeler, the new model opens a totally 
new business possibility. 
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Fig. 2. Activities of optimizing design 

3.3 Business Process 

In the model of optimizing design the activities of process design have partially 
changed. The basis for the activities is the existing design processes that are extended 
and partly modified. The suitable time for optimization is the conceptual design 
phase. When the designer identifies a need for optimization in his conceptual design, 
he initiates cooperation with the optimizer. During this cooperation an optimal  
design balancing both structural and operational aspects of the design are being 
searched for. This process can be described as expert cooperation in which also the 
modeler will be included. 

The optimization activities take place in a few stages as an extension to conceptual 
process design phase as illustrated in Figure 2. The process starts from optimization 
problem definition and continues through optimization problem-solving until result 
interpretation. During these stages different cooperation patterns between the designer 
and modeler are needed. The whole process and each of its stages may also be itera-
tive.  

The purpose of the optimization problem definition is to define a part of the de-
signer's design problem as BLMOO for the optimizer. This stage is performed by the 
designer and optimizer together. The designer identifies parts of the overall design 
problem in which balancing structural and operational aspects of the design is essen-
tial. The solvability of the problem is then assessed by the optimizer, designer and 
modeler together. The assessment requires expertise of all three stakeholders because 
the result depends not only on the problem itself but e.g. optimization tools, process 
models and data about the process. Eventually the designer and the optimizer should 
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agree on a useful and solvable design optimization problem, which the optimizer then 
formulates as a BLMOO problem. 

An important subtask of the optimization problem definition is process operation 
modeling. Modeling the operational part of the design problem is much more difficult 
than the structural part due to its dynamic and stochastic nature.of the modeler. In this 
subtask the designer and the optimizer can rely on the expertise of the modeller. The 
modeller is expected to have expertise about both mathematical modeling and the 
designed process itself, i.e. its chemical and physical characteristics. Based on his 
expertise the modeler should be able to create such operational models that are suita-
ble to be used in optimization. The suitability of the models will be assessed by the 
optimizer and the designer. 

The stage of problem-solving is focused on the optimizer. However, cooperation 
with the other stakeholders is likely to be needed also in this stage. In the beginning of 
this stage the data and models required in the optimization are expected to be trans-
ferred to the optimizer in a form which he can utilize. Depending on the utilized 
MOO method, different type and amount of cooperation with designer will be needed 
also during the actual problem-solving. According to an interview (see chapter “Inter-
views”) industrial experts seem to favor optimization methods which lead to represen-
tations of Pareto optimal designs. 

The last stage of optimizing design is result interpretation. Also this stage is  
performed in cooperation between the designer and the optimizer. The optimizer pre-
pares result presentations, which indicate Pareto optimal designs and help the design-
er evaluate the impact of his preferences on the design. The designer is expected to 
study the design optimization result, assess its reliability and make decision about 
possible changes to his design. This is not necessary a straightforward task and is 
likely to require assistance from the optimizer and the modeler. The reliability of the 
optimization result is dependent on used operational models and data. Sensitivity 
analysis of the result might also be needed. In the end, the designer can adopt changes 
to his design or reject the optimization results and reformulate the optimization prob-
lem with the optimizer. 

3.4 Data, Knowledge and Models 

The optimizing design requires additional knowledge, data and models than the state-
of-the-art approaches to process design. The new requirements originate from the 
need to solve the process design BLMOO problem. The new requirements for know-
ledge, data and models in optimizing design are summarized in Table 1. In addition to 
these, the previous requirements are still valid, e.g. designer knowledge for process 
design, use of design data and design models.  

The expertise and knowledge of the stakeholders involved in optimizing design is 
complementary. The designer has knowledge about industrial processes and their 
design, customer requirements and evaluation of process designs. Meanwhile, the 
modeler is expected have knowledge about similar processes and their mathematical 
modeling. 

The knowledge of the optimizer concerns about optimization and acting as an ana-
lyst in a decision-making process of MOO.  However, during the activities of the 
optimizing design combination of the knowledge of different stakeholders and  
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Table 1. Knowledge, model and data requirements in optimizing design 

 Knowledge Data Models 

Designer 

Process design, process 

knowledge, some 

understanding about 

optimization 

Design data, customer 

requirements 

Flow diagram 

P&ID 

Plant Model 

Optimizer 
Optimization, some 

understanding about design 

Design data and operational data 

from designer and modeler 

Operational and design level 

problem formulation models for 

optimization 

Modeler 
Modeling, 

Process knowledge 

Operational data, some design 

data 

Operational models (e.g break 

probability model, 

 
knowledge transfer between them is necessary. A partially common understanding of 
the design problem shared by the stakeholders has to be created [29]. This is may be 
done according to the BLMOO of the process design. 

Mathematical models of the designed process have an important role in optimizing 
design. Models are needed particularly for modeling the operation of the process. 
Mathematical models have been used in the design of continuous processes also pre-
viously, e.g. in simulations [11], but these models are not necessary suitable to be 
used in optimizing design. In order to be able to be utilized in optimizing design, the 
operational models need to have a suitable balance of modeling capability and com-
putational requirements. The computational requirements can be met by modeling 
only selected parts of the process. More precise models may be utilized after the de-
sign in a design validation stage.  

The optimizing design requires data transfer between the optimizer and other 
stakeholders, which is not needed without optimization. The most important data 
transfer takes place from the designer to the optimizer. The designer has to pass the 
most of the data describing the design optimization problem to the optimizer,  
e.g. flow diagrams, dimensions of equipments etc. The other source of data to the 
optimizer is the modeler. He is expected to deliver to the optimizer the operational 
models and the data required by them, e.g. model describing the probability of break. 
This data is intended for algorithmic processing, which indicates a requirement for 
adequate precision. The final data transfer consists of the optimization results, which 
are passed from the optimizer to the designer. This data has a form of a document.  
A major requirement for it is understandability. 

3.5 Requirements for Information Systems 

The new requirements for the information systems mainly rise from the new data 
flows between designer, optimizer and modeler. The amount of data from the design-
er’s plant model is moderate, but the iterations may justify the usage of a proper tool 
for data exchange and version management. The optimizer should have access to the 
designers plant model tool to be able to import the needed set of design data. A new 
thing is that the designer should also include the constraints of the design to the model 
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when applicable. The design data should be transferable to optimizing tool as well as 
the models that the modeler has created. The support for representing the alternatives 
to the designer is not that critical, because that document should be kept brief and 
simple. 

4 Assessment of the Model 

In this chapter, the business process model of optimizing design is assessed through a 
small-scale case study. This case study was carried out as a part of a wider research 
project and the results of the mathematical solution of the BLMOO in this case can be 
found in our partners’ publications [30-33]. The case was evaluated by internal review 
and expert interviews. 

4.1 Case Study 

Case Design Problem. The design task in the case study was to dimension six storage 
towers of a part of a paper-making process and to guarantee the runnability and stabil-
ity of the process. The dimensioned storage towers include TMP (thermo-mechanical 
pulp), chemical pulp, wet broke, dry broke, clean water and 0-water. The design prob-
lem is illustrated in Figure 3 and further explained in [31]. 

 

Fig. 3. Flow diagram of the process in case study 
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Stakeholders. The actors involved in the design process in the case study include the 
designer, optimizer and modeler. The roles were manned by research teams involved 
in the project. 

The designer had the main responsibility of the project. He carried out the require-
ment elicitation with the end-customer, proposed a conceptual design and initiated the 
problem formulation for the optimization. He then had a key role in data acquisition 
for the model building. After getting the optimization results, he made the decisions 
according to the end-users preferences. 

The optimizer participated in the problem formulation by having an opinion what 
kind of problems can be solved with optimization. After the problem formulation, the 
optimizer then asks the modeler to build necessary models for optimization and then 
chose the right optimization method. Finally, a suitable method for presenting the 
results was chosen. 

The modeler was responsible for creating a model simple enough to be calculated. 
The modeler was also responsible to make sure that the simplifications do not affect 
to the problem to be solved. 

Business Process. The project could be divided into four main tasks: problem formu-
lation, model building, problem solving (optimization) and result interpretation. 

Problem Formulation. At the starting point of the case study a part of the conceptual 
design was already performed, e.g. the number of storage towers and material flows 
between them was defined. The designer and optimizer then discussed the possibilities 
for a manageable optimization problem. They designed that the optimization activity 
concerns only about operation design and the dimensioning part of the structure design. 
Also the amount of optimized parameters was reduced in negotiations between the 
designer and the optimizer. During the optimization activity a mathematical model of 
the problem was created and used for finding an optimal design under the specified 
requirements. The design problem was formulated as follow: 
 

(2) 

where ,  is the investment cost of the 4 selected tower volumes,  is the time 
till one of the towers goes empty or flows over, and EΨ{} denotes the expectation 
value of the system performance as Ψ is the stochastic process with applied dosage 
policy.[31] 
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The operational problem, i.e. the lower level of the BLMOO was formulated as: 
 

(3) 

 

where  , , and  are the quality variables with s as their nominal 
values,  is the optimization horizon, γ (k) a time-wise weighting factor, u is a vector 

of pulp/water flows to be controlled,  and  are the accepted risks 
for a tower overflow/goes empty k time steps from the present time n defined as / 1 1 / , i refereeing to the storage towers for clean 
water, 0-water, broke, and dry broke. Vi,max is the volume of the ith storage tower, i.e. 
the maximum amount of pulp/water in the tower, and Vi,min is the minimum amount of 
pulp/water in the tower. U is the control variable describing the broke dosage from the 
broke tower to the system [31]. 

 

Fig. 4. Design solutions in respect to investment cost and time until production stop. Pareto 
optimal set of designs circled [31]. 
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Simplified, on the operational level we optimize the variances of the quality 
attributes of the paper and the broke dosage and the probability of under/overflows. 
On the design level, we optimize the design according to the sizes of the tanks and 
expectation values of the system performance. 

 

Model Building. At the same time that the optimizer negotiated with the designer 
about the problem formulation, he had to discuss with the model builder if a suitable 
model for the problem can be built. In this discussion there were two main themes: is 
the physical phenomenon of the problem known or is there enough data to model the 
problem stochastically and can the model be simple enough that it can be calculated 
fast enough in the optimization loop. 

Optimization and Result Interpretation. In this case example, the tasks of problem 
formulation, model building and optimization were performed simultaneously and 
were highly iterative. The main focus of the case example was in optimization. The 
results of the optimization are described in [30-31].  

After the optimization, the results were presented to the designer as two-
dimensional Pareto optimal sets. In Fig.4, a Pareto optimal set in respect to the two 
most important parameters is presented. The designer then made the decisions e.g. 
between a decent investment cost and an acceptable probability of break. 

Data, Knowledge and Models. The designer in this case had a wide experience in 
process design, paper making, modeling and optimization. The optimizer was mathe-
matically oriented, but had only minor experience on paper making or process design. 
The modeler was familiar with process modeling and optimization. 

The largest data flow in the process was from designer to optimizer. The designer 
had to communicate the customer requirements, the original design about the struc-
ture and operation and the freedoms and limitations for optimization in the design. 
The main models for this communication were a process flow sheet and steady-state 
model of the process. Making of these models was mainly a task for the designer. The 
designer was able to formulate most of the limitations and requirements in numerical 
form, e.g. the probability of the break may not be greater than Pmax. Due to the na-
ture of a first time project, the data transfer between the optimizer and modeler was 
also huge.  

Modeller was responsible for building three models: dynamic model, predictive 
model and a validation model. The two first mentioned were used in optimization 
while the validation model build with different simulation software was used only for 
one selected design. 

Practically, the problem formulation and optimization required simultaneous model 
development, because there wasn’t previous knowledge about feasible models. 

The results of the optimization were delivered as a document containing simulation 
graphs and Pareto optimal sets (one example in Figure 4) of optimization results. 

Information Tools. This case example was carried out as a research project, and 
therefore the engineering tools used didn’t match the ones used in industry. MATLAB 
was used both for the optimization and simulation for optimization. APROS process 
simulator was used in validating the results of optimization. 
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4.2 Interviews 

In order to get information of the process engineering business process today and to 
validate the proposed changed to the process in order to adopt a new optimizing de-
sign process, a set of interviews were performed. The interviewees represented actors 
in both chemical and pulp & paper industries and contained process designers, auto-
mation designers and IT-system experts in process design companies and engineering 
enterprises. In addition a simulation expert and an optimization expert were inter-
viewed. 

The topics of the interviews were motivation and feasibility of optimizing design, 
current design practices vs. optimizing design and IT systems vs. requirements of 
optimizing design.  

The following observations could be made about issues concerning the motivation 
and feasibility of optimizing process design: 

There are business requirements to decrease the costs of plant design projects. At 
the same time the quality of the design should be increased and cost decreased. The 
effect of optimizing process design process on all three aspects (design quality, design 
cost, project cost) should be taken into account.  

The process design practices in different industries are heterogeneous. In paper and 
pulp industry process design can be characterized as engineering-oriented, i.e. an 
engineering design system is the primary design tool. As a comparison, in chemical 
industry process design is quite simulation-oriented, i.e. a simulator is the primary 
design tool. The design practices of chemical industry are closer to the optimizing 
process design process than the ones in paper and pulp industry.  

The following observations could be made about issues concerning the differences 
between current design practices and optimizing design: 

Cooperation between different parties involved in a design project has recently 
been emphasized by engineering companies. Cooperation is needed for the efficiency 
of a design process, e.g. finding out the requirements of the customer early enough, 
ensuring consistency of the designs from different designers and handling the effects 
of design changes. The optimizing design process should fit to the cooperation prac-
tices. 

The design of a process is divided to several designers according to different sys-
tems or parts of the process. This is done due to the different expertise of the design-
ers and concurrency of the design work. There are usually some buffers in the design 
between the designs by separate designers. From the optimization viewpoint this divi-
sion is questionable. The optimizing design process is likely to change the division of 
work. 

The division of work is also reflected to current optimization practices. They are 
optimizing unit processes rather than the whole process. The optimizing design 
process should change this practice, too. 

The trust of the customer on the feasibility of the process design in a very impor-
tant issue, which is affected by many factors, e.g. references of the vendor and differ-
ence of the design to existing ones. It was mentioned that particularly in the paper and 
pulp industry customers do not trust simulations as a process design validation tool. 
Validation of the design results should be a primary concern also in optimizing 
process design. 
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The following observations could be made about issues concerning the differences 
between requirements for current IT systems and IT systems when using optimizing 
design: 

The IT-architecture of an engineering company is usually quite heterogeneous, i.e. 
there are several different IT-systems used during a design project. Sometimes there 
are even several alternative IT-systems for same design tasks, e.g. due to customer 
requests. The heterogeneity of IT-systems may hinder the implementation of IT-
support optimizing design. 

There is a slowly progressing shift from document-centered design paradigm to da-
ta-centered design paradigm in plant design. The optimizing process design process 
should be made to fit the data model -oriented design paradigm because its meaning 
seems to be increasing in the future. It is also likely to be more suitable basis for op-
timizing design than the older document-oriented design. 

The amount of data which is transferred during the optimization process is mod-
erate but the iterations between the problem formulation, model building, optimiza-
tion and decision making may justify the usage of a proper tool for data exchange and 
version management. 

5 Conclusions 

In this paper a business process model for optimizing design in continuous process 
facility engineering has been presented. This model was considered from the view-
points of stakeholders, process, knowledge, data, models and tools. The model for 
optimizing design was assessed by applying it in an experimental case study and by 
interviewing experts. 

Based on this study, some conclusions can be made. The greatest change is the new 
roles of optimizer and modeler, which make the process more iterative between opti-
mizer and process designer. The new roles require a shared knowledge, because the 
work can be described as expert co-operation. The business process in optimizing 
design is more iterative than in traditional design because of the need for negotiation 
in the problem formulation and the uncertainties in the modeling. The presentation of 
results of the optimization should be considered more carefully. The amount of objec-
tive functions presented simultaneously may not be too large, but some priorization 
should be made. 

In addition to this, the interviews also illustrate the importance of validation of 
process designs. Validation of the designs so that the customer will trust them is a 
primary concern to be observed in future research. 

It must be noted that the design business process in this paper is presented at a gen-
eral level and it must be specified when used as actual process. The description of 
roles should take the organization boundaries and current responsibilities into ac-
count. E.g. the customer organization usually has a business oriented decision maker 
and technical decision maker roles. The roles in engineering organization should cor-
respond to these roles. In future, the process model is evaluated and specified in a 
larger case study. 
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Abstract. This paper presents surrogate model-based methods to generate  
circuit performance models, device models, and high-speed IO buffer  
macromodels. Circuit performance models are built with design parameters and 
parametric variations, and they can be used for fast and systematic design space 
exploration and yield analysis. Surrogate models of the main device characteris-
tics are generated in order to assess the effects of variability in analog circuits.  
A new variation-aware IO buffer macromodel is developed by integrating sur-
rogate modeling and a physically-based model structure. The new IO model 
provides both good accuracy and scalability for signal integrity analysis. 

Keywords: Surrogate Modeling, Macromodel, Variation-Aware, Circuit, 
Device Model, Design Exploration, IO Buffer. 

1 Introduction 

Advances in integrated circuit (IC) technologies have enabled the single-chip  
integration of multiple analog and digital functions, resulting in complex mixed-signal 
Systems-on-a-Chip (SoCs). However, as the IC technology further scales, process 
variations become increasingly critical and lead to large variances in the important 
transistor parameters. As a result, circuit performance varies significantly, and some 
circuits may even fail to work. The large process uncertainties have caused significant 
performance yield loss. In addition, reliability issues and environmental variations 
(such as supply voltage and temperature) contribute to further yield reduction and 
make it more challenging to create a reliable, robust design.  In handling this prob-
lem, it is important to consider the effects of variations in circuit modeling and design 
analysis at an early stage. However, this is a nontrivial task. In this paper, we apply 
surrogate modeling to handle the complexities in variation-aware circuit macromode-
ling, design analysis, and device modeling. We demonstrate the benefits of using 
surrogate modeling in enhancing the accuracy, flexibility, and efficiency in those 
applications. 

2 Circuit Performance Macromodeling with Variations 

2.1 Overview of the Method 

Circuit designers are confronted with large design spaces and many design variables 
whose relationships need to be analyzed. In this situation, tasks such as sensitivity 
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analysis, design space exploration, and visualization become difficult, even if a single 
simulation takes only a short period of time. The analyses are getting impractical as 
when some of the circuit simulations are computationally expensive and time-
consuming. Moreover, when variations are considered in a circuit design, the situation 
becomes even more complex.  One way to reduce the design complexities and costs 
is to build performance models which can be used as replacements for the real circuit 
performance responses. 

In this work, performance models are built by directly approximating circuit per-
formance parameters (e.g. S-parameter, gain, power consumption, noise figure, etc.) 
with design variables  (e.g. transistor size, bias voltage, current, etc.) and parametric 
variations   (e.g. Vth, tox, Leff). The idea is illustrated in Fig. 1. This method is data-
driven and black-box by nature, and thus it can be applied to a wide range of circuit 
design problems.  

2.2 Model Construction 

Techniques. Global surrogate modeling [1] is used to create performance models 
with good accuracy over the complete design space. This is different from building 
local surrogate model for the purpose of optimization [2]. 

Surrogate modeling accuracy and efficiency are determined by several key factors 
including the sampling plan, model template, and validation. These factors are the 
three steps in surrogate modeling. Multiple techniques are available and they need  
to be carefully selected according to the nature of the problem and computational 
complexity. 

In the first step, the key question in designing the sampling plan is how to  
efficiently choose samples for fitting models, considering that the number of samples 
is limited by the computational expense. Traditionally, methods such as Latin Hyper- 
cube sampling or orthogonal arrays, is used for one-shot sampling [3]. Recently, 
adaptive sampling techniques were developed in order to achieve better efficiency in 
sampling [4, 5]. Adaptive sampling is an iterative sampling process which analyzes 
the data from previous iterations in order to select new samples in the areas that are 
more difficult to fit. 

In the model template selection step, the surrogate model type needs to be  
determined. Popular surrogate model types include Rational Functions, Kriging mod-
els, Radial Basis Function (RBF) models, Artificial Neural Networks (ANNs), and 
Support Vector Machines (SVMs). After the model type has been selected, model 
complexity also needs to be decided.  Model complexity is controlled by a set of 
hyper-parameters which would be optimized during a modeling process. 

The step of model validation establishes the predictive capabilities of the models 
and estimates their accuracy. One popular method is five-fold cross-validation [6] in 
which the training data are divided into five subsets.  A surrogate model is con-
structed five times, each time four subsets are used for model construction and one 
subset is used for error measurement. Model error can be measured as a relative error, 
for example Root Relative Square Error (RRSE), Bayesian Estimation Error Quotient 
(BEEQ), etc., or an absolute error, e.g. Maximum Absolute Error (MAE), Root Mean 
Square Error (RMSE), etc.  
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Fig. 1. Circuit performance modeling 

Automatic Modeling Flow. In this work, we constructed an automatic modeling flow 
that is able to generate performance models from transistor-level circuit simulations, 
as shown in Fig. 2. Before the modeling starts, a set of input and output parameters 
are defined. The modeling techniques are also configured, including the model tem-
plate, adaptive sampling strategy, and accuracy measurement. An accuracy target is 
defined as well. At the beginning of the modeling process, a small set of initial sam-
ples are generated. Then transistor-level SPICE simulations are performed using this 
initial set, and the corresponding responses are collected and used as the modeling 
data. Surrogate models are then constructed and their parameters optimized. The 
model accuracy is measured and the optimization continues until only negligible im-
provements can be made by changing the model parameters. If the desired accuracy is 
not reached, the adaptive sampling is evoked to add a new set of samples. The process 
continues until the fit reaches the targeted accuracy. When the process finishes, the 
model expressions are be exported and used in the follow design steps. 

 

Fig. 2. Automatic adaptive performance surrogate modeling flow 
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In the examples presented in this section, the modeling techniques are explored us-
ing the SUrrogate MOdeling (SUMO) Matlab Toolbox [7]. SUMO is a plug in-based, 
adaptive platform that can be customized flexibly. The toolbox makes it feasible to 
test a variety of modeling techniques. Transient circuit simulators, including Cadence 
Virtuoso Spectre®, and Synopsys HSPICE®, are used here for performing transistor-
level circuit simulations.  

2.3 Circuit Case Demonstration 

Performance models are very helpful for visualizing the design space and gaining 
insight into circuit behavior. In this section, a low-noise-amplifier (LNA) circuit is 
designed in a 0.13 μm CMOS process [8], the simplified circuit schematic of which is 
shown in Fig.3. 

In this example, we consider the transistors’ driving strength (tr_strengh) as a main 
source of process variations.  Transistor strength describes the variations in the tran 
sistor speed and the current. The data is provided by the foundry and it is set between 
-3σ and +3σ. Additionally, temperature is considered as an environmental variation, 
and it varies in the range of -20°C to 60°C. Two design parameters are considered. 
One is reference current Iref which is used to generate the input DC bias. Iref is set in 
the range of 50 μA to 200 μA. The other parameter is mlna which is the multiple of 
the widths of the amplifier transistors M1and M2. mlna is in the range of 0.5 to  
2. Here the performance of interest is the voltage gain at the center frequency  
(maxlnagain). 

 

Fig. 3. Simplified low-noise-amplifier circuit schematic 

The Kriging performance model maxlnagain(tr_strength, T, mlna, Iref) was con-
structed using the data obtained from transistor-level simulations in HSPICE®. Latin 
Hypercube sampling with corner points was used as the initial sampling strategy.  
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The adaptive sampling method LOLA-Voronoi [5] determined the non-linear regions 
of the true response and sampled those more densely. 5-fold cross validation with 
root-relative-square-error (RRSE) was used for the model validation. The definition 
of RRSE is defined as 
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where iy , iy and y are the actual, predicted, and mean actual response values.  

The constructed model has an RRSE of 4.72%. Fig. 4 shows the plots of the model 
surfaces used to explore the design space. The results show the effects of the design 
parameters and the parametric variations. It is seen that both transistor variations and 
temperature variations can significantly impact performance.  It is possible to mod-
ulate the design parameters, in order to achieve an optimal gain value under the spe-
cific variations. 

 

       (a) mlna=0.5                     (b)mlna=1.25                           (c)mlna=2 

Fig. 4. Plot of the model surfaces. (a)—(c) are for different mlna values. The three slices in 
each plot are for three Iref values. Black is for 50 μA, light grey is for 125μA, and dark grey is 
for 200μA. 

3 Scalable and Variation-Sensitive IO Macromodel 

Good macromodels of input/output circuits are essential for fast timing, signal-
integrity, and power-integrity analysis in high-speed digital systems. The most popu-
lar approach to IO modelling is to use the traditional table-based input-output buffer 
information specification (IBIS) [9]. IBIS models are simple, portable, IP-protected, 
and fast in simulation. However, they are unable to simulate continuous PVT varia-
tions and unsuitable for statistical analysis. We propose a new type of macromodel, 
called the surrogate IBIS model, to solve the problem [10]. In the new method, an 
equivalent circuit structure is used to capture the static and dynamic circuit behaviors, 
while surrogate modeling is used to approximate each element over a range of 
Process-Voltage-Temperature (PVT) parameters, so that the macromodel is able to 
dynamically adapt to the PVT variations in analysis. 
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3.1 Proposed Macromodel Structure 

Fig. 5 shows the proposed macromodel structure that is composed of physically-based 
equivalent model elements [10]. Ipu and Ipd represent the nonlinear output current. 
Time-variant coefficients Kpu and Kpd determine the partial turn-on of the pull-
up/down networks during switching transitions. Cpower and Cgnd represent the nonli-
near parasitic capacitance between the output and the supply rails. Surrogate models 
of these model elements are constructed, to capture the effects of supply voltage, ter-
minal voltages, semiconductor process, and temperature.  

 

Fig. 5. Structural IO buffer macromodel template with surrogate model elements 

3.2 Macromodel Construction 

The automatic modeling process described in Section 2 was used to construct surro-
gate models for the model elements in Fig. 5. The method is demonstrated with the 
single-ended output buffer circuit shown in Fig. 6. The circuit is designed in 180 nm 
CMOS process with a 3.3 V normal supply voltage. The threshold voltage variations 
ΔVth in the MOS transistors are considered as the main process variations and they are 
assumed to be within ±20% of the nominal value Vth0.  The parameter P = ΔVth/Vth0 is 
used to describe the threshold voltage variation. The supply voltage Vs is assumed to 
fluctuate within ±30% of the nominal supply (3.3 V) and temperature (T) is set in the 
range of 0 to 100°C. In the modeling process, those PVT-related parameters are sam-
pled adaptively in their ranges. 

Here modeling data was extracted from transistor-level SPICE circuit simulations. 
Fig. 7 (a) shows the circuit test-bench to extract the pull-up output current Ipu (VS, Vpu, 
T, ΔVth). The parameter Vpu is defined as the voltage difference between the power 
supply rail and the output, and it ranges from﹣VCC to﹢2VCC covering the maximum 
reflection case [11]. Transient simulations were performed and the simulation time 
was long enough (in this case it was 1 ms with 1 ns step size) to record a stable output 
current Ipu.  
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Fig. 6. Simplified schematic of the driver circuit 

      
                         (a) Ipu                                                (b) Capacitance  

Fig. 7. Test-benches for extracting model elements: (a) pull-up current Ipu (a) output capacit-
ance Cgnd and Cpower 

The data was used to fit rational function models in the form:  
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where P and Q are polynomial functions in X={x1,x2,…,xn}and Q is non zero. P and 
Q have no common factor of positive degree. 

Similarly, the pull-down current model Ipd was extracted by turning on the pull-
down network and turning off the pull-up network. Ipd was extracted as a model func-
tion of PVT variations and Vpd, where Vpd is defined as the voltage difference between 
the output and the ground.  

The test setup for extracting the output parasitic capacitance is shown in Fig. 7(b).  
An AC signal is attached to the output ports and the imaginary currents in the power 
and the ground ports are measured. The capacitances Cpower and Cgnd were derived 
using 
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where 
VCC( )Iℑ and gnd( )Iℑ are the imaginary parts of the measured currents,  f  is 

the frequency of the AC source, and VAC is the AC voltage amplitude. The time-
variant transition coefficients Kpu and Kpd were obtained according to the 2EQ/2UK 
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algorithm [12]. Fig. 8(a) shows the test to obtain the switching output voltage wave-
forms. A simplified circuit to illustrate the 2EQ/2UK algorithm is shown in Fig. 8(b). 
The switching output voltage waveforms wfm1 and wfm2 were obtained with different 
terminal voltage Vterm, and the unknown coefficients Kpu and Kpd are derived using the 
equations  

1 1pu pu wfm pd pd wfm out( ) ( ( )) ( ) ( ( )) 0K t I V t K t I V t I− − =  

2 2pu pu wfm pd pd wfm out( ) ( ( )) ( ) ( ( )) 0K t I V t K t I V t I− − =  
(4) 

where out out term load( ) /I V V R= − .  Ipu and Ipd are the output current models. 
 
 

  
                     (a)                                                      (b) 

Fig. 8. (a) Test-benches for extracting model elements output capacitance Cgnd and Cpower (b) 
illustration of 2EQ/2UK algorithm. 

To implement the new model, we modified the Verilog-A behavioral version of the 
IBIS model [13] and applied the surrogate model expressions for the model elements. 
The surrogate models were implemented in the form of analog functions.  

3.3 Test Results 

In this section the surrogate IBIS model is compared to the reference provided by the 
transistor-level simulation, and to the traditional IBIS model extracted from SPICE 
using the S2IBIS3 v1.0 tool [14].  

The test setup is shown in Fig. 9 where the driver is connected to a 0.75-m long 
lossy transmission line (RLGC model) with a loading resistor. The characteristic im-
pedance of the transmission line is 50 Ω. The loading resistor is 75 Ω. Two test cases 
were examined. The results are shown in Fig. 10. 
1. Case 1, used a 250 MHz square wave as a test input signal. The input data has the 
pattern “01010” with a 0.1-ns rise/fall time and 2-ns bit-period. The supply voltage 
varied from 2.8 to 3.8 V. 
2. Case 2, used a data pattern with a 1024 bit long pseudorandom bit sequence 
(PRBS) with 2-ns bit time. The power supply voltage was constant. 
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Fig. 9. Test setup for model validation 
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Fig. 10. Output voltage at the far end of the transmission line, (a) Case 1, black solid line—
transistor-model, grey solid line—traditional IBIS, black dash line—proposed surrogate IBIS. 
Black dash-dot line—supply voltage. (b) Case 2, grey solid line—transistor, black dashed 
line—macromodel. 

The accuracy of the macromodels is quantified by computing the timing error and 
the maximum relative voltage error. The timing error is defined as the time difference 
between the reference and the macromodel voltage responses measured for crossing 
half of the output voltage swing.  The maximum relative voltage error is defined as 
the maximum error between the reference and macromodel voltage responses divided 
by the voltage swing.  

The results show that in Case 1 when there are large variations of the supply vol-
tage, the surrogate IBIS model has much better accuracy both of the timing error and 
of the relative voltage error than the traditional IBIS model. The maximum timing 
error of the surrogate-IBIS model is 79 ps, and the maximum relative voltage error is 
6.77%. The surrogate IBIS model achieves the improved accuracy by capturing the 
complex output capacitance characteristics, the effects of the supply voltage, and gate 
modulation effects on the output current [15]. In Case 2, the result shows that the 
surrogate-IBIS achieves good accuracy. In this case, the maximum timing error is 70 
ps (3.5% of the bit-time) and the maximum relative voltage error is 6.45%. We also 
analyze the eye-diagram of the output in Case 2. The eye-width (W) was measured 
when the eye-height (H) was equal to 1 V.  The results under different PVT condi-
tions show that the eye-width differences within 0.04 ns (2% of the bit-time).  
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In summary, the proposed surrogate-IBIS macromodel achieves good accuracy in 
the analysis. The macromodels obtained show good accuracy in capturing the  
effects of reflections and variations, and their scalability makes flexible design  
analysis possible. 

4 Surrogate-Based Device Modeling  

Scaling of device sizes induced high variability of transistor parameters. There are 
two major reasons for this. Firstly, quantum mechanics-based phenomena such as the 
drain induced barrier lowering (DIBL) or gate tunnelling which are negligible in long-
channel devices become more significant.  Additional physics-based effects in-
creased the dependence of many circuit design quantities including the drain current, 
Ids, and device transconductance, gm, on the transistor process parameters such as the 
oxide thickness, tox. Furthermore, the tolerance of semiconductor manufacturing com-
ponents did not scale down as the transistor sizes shrink [16]. As a consequence, the 
amount of uncertainty in the design quantities remained constant while device sizes 
become smaller leading to higher percentages of variability with respect to the no-
minal values of the transistor process parameters.  The experimental data revealed 
that the traditional process corner analysis might not reflect the real distribution of the 
critical transistor parameters such as the threshold voltage Vth [17] while the Monte 
Carlo analysis become more computationally intensive with increasing number of 
variability factors. 

The response surface of design quantities which become more complex with the 
presence of extreme process variations can be accurately captured by surrogate mod-
elling. Surrogate modelling aims to express the output quantity in terms of a few input 
parameters by evaluating a limited number of samples. These samples are used by the 
basis functions which establish the response surface of the desired output. Coeffi-
cients of the basis functions should be optimized to minimize the modelling error.  
This approach has been applied to the problem of Ids modelling in order to assess the 
effects of variability in analogue circuit building blocks, in particular, the differential 
amplifiers [18]. In this section, the modeling of gm of n-channel transistors will be 
discussed.  

The transconductance gm is an important quantity for analog circuits, particularly in 
determining the AC performance of amplifiers, mixers, and voltage controlled oscilla-
tors. The modeling here is based on 65 nm device technology (IBM 10SF design kit) 
and uses six process parameters (tox, intrinsic threshold voltage Vth,0, intrinsic  drain-
source resistance Rds,0, intrinsic mobility µ0, channel length variation ΔLeff, and chan-
nel doping Nch) as input to the model in addition to the terminal voltages of the tran-
sistor (gate-source voltage Vgs, drain-source voltage Vds , and bulk-source voltage Vbs) 
and the temperature T. The choice of these process parameters is based on their physi-
cal origin which ensures a weak correlation between each parameter. BSIM model Ids 
equations are analytically differentiated to yield gm [19]: 

.m ds gsg I V= ∂ ∂  (5) 
 

The gm expression is validated by extensive SPICE circuit simulations over the 
process corners and at temperature extremes so that it can be used to evaluate the 
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samples, each a function of the ten parameters described above. Although an analytic 
equation for gm is used in this work, the modelling methodology is general and can 
employ simulations or measurement results given that they have the same input and 
output parameters.  

Kriging basis functions are used to construct the surrogate model with the neces-
sary coefficients being optimized using the MATLAB toolbox Design and Analysis of 
Computer Experiments (DACE) [20]. The device width is assumed to be 10 µm. The 
finalized model is tested for accuracy using the root relative square error (RRSE) 
metric where RRSE can be given by Equation (1).  

The gm model is constructed using a total number of 2560 input samples, and tested 
with 6400 samples other than the input samples. The resulting model yields an RRSE 
of 3.96% indicating to a high level of accuracy.  

The model can be used to observe the changes in gm with respect to its input para-
meters. Examples of this are provided in Figure 8. The graphs provide critical insight 
to the designer about the fundamental relations and trade-offs between the chosen 
process parameters, terminal voltages, and temperature.  Higher gm values are ob-
tained with smaller Vth,0, Leff, and tox, as well as larger µ0. This information becomes 
especially vital when variability of the circuit performance that depends on gm must 
be considered. In the example of an RF cascode low-noise amplifier , voltage gain Av, 
input and output return ratios, S11 and S22, as well as the optimum noise impedance, 
Zopt, are complex functions of the gm value of the common source transistor [21]. Any  
 

   
                          (a)                                                     (b) 

 
(c) 

Fig. 11. 3D graphs showing the trade-offs between the different inputs on the modeled gm 
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variability of the process parameters of this transistor may push the design outside of 
the specification range. In this case, information presented in Fig.11 (a)—(c) can be 
used to change the matching network of the amplifier such that it can yield the desired 
design metrics in all cases of process variability. 

Finally, it should be noted that surrogate model-based device modeling is not li-
mited to one single design quantity. Response surface models of other important de-
sign metrics can also be developed by using the methodology described here. As an 
example, consider the bandwidth of a single-stage amplifier. The bandwidth is both a 
function of process parameters used in gm modeling and a function of the junction 
capacitances of the transistor. However, these junction capacitances depend also on 
some process parameters. The exact relationships can be quantified by analytical ex-
pressions as given in the device model equations [19]. Once the additionally required 
parameters are determined, then the surrogate modeling process can be applied as in 
gm modeling. 

5 Surrogate Model-Based Circuit Design 

5.1 Yield-Aware Circuit Optimization 

As IC technologies scale down to 65 nm and beyond, it is more challenging to create 
reliable and robust designs in the presence of large process (P) and environmental 
variations (e.g. supply voltage (V), temperature (T)) [22]. Without considering PVT 
fluctuations, the optimal circuit design would possibly minimize the cost functions by 
pushing many performance constraints to their boundaries, and result in a design that 
is very sensitive to process variations. Therefore, we need to not only search for the 
optimal case at the nominal conditions, but also carefully consider the circuit robust-
ness in the presence of variations.  However, the fulfillment of all these requirements 
introduces more complications in circuit design.  

 

Fig. 12. Illustration of Pareto fronts with different yield levels 

Yield is defined as the number of dies per wafer that meet all predefined perfor-
mance metrics. Monte Carlo analysis of a circuit is an important technique used for 
yield estimation. However, this method requires a large number of sampling points to 
achieve sufficient accuracy and therefore it is very time-consuming. One solution to 
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reduce computational cost is to use the performance surrogate models proposed in 
Section 2. As performance models are constructed as a function of selected design 
parameters and parametric variations, they can be used instead of using circuit-level 
simulations. Therefore, yield estimation can be achieved without large computational 
cost. 

One application of a variation-aware performance model is to obtain the yield-
aware Pareto fronts [23] which is best trade-offs of the overall circuit performance 
and yield. In this application, in addition to searching for the general Pareto-optimal 
designs, performance yield at those design points is evaluated by using the variation-
aware performance model. As a result, the yield-aware Pareto fronts can be generated. 
An illustration is shown in Fig. 12. P1 and P2 are the performance parameters to trade-
off, and the curves are the Pareto fronts with different yield levels. The yield-aware 
Pareto fronts of sub-blocks could be further used in yield-aware system design. 

5.2 Surrogate-Based Circuit Optimization 

Simulation-based circuit optimization is a very good application of surrogate  
modeling, as the process requires a great number of iterative evaluations of objective 
functions. In an optimization process, surrogate models are used to guide the search 
instead of achieving the global accuracy.  

In the surrogate-based optimization process, generally there are two types of simu-
lation models, a low-fidelity and a high-fidelity model. In our circuit design problems, 
the transistor-level circuit simulation is used as a high-fidelity model while the built 
surrogate model is used as the low-fidelity model. The general surrogate-based opti-
mization process is shown in Fig. 13 [24]. 

 

Fig. 13. General surrogate-based optimization flow 
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The Gaussian-based Kriging model can be used as an approximation method since 
this model is able to provide estimation of the uncertainty in the prediction. Adaptive 
sampling methods (e.g. [3]) can be used to balance exploration (improving the general 
accuracy of the surrogate model) and exploitation (improving the accuracy of the 
surrogate model in the local optimum area) during optimization. An alternative me-
thod, space mapping [25], maps the input/output space of a low-fidelity model to the 
input/output space of the high-fidelity model. These methods can significantly im-
prove the optimization efficiency when physically-based and computational efficient 
low-fidelity models are available. 

6 Summary 

This work presents the applications of surrogate modeling in variation-aware circuit 
macromodeling and design analysis. Surrogate modeling can facilitate the design 
exploration and optimization with variation-aware performance models. Also, surro-
gate modeling can be used to enhance the accuracy and scalability of IO macromo-
dels. Moreover, the surrogate model-based method is able to generate device models 
with critical variability parameters. The surrogate-based method greatly reduces the 
complexities and costs of variation-aware macromodeling and circuit design. 
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Abstract. When torque and speed are transmitted from a non-parallel orthogon-
al axle to another axle bevel gears are often used. They are applied e.g. in drive 
trains of automotive, ships and helicopters. The manufacturing of this gear type 
is often difficult due to unpredictable tool wear during the bevel gear cutting 
process. This leads e.g. to unexpected production stops for tool changes which 
results in undesired additional manufacturing costs. Currently it is not possible 
to analyze the bevel gear cutting process sufficiently, because of its complexity. 
Thus, cutting process design happens iteratively in order to find the optimum 
process parameters regarding high productivity and less tool wear. This issue 
leads to the demand for exact knowledge of the tool wear behavior. Due to this 
a manufacturing simulation for bevel gear cutting has been developed. During 
the simulation a modeling of the tool, workpiece and kinematics is performed as 
well as a geometrical penetration calculation. With this simulation approach dif-
ferent characteristic values for a detailed analysis are calculated. Within this 
paper the analysis and optimization of bevel gear cutting processes regarding 
tool wear are presented. Here, the calculated results from simulation have been 
compared to tool wear from experimental cutting trials.  

Keywords: Gear Cutting Simulation, Manufacturing Simulation, Bevel Gears, 
Tool Wear Analysis. 

1 Introduction 

In general the transmission of torque or speed from one axle to a non-parallel ortho-
gonal axle is realized by bevel gears. Bevel gears are used in many applications like 
in marine, in rear axles of automotive, in helicopters and industrial drives. The stan-
dard manufacturing of bevel gears is performed in a complex Computerized Numeri-
cal Control (CNC) cutting process. Due to unpredictable tool wear and sudden failure 
of the cutting tools, unexpected production stops for tool changes occur and lead to a 
loss of productivity, low process stability and finally to additional manufacturing 
costs. Thus, the productivity of the machining process depends significantly on the 
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tool wear and tool life, see [1]. Currently it is not possible to analyze the bevel gear 
cutting process sufficiently regarding tool wear and tool life, because of its complexi-
ty. Hence, the design of the cutting process happens iteratively in order to find the 
optimal process parameters. So an exact knowledge about the tool wear and tool life 
behavior is necessary to optimize the cutting process. These challenges and issues are 
presented in figure 1. In order to provide a simulation tool for analyzing and optimiz-
ing the bevel gear cutting process a manufacturing simulation has been developed at 
WZL, as presented by [2-3]. 

 

Fig. 1. Challenges in bevel gear cutting 

2 Modeling and Simulation Method 

Within the manufacturing simulation a geometrical penetration calculation is con-
ducted as described by [2-4]. Before starting the calculation the kinematics , work-
piece and tool have to be modeled as described below. 

2.1 Process Kinematics 

All axis movements, like in the real cutting process, can be considered in the simula-
tion. In figure 2 the axis movements and positions of the bevel gear cutting machine 
are presented. More precisely, the variables and the resulting movements are: mccp 
(the machine center to cross axis point), α (cradle angle), β (modified roll by work-
piece rotation), γ (angular Motion), φ (radial motion), ε (horizontal Motion), η  
(vertical motion), χ (helical motion), ω (tool rotation). All axis movements can be 
described as a series expansion, which is truncated after the sixth order, regarding the 
mean tool angle ωm and the mean cradle angle α m.  

For example the axis movement for the depth position χ of the cutting tool , so 
called helical motion, is calculated by formula 1. The variables aχ to uχ represent the 

Tool WearManufacturing Process
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coefficients. E.g. the coefficient aχ is a time invariant value therefore a positioning of 
the cutter, whereas uχ is linearly time-dependent: 

χ (α,ω) = aχ + bχ⋅(α–αm) + cχ⋅(α–αm)2 + dχ⋅(α-αm)3 + eχ⋅(α–αm)4 +  
fχ⋅(α–αm)5 + gχ⋅(α–αm)6+ pχ⋅(ω–ωm) + qχ⋅(ω–ωm)2 + rχ⋅(ω–ωm)3  
+ sχ⋅(ω–ωm)4+ tχ⋅(ω–ωm)5 + uχ⋅(ω–ωm)6 

(1) 

 

Fig. 2. Scheme and axis movements of a bevel gear cutting machine 

2.2 Modeling of Workpiece and Tool 

In the simulation the workpiece and the tool envelope are modeled as 3D clouds of 
scattered points. With these points a mesh of triangles is generated for the workpiece 
and the tool. The modeling of the workpiece can be described in three steps, see  
figure 3. At first the cross section of the gear flank is defined by four points. With 
these points the gear width b, the toe and the heel of the bevel gear are defined.  
 

 

Fig. 3. Modeling and triangulation of workpiece 
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The heel is the face with the largest diameter respectively the largest distance to the 
central axis. The toe represents the face with the smallest diameter. In order to get a 
solid 3D body the cross section is revolved around the central axis by 360°. Finally 
this extruded body is getting triangulated as described by [3]. 

The tool envelope is modeled by an extrusion of the tool profile depending on the 
process kinematics, see figure 4. Like the workpiece, the tool is meshed by triangula-
tion as well. 

 

Fig. 4. Modeling and triangulation of tool 

The data for workpiece, tool and process kinematics can be imported in the soft-
ware from an ASCII file in the neutral data format. This data format is a common one 
in gear industry and developed by [5]. 

2.3 Simulation Method 

When the modeling is finished a geometrical penetration calculation is conducted 
within the manufacturing simulation. During this calculation the 3D bodies of work-
piece and tool envelope penetrate each other in compliance with the kinematics. The 
penetration is realized by ray-tracing as described by [6]. The calculated penetration 
volume can be interpreted as the undeformed chip geometry resulting from the cutting 
process, see figure 5. With this undeformed geometry different characteristic values, 
like the chip thickness hcu, can be calculated. It has to be mentioned that the penetra-
tion calculation is a geometrical calculation, i.e. that no plastic deformations and 
thermal effects are considered. 

In order to accelerate the penetration calculation bounding-boxes and Binary Space 
Partitioning (BSP) trees are used as depicted from [6]. An additional approach to 
accelerate the simulation is the calculation of the penetration by General-purpose 
Computing on Graphics Processing Units (GPGPU) as published by [7] where 
OpenCL, CUDA, PGI Accelerator are used in combination with graphics processing 
units (GPU) in order to increase the performance. 
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Fig. 5. 3D penetration calculation of triangulated surfaces 

3 Calculated Characteristic Values for Tool Wear Analysis 

3.1 Current Characteristic Values for Process Analysis 

Chip thickness hcu and the working length le are characteristic values, besides the 
cutting forces, for description and analyzing the bevel gear cutting process according 
to [3-4], see figure 6. The chip thickness represents the thickness of the undeformed 
chip at a certain point on the cutting edge. The working length represents the cutting 
path i.e. the contact length between the tool and the workpiece during the cutting.  

Investigations from [3-4] and [8] show that also the characteristic values like the 
working rake angle γe and relief angle αe have a significant influence on the tool wear. 
Especially the flank wear of the tool is not only influenced by the chip thickness hcu 
and the working length le, but also by the geometry of the cutting edge. The cutter 
geometry inter alia is determined by the rake and relief angle of the cutter. These 
angles are defined in the German Standard DIN 6580 and DIN 6581 [9-10]. 

As a conclusion of the state of the art investigations it can be stated that there is 
partly the possibility to analyze the tool wear by means of the current characteristic 
values. But there is no sufficient approach yet for a prediction of tool wear in bevel 
gear cutting. 

In industrial application there are different tool concepts. One of the concepts is the 
alternating half profile blades. They are separated into outside and inside blades, see 
figure 7. Both blades are defined as a blade group. One blade group cuts the contour 
of one gap including gear root and flanks. The outside blade cuts the concave flank 
and the inside blade cuts the convex flank of the gear gap. From this typical two-flank 
chips are cut. The removed material on the flanks respectively the chip thickness 
hcu,flank depends inter alia on the chip thickness on the tip hcu,tip and the pressure angle 
δOB or δIB of the tools: 

hcu,flank = hcu,tip · sin(δ) (2) 

tool 
enveloping 
body

workpiece penetrated volume = 
undeformed chip 
geometry
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3.2 New Approaches of Characteristic Values for Tool Wear Prediction 

Within the investigations of [8] regarding tool wear in bevel gear cutting, it turned out 
that especially the corner radius is critical regarding tool wear like chipping. This is 
caused by the multi-flank chip-formation at the corner radius. Here the material of the 
chip is compressed and squeezed, see figure 8. Thus, a simple analysis of the chip 
thickness in this area of the tool is not sufficient.  

From the figure it becomes clear that the chip thickness hcu is varying along the 
cutting edge ls. Especially in the transition area of the corner radius between the flank 
(IB) and the tip (T) a gradient of the chip thickness Δhcu/Δls is visible. 

The spatial compression of the chip is determined by the pressure angle of the tool, 
as [11] presented. In order to consider the compression and squeezing of the chip in 
the geometrical penetration calculation the gradient of the chip thickness can be used. 
The gradient represents the varying chip thickness along the cutting edge ls. At the 
tool flank the gradient is zero due to the invariant chip thickness. This is plausible, 
because of the not existing compression of the chip material referred to the rake face 
respectively the working reference plane, see [10]. 

 

Fig. 8. Description of mechanical and thermal load due to the chip compression by geometrical 
characteristics 

A higher compression of the chip results in a higher thermal and mechanical load 
at the cutting edge and the risk of tool wear. Due to the spatial chip formation and 
compression a consideration of only the working reference plane is not sufficient. 
Even the working cutter plane in which the chip flows orthogonal to the rake face has 
to be considered according to DIN 6581 [10]. Both planes take the working direction 
of the cutter into account. For the description of the chip compression in the working 
cutter plane the gradient of working rake angle Δγe/Δls can be used, see figure 8. This 
characteristic value represents the varying rake angle along the cutting edge and thus 
the varying chip formation and compression. A rapidly changing gradient in a small 
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area of the cutting edge corresponds with a changing chip formation and a varying 
load during the cutting. This varying load has negative influence on the tool wear 
behavior. Hence, the gradient should have a minimum value. 

Besides the aspect of chip compression and the so caused tool load further charac-
teristic values for analyzing the cutting process can be used. The entire working 
length le describes the contact length, which the cutter is in contact with the workpiece 
under consideration of the working direction, see figure 9. So the working length is a 
geometrical approach for the description of the thermal and mechanical load on the 
cutting edge. A higher working length results in a higher temperature respectively 
friction and thus in higher loads on the cutting edge. 

Additionally, the working relief angle αe can be used for the analysis of the tool 
load. The working relief angle influences the thermal stress on the cutting edge. Thus 
the gradient Δαe/Δls is a useful characteristic value for the alternating thermal stress 
along the cutting edge. The higher the gradient is the higher will be the alternating 
thermal stresses on the relief face of the cutter. Hence, a minimum value of the gra-
dient is desirable. In order to integrate the presented characteristic values in only one 
value KG is introduced: 
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Fig. 9. Description of mechanical and thermal load by geometrical characteristic values 

A high KG value results in a higher tool load and thus in higher tool wear. With the 
new characteristic value KG a first qualitative comparison of different processes and 
so of the tool wear is possible. From this an optimization of the process is feasible and 
a first approach for a qualitative tool wear prediction model is realized.  

In the future the characteristic value with the tool wear model has to be modified 
by weighting of the coefficients in order to enable a quantitative evaluation and pre-
diction of the tool wear. 
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4 Tool Wear Analysis 

In general pinion and ring gear are manufactured by using cutter heads which are 
equipped with stick-type blades. Here the face-milling process, as described by [5] is 
used for manufacturing. The plunging process is mostly used for the manufacturing of 
the ring gear whereas the generating process is used for pinion manufacturing. Fol-
lowing different examples regarding tool wear of stick type blades in industrial appli-
cation will be presented. Here the tool wear behavior in plunging and generating 
process with different tool concepts is compared to the new characteristic value KG. In 
this report the focus is set on the discontinuous face milling process with carbide tools 
in dry cutting. 

4.1 Tool Wear Analysis of Plunging Process 

In figure 10 the tool wear of two full profile blades is presented. They are used for 
plunging process 1 and 2 where the ring gear manufacturing is realized. In process 1 a 
cutting velocity of vc = 200 m/min and a ramp with a feed of fBG = 0.15 – 0.06 mm 
per blade group was used. The cutter head with an outer diameter Da = 231 mm was 
equipped with 7 carbide tools. The characteristic value KG was displayed in the dia-
gram over the unrolled cutting edge length ls which is separated into the outside blade 
(OB), the tip area (T) and the inside blade (IB). The maximum tool wear occurs at the 
corner radius of the outside blade (OB) to the tip area (T). In the simulation the cha-
racteristic value KG has its maximum at the same tool area. Additional tool wear oc-
curs at the corner radius of the inside blade (IB) and the tip area (T). In this area the 
tool wear is less than at the other corner radius. The same tendencies are calculated in 
the simulation. Thus, the good correlation of the calculated value KG and the real tool 
wear is evident. On the one hand the maximum tool wear can be located by KG, on the 
other hand the lower tool wear at the inside blade can also be calculated. 

 

Fig. 10. Tool wear analysis of full profile blades 
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In process 2, see figure 10 right, a cutting velocity of vc = 150 m/min and a feed 
ramp of fBG = 0.16 – 0.10 mm per blade group was chosen. The cutter head with an 
outer diameter Da = 165 mm was equipped with 14 carbide tools. Here the correlation 
between the tool wear from cutting trial and the simulation is also good. The maxi-
mum tool wear occurred at the corner radius of the outside blade (OB) and the tip (T). 
Even the tool wear in the corner radius of the inside blade (IB) can be determined by 
the simulation. In this example the tool wear is similar in both corner radii compared 
to process 1, where the amount of tool wear is very uneven. This tool wear behavior is 
predictable with the simulation by means of the characteristic value KG. 

In addition to full profile blades there is the concept of alternating half profile 
blades. In order to show the good correlation between the cutting trial results and the 
simulation results the tool wear and the characteristic value KG are presented for this 
process, too,see figure 11. 

 

Fig. 11. Tool wear analysis of half profile blades 

Here (process 3) the focus is not only the localization of the maximum tool wear at 
the cutting edge but also the identification of the most critical blade regarding tool 
wear. The maximum value for KG was calculated at the corner radius of the outside 
blade (OB). This correlates well with the occurred tool wear from the cutting trials. 
Even the lower tool wear of the inside blade (IB) was calculated correctly. 

4.2 Tool Wear Analysis of Generating Process 

Generally pinions are manufactured by a generating process. The tool and the work-
piece movement are coupled depending on the process kinematics. In process 4 a feed 
ramp of vw = 8.72 - 12.4 °/s and a cutting velocity of vc = 230 m/min have been used. 
The outer diameter of the cutter head has been Da = 268 mm and it was equipped  
with 32 carbide full profile blades. In this process a generating from heel to toe is 
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conducted. In figure 12 the occurred tool wear on the full profile blade is shown. It is 
visible that the maximum tool wear is located at the corner radius of the outside blade 
(OB). Here a chipping is observed. The tool wear at the inside blade is about 50% of 
the maximum wear. Former investigations contain the tool wear analysis of this 
process, but did not show sufficient results. Here the tool wear characteristic value KG 
is used for the first time to identify the tool with the highest amount of tool wear. A 
comparison of the real tool wear in generating process with the calculated characteris-
tic value KG is presented in figure 12. The calculation results correlate well with the 
tool wear from the cutting trials. In addition not only the location of the tool wear 
correlates well with the characteristic value KG but also the amount of tool wear. 

 

Fig. 12. Tool wear analysis of pinion manufacturing 

The presented results show that now it is possible to analyze the occurring tool 
wear with only one characteristic value. Thus, it is not necessary anymore to analyze 
the cutting process regarding tool wear by applying and analyzing many different 
characteristic values, like the chip thickness or the working tool angles. 

4.3 Identification of Optimal Tool Concept 

Within this report different tool concepts have been presented. Process 1 (full profile 
blades) and 3 (half profile blades) differ in the tool concept. The manufactured geo-
metry of the ring gear and the productivity of the process is identical. This means e.g. 
that the cutting and feed velocity is the same and the number of blade groups of the 
full profile concept is reduced to 50%. This reduction is possible, because the number 
of active cutting edges is the same for 14 half profile blades and 7 full profile blades. 

Now it is interesting to know which concept is the best for the presented applica-
tion. A comparison of process 1 (full profile blades) and process 3 (half profile 
blades) by means of the characteristic value KG is done, see figure 13. 
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The comparison of the calculated characteristic value KG for the two processes 
shows that the maximum tool wear appears at the outside blade (OB) of the half pro-
file blade concept. The value of KG at the outside blade has approximately the double 
magnitude of the value of the full profile blade. The tool life of the full profile blade 
was to L = 500 workpieces whereas the tool life of the half profile blades was to 
L = 400 workpieces. Thus, there is a good correlation between the characteristic value 
KG and the tool wear but there is also a good correlation between KG and the tool life 
of the different tool concepts. 

 

Fig. 13. Comparison of different tool concepts 

It can be stated that the manufacturing simulation including the calculation of the 
new characteristic value KG allows for the first time analyzing the bevel gear cutting 
process regarding the expected tool wear. Now a qualitative analysis and prediction of 
tool life is possible.  

5 Conclusions 

Within this report the manufacturing simulation for bevel gear cutting is presented. At 
first the modeling of the workpiece and the tool is realized. Under consideration of the 
process kinematics the simulation can be conducted. Within the manufacturing simu-
lation a 3D penetration calculation of workpiece and tool is carried out. From the 
penetrated volume the undeformed chip geometry can be calculated. With information 
from this penetrated volume different characteristic value like the chip thickness can 
be derived. With these values a first analysis of the cutting process regarding tool 
loads and wear is possible. Unfortunately, there is often no correlation between these 
singular values and the expected tool wear. 

Currently a new characteristic value for the tool wear analysis is developed and 
implemented in the manufacturing simulation. This new value includes the gradient of 
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different calculated characteristic values over the cutting edge like the gradient of the 
chip thickness Δhcu/Δls. This gradient, for example, represents the compression and 
squeezing of the chip over the cutting edge. Thus, this value can be used for the anal-
ysis of the tool load at the cutting edge. 

The comparison of the calculated new characteristic value and the tool wear from 
cutting trials show good correlations. The localization of tool wear as well as a qualit-
ative comparison of different processes regarding the expected tool life is possible. 
E.g. the tool life behavior of full profile blades and half profile blades correlates well 
with the simulation results.  

In the future the manufacturing simulation has to be enhanced in order to calculate 
the expected tool life for bevel gear cutting. This, for instance, can be applied for 
increasing the productivity of the cutting process and for optimizing the process de-
sign regarding tool changes. Thus, the development of a tool life model for the bevel 
gear cutting process has to be realized. In a first step analogy trials in single flank 
cutting on a lathe will be performed, see figure 14.  

 

Fig. 14. Methodology for prediction of tool life in bevel gear cutting 

Here the influence of chip thickness hcu, working length le, working relief angle αe, 
working rake angle γe, cutting velocity vc and tool coating will be investigated. Af-
terwards a determination of the endured load cycles over cutting edge length will be 
conducted in step 2. With the load cycles a hands-on visualization will be realized. A 
transfer to multi flank application will be done in step 3. Here the presented characte-
ristic value KG will be used to consider the additional load at the corner radius of the 
tool due to multi flank chips. Finally industrial cutting trials will be performed in 
order to optimize and verify the tool life model. Further the tool life model will be 
implemented in the manufacturing simulation. 
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