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Preface

These are the proceedings of the 9th International Conference on Advances in
Computer Entertainment (ACE 2012). ACE has become the leading scientific
forum for dissemination of cutting-edge research results in the area of entertain-
ment computing. Interactive entertainment is one of the most vibrant areas of
interest in modern society and is amongst the fastest growing industries in the
world. ACE 2012 brought together leading researchers and practitioners from
academia and industry to present their innovative work and discuss all aspects
and challenges of interactive entertainment technology, in an exciting, cultural,
and stimulating environment.

ACE is by nature a multidisciplinary conference, therefore attracting people
from across a wide spectrum of interests and disciplines including computer sci-
ence, design, arts, sociology, anthropology, psychology, and marketing. The main
goal of ACE is to stimulate discussion in the development of new and compelling
entertainment computing and interactive art concepts and applications. At ACE
conferences participants are encouraged to present work they believe will shape
the future, going beyond the established paradigms, and focusing on all areas
related to interactive entertainment.

This was the 9th ACE conference, and the first time that such an enter-
tainment computing conference was held in the emerging world. The theme of
ACE 2012 was“Entertaining the Whole World,”and Kathmandu in Nepal (“The
Roof of the World,”) was chosen as the venue. In line with the theme, ACE 2012
emphasized the use of easily available technology. Technology for entertainment
design is becoming cheap or even extremely cheap. Designing interactive enter-
tainment with commercial off-the-shelf technology (cheap sensors, Kinect, Ar-
duino, etc.) is becoming regular business. How can we use this development to
invent yet more new ways of harnessing the entertainment power of creating?
Can we convert consumers of entertainment into creators of entertainment, where
the process of creating is perhaps as important as the resulting product? Young
people in emerging markets can become creators as well as consumers of digital
entertainment. They can distribute their work through apps and the Internet,
and through media creativity benefit their country and economy. We wish to
strike up discussions and initiate projects that will benefit the emerging world
through digital entertainment.

In order to emphasize the theme of the conference some special tracks and
events were organized. One of them was the Art and Culture track, with papers,
games and other forms of entertainment, and interactive works of art show-
casing the diversity of art and culture found in today’s digital artifacts. This
diversity can also be found in the tracks on Creative Showcases and Demon-
strations and the Poster and Late-Breaking Results tracks. All the presenta-
tions from the regular sessions and those of these tracks can be found in these
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proceedings. We received about 140 submissions in the various categories
(papers, posters, demonstrations, workshops, panels). From the regular paper
submissions, ten papers were accepted for long presentations (about 14%), and
20 for short presentations (about 27%). Many poster papers and papers accom-
panying demonstrations could be accepted. There are agreements with some
journals to have special issues devoted to some subthemes of ACE 2012 and
containing a selection of the best papers from ACE 2012.

ACE 2012 had several satellite workshops. There were regular workshops
on entertainment research and technology, but new for ACE and particularly
important for the theme of the conference were the Entertainment Kids Work-
shops. The underlying idea of these workshops is that entertainment can em-
power children and young people in developing countries and communities with
creative thinking and new media technologies. We hope to nurture and inspire
young children to create new value propositions that will benefit their individual
selves, communities, and countries. We want to view young children in develop-
ing countries as creative innovators and ambassadors of new technologies, rather
than passive end-user consumers. And this last point in particular was addressed
successfully in many of the proposals for Kids Entertainment Workshops that
the organizers received. Several of these workshops could be organized, aiming
at children aged between 4 and 12 as participants. Among the issues that were
explored individually or in small groups we can find participatory design, using
gaming platforms for body movement design, tangible interfaces and storytelling.

During plenary sessions of the conference two panels were organized. One
panel was devoted to the results of the Kids Entertainment Workshops. The
other panel was titled: Where Buddhism Encounters Entertainment Computing.

At ACE 2012, as in all previous ACE conferences, prizes were awarded for
the best papers and best demonstrations. The top three in each category were
awarded Gold, Silver, and Bronze prizes. For the first time, in 2012, there was
a special “Diamond Best Award” for the best academic work in any category.
This was co-awarded together with Springer, with a book prize sponsored by
Springer.

ACE attendees brought books for donation in the fields of digital media,
computer science, electronics, and related areas. These books were presented to
a high school in Nepal during ACE. It is hoped that this will be a positive push
that will allow some smart Nepalese kids to have a jump start in creativity.
Although it is a small contribution to Nepal, we hope it will inspire a few young
people to become creative media designers or interest them to become computer
scientists or engineers, and perhaps start a new game or Internet service. We
hope to create a “geek” culture.

ACE 2012was organized in Kathmandu, Nepal. We think that there is a perfect
match between the theme of the conference (“Entertaining the Whole World”) and
the location (“The Roof of the World”) with its political and economic problems.
Nepal is a developing country. It is a rich country when you look at people, nature,
and ambitions. It is a poor country when you look at characteristics that play a
role in comparisons between countries when measuring the economic situation and
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economic developments. Obviously, ACE 2012 does not pretend to make immedi-
ate changes. But maybe the participants of ACE 2012 will learn from the theme,
how it relates to a local situation, and how advanced research and advanced tech-
nology can be adapted to the affordable design and implementation of interesting
entertainment applications. And, obviously, we hope the people that attended and
experienced demonstrations learned that advanced research and technology can
be used in creative and not necessarily expensive ways.

Part of the conference was organized in a Kathmandu hotel that hopefully,
when necessary, will have utilities for generating its own electricity. For part of
the conference there was no guarantee that electricity would be available owing
to electricity rationing and power interruptions. Participants were asked to be
prepared for situations in which they would have to present their paper, their
poster, and their demonstration without having the guarantee that electricity is
available. Workshop proposers and participants, including the Kids Entertain-
ment Workshops, were asked to prepare their workshops and presentations in
such a way that they could be successful without having access to electricity or
when being forced to shift their activities to non-scheduled periods. We think
that the creativity needed to deal with such situations is also helpful to designing
and applying advanced entertainment technology in developing countries.

As can be expected, the organization of ACE 2012 was a team effort and
a large number of people worked very hard to organize ACE 2012. A list of
committees and committee members appears on the next pages. These commit-
tees were successful, because a record number of potential contributions were
submitted and reviewed. However, particular thanks should go to Adrian Cheok
who, together with our Nepalese research colleagues, took the daring initiative
to have ACE 2012 in Nepal. And particular thanks should also go to the local
organizers in Kathmandu for their pioneering efforts to make ACE 2012 a suc-
cess, not only for the visitors from abroad, but also for the Nepalese community,
from children to students, researchers, and policy makers interested in new and
advanced technology and its use in creative applications that can bring joy.

August 2012 Anton Nijholt
Teresa Romão

Dennis Reidsma



Welcome Messages from the General Chairs

It gives me immense pleasure and utmost pride to welcome you all to the ACE
2012 conference proceedings. As we all know, the ACE conference is a multidis-
ciplinary meeting attracting people of varied interests and disciplines across the
globe. I feel honored and privileged to have such a mega conference held in the
capital of the pristine Himalayan country, Nepal. Moreover, I am very happy to
be one of the Organizing Chairs of the conference, hosted for the first time in
Nepal.

All ACE participants were encouraged to present work they believe will shape
the future, going beyond the established paradigms, and focusing on all areas
related to interactive entertainment. I am very sure that the conference will
make a tremendous contribution toward the development of new and compelling
entertainment computing and interactive art concepts and applications.

I am also confident that the Kathmandu conference will be a vital guideline
for future entertainment markets.

I hope you enjoy the proceedings of this event.

Aashmi Rajya Lakshmi Rana

Every nation has its own pop culture which can be developed and empowered
by digital technology. This pop culture can bring about a stronger change and
effect developing countries and children. I hope we have a happy convergence of
culture and technology for everyone on earth!

Ichiya Nakamura
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Keynote Talks

Keynote Talk: Spreading ICT in India: Connectivity,
Content, Devices and Training for a Billion People

Kannan M. Moudgalya

This talk explains the Spoken Tutorial methodology that creates instructional
material on ICT, suitable for self-learning. During the last year, about 100,000
students were provided free training on many open source software systems,
in 1,000 colleges, through student and faculty volunteers. One may also access
these tutorials from http://spoken-tutorial.org free of cost. Synchronous support
can be provided through an ongoing teacher training program that allows up to
10,000 people to interact with experts with audio-video connectivity. We dub
only the spoken part of these tutorials into the many languages of India to teach
ICT to children weak in English, while keeping the employment potential intact.
This method has the potential to also bridge the digital divide.

The Indian government is also establishing 1GBps connectivity in every one
of the about 1,000 universities in India and their affiliated colleges. To realize
the benefits of these ICT tools and techniques, one needs computers, which are
unfortunately not affordable to most Indians. To provide this important link,
this Mission has come up with the Aakash project. As a part of this project, for
testing purposes, we have placed an order for 100,000 units of a 7”tablet, at a cost
of INR 2,263 (about USD 40). We have been successful in porting to Aakash,
C, C++, Python, PHP and Perl, and also Scilab, an open source alternative
to Matlab. This device will also help access video content, e-books, and the
Internet through wireless. Based on the feedback obtained through this pilot
study, we will freeze the specifications and order several million units. Aakash
will be demonstrated during this talk. A video that explains the current state of
Aakash is available at http://media.sakshat.ac.in/Play/?ID=1. These projects
are funded by the National Mission on Education through ICT.

The work reported in this talk has the potential to be of use to all children
of the world in general, and to those in the developing world in particular.

Brief CV of Kannan M. Moudgalya

Kannan M. Moudgalya is a professor at IIT Bombay. He studied chemical en-
gineering and electrical engineering at IIT Madras and at Rice University. He
has been a visiting professor at the University of Alberta. He has written two
textbooks: (1) Digital Control, published by John Wiley & Sons, Chichester and
(2) Optimization: Theory and Practice, jointly with M. C. Joshi, published by
Narosa, New Delhi.

He has published a large number of papers in refereed international confer-
ences and journals in the areas of mathematical modelling, control, and simula-
tion. Kannan is now devoting his time to spreading education on a massive scale,
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without quality dilution. He has been focusing on spoken tutorials, open source
software systems, virtual labs and the low-cost tablet, Aakash. He has held the
posts of Associate Dean (R&D), Head of Office Automation and Head of Dis-
tance Education, at IIT Bombay. He is a member of the Standing Committee of
the National Mission on Education Through ICT, Government of India.

Keynote Talk: When Robots Do Wrong

David Levy

Before long, robots will be assisting us in many different aspects of our lives,
becoming our partners in various practical and companionable ways and enter-
taining us. As robot and AI technologies advance, the proliferation of robots and
their applications will take place in parallel with increases in their complexity.
One of the disadvantages of those increases will be a burgeoning in the number of
robot accidents and wrongdoings, resulting in enormous numbers of robot-based
court cases throughout the developed world, many of them involving complex
legal arguments based on technological evidence from expert witnesses.

Here we address the questions: What are the implications when something
goes wrong? Who, or what, is responsible? Should responsibility be attributed to
the robot itself, or to its manufacturer, designers or developers, or to its owner,
or its operator . . .? And above all, how best should society deal with an ever-
increasing number of robot accidents, their diverse causes and their negative
consequences?

We discuss the concept of blaming the robots themselves for their accidents,
based on three possible rationales for doing so: treating them as quasi-people,
as quasi-animals, or simply as man-made products. And we examine how robots
might be punished if society decides that they should take the blame for the
accidents they cause.

We also consider the more likely approach of blaming homo sapiens, with the
manifold complications that can affect the blame attribution process put for-
ward as a powerful argument against society employing litigation as its primary
response to robot accidents.

Robot vehicles are introduced as an example of a category of robot for which
legal constraints already exist, namely, motoring laws, including the laws requir-
ing cars and their drivers to be adequately insured. The idea of compulsory insur-
ance, supported by a technologically driven system of enforcement, is extended
from robot cars to robots in general as an alternative approach to litigation.

Brief CV of David Levy

David Levy graduated from St. Andrews University, Scotland, in 1967, and then
taught practical classes in computer programming at Glasgow University for four
years, before moving into the world of business and professional chess playing and
writing. He wrote more than 30 books on chess, won the Scottish Championship,
and he was awarded the International Master title by FIDE, the World Chess
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Federation, in 1969. In 1968 David started a bet with four artificial intelligence
professors that he would not lose a chess match against a computer program
within ten years. He won that bet. Since 1977 David has been involved in the
development of many chess playing and other programs for consumer electronic
products. David’s interest in artificial intelligence expanded beyond computer
games into other areas of AI, including human–computer conversation, and in
1997 he led the team that won the Loebner Prize competition in New York.
David won this prestigious prize again in 2009. His 50th book, Love and Sex with
Robots, was published in November 2007, shortly after he was awarded a PhD by
the University of Maastricht for his thesis entitled “Intimate Relationships with
Artificial Partners.” David is President of the International Computer Games
Association, and CEO of the London-based company Intelligent Toys Ltd. His
hobbies include classical music and playing poker.

Workshops and Panels at ACE 2012

Kids Workshops

• Dance It and Make My Sound with the Oriboo. Organizers: Elena Márquez
Segura, Annika Waern, and Jin Moen

• Parapara Animation: Organizers: Daisuke Akatsuka, Brian Birtles, Hiroki
Ito, Masami Ishiyama, and Satoko Takita Yamaguchi

• LuTrack: Bringing Tangible Interaction to Low-Computer-Literacy Children.
Organizers: Javier Marco Rubio, Yoram Itzhak Chisik, Monchu Chen, Maria
Clara Martins

• Playing with Blocks and Exploring Words and Sounds. Organizers: Cristina
Sylla, Sérgio Gonçalves, Pedro Branco, Clara Coutinho, Valentina Nisi, and
António Gomes

• Creative Design Workshop: Exploring Value Propositions with Urban Nepalese
Children. Organizers: Alissa Antle and Allen Bevans

Regular Workshops

• Creating Pleasurable Interactive Brand Communications. Organizers: David
Williams and Hiroaki Kawamura

• Mediated Yoga Experiences. Organizers: Monique Park, Mario Pinto, Monchu
Chen, Valentina Nisi, and António Gomes

Panels

• Where Buddhism Encounters Entertainment Computing. Organizers: Daisuke
Uriu, Naohito Okude, Masahiko Inami,Takafumi Taketomi, and Chihiro Sato

• Kids, Entertainment, Media Technologies and Developing Countries. Orga-
nizers: Yoram Chisik and Janak Bhimani
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Partnership

ACE 2012 in Kathmandu, Nepal, was organized in partnership with EduPro:
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Abstract. This paper describes the design, implementation and evaluation of a 
multiplayer mobile game that enhances the remote fans experience during a live 
sports event broadcast. This prototype, called WeApplaud, encourages users to 
participate in the applause happening in the stadium, increasing their levels of 
fun and immersion in the live event. To achieve these goals, we explored the 
use of persuasive technology, together with the second screen concept, in order 
to create a motivating and innovative experience for the users. To test the 
WeApplaud concept, guide the system’s design and evaluate users reactions, we 
conducted preliminary user tests. Results helped to validate our approach, but 
also identified some important refinements to be considered in future 
developments. 

1 Introduction 

The level of thrill and excitement felt during live events is a unique experience. 
Experiencing an event in first hand, instead of watching it on television, is very 
different: performance happens in front of our eyes, in real time, and we can cheer, 
chant and support the performers along with the other thousands of fans at the venue 
where the event is taking place. We can perform similar supporting actions at home; 
however, we do not have the same feeling of connection with the performers and the 
in-venue fans, and therefore we do not reach the same emotional level. Moreover, our 
home actions are not reflected in the live event, so the objective of supporting the 
performers is never really accomplished. Take for instance the world of sports, where 
a live match can evoke different types of emotions, either positive (like excitement 
and awe) or negative (as anger or disappointment). These emotions are amplified by 
the stadium atmosphere, which stands for all the emotional stimuli in a sports 
stadium, causing specific sensations and emotional reactions in individuals [1].  

Since there are usually much more spectators watching a match at home than at the 
live venue (see [2], for example), we feel that there is room to introduce a new  
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paradigm to bring the venue atmosphere, its immersion and emotional level to the 
users' homes. To accomplish this, we plan to take into account the second screen 
concept that has become widely popular in recent years. Through this concept, we 
will study how persuasive technology concepts can encourage remote fans to cheer 
and interact with their favourite sports team. Players and fans at the venue will feel 
the encouragement coming from people watching the match worldwide (this is 
something that we will address in the future, due to the third parties involved) and 
they will all feel part of the same community. 

Thus, it is our intention to create innovative forms of interaction between mobile 
devices and live sports, in order to enhance the users' experience during a sports event, 
increasing the connection between the fans watching the event live at the venue and the 
ones watching it on TV. It is important to note that many fans do not have the 
possibility to go to the venue, either due to the ticket price, distance, or the number of 
limited seats on the venue. This concept would increase remote fans’ interest to watch 
sports events. To achieve the previous goals, we started by developing WeApplaud, a 
multiplayer mobile game that encourages users to participate in the applause happening 
in the stadium. Players can choose one of two teams, and they need to applaud during 
key moments taking place in the sports event. WeApplaud aims to study if this concept 
helps people remotely watching a sports event to have more fun and feel more engaged 
in the stadium experience and atmosphere, as mentioned before. 

This paper is structured as follows. The next section presents some background 
related to the areas covered by this work. Section 3 describes our design concept, the 
interaction and entertainment provided by the prototype. Section 4 deals with the 
planning, execution and results of the user tests. Finally, Section 5 presents 
conclusions and directions for future work. 

2 Related Research 

According to Grudin [3], sports can be fundamentally enhanced with social 
experiences. Millions of fans like their favourite teams and athletes, so it is not 
surprising that the sports arenas and stadiums are the number two most checked-in 
places in the US (only after airports) [3]. The Sport Fan Motivation Scale created by 
Wann [4] is an instrument aimed to measure eight different motives of sport fans: 
eustress, self-esteem, escape, entertainment, economic, aesthetic, group affiliation and 
family. It is designed to illustrate the degrees of fan intensity and help sports decision 
makers determine how to increase fan involvement. WeApplaud focuses on eustress 
(positive stress that is created from taking part in a challenge), entertainment, and 
group affiliation (the desire to be with other people who share the same passion). 

Persuasive technology purposefully applies psychological principles of persuasion 
to interactive media, aiming at changing users' attitudes and behaviours [5]. When it 
comes to changing attitudes and behaviours, timing and context are critical. Fogg [6] 
presents different principles applicable in persuasive computing: kairos, social 
facilitation, social comparison and competition. Furthermore, Torning and Oinas-
Kukkonen [7] mention that social facilitation and competition are some of the least 
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used design principles in persuasive technology conferences. Thus, in WeApplaud we 
decided to focus on those persuasive concepts to motivate users to support their team 
during specific key moments. 

Ian Bogost [8] describes, in his theory on how videogames make arguments and 
influence players, that games may influence players to take action through gameplay. 
Games not only deliver messages, but also simulate experiences, and may become 
rhetorical tools for persuading players. Jesper Juul discusses the nature of games and 
refers to the shifting focus into players created by space games like Wii Sports and 
Guitar Hero [9]. WeApplaud was designed for users to mimic the clapping action, in 
order to further motivate users to support their team. Also, the concept of WeApplaud 
presented in this paper, makes use of the ideas supported by Juul, by creating a simple 
and clear game experience to players.  

The use of a second screen provides functionalities to improve the viewer’s 
experience. Usually this experience is made through mobile devices, like smartphones 
or tablets, and it can be completely passive (i.e. watch a backstage camera) or 
interactive (i.e. live chat with other viewers watching the same show). For example, 
during the Super Bowl 2012 edition, there were 13.7 million related tweets, and 
during the final three minutes of the game, fans sent an average of 10000 tweets per 
second [10]. This data shows that spectators are starting to be more open to comment, 
interact, and cheer through electronic devices during live events, than they used to. 
For example, in the Super Bowl 2008 edition the highest number of related tweets per 
second was only 27. 

Many applications are using new methods to create a better second screen 
experience. One popular application is ConnecTV [11]. ConnecTV uses a 
fingerprinting process, similar to the one Shazam [12] uses for music. In this case, 
ConnecTV identifies in real time what it hears from the television. Recently, 
ConnecTV launched the possibility to identify a basketball match, and display real-
time statistics and background information about the respective teams and players. 
ConnecTV further expands this concept by identifying when a timeout has been 
called on the court, and then it presents additional match highlights. This is similar to 
our concept, where users can remotely interact at specific key moments during sport 
events, in order to enhance their experience during the broadcasted match. Like in the 
stadium, it is necessary for remote fans to feel and experience something together, and 
the mere psychological act of being connected is a strong motivation factor for them. 
We want to go one step further and contribute to make fans, remotely watching a 
sports event, feel part of it, as much as if their they were at the venue. These fans 
should receive more immersive input and be also able to provide significant output to 
the sports event as if they were at the venue. 

3 WeApplaud 

Our main goal is to create innovative forms of interaction between mobile devices and 
live sports, in order to enhance the users' experience during a sports event, increasing 
the connection between the fans watching the event live at the venue and the ones 
watching it on TV. We aim at allowing remote users to feel and act as close as if they 
were at the event venue, and making their actions echo on the live event.  
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In this paper, we chose football as our case study (although the concept can be 
applied to other sports). Football (or soccer) is widely accepted as the world’s most 
popular sport [13], it moves an incredible number of fans all over the world and 
generates strong emotions. Thus, we saw it as a natural fit to study and apply our 
concept. People watching a live event can interact and actually perform several 
actions. Applauding is one of the most common ones, so we started by focusing our 
study on this activity.  

The goal of WeApplaud is to encourage remote users to participate in the 
applauses happening at the stadium. By doing that, we expect users to become more 
engaged in the broadcasted event, increasing their fun and immersion levels. Users 
will compete with their friends and other remote fans for the glory of becoming their 
team’s top supporters. Furthermore, users will be able to gain achievements, badges 
and other digital rewards or even sponsored awards. This is the concept that we want 
to implement on the long term. The WeApplaud version presented in this paper aims 
at studying if the core concept of WeApplaud works (remotely clapping on key 
moments during live sports) and defining the application design.  

Ideally, the interaction should be as intuitive and non-intrusive as possible, 
allowing users to just clap. Nevertheless, we need to identify and count the claps 
made by the users. By using a mobile phone while clapping, for example by holding a 
mobile device on one hand, and then moving the device as if we would hit the palm of 
the other hand (Figure 1), it is possible to detect claps by combining sound analysis 
and accelerometer data (more details about this on Section 3.1). This can be done by 
using either the front or back side of the device while clapping. 

 

Fig. 1. Clapping action 

As stated before, we strongly aim to create a fun and competitive experience. To 
achieve that, we explored two persuasive technology concepts: social facilitation and 
competition. Social facilitation suggests that allowing observation of the owner’s 
performance by others increases the effectiveness of persuasion [6]. In other words, 
people perform better, when other people are present, participating or observing. 
Competition motivates users to adopt a target attitude or behavior by leveraging 
human beings’ natural drive to compete [6]. When people engage in a competition, 
they want to win. Sometimes, they do not even care about rewards (either physical or 
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digital), since the intrinsic motivations of being the best and seeing their rivals fail 
(schadenfreude) are sufficient [14]. 

Therefore, we created a multiplayer mobile game where players are challenged to 
applaud during key moments of a football match. To further enhance users’ 
experience, two different kinds of challenges were included in our prototype, 
involving two kinds of applauses: free and synchronized applauses. During free 
applauses, players just need to keep clapping, like they would do in a normal applause 
action, to be rewarded with points. During synchronized applauses, like in rhythmic 
games, players need to be synchronized with the tempo to score points. Examples of 
synchronized applauses are the slow clap (which happens quite often on the triple 
jump, or before a free kick in football) and the claps that mark the rhythm of some 
football chants. These challenges should be triggered by the application at key 
moments of a match when fans at the corresponding event venue would start 
performing the same action. The underlying idea is that both of these actions make the 
remote fans synchronized with the fans at the stadium, creating the feeling of a unique 
community connected through the event that they are watching. 

3.1 Prototype 

The developed prototype simulates a football match broadcast, displayed on a TV 
screen, or projected on a wall, complemented with additional interface elements that 
point out the key moments, challenge users to applause, and reveal results (Figure 2a). 
The mobile devices are used for user interaction, allowing claps recognition and 
count. They are also used for input at the beginning of the game as well as for visual 
feedback at the end of the game, as explained below. 

Although in the future this game can have several different possible configurations, 
this prototype, which was conceived to test the concept, guide the design, and 
evaluate users reactions, allows users supporting one same team (their National team) 
to compete for the best supporters. Before the WeApplaud game starts, each user must 
choose to play for one of the two teams of supporters (red team called “Reds” or the 
blue team called “Blues”) that will compete head-to-head. To create a real time 
competition between the two teams of supporters, both are challenged to applaud 
during the same key moments, and supporting the same sports team, in order to 
promote group affiliation. 

While watching the video content (simulating a football match live broadcast), 
both teams of supporters are presented with several challenges. Each time a team 
member performs a correct clap, the team is awarded 50 points and a consecutive 
streak count is started. In the free applause challenge every clap is a correct clap, 
while on the synchronized applause challenge a clap is only a correct one if it is 
synchronized with the tempo. Since it is very difficult to applaud at precise moments 
(we measure to millisecond accuracy), we have defined a threshold that allows users 
to get correct claps within a short interval (300 milliseconds). The consecutive streak 
count is associated with a score multiplier, and it is intended to reward the team that is 
synchronized with the tempo during a period of time. We defined four score 
multipliers: two, three, four and five. Each of these multipliers is achieved by doing 
two, four, six and eight consecutive correct claps, respectively. If a team member 
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claps when he should not, that team’s score multiplier is restarted. For example, if 
someone makes four consecutive correct claps, she will be rewarded with 150 points 
instead of 50, in the next correct clap. To visualize the team’s performance we have 
added two bars to the display: one for the red team and other for the blue team. Each 
time users win points for their team the score bar increases accordingly. The team that 
fills the score bar quicker wins the challenge. To win the game, a team needs to have 
more points than the other team, at the end of the simulated broadcast. This is 
intended to motivate users not to give up, because there is always a chance to win, 
even after losing some of the challenges. 

To make users aware of a current challenge (alert users when they need to 
applaud), we use three kinds of feedback mechanisms: a visual message on the top of 
the video (match displaying window) (Figure 2a), a hand inside a circle that keeps 
spinning on the mobile device display until the end of the challenge (Figure 2b) and 
we set the mobile device to vibrate, so it can get user’s attention in a simple and 
seamless manner. This way, users do not need to keep aware of their mobile devices 
during the whole match. Furthermore, we have also synchronized the vibration with 
the rhythm that is necessary to follow. Therefore, in the beginning of a synchronized 
applause challenge, every time there is a vibration, users know that they need to 
applaud on that instant. It creates an action-reaction mechanism that helps users to 
recognize the rhythm and to keep following it after the vibration stops.  

 

 

Fig. 2. Game screen on the (a) main display and on the (b) mobile device 

To better explain how a game unfolds, we present the typical game flow: 

1. Users are initially presented with the instructions on the main display (Figure 3(a)). 
During this phase, users can select one of the two teams of supporters on their 
mobile devices (Figure 3(b)). 

2. After everyone has chosen theirs teams, the game starts. 
3. The video (football match) is displayed on the main display. After a short time, the 

first challenge appears, where users are prompted to applaud after a dangerous 
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attacking play. We started with a simple challenge, since it would allow users to 
understand the concept of the game. 

4. When the key moment ends, a message stating which team won that challenge 
appears on the main display, while on the mobile device a message shows how 
many points the user won in the challenge. 

5. The video keeps playing, until another challenge appears (either a free applause 
challenge or a synchronized applause challenge). 

6. The process repeats until the video (football match) ends. 
7. A final screen appears showing the final results, both on the display and on the 

mobile device (Figure 4). The main display shows more detailed information 
regarding both teams of supporters, while on their mobile devices users can see 
how many points they won for their team. 

 

Fig. 3. Start screen on the (a) main display and on the (b) mobile device 

 

Fig. 4. Final screen on the (a) main display and on the (b) mobile device 
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3.2 Clap Detection 

Besides the game experience, we also strongly focused on how to detect a clap. As 
mentioned before, users must hold a mobile device in one hand while clapping. We 
took three approaches to identify claps: by analyzing accelerometer data, by sound 
analysis and by merging both methods.  

We started by following the approach implemented in [15]: to use the 
accelerometer to detect if there is a movement in a particular direction. While this 
approach works, users would be able to do a “clap” without the need to hit the other 
hand, just by wagging the mobile device. This issue is very common on Wii games, 
where a person stops mimicking the proposed action, and starts doing a simplified 
version of it (i.e. in Wii Sports, tennis can be played on the sofa just by moving the 
wrist, without the need to stand up and perform like a real tennis player). 

Since a clap is only a clap if it hits something and generates a sound, we decided to 
analyze the sound to detect a clap. Every time there would be a volume peak, we 
would count as a clap. However, this approach has also its flaws, because a loud noise 
like talking aloud, blowing into the microphone or snapping the fingers, would also 
count as a clap. 

Both of these approaches also have a common issue: it is necessary to find some 
good values as thresholds to tweak the algorithms, in order to have good rates of clap 
detection. This means that both of these approaches are very rigid, because they do 
not leave much room for error. If someone does a smooth clap, the algorithm might 
not detect it, because it was created only to detect claps above a certain threshold. On 
the other hand, if someone does a rough clap, it might count as several claps, due to 
the high variation of new reads. Therefore, we combined the two previous approaches 
so they could complement each other. In this new approach, when the mobile device 
detects a sound peak, it checks if there was a recent movement in a particular 
direction. If so, then it is counted as a clap, otherwise it is not. This way we have a 
more flexible system, where we do not resort so heavily on thresholds. Of course that 
users can also shout to the mobile device while they mimic the clapping action 
without hitting the palm of the other hand, but, in this case, they would be doing  
a more complex action than the one they were supposed to. Since users cannot  
exploit the system in order to do something simpler, then they will do what they are 
supposed to.  

3.3 Implementation 

WeApplaud was developed in Objective C and the client application was developed 
to be compatible with iOS 5.0 (or higher) running on iPhone 3GS, iPhone 4, iPhone 
4S, iPod Touch (4th generation) and iPod Touch (3rd generation, but requiring an 
external microphone). It can also run on iPads, but due to the WeApplaud interaction 
style it makes no sense to deploy it on this type of hardware. The server application 
was developed to be compatible with Mac OS X 10.7 (or higher). During the user 
tests, we had a video projector connected to a computer running the server application 
and waiting for requests from the client mobile devices, but a TV could also be used. 
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WeApplaud is based on a client-server architecture. We used the Bonjour protocol 
to quickly identify the clients and the server. This means that this version of the 
prototype only works if both the server and the mobile devices are on the same 
wireless network. In order to not be dependent of third-party networks and to keep the 
process simple, the computer running the server application creates a wireless 
network for the clients to connect to. To handle the network communication between 
the mobile devices and the server, we used the UDP protocol through 
CocoaAsyncSocket (a TCP/IP socket networking library). This architecture will be 
very similar to the one that we will deploy on a real environment, where users are 
playing remotely from their homes. The only difference will be that instead of using 
Bonjour to identify the clients and the server, there will be a fixed IP associated to the 
server on the Internet, which the clients know in advance. 

Finally, to keep the mobile devices synchronized with the server, we chose to start 
a clock at the beginning of the video (football match broadcast simulation). When the 
video is about to start, the server starts the clock and sends a message to all clients. 
This message is meant for all the devices to also start their clocks, in order to 
synchronize with the server. We chose to do this synchronization at the beginning, 
because it is the mobile device and not the server that verifies if a user clapped within 
the correct interval. The mobile device only needs to send a message stating that the 
user did a correct clap, and the server handles the rest (score, streak count and 
multipliers). If we designed the server to verify if a user did a correct clap, we would 
be heavily dependent on the network performance, and it could have a negative 
impact on the user experience. We are still dependent on the network performance, 
but only before the game starts, and not during it.  

4 Evaluation 

To test the WeApplaud concept, guide the system’s design and evaluate users 
reactions, a first version of WeApplaud was implemented, and preliminary users tests 
were conducted. We mainly aimed to evaluate the entertainment concept created by 
WeApplaud, in order to ascertain if users would have fun with it. We were also 
interested in finding out if the interaction experienced by the users was immersive and 
appropriate to the proposed activity, and whether the application was easy to use, 
since these were also some of the goals that we had for the prototype (as mentioned in 
Section 3). All the gathered information allowed us to ascertain what worked and 
what did not, helping us to decide which topics should be refined in the future. 

4.1 Participants and Methodology 

The tests were conducted with sixteen voluntary participants, aged 23-43 with a mean 
age of 30.1. Twelve participants were male and four were female. All of them were 
familiarized with new technologies. 

The user tests took place in a meeting room in our department at the University 
campus. Since it was important to simulate a real home environment, we used a 
projection screen and a set of speakers, so users could see and hear the broadcast like 
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they would do at home (Figure 5). Of course that we are not expecting that most users 
have a projection screen at home, but the experience conveyed through this method is 
closer to a home setting, than the experienced through a computer screen. Moreover, 
video projections are already used in numerous occasions for displaying sport events’ 
broadcasts for a large number of people (e.g. in bars, cafes, or other public spaces), 
where our concept can also be deployed. 

 

Fig. 5. Participants interacting with WeApplaud 

Before the tests, the mobile application was installed through ad-hoc deployment in 
the mobile devices handed by the users. The test sessions were conducted by two 
researchers, who played the roles of facilitator and observer. The first one had a more 
active role, giving an initial briefing and instructions to the participants and providing 
assistance for any problems that users might face. The second researcher focused on 
observing the way the tests unfolded, and how users reacted and interacted with the 
system. 

We conducted eight test sessions, each with two participants. In each test session, 
only two participants were admitted in the room, in order to keep the experience 
unique to each pair of participants. Before starting to use the application, users were 
informed about the objectives of the test. 

Users participated in a best-of-three session, where one participant played against 
the other until someone won two WeApplaud games. Thus, in each test session each 
participant played at least two games and at maximum three games. 

The video content shown to the users during the tests focused on the Portuguese 
national football team. Since the user tests were conducted in Portugal, all participants 
were Portuguese and were supporting their national team competing for the best 
supporter. We chose an important match between Portugal and Bosnia on November 
2011, where Portugal needed to win to qualify to Euro 2012. This video is 5 minutes 
long and was edited in order to create the challenges that we needed. We created four 
different challenges: 
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1. A free applause challenge after a dangerous attacking play. 
2. A synchronized applause challenge, which consisted in a slow clap before a 

Cristiano Ronaldo freekick. 
3. A free applause challenge after a goal. 
4. A synchronized applause challenge, which was based on a Portuguese chant. 

Lastly, at the end of each test session, users were asked to answer a questionnaire to 
evaluate WeApplaud’s level of entertainment and usability. This questionnaire is 
detailed in the next sub-section. 

4.2 Questionnaire 

The first part of the questionnaire gathered users’ personal data, such as age, gender, 
and their familiarity with new technologies. It also included questions related to the 
users’ habits while watching sports events: how often do they watch live sports; how 
often do they watch sports on television; which additional devices do they use while 
watching live sports events on television and which activities do they perform while 
interacting with them. Then, the questionnaire focused on usability and user 
experience issues, including general feedback about the activity, application’s 
usability and ease of use, users’ entertainment and emotional involvement, and 
suggestions and comments.  

The questions related with the general feedback, and usability issues were based on 
the USE questionnaire [16]. This questionnaire helps to assess whether an interface is 
well designed and to define which problems should be considered with higher 
priority. Users were asked to rate statements, using a five-point Likert-type scale, 
which ranged from strongly disagree (1) to strongly agree (5). These statements 
(presented in table 1) focused on the type of interaction and the different key 
moments that prompt users to applaud. 

To evaluate the entertainment experienced by users, we also asked them to rate two 
statements using a five-point Likert-type scale. The statements were aimed to 
acknowledge if, by experiencing this activity, users felt more involved in the stadium 
atmosphere, and if the competition enhanced the level of entertainment during the 
broadcasted match. 

To capture users’ feelings and study their emotional involvement with the 
prototype, a question based on the Microsoft “Product Reaction Cards” [17], was 
included, since this method facilitates the measuring of intangible aspects of the user 
experience. Users were asked to select the words that best describe their experience 
while using WeApplaud. They could select as many words as they wanted from a list 
consisting of about 60% of words considered positive and 40% considered negative.  

Finally, users could express any further suggestions and comments. 

4.3 Results and Discussion 

Regarding the users’ habits while watching sports events, results show that the 
majority of the participants rarely watch live sports (56.25%). Some participants do 
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not watch live sports (12.5%), but 31.25% watched live sports on a regular basis (25% 
weekly and 6.25% monthly). These results shifted when participants were asked how 
often they watch sports on television. Half of the participants watch sport events on 
TV on a weekly basis (50%), 12.5% on a monthly basis and 6.25% fortnightly. Still, 
25% of the participants rarely watch sports events on TV, and 6.25% don’t watch 
them at all. From those who watched it, 60% used additional technological devices 
during the broadcast.  

Table 1. Statements, regarding general feedback and usability issues, rated by the users 

Statements 

General Feedback 

S1. I liked to use WeApplaud. 

S2. It is easy to learn how to use WeApplaud. 

S3. It is easy to use WeApplaud. 

Usability and Ease of Use 

S4. The application correctly detects the clapping action. 

S5. The way of applauding (how to hold the mobile device while clapping) is 
natural. 

S6. The mobile device vibration helps to understand how and when to interact. 

S7. I can use the application without exterior help. 

S8. The feedback given by the application is useful. 

S9. Free applauses, like the ones used after a dangerous play or a goal: 

a) Are natural and suitable for the associated key moment of the match. 

b) Are easy to perform. 

S10. Synchronized applauses, like the ones used before a free kick: 

a) Are natural and suitable for the associated key moment of the match. 

b) Are easy to perform. 

S11. Synchronized applauses, like the ones used during a chant: 

a) Are natural and suitable for the associated key moment of the match. 

b) Are easy to perform. 

The most popular device used was the cellphone/smartphone (89%), then the 
computer (44%) and lastly the tablet (22%). From those who used additional devices, 
89% performed activities related with the event and all of them performed other kinds 
of activities. Regarding the activities related with the event, browsing the web was the 
most common activity (67%), followed by sending SMS (56%), chatting (44%), 
accessing the social networks (33%) and making voice calls (22%). Regarding the 
activities not related with the event, browsing the web was again a popular choice 
(67%), but accessing the e-mail was the most popular activity (77%). Other activities 
performed were accessing the social networks (33%), chatting (22%) and playing 
videogames (22%). 
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These results showed us that the majority of participants were used to interact with 
technological devices while watching sports on television. Furthermore, almost  
all of the participants perform activities related with the event, and the 
cellphone/smartphone was the most popular device used to perform those activities. 
This reinforces our belief on creating a new paradigm for people to interact with 
mobile devices while watching live sports broadcasts.  

As shown in Figure 6, most participants agreed with the statements concerning the 
general feedback (statements 1, 2 and 3). Participants liked to use WeApplaud and 
found it easy to learn and to use. The following statements were also positive. 
However, statement 6 showed that there was not a consensus with the fact that the 
vibrations help to understand how and when to interact. Taking this result into 
account, we aim to study different ways to provide users with clues on how and when 
to interact with the system. One possibility is to use sound instead of vibration to alert 
users when they need to interact and what they need to do. Moreover, the actions that 
need to be performed by the users while using WeApplaud are very similar to the 
ones they would do while watching a sports event live (they only need to use their 
phone as an accessory), so some users naturally knew what to do (e.g. follow a 
chant’s rhythm) once they got the concept of the challenges. 

 

Fig. 6. Summary of results from general feedback and usability 

Statements 4 and 5 also focused on key topics that we were eager to get feedback 
on, and although we did not have a strongly positive feedback, we are happy with the 
results. Most participants had the feeling that claps were correctly detected by the 
application and they naturally held their mobile phones while clapping. We observed 
that sometimes users felt initially hesitant on how to applaud, but after noticing that 
the score bar was filling in while they were clapping, they started to feel more 
confident and had no problems in using their mobile phones while clapping. It was 
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also interesting to notice the different clapping styles of participants (different ways to 
hold the mobile device while clapping), with no interference on the clapping 
detection. Finally, regarding the different key moments that prompted users to 
applaud, the results were mixed. The majority of participants agreed that the free 
applauses were natural, suitable to the associated moments (a dangerous attacking 
play and a goal) and easy to perform. They also felt that synchronized applauses were 
natural and suitable to the associated moments (a slow clap and a chant), but they did 
not find them so easy to perform. According to our observations, this happened 
because the goal of the challenge was not very clear to the users for the first time they 
used the application. Once it got clear, the action itself was easy to perform. Also, as 
noted before, the use of vibrations to point out the clapping moments was not 
sufficient to help users to understand the way of interacting. Therefore, we feel that 
this is something that deserves our high priority in future developments. 

Regarding the entertainment factor experienced by participants, we asked users to 
rate two statements: "competition promoted by WeApplaud contributes to increase the 
level of entertainment during the broadcasted match" and "WeApplaud contributes to 
make me feel more involved in the stadium atmosphere". On the first statement, 
showed that the competition promoted by WeApplaud clearly enhanced the level of 
entertainment during the broadcasted match (Mean = 4.375, SD = 0.81). This 
demonstrates that it is possible to create new ways of entertainment related with the 
event, so users can be more engaged with the broadcasted sport. According to our 
observation, most participants were really having fun, engaged in the game and eager 
to become the best supporter. Regarding the second statement, feedback was positive, 
although feelings were not very strong (Mean = 3.75, SD = 0.57). This reveals that 
WeApplaud represents a contribution to immerse remote users in the real environment 
of the sports event, but it can be complemented with additional forms of interaction or 
activities as we are already exploring for future work. Additionally, during the tests 
users were not watching a real broadcast, which contributes to reduce the immersion 
feeling, since they knew there was no real match happening at the that moment. 

From the analysis of question based on the Microsoft “Product Reaction Cards” we 
concluded that all participants held positive feelings when classifying their experience 
using the WeApplaud. 

The most selected word was fun (81%), followed by immersive (50%), pleasant 
and simple (44% each) and innovative and stimulating (37.5% each). We were 
already expecting the word “fun” to be one of the most popular ones, due to our 
observations during the tests. It was very frequent for participants to laugh, smile, get 
exalted and exchange comments about who was going to win. This also corroborates 
our goal of increasing users’ fun while watching a sport event broadcast. While the 
word immersive was not as popular as the word fun, it was the second most selected, 
which we believe is something very positive even on the early stage of the prototype. 

Lastly, we analyzed the comments and suggestions given by the participants. Ten 
of the sixteen participants expressed their opinion in three areas: scoring system, 
interaction and visual feedback. Regarding the scoring system, some users felt that 
those that are not clapping in the right tempo should be more penalized than they 
actually are, since it is easy to keep clapping from the beginning to the end of a 
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synchronized applause key moment and still earn some points. However, we believe 
that it is better to reward players than to penalize them, and therefore, we plan to 
further reward those who are synchronized with the applauses. Some users also felt 
that the scoring system was not very clear, and we agree that it should be easier to 
understand. The interaction was also a popular topic amongst the comments, with 
some users stating that the rhythm of synchronized applauses was not very 
perceptible, and that they did not know when they should start and end clapping. As 
stated before, we intend to study the use of sound instead of (or to complement) the 
use of vibrations to overcome this problem. Finally, a minority of users expressed that 
it was not clear when a score bar was totally filled. This is something that we have 
already fixed, by adding a “Good Job!” message on the top of the bar, as soon as it is 
totally filled. This also informs users that they can stop applauding, since they have 
already reached the maximum score. 

5 Conclusions and Future Work 

This paper described a new concept of using mobile devices to interact with live 
sports. It presented WeApplaud, a multiplayer mobile game that takes users to 
participate in the applauses happening in the stadium during a live sports event. 
Through the use of persuasive technology concepts, WeApplaud encourages fans to 
applaud their favourite sports team during specific key moments of a match. This 
way, remote fans become more engaged in the live event being broadcasted, 
increasing their fun and immersion levels. 

The conducted users tests were very positive. Users had a great time playing 
WeApplaud, a clear signal that the promoted competition encouraged them to have a 
more active role during the match and increased their fun. Although the results have 
showed us that the concept works, is easy to use and appropriate for the associated 
key moments, it still has some problems that need to be worked on. As stated in 
Section 4.3, we have identified those problems, and we have just started studying how 
to overcome them. 

In the future, we aim to conduct remote user tests during a real live event TV 
broadcast, where users interact in real time from their homes, without being on the 
same shared place. This is something that will bring this concept closer to what 
happens in reality, and will provide unique feedback that we would not acquire 
otherwise. Although, we also plan to deploy WeApplaud on public places (e.g. bars or 
cafes), where small communities of people usually meet to watch sports events. 
Finally, we also intend to present WeApplaud’s feedback on the stadium screen, so 
players and fans at the venue can feel the encouragement coming from people 
watching the match worldwide. 
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Abstract. E-books, which have become increasingly popular, potentially offer 
users attractive and entertaining interaction beyond paper-based books. Howev-
er, they have lost physical features such as paper-like texture and page-flipping 
sensation. We focus on flipbooks and propose a novel book-shaped device for 
flipbooks called Paranga that embodies both these physical features and e-book 
interactivity. Paranga detects how quickly a user is turning pages and provides 
the tactile feedback of turning pages on his/her thumb by employing a rotatable 
roller mechanism with pieces of real paper. Using this device, we created sever-
al interactive flipbook applications in which the story changes depending on 
page-turning speed. This paper details the implementation of this device, de-
scribes the users’ reactions at a conference exhibition, and discusses Paranga's 
possible applications. 

Keywords: Virtual reality, book-shaped device, page-turning interface, e-books, 
tactile feedback. 

1 Introduction 

Have you ever been absorbed drawing on the end of textbook pages and creating a 
flipbook? Flipbooks are enjoyable because the characters in the picture come alive 
just by turning pages. In addition, flipping the pages creates tactile sensations that 
contribute to the flipbook’s enjoyment. 

Recently, e-books have grown in popularity. Most e-books only provide static doc-
uments, but some advanced approaches now exist that utilize e-book interactivity. 
Alice for the iPad [17], for example, enables us to interact with the characters and 
objects in the pictures by shaking or tilting the device. This implies that e-books po-
tentially offer users attractive and entertaining interactions beyond paper-based books. 
However, e-books have lost physical features such as the shape of a book, paper-like 
textures, and page-flipping sensations. These features are quite important for effective 
navigation and reading [9], and they must also be important for enjoyable and  
comfortable reading. 

Much research has focused on reproducing the physical features of paper, including 
proposals of page-flipping interaction methods on tablets [1, 2, 3, 4, 12] and develop-
ment of a mechanism that detects the bending of pages, as with a paper-based book 
[14]. However, these methods only partially recreate paper features and most do not 
provide tactile feedback when turning pages. There are few studies that achieve a flick 
interaction through a large number of pages, which is essential for enjoying flipbooks. 
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Thus, we focus on the flipbook as an example that emphasizes these physical fea-
tures and propose a novel book-shaped device for flipbooks called Paranga. The 
name Paranga comes from an abbreviation of parapara manga, which is the Japanese 
word for flipbook. The main feature of Paranga is that it offers users the flipbook 
experience with both e-book interactivity and paper-book physical features. To 
achieve this, we first examined the mechanism that fully recreates the input and out-
put of page-flipping interaction.  

Figure 1 shows the overview of Paranga. Paranga has a rotatable roller with pieces 
of paper located at a user’s thumb position. The user experiences tactile sensation 
from the rotation of the roller in conjunction with page-by-page animations on a liq-
uid crystal display (LCD). Inside the device, there is a bend sensor and a rotary en-
coder to measure how fast the user intends to flip over the pages. Second, we also 
explored a new way of interactively enjoying e-books with Paranga: We created sev-
eral installations in which the story changes depending on the page-turning speed and 
observed user reactions at a conference exhibition. In this paper, we discuss how real 
the page-flipping experience is with Paranga and how much it entertains people, and 
finally describe Paranga’s possible applications. 

2 Related Work 

2.1 Recurrences of a Paper-Based Book 

A lot of work has been done to reclaim the characteristics of paper-based  
books and documents since the early emergence of e-books. Today, most e-book 
readers on tablet devices employ page-flipping animations to navigate pages. Such  

 

Fig. 1. Overview of Paranga Paranga is a book-shaped device that has a rotatable roller to 
provide a user with the tactile sensations of page turning. 
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advancements indicate that page-turning interactions are natural and intuitive beha-
viors of reading books or documents. 

There are several works that physically support page navigation. XLibris [12] is a 
paper-like interface that has affordance of paper while reading on tablets. Instead of 
scrolling, a page-turning interface using a pressure sensor is implemented on the tab-
let. Fishkin et al. [4] proposed embodied user interfaces that allow users to execute 
physical gestures, including page turning, while interacting with documents. They 
also introduced pressure sensors on the frame of the device to recognize these ges-
tures. Chen et al. [3] proposed an e-book reader that has a two-facing dual-display 
like a real book and designed such interactions as flipping, folding, and fanning for 
the navigation of pages on the device. Tajika et al. [14] argued that the degree of 
bending pages reflects how fast a user wants to turn pages and thus introduced a bend 
sensor to input consequent page turning. TouchMark [15] introduced flexible physical 
tabs on both sides of a tablet to enable such gestures as page thumbing and bookmark-
ing. These works enable more natural and intuitive interactions of page navigation. 
However, they only simulate partial factors of interactions with paper-based books; 
that is, they only focus on the input of page turning and do not support the output of 
paper's physical features, such as the feeling of paper-like textures and tactile sensa-
tions when papers hit a user’s thumb. 

Some research considers these physical features of paper-based books. The Listen 
Reader [2] and SequenceBook [16] have actual paper-based pages with integrated 
circuit chips and radio-frequency identification tags inside to recognize which page is 
being turned. They have enabled computerizing e-books without losing paper’s tex-
ture, but each page's content needs to be printed in advance or projected by a projector 
from somewhere, which is not realistic for the practical uses of e-books or entertain-
ment toys. Besides, they cannot, of course, support flipping over a large number of 
pages as with a flipbook. 

2.2 Extensions of E-Books 

The increasing popularity of e-books has led to the emergence of new approaches that 
utilize e-book interactivity. For example, some research aims to enhance users’ con-
tent understanding. Sumi et al. [13] proposed an interactive system that automatically 
converts electrical documents into illustrations and animates them with sounds for 
children’s comprehension.  

For entertainment uses, the SIT Book [1] explores an interactive reading expe-
rience that combines multiple audio tracks with texts and images. The sound related 
to texts and images is given to the user in every page, and its volume and amount of 
reverberation can be controlled by the user. Many commercial products of interactive 
content have recently become available for tablet devices. In Alice for the iPad [17], 
for example, users can tilt and shake the device to interact with the characters and 
objects that move along with physical simulations. SequenceBook [16] offers a new 
experience in enjoying books: The users can vary the stories by changing the page 
order. Thus, e-books no longer display only static documents and the ways of  
enjoying e-books are becoming diversified. 
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2.3 Haptic Devices 

There are many studies on reproducing physical sensations. Representative examples 
are PHANToM [8] and SPIDAR [11], which provide force feedback while inputting a 
three-dimensional position. Regarding tactile feedback to fingers, there are many 
works from various approaches, including using electrical stimuli to elicit sensations 
of texture [6] and using a special material of ionic conducting polymer gel film to 
allow users to feel the roughness of a surface [7].  

On the other hand, some researchers have tried to recreate tactile sensations for en-
tertainment uses. Ants in the Pants [10] presents sensations that resemble insects 
crawling on the user's skin with a glove having a matrix of motors and brushes inside. 
We also have proposed an umbrella-like device called Funbrella [5] that lets people 
experience rain with vibrations through the umbrella’s handle. We implemented a 
mechanism using a voice coil motor and springs, which enables the recording and 
replaying of vibrations. These studies have confirmed that physical sensations are 
quite important for promoting familiarity and fun. However, there is little study on 
recreating page-turning sensations. 

3 Paranga 

3.1 Concepts 

We propose a book-shaped device for flipbooks called Paranga. The concept of  
Paranga is to enable people to physically enjoy a flipbook. Unlike existing works, we 
aim to create a device that fully supports page-flipping interactions, including fine-
tuning the page-turning speed and perceiving tactile feedback and the sounds of 
flipped pieces of paper. We believe this will bring back the fun, comfort, and intuitivi-
ty of the reading experience of paper-based books. Furthermore, we also explore a 
new way of enjoying e-books with interactive flipbook installations whose stories 
change depending on the user's page-turning speed. 

3.2 Requirements for Implementation 

To decide on the mechanism for creating a flipbook experience, we investigated what 
people do when flicking over a large number of pages in a book. We asked three partic-
ipants to turn over the entire set of pages for several books of different size, thickness, 
and hardness of paper and observed their behavior. From this, we initially found that the 
degree of page bending determines the speed of page turning in all books: Sharper bend-
ing leads to faster page turning. We also found that the speed of page turning can be 
changed with tiny pressures and transitions of the user's thumb touching the sides of the 
pages. We then interviewed the participants as to what kinds of feedback they received 
while turning pages. This interview clarified that the participants not only obtained vis-
ual feedback (seeing the transition of pages), but also the tactile and auditory feedback 
of the edge of the pages hitting their thumbs. Thus, we established system requirements 
to allow people to experience the flipbook as follows: 
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The device should be book-shaped. 
Back et al. states that books are most intuitive and natural as interfaces that navigate 
text documents [9]. In order to make the flipbook experience natural and intuitive, it 
is expected that the device should look like a paper-based book rather than a tablet. 

The device should support the interaction of flicking over a large number of pages. 
This is an essential factor in enjoying a flipbook, which existing e-books cannot do. 
From our observations of the users’ page investigation, the interaction of flicking 
should be done by bending pages. Furthermore, a user should fine-tune the speed of 
turning pages by the pressure and transition of his/her thumb. For example, the user 
must be able to stop or slow page turning by increasing the pressure of his/her thumb 
on the edge of the pages. 

The device should provide users with the visual, tactile, and auditory feedback of 
flipped pages. 
With paper-based books, a user receives all of these types of feedback while he/she 
turns each page, so the device should also support them. Most existing e-books give 
us visual feedback by showing the animations of page turning, but there are very few 
works that consider tactile and auditory feedback. 

 

Considering these requirements, we need to create a new mechanism. In order to sup-
port the interaction of bending pages, a flexible material, such as a sheaf of papers, 
rubber sheet, or sponge, should be used for the input part of the device. Additionally, 
a bend sensor located on the flexible material would be able to measure the bending 
degree as well as the work by Tajika et al [14]. The interaction with a user's thumb 
must implement both input and output; the input is to detect the thumb pressure that 
controls the speed of page turning and the output is to give the user tactile feedback 
while a piece of paper hits the user's thumb. Thus, we introduce a roller with pieces of 
actual paper. Rotation of the roller connected with a motor can infinitely give the user 
the tactile sensation of paper hitting his/her thumb and measuring the depression of 
the rotation by a rotary encoder can substantially detect thumb pressure. 

3.3 Implementation 

Overview 
Figure 2 shows the system configuration of Paranga. Paranga includes two facing 
parts, like a real book. The right side is the page-turning part, while the left side is the 
display part. The page-turning part is easily bendable and contains a bend sensor, 
rotary encoder, and roller with pieces of paper equipped with a motor. The bend sen-
sor detects the bending degree of the page-turning part and determines the rotating 
speed of the roller hitting a user's thumb. At the same time, the rotary encoder detects 
the depression of the rotation of the roller, which enables estimating the pressure with 
the user's thumb. As each page is flipped, the display part shows the next page's con-
tent after a paper-flip animation. By introducing this mechanism, users can fine-tune 
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Fig. 2. System configuration 

 

Fig. 3. System flow 

the speed of page turning as they wish and receive the visual, tactile, and auditory 
feedback that is essential for enjoying a flipbook. 

Hardware 
Figure 3 shows the system flow of Paranga. The values of the bend sensor and rotary 
encoder are used as input, and they reflect the rotation rate of the motor and the con-
tent on an LCD monitor. We used Arduino (Duemilanove 328) as a micro-processor 
that is connected to a laptop through a USB. An 8-inch LCD monitor (plus one LCD-
8000V, Century) is also connected to the laptop through RGB and acts as a secondary 
screen of the laptop. Flash software that is controlled by the Arduino runs on the sec-
ondary screen. The device has a 250 mm x 190 mm x 90 mm size—a little smaller 
than A4 size. The whole device weighs approximately 1400 grams. It is heavier than 
most dictionaries, but a user only has to hold the page-turning part, which is light (120 
grams) enough to handle like an ordinary paper-based book. 
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The page-turning part is connected to the display part using two hinges. The page-
turning part consists of two-ply flexible materials made of sponge rubber, a bend 
sensor, and a special roller mechanism with pieces of paper. We tested various types 
of materials as the main portion of this part, such as a sheaf of papers, plastic film, 
rubber plate, and sponge rubber, in preliminary studies. Through this experimentation, 
we found that the bending degrees of the inside and the outside page are totally differ-
ent when we bend a book sharply because of thickness of the book. This is why we 
finally chose a 5-mm thick sponge rubber that is stretchable enough to endure a  
sharp bend. We used it stacked in pairs to behave like the inside and outside page, 
respectively. 

There is a bend sensor (AS-BEND, AsakusaGiken) between the two sponge rub-
bers placed sideways on the center of the page-turning part. The sensor detects the 
bending degree by changing resistance value when the whole page-turning part is 
bent. The right edge of the sponge rubbers is equipped with a special roller  
mechanism. Figure 4 shows the details of this roller mechanism. In this mechanism, a 
cylindrical roller, motor, and rotary encoder share a shaft. On the surface of the cylin-
drical roller, 24 pieces of paper are radially attached and are inclined in one direction 
to imitate the side part of a paper-based book. A glossy and slightly hard paper was 
used by taking durability into account. The motor (and the roller) rotates depending 
on the value of the bend sensor, which sends tactile sensations to a user's thumb by 
touching the roller. In consideration of speed and torque, we decided to use a motor 
with a compact gearbox (Mini Motor Multi-Ratio Gearbox - 12-speed, Tamiya) at 
89.9: 1 gear ratio. The rotation rate R is represented by Eq. (1): B is the bending value  
extracted by the bend sensor, Bth1 is the predefined threshold of bending degree  
 

           

         (a) external appearance            (b) internal appearance 

Fig. 4. Roller with pieces of paper 
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to start the motor’s rotation, and Bth2 is the predefined threshold of bending degree 
that gives the max rotation rate Rmax. 0                                                                                    (1) 

This equation means that the rotation rate linearly gets high as the bending degree 
increases when the degree is between two specific thresholds. The thresholds, Bth1 
and Bth2, and the max rate Rmax were determined through a number of preliminary 
studies so that behavior is as similar to a paper-based book as possible. 

However, we found that the roller’s rotating speed gets significantly slow when the 
user presses firmly on the roller with her/his thumb. Therefore, we installed a rotary 
encoder that enables obtaining 24 pulses per revolution on the shaft. We made the 
number of pieces of paper the same as that of the pulse so that it can generally sense 
the turning of each page. The rotary encoder detects the degree of rotating speed vari-
ation caused by the thumb’s pressure and the system then calculates the rotation rate 
of the motor. Thus, fixed rotation rate Rfixed is represented as Eq. (2). Ractual is the 
actual rotation rate of the roller, which is calculated by the rotary encoder. a is a  
positive constant less than 1.                                         (2) 

This equation means that the rotation of the motor increases with depression of the 
motor’s rotation caused by the thumb’s pressure (which is equal to the difference 
between the rotation rate of motor R and the actual rotation rate Ractual extracted by the 
rotary encoder). The constant a determines the weight of the thumb’s pressure effect, 
which was adjusted by another preliminary study. 

We also considered supplying the users with auditory feedback. At first we thought 
that it was necessary to generate a paper-flipping sound using a speaker. However, we 
found that the sound of the roller mechanism during flipping was sufficient because it 
employs real pieces of paper. 

The display part consists of an LCD monitor, a microprocessor, and an aluminum 
case for storage. The microprocessor is located under the LCD monitor. The display 
part also has four non-slip rubbers on the four corners of its back side so that a user 
can flip pages without holding that part with his/her left hand. 

To enhance the reality and fun of the flipbook experience, we decorated the device 
like a comic magazine. We chose this design because the size and thickness of the 
device is originally similar to a comic magazine. We attached a front cover and inside 
cover (which doubles as instructions for the device’s usage) with a cartoon-like de-
sign to the page-turning part. In order to avoid losing flexibility, pieces of cloth on 
which the design was printed were used instead of pieces of paper. We also decorated 
around the LCD monitor and the spine, and then attached a sheaf of pieces paper to 
the side of the device. These decorations create the appearance of a thick magazine 
containing several pages, even when the device is closed. 
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Software 
The software for displaying the flipbook animations was developed in Adobe Flash. 
The software basically switches one image to another as each pulse (which generally 
corresponds with the timing of page turning) is received. At the same time, the soft-
ware renders a flipped-page animation. In the preliminary investigation, we found that 
each page moves faster as page turning becomes more frequent, so we decided to 
linearly increase the speed of the animation as the rotation rate extracted by the rotary 
encoder Ractual increases. The animation is translucently shown because we found 
that the animation sometimes occluded the content and spoiled the experience. 

Installations 
We created three types of installations that highlight Paranga’s characteristics of pa-
per-book physical features and e-book interactivity. This interactivity we think is the 
ability to show not only sequential static images but also flexible contents according 
to the users’ input: the speed of page turning (the page bending rate) in real time. The 
applications we created are as below: 

E-book reader 
This installation, with which users can read e-books, was made simply to test the 
intuitivity and comfort of flicking over many pages. Unlike most e-books, a user can 
recognize how many pages he/she turns from the tactile and auditory feedbacks. 

Story-variable animation 
This installation enhances the ordinary flipbook by showing interactive stories. The 
system has several animation loops that have respectively different stories and each 
animation loop can be switched to another one by changing page-turning speed in real 
time. In this implementation, we prepared four types of animation loops and switched 
them according to each of four staged page-turning speeds. For example, we made a 
simple animation titled A running boy (as shown in Figure 5). We created four anima-
tion loops in which a boy is walking, jogging, running, and sprinting, respectively. 
When a user is turning pages slowly, he/she can see the boy walking slowly (Figure 5 
(a)). If he/she starts turning pages faster, the boy's speed increases (Figure 5 (b)) and, 
finally, he sprints wildly, swinging his arms and legs (Figure 5 (c)). In another instal-
lation entitled High bar (as shown in Figure 6), a stickman swings on a horizontal bar 
while slowly flipping (Figure 6 (a)), but he starts performing giant swings (Figure 6 
(b)) and somersaults  (Figure 6 (c)) during fast flipping. In this way, users can enjoy 
different stories with their own hands. 

Scale-variable animation 
This installation also augments the flipbook experience by changing the space-time 
scale depending on page-turning speed. When a user turns pages slowly, a page-by-
page animation of a specific scene can be seen, like an ordinary flipbook. As the user 
turns the pages faster, the view gradually zooms in. When the page-turning speed 
exceeds a certain threshold, the view finally switches to another side of the scene that  
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(a) While flipping is slow (b) While flipping is at 

medium speed 
(c) While flipping is fast 

Fig. 7. A girl in the rain (scale-variable animation) 

  
(a) While flipping is slow (b) While flipping is at 

medium speed 
(c) While flipping is 

fast 

Fig. 8.The Matrix (scale-variable animation) 

 
(a) While flipping is slow (b) While flipping is at 

medium speed 
(c) While flipping is fast 

Fig. 5. A running boy (story-variable animation) 

  
(a) While flipping is slow (b) While flipping is at 

medium speed 
(c) While flipping is fast 

Fig. 6. High bar (story-variable animation) 
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has a different space-time scale. For example, we developed an animation entitled A 
girl in the rain (as shown in Figure 7). While turning pages slowly, there is a girl 
walking in the rain (Figure 7 (a)). When the page turning becomes faster, the view 
starts zooming in to one of the raindrops (Figure 7 (b)) and finally switches to slow-
motion animation of the drop’s descent, like a high-speed camera view (Figure 7 (c)). 
Another example is the one inspired by the film The Matrix (as shown in Figure 8). A 
stickman appears to be shot by another stickman while turning the pages slowly (Fig-
ure 8 (a)), but, when flipped fast, the view zooms in to the stickman being shot (Fig-
ure 8 (b)) and finally it is revealed that the stickman is actually twisting his body and 
dodging the bullets (Figure 8 (c)). 

4 User Feedback and Discussion 

We conducted a demonstration of Paranga at the SIGGRAPH Asia 2011 E-Tech exhi-
bition over a period of three days. More than one thousand people from various coun-
tries experienced the Paranga interactive flipbook installations. During the demonstra-
tion, we received a lot of comments on the reality of the page-flipping experience, 
impressions of Paranga’s interactivity, and its applications in the future. Figure 9 
shows one scene of user reactions. 

4.1 Interactive Flipbook Experiences 

Most participants enjoyed the interactive flipbook experience with Paranga and pro-
vided positive comments. As expected, Paranga was especially preferred for its tactile 
feedback. We received such comments as "the sensation was quite close to that of 
paper-based books!" and "hitting the paper felt so comfortable." There were even 
some participants who became addicted to the feedback and kept turning pages for 
several minutes. We also received positive opinions beyond our expectation on the 
auditory feedback. Because of its reality, some participants even mistakenly perceived 

 

Fig. 9. Users’ reactions 



28 K. Fujita, H. Kidokoro, and Y. Itoh 

 

that the sound was a recording of paper-based books broadcast from a speaker. On the 
other hand, some participants opined that the sound generated by the rotating motor 
was a little annoying.  

Although we furnished only rough instructions about the usage of the device to the 
participants, almost all, including little children, figured it out at once and started 
bending the device and pushing the roller with their thumbs. This clearly shows that 
these interactions are quite familiar and intuitive to turning pages, and the mechanism 
we implemented efficiently supports these interactions. In addition, when we showed 
participants the e-book installation, many of them desired its mechanism to be in-
stalled in their usual e-readers. This further confirmed that these physical features are 
important for natural and comfortable interaction. On the other hand, some partici-
pants at first failed to use the device by changing the angle of the page-turning part or 
moving their thumbs from left to right when trying to turn pages. We need further 
investigation on page-turning interactions with paper-based books to fully recreate 
them. 

We also observed that the participants enjoyed the interactivity of the installation. 
In particular, people found the story-variable animation significantly entertaining 
because it was easy for them to understand what was happening. Scale-variable ani-
mation might have been a little difficult to control since the participants were not 
familiar with altering scale with the page-turning speed. In addition, some participants 
did not intuitively sense that they could see a slow-motion-like animation by turning 
pages quickly. Nevertheless, both installations were generally accepted by most par-
ticipants regardless of age, sex, or nationality. 

4.2 Applications and Future Work 

The user feedback establishes that Paranga adequately offers users flipbook expe-
riences and already has the potential for various applications, such as a controller of  
e-book and children's toys. It is notable that the Paranga’s page-flipping interface is 
effective for general use of viewers more than that of a flipbook viewer. In particular, 
this interface would demonstrate its ability when searching from hundreds of docu-
ments, photos, and videos: The user can easily find a certain page when he/she looks 
over the whole book, because every page can be seen through page turning as well as 
paper-based books. In current implementation, however, it was essentially difficult to 
turn a single page on the device and impossible to inversely turn pages. In the future, 
we plan to improve and support these interactions. Inverse page turning could be done 
by inverse bending if we put another bend sensor. Single page turning, for example, 
could be done by introducing a new roller mechanism in which each piece of paper on 
the roller has a physical touch sensor to detect when to flip each page accurately. 
After achieving these improvements, we also plan to conduct a usability test to con-
firm the practicality of the Paranga’s page-turning interface in search tasks. 

In addition, we have to reduce the weight and cost of the device for practical use. 
One of the solutions we think is to make it an attachment device for tablets like the 
iPad. To achieve this, the whole device must be the same size as the page-turning part 
of the current Paranga. One of our ideas is for the attachment to connect to a tablet 
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through Bluetooth, which will make page-turning possible by wirelessly sending a 
rotary encoder pulse to the tablet. This mechanism would also reduce cost and be 
easily used as an additional function to ordinary e-book devices.  

For use with toys, it is necessary to further add entertainment factors. For example, 
we developed several loop animations that were simple in story-variable animation. 
Longer and more complex stories with branches would be more interesting and en-
joyable for repeated use. Another improvement we plan is to add a function for  
users to draw something on the display themselves. This would support the whole 
experience of a flipbook, including the phase of creating one. 

5 Conclusions 

We proposed a novel book-shaped device for flipbooks called Paranga that effectively 
recreates both the physical features of paper books and e-book interactivity. We in-
vestigated what happens when people turn pages and reproduced it by implementing a 
roller mechanism that detects how fast a user is turning pages and supplies him/her 
with the tactile feedback of turning pages on his/her thumb. Using this device, we 
made several applications of interactive flipbooks in which the story changes depend-
ing on the page-turning speed. User feedback confirmed that Paranga efficiently of-
fers users a flipbook experience and its interactivity can be a new way of enjoying  
e-books. We plan to create a more precise mechanism to detect page turning and to 
simplify the device for entertainment applications, such as children's toys. 
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Abstract. Brushing teeth is a daily habit to maintain oral hygiene, including the 
maintenance of oral cleanliness and prevention of caries and periodontal 
disease. However, tooth brushing is often not carried out correctly or forgotten 
because the task is boring. Although several works have contributed to 
improving brushing performance and motivation, the feedback seems to be very 
remote from the brushing itself, i.e., not intuitive. In this study, we establish 
two objectives to deal with these issues. The first is not to present information 
on a visual display, but to augment the ordinary tooth brushing experience 
consisting of haptic and auditory sensations, while the other is to design the 
modulation so that users feel as if their teeth are gradually becoming cleaner, 
thereby providing the necessary motivation. To achieve these aims, we propose 
a novel approach to augment the tooth brushing experience by modulating the 
brushing sounds to make tooth brushing entertaining in an intuitive manner. A 
microphone embedded in the toothbrush records the brushing sounds, which are 
presented to users after being modified by a PC. In the experiment, we 
demonstrate that increasing the sound gain and manipulating the frequency can 
control the overall impression of brushing by giving a sense of comfort and 
accomplishment. 

Keywords: Augmented reality, sound effect, tooth brushing. 

1 Introduction 

The purpose of personal oral hygiene, which is generally carried out using a 
toothbrush, is the maintenance of oral cleanliness and prevention of caries and 
periodontal disease. Ideally, brushing should be done frequently and correctly to 
achieve the desired effect. However, brushing is often not carried out correctly or 
simply forgotten because the task is boring. Thus, there are two main issues with 
current tooth brushing: one is the lack of motivation, while the other is using the 
incorrect technique for brushing. To deal with these issues, a wide variety of 
applications have been proposed in research and development studies on consumer 
goods. 
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One of the reasons for the lack of motivation for tooth brushing is the negative 
reward; i.e., people brush their teeth so as NOT to get caries, which seldom motivates 
them. Therefore, if we can change this to a positive reward, they would be more 
highly motivated. Nakajima et al. proposed the virtual aquarium where tropical fish 
become active and produce eggs if the users brush their teeth [1]. Hasbro released 
Tooth Tunes, which consists of a small pressure sensor to detect contact between the 
bristles and teeth and a bone conduction speaker to play a music clip during contact 
[2]. These works contribute to motivating users by providing alternative rewards. 

To guide the correct way to brush, the SmartGuide has been released by Oral-B. 
This divides the teeth into four sections and counts brushing actions on a liquid 
crystal display (LCD) showing how many times the users have brushed their teeth and 
still should brush them [3]. Chang et al. proposed the Playful Toothbrush, which 
encourages children to brush their teeth correctly by tracking the toothbrush and 
identifying where they are brushing [4]. In addition, the Playful Toothbrush feeds 
back a visual and auditory reward according to the correct brushing performance, thus 
motivating children to brush their teeth. 

It is clear that these works succeed in improving the way we brush (i.e., 
correctness) and providing sufficient motivation (i.e., frequency). On the other hand, 
the quality of feedback is an issue for the following reason. Although the previous 
work presented cues with visual display or music to guide correct tooth brushing, the 
feedback seems very remote from the brushing itself. Thus, users are forced to 
understand what the cues mean. To deal with this issue, an approach that provides 
intuitive cues for correct tooth brushing, as well as motivating the users, is required. 

In this study, we propose a novel feedback approach that makes tooth brushing 
entertaining in an intuitive way. To achieve this goal, we consider two objectives. The 
first is not to present information on a visual display, but to augment the ordinary 
tooth brushing experience consisting of haptic and auditory sensations. We believe 
that modulation of real sensations is the simplest, yet still a robust way of presenting 
information intuitively. The other is to design the modulation so that the user feels as 
if his/her teeth are gradually becoming cleaner, thereby providing motivation. 

This paper begins with a review of prior work on sensory (haptic and auditory) 
presentation in the oral cavity. Then, we describe our proposed approach, which 
modulates the sounds resulting from brushing teeth to provide an increasingly 
comfortable sensation (i.e., intuitive cues) that motivates the users. Thereafter, we 
present a pilot study to demonstrate the efficacy of the proposed approach. Finally, 
the paper ends with a discussion of our future work based on the experimental results 
and our conclusions. 

2 Related Work 

A number of works studying sensory presentation in the oral cavity were carried out 
mainly to simulate or enhance the eating experience. Since the tooth brushing 
experience is mainly derived from haptic and auditory sensations, we focus on 
previous work related to these two sensory presentations in the oral cavity. 



 Augmentation of Toothbrush by Modulating Sounds Resulting from Brushing 33 

 

2.1 Presenting Haptic Sensation 

Iwata et al. proposed the Food Simulator, which is a haptic interface that generates a 
force on the users’ teeth simulating food texture by means of a one degree-of-freedom 
(DoF) mechanism [5]. They successfully presented food texture as well as chemical 
taste. However, applying a force feedback mechanism to a toothbrush is not practical 
because a multiple DoF force feedback device is required, thus leading to higher cost. 

Hashimoto et al. proposed the Straw-like User Interface (SUI), which is an  
audio-tactile interface that presents the vibration and sound resulting from suction 
with a straw [6]. They demonstrated that the SUI can simulate the experience of 
drinking a wide variety of things. However, tooth brushing produces vibration and 
sound that would mask additional vibration. Thus, it is difficult to directly modulate 
the haptic experience of tooth brushing. 

2.2 Presenting Auditory Sensation 

Zampini and Spence found that the crisper and fresher potato chips were perceived as 
being, either the louder the overall sound level rose or the higher the amplified 
frequency of the biting sound became [7]. Koizumi et al. employed and developed 
this effect to augment the experience of biting and chewing foods by synchronizing 
the jaw action [8]. 

These techniques can be used to modulate the sensation in the oral cavity and can 
easily be realized using auditory interfaces, such as a microphone and headphones, 
without complicated mechanisms like haptic interfaces. Thus, employing these 
techniques is practical. 

Furthermore, in the field of cross-modal research, it is well-known that the haptic 
perception of a variety of surface textures (including outside the oral cavity) can be 
changed by modulating the auditory cues resulting from exploration [7][9-11]. For 
example, Jousmäki and Hari demonstrated that sounds that are exactly synchronous 
with hand-rubbing modify the resulting tactile sensation (the parchment-skin illusion) 
[9]. The palm is perceived as being smoother and dryer, like the surface of paper, 
when the high-frequency component of the rubbing sound is amplified or the overall 
sound level is increased. We believe that this cross-modal phenomenon enhances the 
modulation effect. 

3 Proposed Approach 

From previous work on modulating sounds resulting from exploration, we believe that 
the technique can be applied to a toothbrush by simply embedding a microphone in 
the toothbrush and presenting modulated brushing sounds by applying audio filter 
(e.g., band pass filter). 

By considering previous work, amplifying the low-frequency component evokes a 
moist (or sticky) and rough feeling on the teeth. This would make the users feel 
uncomfortable (Fig. 1-a). On the contrary, amplifying the high-frequency component.  
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Fig. 1. The proposed approach: (a) the low-frequency component would evoke moisture (or 
sticky) and rough feeling on tooth (uncomfortable feeling). (b) the high-frequency component 
of brushing sounds would evoke dry and smooth feeling (comfortable feeling). 

 

Fig. 2. Associating the proposed approach with a toothbrush tracking system, such as in [4]: (a) 
the system counts the number of strokes on each tooth, and (b) the peak frequency of the band 
pass filter is determined based on the count 

of brushing sounds evokes a dry and smooth feeling on the teeth, thus making the 
users feel comfortable (Fig. 1-b).  

We believe that it is possible to provide intuitive cues for users by controlling the 
level of comfort of sensations, allowing the users to be aware of the condition of their 
teeth; i.e., clear or dirty. Since the modulating sounds are derived from the original 
brushing sounds, this technique achieves our first objective; i.e., to augment the 
ordinary tooth brushing experience (intuitiveness). In addition, it would be possible to 
enhance the feeling of accomplishment by designing sound manipulation, since users 
would intuitively know the progress of cleaning, thereby addressing our second aim 
of motivating the users. 

Furthermore, by associating the technique with a toothbrush tracking system, such 
as in [4], it is possible to present the condition of each tooth. The system counts the 
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number of strokes on each tooth (Fig. 2-a) and modulates the sound to evoke either a 
comfortable or uncomfortable feeling based on the count (e.g., the peak frequency of 
the band pass filter is higher when the count increases, Fig. 2-b). For example, if a 
tooth has been brushed well, the system provides comfortable brushing (high-
frequency) sounds (at Surface[2] and Surface[4] in Fig. 2); if not, it provides 
uncomfortable (low-frequency) sounds (at Surface[1] and Surface[3] in Fig. 2). This 
would enable users to know which teeth have been brushed enough and which have 
not. In other words, the user can intuitively know how many times and which teeth 
they should brush merely by brushing their teeth. 

4 Experiment 

To investigate whether our proposed approach can modulate the impression of tooth 
brushing, we conducted an experiment in which participants were asked to evaluate 
the feelings of comfort and accomplishment from brushing. The former feeling is 
mainly related to creating intuitive cues, while the latter is related to how the design 
motivates the users. 

4.1 Setup 

Toothbrush. We created a toothbrush with an interchangeable brush 
(ASIANETWORKS Co., Ltd.) to consider the sanitary issue, as shown in Fig. 3. The 
toothbrush has a length of 160 mm, with weight 20 g. Fig. 4 shows the internal 
configuration of the handle, which is made of acrylonitrile butadiene styrene (ABS) 
resin and contains a microphone (capacitor microphone, WM-61A, Panasonic Co.) to 
record brushing sounds, and a force sensor (miniature load cell, LMA-A-5N, Kyowa 
Electronic Instruments Co., Ltd.) to measure grip force. The microphone is attached 
to the central core, which connects to the brush, thus allowing brushing sounds to be 
recorded directly. The force sensor is fixed beneath the bump in the handle. 

Recorded sound is sent to the microphone jack of a PC. The signal of the force 
sensor is also sent to the PC via a microcontroller (Arduino Duemilanove). These two 
signals are processed to provide auditory cues as described in the following section. 

  

Fig. 3. Toothbrush used in the experiment 
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Fig. 4. Internal configuration of the handle of the toothbrush containing a microphone and a 
force sensor 

Sound Processing. We used Max (version 6.0, Cycling '74) as the sound processer. 
For the brushing sound feedback, we used a band pass filter because this seemed to be 
the best filter to modulate sensation and express a wide variety of experiences in a 
preliminary investigation comparing a high pass, low pass, and band pass filter. We 
prepared five peak frequency conditions (500, 1000, 2000, 4000, and 8000 Hz) with a 
constant Q value (1.0). In addition, we prepared a non-filter condition as the control 
condition. 

As indicated in previous work [7][9][10], the overall sound level affects the 
perception. Thus, we investigated three sound level conditions (-20, 0, and +20 dB). 
For the default sound level, i.e., the non-filter and 0 dB condition, the loudness of 
sounds was set at approximately 75 dB (A) using a sound level meter (digital sound 
level meter, TM-102, Sato Shouji Inc.). For the other conditions, the sound levels 
were set by Max. 

In the experiment, the amount of force applied to the toothbrush affected the 
feelings of comfort and accomplishment from brushing. To avoid this, a beep sound 
was emitted if the grip force exceeded 20 N. 

Environment. As shown in Fig. 5, the participants sat on a chair in front of a table 
and next to a sink, with headphones (sound-isolating earbud headphones, EX-29, 
Direct Sound Headphones Inc.) on their head. The toothbrush, an LCD, a ten-key 
keypad, a cup of water, and potato chips were placed on the table. 
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Fig. 5. Setup for the experiment 

4.2 Procedure 

The participants were instructed how to brush their teeth. They gripped the toothbrush 
in their right hands similar to holding a pen, with their thumbs on the bump of the 
handle (i.e., on the force sensor). They were instructed not to grip too tightly to avoid 
the beep sound (i.e., less than 20 N). They were asked to brush the buccal surface of 
the left upper second and third molars using five strokes and employing the Bass 
method [12]. 

In each trial, the participants first brushed their teeth under the standard condition 
(i.e., non-filter and 0 dB). Next, they brushed their teeth under a comparative 
condition. Then, they rated the subjective sensation of the comparative condition, 
such as feelings of comfort and accomplishment, using the ten-key keypad according 
to the analog scales on the LCD. The scales included 100 divisions with semantic 
anchors at either end of the scale bars. The left end (i.e., 0) of the comfort / 
accomplishment feeling bar represented “uncomfortable” / “not brushed at all”, while 
the opposite side (i.e., 100) represented “comfortable” / “brushed well”. The 
participants were asked to rate each of these two scales when the standard condition 
was rated 50. There was no limit on the time taken to respond. 

Each participant performed this evaluation task 54 times; i.e., (five peak frequency 
conditions + one non-filter condition) × three sound gain conditions × three 
repetitions. Comparative conditions were randomly presented and the participants 
were unaware of the parameters. 

Before the trials, the participants practiced this procedure a few times without the 
headphones. Every nine trials, they ate a piece of potato chip, chewing them on the 
left side to keep their teeth dirty. They were allowed to rinse their mouths freely 
during the experiment. 
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Seven participants—four men and three women—aged between 22 and 25 (mean = 
22.9; SD = 1.2) took part in the experiment. All participants were right-handed. 

4.3 Results 

Comfort Feeling. The results of the feeling of comfort for the three sound gain 
conditions with respect to the six frequency manipulation conditions are shown in Fig. 
6. A two-way within-participants repeated-measures analysis of variance (ANOVA) 
was performed on the data. The within-participants factors were Frequency 
Manipulation (i.e., peak frequency; 500, 1000, 2000, 4000, and 8000 Hz and the 
control condition) and Sound Gain (i.e., -20 dB, 0 dB, and 20dB). 

The effect of Sound Gain was significant (F(2, 12) = 4.51, p < 0.05). The rating 
score for comfort was higher under the 0 dB condition (mean (M) = 52.4; standard 
deviation (SD) = 2.6) than either the -20 dB (M = 44.6; SD = 1.5) or 20 dB condition 
(M = 40.0; SD = 9.1). 

The interaction effect between Frequency Manipulation and Sound Gain was 
significant (F(10, 60) = 3.10, p < 0.01). Simple main effects were found for Sound Gain 
under the 4000 Hz (F(2, 12) = 4.69, p < 0.05) and control conditions (F(2, 12) = 7.68,  
p < 0.01) and for Frequency Manipulation at the 20 dB level (F(5, 30) = 4.69, p < 0.01), 
which imply that the effect of Frequency Manipulation had a greater influence on 
comfort at 20 dB than at the other Sound Gain levels; i.e., -20 dB or 0 dB. 

 

Fig. 6. Results of the experiment. Mean values of the comfort feeling for the three sound gain 
levels with respect to the six frequency manipulation conditions. Error bars denote standard 
deviation. 
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Accomplishment Feeling. The results for the accomplishment feeling for the three 
sound gain levels with respect to the six frequency manipulation conditions are shown 
in Fig. 7. An ANOVA was performed on this data similar to that for the comfort 
feeling data. 

The effects of Frequency Manipulation (F(5, 30) = 13.12, p < 0.01) and Sound 
Gain (F(2, 12) = 21.33, p < 0.01) were significant. Furthermore, the interaction effect 
between Frequency Manipulation and Sound Gain was also significant (F(10, 60) = 
6.22, p < 0.01). Simple main effects were found for Sound Gain under the 2000 Hz 
(F(2, 12) = 5.12, p < 0.05), the 4000 Hz (F(2, 12) = 9.11, p < 0.01), the 8000 Hz (F(2, 
12) = 18.33, p < 0.01), and the control conditions (F(2, 12) = 29.07, p < 0.01) and for 
Frequency Manipulation under the 20 dB level (F(5, 30) =25.12, p < 0.01), which 
implies that the effect of Frequency Manipulation had a greater influence on the 
accomplishment feeling than for the other Sound Gain levels; i.e., the -20 dB and 0 
dB levels, as well as the comfort feeling. 

 

Fig. 7. Results of the experiment. Mean values of the accomplishment feeling for the three 
sound gain levels with respect to the six frequency manipulation conditions. Error bars denote 
standard deviation. 

Correlation between Two Scales. We plotted all 378 pairs of scores on a two 
dimensional graph (with the x- and y-axes denoting the feelings of comfort and 
accomplishment, respectively) to investigate the coefficient of correlation between the 
two scales by applying linear approximation. As shown in Fig. 8, there was almost no  
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correlation (R2 = 0.2167), which implies that the participants distinguished two scales 
and a comfortable feeling did not always induce a feeling of accomplishment and vice 
versa. 

 

Fig. 8. Results of the experiment. The correlation between the two scales, that is, feelings of 
comfort and accomplishment. 

4.4 Discussion 

The results demonstrated that our proposed approach could modulate both comfort 
and accomplishment feelings by increasing the sound gain and manipulating 
frequency. Thus, it is possible to provide intuitive cues (i.e., comfortable versus 
uncomfortable) and to provide motivation by controlling the feeling of 
accomplishment. 

After the experiment, four of the participants reported that the louder the sounds 
became, the higher the feeling of accomplishment was. On the other hand, another 
participant said that too loud a brushing sound evoked a feeling of insufficiency, 
because they felt as if they had not brushed their teeth by themselves, which probably 
explains the low rating of accomplishment feeling at 20 dB condition. Furthermore, 
two of the participants reported that some conditions were so loud that they felt 
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uncomfortable, which probably explains the low rating of comfort feeling at 20 dB 
condition. Based on the comments that the 20 dB condition was felt to be too loud for 
some participants, we should consider an amplification level between 0 dB and 20 dB 
in future studies. 

At the 20 dB level, on the other hand, frequency manipulation had a greater 
influence on both feelings as shown by the simple main effect. Regarding the comfort 
feeling, the participants felt comfortable when the higher band pass filter was applied. 
For the feeling of accomplishment, the participants felt an insufficiency feeling when 
the higher band pass filter was applied, which seemed to peak at around 1000 Hz. 

At the -20 dB and 0 dB levels, on the contrary, frequency manipulation did not 
influence either feeling. One of the possible reasons for this at the -20 dB level is that 
the sound gain was so soft that the participants could not perceive the change in 
frequency. Even at the 0 dB level, the sound gain might not have been enough to 
perceive the change because applying the band pass filter decreases the overall sound 
level. 

There was no correlation between the feelings of comfort and accomplishment. 
This tendency was especially notable at the 20 dB level as mentioned before. By 
taking into consideration the comments from the participants, the comfortable feeling 
seems to come from cues implying that the teeth have been cleaned and it is not 
necessary to brush them anymore. This feeling may be induced by presenting high-
frequency components of the brushing sound that evoke a dry and smooth surface 
sensation as described in the parchment-skin illusion [9]. On the contrary, the score 
for the feeling of accomplishment decreased because the participants felt that they did 
not have to brush their teeth anymore; i.e., their teeth had already been cleaned. For 
the 1000 Hz condition, on the other hand, the participants felt something sticky like 
food debris on their teeth. Thus, they felt uncomfortable and dislodging this by 
brushing induced a sense of accomplishment. However, for the 500 Hz condition, the 
score for accomplishment shows a decreasing tendency. This could be because the 
participants perceived their teeth or the bristles as being something too soft to 
identify. Thus, they felt uncomfortable and no longer imagined that they were 
dislodging something. Furthermore, under the non-filter condition, both scores 
decreased significantly, confirming our previous discussion; i.e., too loud sounds 
induced an uncomfortable and insufficient feeling. 

Two of the participants reported that the microphone picked up sound irrelevant to 
brushing, such as environmental sound and the sound produced by the electric cord 
touching the table. One solution is to employ a highly directional microphone or an 
accelerometer instead of the current omni directional microphone. 

After the experiment, all participants reported that the experience of hearing their 
own brushing sounds was interesting and modulating the sounds somehow altered 
their tooth brushing experience. 

5 Conclusion 

This paper first addressed the current issue with tooth brushing, namely the quality of 
feedback. To deal with this issue, we established two objectives: 
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1. not to present information on a visual display, but to augment the ordinary tooth 
brushing experience; and 

2. to design the modulation so that the user feels as if his/her teeth are gradually 
becoming cleaner. 

Next, we proposed a novel approach to augment the tooth brushing experience by 
modulating the brushing sounds to make tooth brushing entertaining in an intuitive 
manner. A microphone embedded in the toothbrush records the brushing sounds, 
which are then modified by a PC and presented to users. In the experiment, we 
demonstrated that increasing the sound gain and manipulating frequency modulated 
the tooth brushing impression, in terms of feelings of comfort and accomplishment. 
However, it is still unclear what the optimal sound gain, frequency, and sound filter 
are. Thus, investigating these parameters is one of our future works. 

In the future, we intend studying the efficacy of the presenting condition of each 
tooth (i.e., clean or dirty) through the proposed technique (as illustrated in Fig. 2) in 
conjunction with a toothbrush tracking system, such as that in [4]. Furthermore, we 
would like to conduct a long-term user study to verify whether our proposed approach 
can provide motivation and is compatible with daily life. 

Acknowledgments. This work was supported by JSPS KAKENHI Grant Number 
24004331. 
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Abstract. Bathcratch is a music entertainment system that converts a bathtub 
into a DJ controller, allowing an average person in a bathtub to play scratching 
music. The system detects the squeaks made by rubbing the bathtub and 
associates them with several preset scratching phrases. In addition, capacitive 
touch sensors embedded in the tub allow the selection of scratching phrases and 
background rhythm tracks. Here, we provide a system overview and explain the 
design, user interface, music controller implementation of this system along 
with the feedback received for it during a public exhibition. 

Keywords: Interactive Music System, DJ Scratching, Rubbing Interface, 
Acoustic Sensing, Squeaking Sound Detection, Capacitive Touch Sensor, 
Bathtub, Daily Life. 

1 Introduction 

The sounds that a bathtub makes when rubbed, brushed, or struck would be familiar 
to most anyone. We propose using the bathtub as an interface for creating music. To 
explore this concept, we developed Bathcatch, a system that detects squeaks made 
when rubbing a bathtub as well as sounds made by other such actions and converts 
them into musical sounds (see Figure 1). By embedding sensors that can detect touch 
and sounds, the bathtub is essentially converted into the user interface (UI) for a DJ 
controller. We intend for this to be a new way to make everyday activities more fun. 

In this paper, we present a system overview and describe the method of interaction 
processing of scratching sounds with rhythm tracks. In addition, we describe the 
feedback received from the public at an exhibition where the Bathcratch system was 
installed. 

2 Related Work 

Considerable research has been conducted on music systems and UIs for DJ 
controllers, including inputs for scratching. For example of experimental turntables,  
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Fig. 1. Using Bathcratch in a Bathroom1 

the DJammer [1], MusicGlove [2] and Wearable DJ System [3] are wearable UIs 
which allow users Air-DJ and scratching. Mixxx [4] uses ARToolKit to implement an 
augmented reality turntable that can play various sounds. D'Groove [5] has a turntable 
with force feedback as well as a DJ mixer that allows users to practice the 
fundamental techniques of DJing. Hansen uses the Reactable as an UI for DJ 
scratching [6][7]. Fukuchi’s system uses a capacitive multi-touch surface and allows 
multi-track scratching [8]. The other turntable controller including commercial 
products for scratching is described in detail in Hansen’s doctoral thesis [9]. 

Moreover, some research has been conducted on utilizing acoustic sensing in a UI. 
Scratch Input [10] detects scratching sounds and the associated finger motions using a 
piezo microphone attached to a wall, table, etc. Stane [11] attempted the detection of 
vibrations when the surface of a small device with built-in piezo sensors is scratched. 
This device also used various input patterns that depended on the vibration length. 
Skinput [12] uses sounds and machine learning to implement a UI. This system uses 
the human body itself as the UI by recognizing finger taps through vibrations 
transmitted along the skin surface using a piezo film rolled around the upeer arm. 
Lopes’s system [13] uses sounds of finger, knuckle, fingernail and punch touches, in 
order to expand the input language of surface interaction. 

3 System Overview 

As shown in the overview in Figure 2, a contact microphone (a piezo sensor) is 
attached on the inside of the bathtub edge at the point where the right hand of the user 
would be placed. The microphone senses squeaks made when the bathtub is rubbed as 
the solid vibrations in the body of the tub. The sounds are processed by a software 

                                                           
1 http://www.youtube.com/watch?v=kp_0rPx-RSY 
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called the Squeaking Sound Detector, which handles the rubbing input. For the left 
hand, capacitive touch sensors are provided, which allow various other inputs to be 
given to Bathcratch. These embedded sensors represent one novel feature of the 
system: they are invisible and do not impede everyday cleaning of the bathtub. A 
video projector installed above the tub projects virtual buttons over the touch sensors 
on the left side and marks the input area on the right for the contact microphone. 
Another novelty is the flexibility of the interactive display and its compatibility with 
an ordinary household environment. The Scratch Music Controller generates 
scratching phrases according to the detected squeaks and also changes the scratching 
effects and rhythm tracks in accordance with the touch inputs, as shown in Figure 3. 

 

Fig. 2. Bathcratch system overview 

4 Bathtub as Interaction Medium 

4.1 Detecting Squeaks 

This system must detect and differentiate between different squeaks and play 
associated scratch sounds. These squeaks have subtle differences depending on the  
 



 Bathcratch: Touch and Sound-Based DJ Controller Implemented on a Bathtub 47 

 

 

Fig. 3. Internal process of Bathcratch system 

material of the bathtub and the way it is rubbed, for instance, with different finger 
angles, rubbing directions, and pressure values. However, these sounds have a 
fundamental frequency (F0) and specific harmonic structures, as shown in Figure 4. 
This spectrogram shows the harmonic structure and its continuous characteristic. We 
confirmed that the same characteristic exist for various bathtub squeaking sounds. 
The range of F0 is 100–600 Hz. 

In addition to squeaks, taps and knocks on a bathtub also produce solid vibrations, 
although they do not have the same characteristics as squeaks; they have short 
durations and do not have a distinct harmonic component, as shown in Figure 5. The 
other sounds with harmonic components in a bathroom are human voices. However, 
we confirmed that a contact microphone attached to a bathtub filled with water will 
not detect a human voice. Thus, in order to isolate squeaks, the system must identify 
signals with a certain continuous harmonic structure and amplitude. However, the 
current system does not detect a continuous harmonic structure accurately. Hence, the 
external object sigmund~ in the Max/MSP software environment was used instead to 
estimate F0. 

4.2 Detecting Touch Positions on Bathtub 

The next input for this system is through touch positions on the edge of the bathtub, 
which allow switching between various functions while playing. We use capacitive 
touch sensors installed on the edge of the bathtub near where the user’s left hand 
would be, as shown in Figure 6. 

Usually, capacitive sensors respond to contact with water and are therefore used to 
measure water levels in tanks. Hence, recent multi-touch input devices tend to be 
incompatible with wet environments. However, the basic function of a capacitive 
sensor is to react to the presence of dielectric objects. Since water and the human  
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Fig. 4. Spectrogram of a bathtub squeak 

 

Fig. 5. Spectrogram of a bathtub knock 

body have different relative permittivities, a capacitive sensor can indeed be used to 
detect human touch even when wet. Bathcratch uses the functionality to detct only 
human touches to change rhythm tracks and scratching sounds. 
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Fig. 6. Bathtub equipped with capacitive touch sensors 

4.3 Projection Display 

The embedded contact microphone and touch sensors are invisible and there no 
changes are made to the surface of the bathtub, as mentioned above. Instead, a video 
projector installed above the tub projects virtual interactive objects over the touch 
sensors and indicates a designated rubbing area near the microphone (see Figure 1). 
Note that the contact microphone (piezo sensor) can be installed anywhere on the 
bathtub edge as the solid vibrations are conducted quite well through the bathtub.  
The designated rubbing area is only intended as a visual aid to prompt the user to rub 
the bathtub. 

5 Scratching Music Controller 

5.1 Overview of Scratching Phrase Generation 

The Squeaking Sound Detector and Scratching Music Controller were implemented 
as a Max/MSP patch, as shown in Figure 7. The checkboxes at the top are toggle 
switches to control the entire Bathcratch system in order to play specific rhythm 
tracks and to change the pitch of the scratching sounds. The faders control the volume 
of each scratching phrase and the master output. The checkboxes in the middle can be 
used to make scratching phrases, as described in the next section. To the right of these 
checkboxes is an option to set the tempo for the rhythm tracks and scratching phrases. 
The current Bathcratch system does not generate scratching sounds synchronized with 
the actual rubbing motion, but generates phrases synchronized with the tempo of the 
selected rhythm track. This is because of the latency in detecting squeaking sounds 
and the difficulty for users to rub and make squeaking sounds in synch with the 
rhythm track. Therefore, we designed the interaction of Bathcratch such that rubbing  
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actions (making squeaking sounds) are first used to prearrange a set of scratching 
phrases, which can be switched by using the touch controls. Thus, any user can 
intuitively create DJ scratching sounds with relative ease. Note that we plan to 
implement synchronized, real-time scratching for experts in the next version of 
Bathcratch. 

 

Fig. 7. Max/MSP patch for Bathcratch 

5.2 Switching between Scratching Phrases 

Five scratching phrases can be arranged freely based on half notes, quarter notes, 
eighth notes, sixteenth notes, and triplet notes. These phrases are prearranged with 
checkbox groups in the middle area of the patch shown in Figure 7, and icons 
representing each phrase are projected on the top of the touch sensors. Users can 
switch between the five scratching phrases by touching the projected objects. The five 
phrases are always played in the tempo of the current rhythm track, and Bathcratch 
outputs only the phrase selected by controlling faders for each phrase. Therefore, even 
if a user rubs vigorously and quickly, the output phrase is not changed. Furthermore, 
when a user selects another phrase before the current phrase has completed, a smooth 
transition is made using cross-fading effects. 
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5.3 Sound Sources and Effects for Scratching 

Currently, this system plays prerecorded scratching sounds for each note in the 
scratching phrases. It is possible to assign a single sound source and slightly  
change each note in the phrase and to change the playback speed of the assigned 
source to create individual effects. By using these functions, the same sound source 
can be used in a phrase, although each note played is not the same. This reduces the 
number of sound files and materials necessary and makes it easy to create a phrase 
with a few sound sources. Even if only one sound file is assigned to all notes of all 
phrases, a wide repertoire of phrases can be realized by randomly changing playback 
speeds. Although individual assignments are performed before playing with this 
system, the randomizing mode can be controlled in real time using the touch inputs. 
This method of sound assignment and generating effects makes the phrases seem 
more natural and nonmechanical. In addition, actual DJs employ a variety of 
techniques on real turntables and faders, for instance, chirp scratch, forward/backward 
scratch, and transformer scratch. These functions of Bathcratch can be considered as 
simplified and modified functions that are carried out using actual turntables and 
faders. 

5.4 Rhythm Tracks 

We prepared a range of background rhythm tracks, for instance, OldSchool, Dubstep, 
JazzyHipHop, and Electronica, for the scratching performances. Users can select a 
rhythm track by sliding the track selection area over the touch sensors. However, the 
rhythm track manager always plays all tracks in parallel and only turns up the volume 
of the selected rhythm track while muting the others. 

6 Demonstrations and Exhibit 

The initial version of Bathcratch with a simple UI can seen on YouTube (Figure 1). 
The installation version of Bathcratch (Figure 8) with an improved UI (Figure 9) was 
exhibited at the 2010 Asia Digital Art Awards at the Fukuoka Asian Art Museum in 
Fukuoka, Japan, from March 17 to 29, 20112. It was also been exhibited at the 
National Museum of Emerging Science and Innovation (Miraikan) in Tokyo on 
October 10, 2011. The UI was changed for this version since it was played on the 
sides of the bathtub (see Figures 10 and 11). 

                                                           
2 http://www.youtube.com/watch?v=g-Z0visXQwo 
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Fig. 8. Bathcratch installation 

 

Fig. 9. User-interface of Bathcratch installation 
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Fig. 10. Exhibition at the Fukuoka Asian Art Museum in Fukuoka, Japan 

 

Fig. 11. Demonstration at the National Museum of Emerging Science and Innovation (Miraikan) in 
Tokyo, Japan 
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The UI of the installation version presents a movable gradation square for rubbing 
on the right edge, as seen when standing to the side of the bathtub. The buttons used 
to select scratching phrases are along the left side of the square rubbing area. Each 
button represents a musical note, for instance, a quarter note, an eighth note, a 
sixteenth note, and Etcetera, which represents a fundamental note of a scratching 
phrase. Users can select and change phrases by touching these buttons. Moreover, on 
the left side, there are effect buttons to change the pitch of phrase notes as well as a 
sliding selector and a mute button for the rhythm tracks. Each icon of the sliding 
selector represents the characteristics of the associated rhythm tracks in terms of color 
and icon design3. 

We provided a wet sponge along with the setup to allow users to wet their 
fingertips and create squeaks when rubbing the bathtub. It was placed near the square 
area designated for rubbing. 

A few drawbacks were noticed during this exhibition. One involves setting the 
input gain for the piezo sensor when there is no water in the bathtub. Turning a 
rhythm track up at high input gain causes misdetection of F0 because of interference 
with the notes from the rhythm track. This phenomenon does not occur when there is 
water in the bathtub. Therefore, we think that water acts as an attenuator that blocks 
surrounding sounds. Another problem is that some users could not understand the 
difference between the rubbing UI and the touch UI. Most of them did not rub but slid 
their fingertips lightly on the rubbing area despite the fact that they needed to make 
squeaks. Fortunately, the exhibition staff explained the operation of Bathcratch and 
showed users how to use it. This indicates that we need to improve the UI to more 
clearly indicate that a rubbing motion that produces squeaks is necessary. 

7 Discussion 

In Japan, there is a unique bathing culture. A lot of people feel bathrooms as amenity 
spaces with staying. The half-body bathing is typical of it. Hense, general bath 
modules in Japan have a feature to expand various functionalities with optional 
equipments. For instance, ceiling speakers for listening to music, ceiling illuminations 
with spotlights for room effects, a mist sauna apparatus for beauty and fine skins. 
People read books and listen to music while in half-body bathing or bathing  with 
mist sauna. 

The important point of Bathcratch is to make bathing in daily life more and/or 
inexperienced fun. This system needs audio equipment for output sounds, capacitive 
touch sensors, a contact microphone, a video projector and a PC for measurement and 
control of this system. Most bathtub in Japan mentioned above has a removable side 
panel. Optional equipments, for instance, whirpool and heart rate monitor, can be 
installed inside a bathtub from the side. Figure 6 shows a bathtub removed a side 
panel, installed capacitive touch sensor unit and red lines as sensor electrodes. A 
contact microphone can be also installed in this space. The installation of these 

                                                           
3 http://www.youtube.com/watch?v=5F5utOrVlcI 
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equipments are already available to existing bathtub. Only a video projector is not 
ease to install in above a ceiling. However, pico-projectors have a remarkable 
development at the present. We think a waterproofed type of pico-projector, which is 
ease to install beneath a ceiling, will be released sooner. Therefore, we also think 
Bathcratch will be released as a practical entertainment system. 

8 Conclusion and Future Work 

In this paper, we described Bathcratch, which allows anyone to create DJ scratching 
sounds by rubbing a bathtub. This system utilizes the squeaks produced by rubbing 
smooth surfaces—a bathtub in this case. The paper also describes the UIs used for 
rubbing and touch inputs, which were implemented with a projector, along with the 
systems for detecting squeaks and controlling the scratching music. Bathcratch was 
presented at several exhibitions, where it was awarded some prizes. 

Squeaks produced by rubbing smooth surfaces are quite common in everyday life, 
for instance, when polishing mirrors, windows, bathtubs, and dishes. Therefore, this 
system can appropriate a casual action in daily life as a means of entertainment. 
People can control various devices via rubbing motions and squeaks. Moreover, the 
input functionalities of this system can be increased by including rubbing length and 
timing as additional parameters. 

As a future work, we plan to simplify this system and analyze squeaking sounds 
accurately in terms of the timing. We will also analyze the feasibility of including 
various other aspects of rubbing motion as additional input parameters for a general 
UI, for instance, the number of rubbing fingers, rubbing direction, and the intensity. 
Finally, we would like to improve Bathcratch's entertainment functionality, including 
the music controller, and further explore the concept of entertainment with common 
objects found in a typical home. 

Acknowledgments. This research was partially supported by a grant from Hayao 
Nakayama Foundation. 
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Abstract. Drum kits consist of various kinds of percussion instruments.
As all percussion instruments are large and heavy, they are inconvenient
for drummers to carry and set up. Virtual drums, which include mo-
tion sensors and enable drummers to imitate playing drums by stroking
a virtual drum, are highly portable. However, drummers, who are used
to playing real drums, have difficulty in demonstrating their drum skills
with virtual drums because of the lack of feedback from stroking, low
sound quality, and so on. Our proposed Airstic Drum achieves high porta-
bility and performance quality by integrating real and virtual drums.
Airstic Drum can distinguish the stroking of virtual drums from the
stroking of real drums, and it outputs digital sound only when the drum-
mer strokes virtual drums. We have developed a prototype system and
evaluated its effectiveness by actual use.

Keywords: Virtual drum, Real drum, Motion recognition.

1 Introduction

Drum kits are composed of various kinds of percussion instruments, such as snare
drums, bass drums, and cymbals. Since each percussion instrument is large and
heavy, it is inconvenient for drummers to carry and set up. This means that
drummers usually use drum kits arranged at a venue beforehand such as club
or ball room, and sometimes the kits lack some percussion instruments that the
drummers want to use.

The electronic drum kit SPD-S [1], which has a flat surface divided into sev-
eral electronic pads, has high portability, assigns various tones to each pad, and
outputs sounds. However, it is difficult for drummers to apply conventional drum-
ming techniques to it, because the layout of the electronic drums is completely
different from that of real drums. Recently, virtual drums have been developed,
such as Wii Music [2], WorldBeat [3], V-beat Air Drum [4], Virtual Xylophone
[5], and Lightning [6], which enable drummers to output drum sounds by mim-
icking the motion of stroking a real drum. Virtual drums do not restrict space for
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playing because they do not require a real upper drumhead, and generate many
percussion sounds using a sound generator. However, since drummers are not
stroking a real drum, the drumming motion is harder to control. This prevents
the drummers from keeping tempos and playing drum-rolls, rim-shots, and so on.
Drummers, who are used to playing real drums, have difficulty in utilizing their
drumming techniques with virtual drums. In this way, real and virtual drums
have advantages and disadvantages. To solve this problem, we focus on the differ-
ence in frequency of using real drums. If we apply less frequently used drums to
virtual drums, we achieve high portability and can keep the performance quality.

Therefore, the goal of our study is to construct Airstic Drum for integrating
real and virtual drums. Airstic Drum can distinguish the stroking of virtual
drums from the stroking of real drums on the basis of the data of an acceleration
sensor and a gyro sensor that are embedded in the drum sticks, and it outputs
digital sound only when drummers stroke virtual drums.

The remainder of this paper is organized as follows. Section 2 explains related
work. Section 3 describes the design of Airstic Drum, and Section 4 explains
the implementation of a prototype system. Section 5 describes evaluative exper-
iment, and Section 6 explains the actual use. Finally, Section 7 gives conclusions
and outlines future work.

2 Related Work

Some researchers have developed virtual drums, such as Wii Music, WorldBeat,
V-beat Air Drum, Virtual Xylophone, and Lightning. For example, in Wii Music,
a player uses a controller equipped with motion sensors. It outputs drum noises
on the basis of stroking motion, which is recognized using acceleration data.
Players can control drum sounds by changing the stroke of the controller. Users
can enjoy playing the drum anytime and anywhere, but its performance quality
is low because of the lack of feedback from stroking the virtual drum, and the low
sound quality of virtual drums. While these electronic instruments are similar
to the proposed system in controlling sounds by changing motion, they are not
assumed to be used with existing instruments.

T. M. Patola evaluated the difference in performance quality between real
drums and virtual drums, and described how virtual drums were difficult for
keeping tempos accurately compared with real drums [7]. M. Collicutt et al.
investigated the difference in motion between playing real drums and a virtual
drum [8]. Trial users used four real percussion instruments and one virtual per-
cussion instrument, and stroked each percussion in single and double strokes.
The authors confirmed that when making a single stroke, players tended to raise
their hand to a similar height with all the percussion instruments. On the other
hand, the lack of tactile feedback made double stroking difficult, which resulted
in low performance quality. The results of these experiments show that the per-
formance with the virtual drums prevents drummers from fully displaying their
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Usage of virtual drum

Fig. 1. An example of virtual drums

drum skills. In this research, we use the virtual drum in place of less frequently
used real drums to improve the portability and keep the performance quality as
much as possible.

3 Design

To solve the problems of the low portability of real drums and the low perfor-
mance quality of virtual drums, we designed the Airstic Drum from the following
policies:

(1) The support of real drums: We assume that Airstic Drum will be used
in the performance in which a drummer uses real drums. It is difficult for the
drummer to play the conventional virtual drums and the real drums at the same
time, as drummers require high performance quality of the drums in concerts.
They value the high performance quality of the real drums over the portability
of the virtual drums. However, the frequency of usage of each drum is different.
For example, standard drums such as hi-hats, snare drums, and bass drums are
used frequently, but percussion instruments that are used as accents in music,
such as the cymbal, the cowbell, and the mark tree, are used much less often
when playing drums. We achieve high portability and performance quality by
swapping less frequently used drums for virtual drums. Furthermore, we propose
a recognition method that allows users to play both virtual and real drums at
the same manner.

(2) Utilizing accumulated drum skills: Conventional electronic percussion
instruments, such as SPD-S, which are composed of multiple drum pads, are
extremely portable. When drummers, who is used to real drums, first use the
electronic percussion instruments, they must practice using them due to the
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Hit a virtual drum

Output sounds

Hit a real drum

Not output sounds

Fig. 2. Control of outputs

difference in the layout and the size. On the other hand, our proposed system
exploits the techniques that drummers have mastered with real drums. For ex-
ample, as shown in Figure 1, when users play a drum set composed of real drums
and a virtual cymbal, the proposed system distinguishes between stroking real
drums and stroking virtual drums. When the system recognizes a virtual drum
stroke, the system outputs an electronic cymbal sound as shown in Figure 2. If
the system detects stroking of a real drum, it does not output any sound. In this
way, drummers can use the proposed system without special training.

3.1 System Structure

Figure 3 shows a system structure of the Airstic Drum. This system consists
of the drumsticks equipped with an acceleration sensor, a gyro sensor, a PC,
and a MIDI sound generator. The sensor data are sent to the PC by wireless
communication. The PC recognizes stroking motion on the basis of the sensor
data and sends MIDI messages to the MIDI sound generator to output sounds
when the PC recognizes the motion of the virtual drum.

3.2 Recognition Method for Stroking Motion

The proposed system recognizes the stroking motion of real and virtual drums.
As it is a serious problem if sound is output with some delay after motion,
we propose a motion recognition method that has high-speed recognition with
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(i)Generation of sensor data (ii)Recognition 

(iii)Sound output

Acceleration and Gyro sensors

MIDI sound generator 

PC

Wireless 
communication

Fig. 3. System structure

enough accuracy. We investigated acceleration and gyro data in stroking a hi-
hat, floor tom, and ride cymbal of real drums so as to prevent false recognition of
virtual drums in the stroking of real drums. Figure 4 shows waves of acceleration
and gyro data in the stroking of a real drum used as a typical part of a drum
kit and a virtual drum.

Looking at the wave of the hi-hat, the acceleration data of the real drum are
different from those of the virtual drum. Though the vibration (Figure 4 red
square (i)) arising from stroking a hi-hat is a particular phenomenon, when the
system uses this feature, sound delay arises. It is difficult to use this particular
vibration to distinguish between the stroking of the hi-hat and the virtual drum.
We should focus on the acceleration data of bringing the arm down when stroking
the hi-hat. When the drummer brings his/her arm down to stroke the hi-hat and
the stick hits the hi-hat, the acceleration drops rapidly and vibration occurs.
On the other hand, when stroking the virtual drum, the drummer brings his/her
arm down to stroke the hi-hat and the stick hits the hi-hat, the acceleration
does not drop rapidly, since a drummer has to stop the stroking motion by him-
self/herself. Therefore, the hi-hat’s duration (referred to as Through Time in
this paper) from the time that it goes over a threshold (referred to as Standard
Strength in this paper) to the time that the acceleration data go down the Stan-
dard Strength is different from that of the virtual drum, as shown by the blue
circles in Figure 4. For example, if Standard Strength is 4000mG, Through Time
is from 5ms to 15ms in stroking the hi-hat and is from 25ms to 40ms in stroking
the virtual drum. The proposed system distinguishes the stroking of the hi-hat
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Fig. 4. Acceleration and gyro data of stroking

from that of the virtual drum by using the difference in Through Time. Addi-
tionally, acceleration sensor data when an user bring down the arm to stroke
the virtual drum and the acceleration data when an user brings up the arm
are symmetrical, as shown in Figure 4 (ii). If the system uses only the Through
Time, the system recognizes bringing the arm up as a drum stroke as shown in
Figure 4 (ii). To solve this problem, we use the data of the gyro sensor as well.
The gyro sensor data of bringing the stick up are typically different from those
of bringing the stick down, as shown in Figure 4 (iv).

For stroking the floor tom and the ride cymbal, the acceleration data before
the stick hits the drums are fewer than those of stroking the virtual drums,
as shown in Figure 4 (iii). This means that these strokes do not influence the
recognition of stroking a virtual drum because the acceleration data do not ex-
ceed Standard Strength before the stick hits the drums. Also, while the vibration
arises after the stick hits the drums, this feature does not influence the recog-
nition because Through Time of stroking a real drum is shorter than that of
virtual drums.

3.3 Deciding of Threshold Value

The proposed system requires high accuracy and high speed recognition for the
stroking of virtual drums. The stroking motion is different for each drummer. The
proposed system measures acceleration and gyro data of each player in advance
and sets appropriate Standard Strength and Through Time for each player. For
example, Table 1 shows recognition results from playing a phrase 10 times that
involves stroking the virtual drum assigned to the crash cymbal used as part of
a typical drum kit at the beginning of an 8-beat pattern, as shown in Figure
5. The recognition ratio shown in Table 1 is calculated on the basis of the true
positive, which is the recognition ratio of playing a virtual drum (the left value
on each cell in the table) and the true negative, which is the non-recognition
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Table 1. Recognition ratio of each Standard Strength and Through Time

10 15 20 25 30 35 40

2000 90.0-54.3* 90.0-55.0 90.0-56.4 90.0-57.9 90.0-58.6 90.0-63.6 90.0-69.3
2500 95.0-60.0 95.0-61.4 95.0-64.3 95.0-69.3 95.0-75.0 95.0-81.4 95.0-87.1
3000 95.0-71.4 95.0-73.6 95.0-77.1 95.0-82.9 95.0-87.9 95.0-95.0 90.0-97.9
3500 100-80.0 100-87.1 100-91.4 100-95.0 100-97.1 95.0-100 65.0-100
4000 100-95.0 100-95.0 100-100 100-100 90.0-100 70.0-100 45.0-100
4500 100-98.6 100-100 100-100 95.0-100 75.0-100 60.0-100 15.0-100
5000 100-100 100-100 100-100 85.0-100 65.0-100 35.0-100 5.0-100
5500 100-100 100-100 90.0-100 75.0-100 55.0-100 20.0-100 0-100
6000 100-100 95.0-100 85.0-100 60.0-100 25.0-100 5.0-100 0-100
6500 90.0-100 80.0-100 65.0-100 45.0-100 15.0-100 0-100 0-100
7000 85.0-100 80.0-100 50.0-100 20.0-100 5.0-100 0-100 0-100
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Stroking virtual drums

Bass drum
Snare drum

Hi-hat

Fig. 5. 8-beat in stroking hi-hats

ratio of virtual drum in playing real drums (the right value on each cell in the
table). The recognition ratio, of Standard Strength from 4000mG to 6000mG and
Through Time from 10ms to 25ms, is 100%. We adopted values at the midpoint
of a 100% recognition ratio area as the threshold value of Standard Strength and
that of Through Time. In this case, the Standard Strength is 5000mG and the
Through Time is 15ms.

3.4 Changing Sound by Stroking Direction

Our system allows users to control output sounds of virtual drums by orientation
of stroking, as shown in Figure 6. The proposed system calculates the orientation
by integrating gyro data. Furthermore, the orientation data help the system
improve the recognition ratio the of stroking of real drums and virtual drums. For
example, as shown in Figure 6, the proposed system prevents false recognition
because the hi-hats of real drum are not set up in the area of the virtual china
cymbal.
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Splash Cymbal

Crash Cymbal China Cymbal

Fig. 6. An example of extension of sounds in detecting stroking position

3.5 Volume Control

The proposed system controls the sound volume of virtual drums to enable
drummers to play virtual drums well. The sound volume is decided on the basis
of the peak value of the acceleration data during the stroking of virtual drums.

3.6 Cut Off Sounds by Being Output Mistakenly

The system recognizes the output timing of sound by only using the motion
of bringing the arm down when stroking. In this recognition, if the sound of
virtual drums is output mistakenly when real drums are played, it interrupts the
performance. Therefore, we propose a function that cuts off the sound that is
output mistakenly at once when the player strokes a real drum. As described in
Section 3.2, after the stroking of real drums, the vibration of acceleration data
arises as a particular phenomenon. The proposed system uses this feature to cut
the sound that is output mistakenly. To use this function, the proposed system
will possibly minimize performance interruption.

4 Implementation

We implemented a prototype Airstic drum, as shown on the left in Figure 7.
The inside of the prototype drumstick is shown on the right in Figure 7. The
drumstick is the wooden type that is used in general drum performances and
is attached with Wireless Technology WAA-010, equipped with a 3-dimensional



Airstic Drum: A Drumstick for Integration of Real and Virtual Drums 65

Fig. 7. A prototype of Airstic Drum

acceleration sensor and a 3-dimensional gyro sensor. The WAA-010 is attached
to the middle of the drum stick so as not to touch fingers. Table 2 shows the
specifications of WAA-010. We implemented a prototype system on Windows 7
using Microsoft Visual ++.NET 2008. Also, we used Roland SD-20 as a MIDI
sound generator. Figure 8 shows a screenshot of the application for prototype.
A user can set values of Standard Strength and Through Time, select the drum
sounds, confirm the orientation of a drumstick and waves of acceleration and
gyro data in stroking drums, and so on with the this application.

5 Evaluation

We conducted an evaluative experiment to investigate the recognition ratio to
confirm the effectiveness of the proposed system.

In this evaluation, we used a phrase shown in Figure 5 as a trial phrase. The
phrase uses the virtual drum as a crash cymbal, the hi-hat, the floor tom, and
the ride cymbal. The virtual drum is only used at the beginning of each 8-beat
pattern. The sound of the virtual drum is a digital sound produced by a MIDI
sound generator and other percussion sounds are output from an acoustic drum
kit. Testers repeated the phrase 10 times in this evaluation. Tempo is 100bpm
(beats per minute). Two male university students took part in this evaluation.
Both testers were experienced drummers and were able to play the trial phrase
with the acoustic drum kit fully.
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Table 2. Specification

Communications standards Bluetooth Ver 2.0
+ EDR Class 2

Baud rate 2.1Mbps
Communication distance Up to 10m

Size 39(W)×44(H)×12(D)mm
Weight 20g

Power source 230mAh
Lithium polymer battery

Fig. 8. Screenshot of the proposed application

Table 3 shows that the proper threshold values should be a 100% recognition
rate when each tester strokes each percussion instrument. Also, Table 4 shows
the recognition ratio of each tester stroking each percussion instrument using the
threshold value adapted for each tester in Table 3. The recognition ratio shown
in Table 4 is calculated on the basis of the true positive, which is the recognition
ratio of playing a virtual drum (the left value on each cell in the table) and the
true negative, which is the non-recognition ratio of virtual drum in playing real
drums (the right value on each cell in the table).

As shown in Table 4, when Tester A played using the threshold value adapted
for him, recognition ratio was 100% in all patterns and all percussion instru-
ments. Also, when each tester played threshold values that were not adapted for
themselves, for Tester A a false positive while playing real drums occurred, and
for Tester B a false negative while playing virtual drums occurred. These results
arose because the threshold value of Tester A’s Standard Strength is higher than
that of Tester B as a whole, and the threshold value of Tester B’s Through Time
is shorter than that of Tester A. Analyzing the performance data of Tester B, the
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Table 3. The threshold value of each tester and each percussion instrument

Tester A Tester B
HH FT RD HH FT RD

Standard Strength(mG) 5000 4500 4500 4500 3500 3500

Through Time(ms) 25 25 25 20 20 15

Table 4. The recognition ratio using the threshold value for each tester [%]

Threshold of Tester A Threshold of Tester B
HH FT RD HH FT RD

HH 100-100* 100-100 100-100 100-100 100-100 100-100
Tester A FT 100-100 100-100 100-100 100-90.0 100-99.3 95.0-100

RD 100-100 100-100 100-100 100-86.4 100-98.8 100-100

HH 85.0-100 70.0-100 70.0-100 100-100 100-100 95.0-100
Tester B FT 95.0-100 90.0-100 90.0-100 100-91.4 100-100 100-100

RD 95.0-100 90.0-100 90.0-100 100-87.1 100-100 100-100

* True positive - True negative
HH:Hi-hat, FT:Floor tom, RD:Ride cymbal

motion of raising and lowering a drumstick was small when he stroked virtual
drums. From the difference in the stroking motion among drummers, a different
threshold value evidently exists for each drummer. Moreover, when both testers
used the threshold value with which Tester B stroked hi-hats, false positives
were seen in stroking real drums. Compared with stroking a floor tom or a ride
cymbal, when drummers stroke the hi-hats several times in a row, such as an
8-beat pattern, an up-down stroking motion, in which drummers stroke both
the edge and the top of the hi-hats in one stroke, is used frequently. With this
playing style, when drummers perform a phrase in which stroking motion tends
to change, the threshold value has a bias. Therefore, it is necessary to investigate
the data in all kinds of phrases.

6 Actual Use

We used the prototype at the Illumine Kobe [9] event on December 12th, 2010, as
shown in Figure 9. The drummer is the first author of this paper. At this event,
he performed with an electric bass guitarist. He used two drumsticks equipped
with sensors, and both sticks output different digital sounds. The performance
quality with the proposed system was similar as that with a complete set of
real drums. However, in stroking virtual drums, sometimes digital sound was
not output due to non-recognition. The lack of sound is a serious problem that
decreases performance quality. We need to investigate how to recognize the stroke
of virtual drums with higher accuracy.
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Fig. 9. Actual performance at Illumine Kobe in 2010

7 Conclusions

In this research, we constructed Airstic Drum, which integrates real and virtual
drums. The proposed drumstick enables integration of virtual and real drums by
recognizing the stroking motion using the acceleration and the gyro data unlike
conventional virtual drums that must be used alone. Because in order not to
output digital sounds of virtual drums when stroking real drums, drummers do
not have to use particular motion that is different from usual drum playing,
so drummers can use their conventional drumming technique. Moreover, the
proposed system detects the orientation of stroking to change output sounds of
the virtual drum. Also, drummers can control the sound volume of virtual drums
by changing the stroking motion. Experimental results showed that the use of
a proper threshold for each drummer enables effective integration of real and
virtual drums.

For future work, we plan to reproduce the playing style of real drums in virtual
drums and to increase the perception of the drummers and audience by visual
feedback of stroking.
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Abstract. In this article we present a system that enhances content in platform 
game levels. This is achieved by adding particular gaming entities and adjusting 
their arrangement, causing consequent changes in the inherent difficulty and in 
path related aspects. This idea follows our prior work for the automatic creation 
of level environments. Starting with a primal level structure and a 
corresponding graph that sketches the user path, the system detects mandatory 
and optional path sections and adapts them in order to create more elaborate 
challenges to the user, forcing detours to gather specific objects or trigger 
certain events. Alternatively, a designer can create that base level structure and 
use the algorithm to adapt it to a certain profile. Also, some adjustments can be 
made to enhance multiplayer cooperative gaming for uneven skilled players, 
where the path is adapted to force a difficult route to one player and an easier 
one for the other player.  Our experiments showed interesting results on some 
popular games, where it is possible to observe the previous principles put into 
practise. The approach is generic and can be expanded to other similar games.  

1 Introduction 

This article presents an approach to improve Procedural Content Generation (PCG) 
techniques used in the context of automatic level generation for two-dimensional 
platform videogames. Typically, in a platform videogame, the user controls the 
movement of a character (or various users control their respective characters, for 
multiplayer games) in a scenario, performing jumps to avoid terrain gaps and traps 
and overcoming opponents in a simple manner, such as jumping over the enemy or 
shooting him with a certain weapon. In the context of PCG, this type of videogames 
has been interesting to study because its mechanics raises several non-trivial questions 
on the process of automatic level creation. At first, it is important to ensure that level 
elements are positioned to provide a valid level where the user can fulfill a goal. In 
addition, the element positioning must make sense as a whole, resulting in a visually 
plausible scenario.  Also, the level has to represent an appropriate rhythmic set of 
actions that the user should complete in order to keep him/her engaged. Finally, it is 
also important to take into account that those actions represent a challenge with a 
certain difficulty that has to be perceived and estimated.  
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In the scope of this work, the following platform videogames will be referred in 
order to support our tests and examples: 

• Infinite Mario Bros., an open-source platformer inspired by the classic videogame 
Super Mario Bros., which has been used frequently in academia, namely in the 
development of intelligent agents to control the main character [14] and automatic 
level generation [9]. 

• The original version of the videogame Prince of Persia, which has unofficial level 
editors and technical details available online, as well as the recently released 
source code for the original Apple version of the game. This videogame has already 
been considered in research on the topic of computational complexity [15]. 

• XRick, an open-source remake of the original videogame Rick Dangerous which 
combines the free movement of Infinite Mario Bros. with closed environments 
similar to those in Prince of Persia.  

The main motivation of this work is to provide content richness and personalization to 
platform levels that are created automatically in addition to simple linear gameplay. 
As we will see later in Section 2, where related work is unveiled, there are some 
interesting approaches on the subject of automatic level generation for platform 
games. Nevertheless, the main focus of the existing techniques typically goes to 
physical validity and definition of interesting sequences of challenges and actions 
without any particular meaning or context. This approach intends to be 
complementary as an additional step to any valid geometry generator, providing 
improvements in the content, such as: 

• Difficulty adjustment, tuning the level to a certain player profile. 
• Challenge content improvement, through the establishment of a non-linear path 

that consists of identifiable tasks such as, for instance, exiting the main path to grab 
a certain item and getting back to use it. 

• Inclusion of optional content, as the system detects optional areas, which can be 
filled with bonus content defined by the game designer. 

• Multiplayer difficulty adjustments, to adapt levels to be used simultaneously by 
players of distinct skills. 

Our system starts with an imperfect level structure, which might be a basic geometry 
without additional gaming entities, and a corresponding graph. This graph is extracted 
from a list of rules that estimate the character’s most relevant movements creating an 
approximate representation of the players’ possible paths. Furthermore, the referred 
graph is analysed and every vertex is contextualized regarding its role on the objective 
of going from the starting point to the final position. After this graph analysis, a set of 
possible modifications is extracted. Some changes are iteratively selected from the 
referred set in order to reach a certain final value regarding level difficulty or length. 
Section 3 contains the details of this approach and explanations about how the system 
works. In Section 4 we will show some of the obtained results. An example case is 
provided and the generated changes are explained. Also, some performance questions 
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are analysed and the usage in other games is considered. Finally, in Section 5 we will 
present the main conclusions and guidelines for future work.  

2 Related Work 

Platform videogames, in particular in the context of automatic content generation, 
started to be studied in academic context by Compton and Mateas [1] with an analysis 
of the main components and the definition of a conceptual model to define this type of 
games. Later, a more detailed analysis has been presented by Smith et al. [10]. In this 
work, authors suggest a conceptual hierarchy to define the entities that compose a 
platform game level. Those principles were used in the definition of a technique to 
automatically generate levels based on the rhythm associated to player’s input and 
actions [11], which has been applied in the prototype Launchpad [13]. The main goal 
behind this idea is to keep the user in a mind state that Csikszentmihalyi’s referred as 
Flow [2], representing the ideal feeling of control and immersion over a challenging 
task. It can be seen briefly as a state in-between boredom and frustration, meaning 
that the task is, respectively, too easy or too difficult. Smith et al. also studied the 
expressivity of this approach [12] regarding linearity and leniency, an approximation 
to the concept of difficulty. Finally, following the same line of work, the system 
Polymorph presented by Jennings-Teats et al. [3] is an effort to adapt difficulty 
directly in the generation process as the player is moving forward in the scenario. The 
presented ideas provide an interesting way to generate good challenges but they tend 
to be mainly directed to the creation of straightforward games in open scenarios or 
simple casual game environments. Still, it is possible to have an initial generation step 
based on those principles and a further step to complement the content as the one 
proposed on this article. 

Another important work to refer with similar features was presented by Pedersen et 
al. [8], focusing the already referred game Infinite Mario Bros. Levels are generated 
according to certain parameters. In particular, parameterization was applied to the 
following aspects: existing gaps in the level, average gap size, gap distribution 
entropy and number of direction switches. The main study focused on the concept of 
difficulty and possible adjustments to fit the user skills but, again, the generation 
process is directed to the construction of a sequence of jumps without a particular 
semantic meaning, preventing this method to be directly applied to other games. 

A different approach was proposed by Mawhorter and Mateas [4]. The main 
principle is the composition of a whole level based on small pre-authored chunks, 
which can be assembled together. This allows a more varied set of outputs, depending 
on the number, type and variety of chunks that are considered. Although the authors 
also focused the game Infinite Mario Bros. we believe that this is a valid principle for 
other videogames, in particular for the generation of scenarios that represent closed 
environments with rooms interconnected with tunnels. These structures are likely to 
be obtained using merely small-sized chunks.  For instance, the videogame Spelunky, 
a platform like adventure game, uses very similar principles and consists on that type 
of environments.  
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Another example of automatic level generation was proposed by Mourato et al. [6], 
using evolutionary computation, in particular genetic algorithms, to search for good 
solutions according to design heuristics applied to a fitness function and mutation and 
crossover operators.  

One exceptional case that is directed to complementary content rather than simple 
movement and jumps was presented by Nygren et al. [7]. The authors proposed a 
method to integrate puzzle based content that requires the player to explore the level. 
It involves a three step process which consists, namely, in: graph generation, graph to 
level structure transformation and content creation. In the first step, a graph of 
possible positions is randomly created using genetic algorithms. That graph is then 
transformed in a valid geometry that fits those movements, with a search-based 
process. Finally and again with a search-based process, possible modifications are 
identified for each level segment from which one is selected to meet certain criteria. 
Once again, the experiments were directed to the videogame Infinite Mario Bros.. In 
some of the results it is possible to notice the existence of multiple alternatives and 
paths that lead to a dead-end, thus creating an exploratory theme. In our approach, as 
we will further see, similar situations are identified but, in this case, the adjustment 
algorithm takes advantage of those features to compose additional challenges and 
force exploration.  

3 Iterative Content Adaptation Algorithm 

In this section we describe the details of our technique. As stated, it works as a 
complement to a previously created level structure, which has to be valid regarding 
possible paths but that can be incomplete regarding gaming entities such as enemies, 
traps or doors. Therefore, we will start by presenting the initial conditions and 
requirements. Afterwards, we will cover the graph processing principles and the main 
steps on the level enhancement based on that processing.  

3.1 Initial Conditions and Content 

As previously referred, our algorithm works on a graph based analysis. This means 
that, in addition to the basic level structure, it is required to have a graph 
representation of that structure or a method to obtain it. In this topic, our approach 
works in the inverse order of the technique proposed by Nygren et al. that was 
previously presented, as we extract the graph from the geometry instead of creating 
the geometry to a certain graph. As previously stated, the main advantage of our 
approach is that we not only identify alternative paths and detours but also use them 
to place additional gaming entities to encourage exploration.  

It is important to clarify that we are working with directed graphs, as some 
transitions might be unidirectional, such as the character falling into a hole, which has 
no way back. To provide a clearer notation, we will avoid mixing representations. 
Therefore, all edges will be considered to be directed and the cases of undirected 
edges connecting vertices v1 and v2 will be represented as a directed edge from v1 to v2 
and another directed edge from v2 to v1. Besides the notation issues, in some cases this 
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distinction would be also mandatory because costs from v1 to v2 and from v2 to v1 
might be different, as they may represent, for instance, a difficulty measure.   

In our tests, we have been working with a grid based level representation where we 
have defined a set of pattern matching rules to extract the graph. In Figure 1, we present 
two examples of rules, composed by a pattern (on the left) and the corresponding graph 
entries (on the right) in the context of the game Infinite Mario Bros.. The complete set of 
rules is applied by going through the entire level grid searching for matches. Figure 2 
shows a sample of the first level of the game Prince of Persia (on the left) and the 
corresponding graph (on the right) that will be considered on the analysis. That graph 
was obtained with the referred cell based pattern matching approach.  

 

Fig. 1. Example of two rules for graph construction, consisting of a pattern (on the left) and the 
corresponding graph entry (on the right) 

 

Fig. 2. A sample of the first level of the game Prince of Persia (on the left) and the 
corresponding extracted graph (on the right) 
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The usage of this approach allows fast calculations over the level structure without 
requiring modeling all the physical rules implemented on the game. Still, alternative 
techniques that provide a similar graph structure might be considered. For instance, 
Mawhorter and Mateas’ chunk based approach, presented on the related work, uses 
anchor points in the construction process that work as possible character positions. It 
is plausible to consider that those anchors can be used to extract the graph in a similar 
way as the solution that we have explained before. 

Another aspect that is important to take into account is that graph vertices represent 
only spatial information and do not contain any additional information about the 
character or game state. We have also done some experiments with that in mind, 
considering that a level cell may provide or require a certain item. For instance, one 
cell may provide the user a key and another cell may represent a door that requires 
that same key. However, this tends to increase significantly the graph structure. For 
every character’s reference position, all combinations of items in the character’s 
inventory must be considered, which means that, considering an original graph with n 
vertices corresponding to the reference positions, we will have a new graph with n.2i 
vertices, with i being the number of existing items in the level. 

3.2 Graph Initial Processing 

In order to reduce the computational effort of the algorithm, the first step is a graph 
compression that results on a reduced version with a smaller amount of vertices and 
edges. This compression involves removing vertices that are not significant to path 
computation processes and that can be seen as obvious intermediate steps in major 
transitions. In particular, the two following rules are applied: 

• If a certain vertex v has exactly one incoming edge e0 (from v0) and one outgoing 
edge e1 (to v1), this means that, regarding path calculations, v is just a transitional 
step from v0 to v1. In this case, vertex v and edges e0 and eI are removed from the 
graph structure. A new edge is created directly from v0 to v1 with a cost 
corresponding to the sum of the previous costs defined for e0 and eI. 

• If a certain vertex v has exactly two outgoing edges eO1 and eO2 (to v1 and v2, 
respectively) and two incoming edges eI1 and eI2 from the same vertices, this 
means, in a similar way to the previous rule, that the vertex v is an intermediate 
step in the connection between v1 and v2 in both directions. Again, this vertex is 
removed and the previous edges are also replaced by one edge from v1 to v2 with a 
cost value summing the costs associated with eI1 and eO1 and another edge from v2 
to v1 with a cost that sums those from eI2 and eO2.  

An example of the compression mechanism is provided in Figure 3, which contains a 
compressed version of the original graph represented in Figure 2. 

Some restriction might apply in vertex removal. For instance, vertices 
corresponding to the start and end position should not be eliminated, as they have an 
active role on the level. This was implemented with the definition of a set of 
irremovable vertices. 
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Fig. 3. Example of a compressed graph. The compressed nodes are marked with dots. 

In addition, some particular compression schemes might be deliberated depending 
on the game that is being considered. For instance, in the videogame Prince of Persia, 
it is common to have the situation represented on the left part of Figure 4, which will 
be represented by the corresponding graph that can be seen on the right part of that 
same figure. The triangular shape represented on the graph image by the three 
interconnected nodes could be merged into a single node without compromising path 
calculations. As another example, with a simple rule set, hill platforms in the game 
Infinite Mario Bros. will tend to create excessive vertical movement alternatives and 
prevent vertex compression, such as the case in presented in Figure 5. Vertices 
corresponding to the middle cells of the hill platform could be removed without 
compromising path analysis.  

 
Fig. 4. An example of a potential additional graph compression in the game Prince of Persia 
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Fig. 5. An example of a potential graph compression case in the game Infinite Mario Bros 

3.3 Path Extraction and Vertex Classification 

Having a compressed graph representing the level, the next step consists on 
categorizing the meaning of each vertex considering all routes between the start and 
the end of the level. The algorithm searches every possible path from the level entry 
to the level exit, using a breadth first search and ignoring all alternatives that visit the 
same vertex multiple times.  

Following this step, every vertex is labelled with one of the following values: 

1. Mandatory, if the vertex exists on all calculated paths; 
2. Optional, if the vertex is only on some of the calculated paths; 
3. Dead-end, if the vertex is not part of any possible path and has only one outgoing 

edge to a certain vertex and one incoming edge from that same vertex, meaning 
that if the character reaches that position he/she has obligatorily to go back;  

4. Unreachable, if the position that corresponds to the vertex cannot be reached by 
the game character; 

5. Vain, if there is no way back from that vertex to the main path; 
6. Path to Dead-end, to all remaining vertices that, by exclusion, have the only 

purpose of providing passage from mandatory or optional vertices to a dead-end.  

In addition, a tree is created representing path segments and alternatives for each 
segment, recursively. Leaf nodes represent trivial graph transitions. In Figure 6 we 
present, on the left part, a simple graph and on the right part, the correspondent tree 
that was created.  

       

Fig. 6. Example of a graph (on the left) and the corresponding segment decomposition represented 
as a tree (on the right) 
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Also, difficulty is estimated for each established segment, allowing a direct shortest 
path calculation even if difficulty in some segments is updated to different values. 

3.4 Level Completion Algorithm 

The level completion algorithm adjusts the level focusing on difficulty and similar 
related aspects. For the definition of the algorithm itself, the exact concept of 
difficulty may remain undetailed and be implemented as the game designer considers 
best. The key idea that has to be present is that difficulty arises from base geometry 
such as jumps over gaps, from gaming entities, such as enemies and traps, and from 
path structure, which forces the user to accomplish additional jumps and to encounter 
additional gaming entities. By design, the algorithm will have little control over 
jumps, as it would require graph recalculations, but will have high focus on the 
control of additional gaming entities and the definition of a composed challenge. 

Difficulty has been characterized and estimated in distinct ways. It can be seen as a 
success probability [5] or a sum of coefficients [13], among other alternatives.  

For the purpose of this algorithm, the requisites are the following: 

• A higher difficulty level means that the level is more difficult than another with a 
lower value. 

• Every level segment can be analysed individually to produce a difficulty value. 
• A succession of analysed sections with certain difficulty values produces a final 

difficulty value for that succession. 

In the tests that we will present, we have considered a sum of coefficients approach, 
where every graph transition contain a certain value that can be estimated by the game 
designer or mapped to users’ performance after some gaming sessions. Moreover, 
when the path section presents two or more alternatives, the difficulty value that is 
considered is the lowest, as we assume that the user would pick the easiest possible 
solution.  

The algorithm is able to apply the following changes to the base level: 

• Change the difficulty of a segment, which is done by adding or removing an 
enemy or a trap or making a gap larger or smaller. Again, this is achieved with a 
pattern matching rule set. The graph is kept the same but a parallel data structure 
stores the entities that have been added to each section and the changes that have 
been performed. 

• Detour creation, which consists on identifying a path to a dead-end from the main 
path, using the previously referred vertex classification, followed by adding a 
certain item in the path to the dead-end and making it required on the main path.  

• Cooperative two player game adjustment, consisting on identifying two parallel 
alternatives for one particular section and using the previous two principles to 
adjust each alternative individually for each player. In addition, the game should 
contain a method to prevent both players to follow the easiest alternative.  

• Bonus entity addition, which consists on adding collectibles or minor power-ups 
on certain dead-ends, creating secondary goals for the player. 
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The previous changes occur based on probabilistic coefficients that are established by 
the system after analysing the following values: 

• Total desired difficulty value (whole level); 
• Mean desired difficulty value (per segment); 
• Player state estimator for game state on each graph vertex, detecting periods of 

possible boredom, flow or frustration. 

The algorithm works iteratively in multiple adjustment passages, with the level 
difficulty being analysed for each passage. The process stops when it reaches the 
desired value or a limit on the number of iterations. At the end of each step, the 
previous features are analysed and the probabilistic coefficients are defined for each 
path section. For instance, if the level is too short then the detour creation probability 
in each section is increased.  

4 Results 

The next example shows how a simple level can be tweaked by the system. We will 
consider the game Prince of Persia in particular because of the possibility of adding 
gates and step switches to open those gates, which is an interesting implementation of 
the referred detour creation concept.  

We have manually created the level structure represented in the background of 
Figure 7, which is just a simple draft. The level does not contain enemies, gates, 
switches or any traps. The starting point is the door on the left side and the level ends 
when the character reaches the door on the right. The system extracted and 
compressed the level graph presented as on overlay on that same image. Nodes have 
been named according to their coordinates on the grid, also marked in the image for 
convenience. 

 

Fig. 7. The Graph generated from the example level 
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The system classified the vertices as follows: 

• Mandatory: C3_3, C5_3, C6_5, C11_4, C10_2, C16_2, C17_2 
• Optional: C12_2 
• Dead-end: C1_1, C1_3, C1_5, C1_6, C19_2 
• Unreachable/ Vain: C9_8, C10_8, C13_8, C14_8 
• Path to Dead-end: C2_3, C3_5, C4_6, C5_5 

In addition, the tree presented in Figure 8 was calculated. 

 

 

Fig. 8. Calculated tree with all possible paths from the beginning to the end of the level 

The system also calculated routes to the existing dead ends. In this case, the system 
identified the possible routes: 

• C2_3  C1_3 
• C2_3  C1_1 
• C5_5  C3_5  C1_5 
• C5_5  C4_6  C3_5  C1_5 
• C5_5  C4_6 C1_6 
• C5_5  C3_5  C4_6 C1_6 
• C17_2  C19_2 

Considering our approach for estimating difficulty, a value of 55 was obtained. As a 
test, we defined the desired value of 100, so the algorithm was expected to increase 
the existing difficulty. One example run presented the result (printed to console) 
showed on Figure 9. The changes were then applied to the level, generating the 
content showed in Figure 10. 

As we have stated, we have been testing this same approach in Infinite Mario Bros. 
and XRick. In the first, the detour principle is unlikely to be applied as the game does 
not have triggering events or object gathering. However, the primal tests related to 
difficulty and bonus content presented good results and the algorithm was able to 
adapt level segments. Coins are willing to appear as bonus on dead-ends and the 
number of enemies vary to match desired difficulty. On Figure 11 we show an 
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example of a randomly created level that has been perfected using our algorithm, 
matching a difficulty value defined by the user. As this game has a less restrictive set 
of movements, the entity placement is easier and less constrained. However, gap 
adjustments are hard to express because platforms can have different sizes and 
configurations. 

 
 

 Create Detour. Add button @ C1_1 and gate @ C5_3 
 Create Detour. Add button @ C1_5 and gate @ C8_5 
 Add guard @ C7_5 
 Add guard @ C17_5 
 Add spikes @ C18_5 
 Add guard @ C14_2 
 Add spikes @ C16_2 
 Final difficulty: 100 
 

Fig. 9. Example of a set of computed modifications  

 

Fig. 10. Example of a tuned level for the game Prince of Persia (changes are marked with 
ellipses) 

 

Fig. 11. Example of a tuned level for the game Infinite Mario Bros. (changes are marked with 
ellipses) 
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Regarding the game XRick, primal experiments have also been done with similar 
results. This is a game with strong emphasis on triggers, where the detour principle is 
applied.  In Figure 12 it is possible to observe a level that was created with that in 
mind. The main structure was manually created with two obvious dead-ends 
accessible with the ladders. The system automatically added the two guards on the 
bottom, the bonus sphinx on the left dead-end and a trigger on the right dead-end, 
marked with a stick, which removes the spikes on the bottom allowing the character 
to go through in the path from the left entry to the right exit. 

 

Fig. 12. Example of a tuned level for the game XRick  

5 Conclusions and Future Work 

We have presented a technique that, considering a roughly defined platform level and 
a corresponding graph, finalizes the level adding optional content and adjusting 
difficulty. The presented approach is mostly suitable for games that have somehow in 
its mechanics the principle of gathering certain objects or triggering some events to 
unlock passages. For this reason we focused with more emphasis the game Prince of 
Persia, where we could see how our algorithm included new content. In addition, 
primal experiments with other games showed promising results.  

Filling a level structure with additional content and adapting paths to force some 
particular actions produces improvements in content richness to the topic of level 
generation. This approach brings context to the actions that must be performed in 
order to capture the user interest. Also, the proposed multiplayer adjustment algorithm 
allows cooperative play in a shared environment independently of the player skills, 
promoting gameplay as an interpersonal experience. The considered games and most 
of classic platform games are only single player, by which this particular concept is 
still theoretical. Some experiments were done assuming possible versions of Prince of 
Persia and Infinite Mario Bros. supporting two players and the output appeared 
coherent. For instance, in Prince of Persia a set of gates and triggers are placed to 
force one player to follow one passage and the other to follow another passage. 
Consequently, one aspect to consider in the near future is to apply effectively these 
principles to a multiplayer platformer. Currently, we are directing our attention to the 
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game Open Sonic, an open-source game based on the popular videogame saga Sonic – 
the Hedgehog which allows this type of principle to be applied.  

The approach for extracting a movement graph based on rules using patterns is an 
alternative to physical simulations as it provides a faster way to analyse level content.  

Another goal that has been defined to a near future is to export the generated levels 
into the games to have users to play them. At the moment we have achieved that goal 
with Infinite Mario Bros. and Prince of Persia. 
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Abstract. Stuffed suits have been widely used at various events. How-
ever, performances with stuffed suits present two main difficulties in that
performers are not aware of their postures because of the difference in
the shape and size of the stuffed suits and the physical human body, and
it is difficult for them to communicate smoothly with others because of
limited visibility. These problems lead performers to train excessively to
acquire a high degree of skill in performances. The main goal of our study
was to construct a system to support performers in stuffed suits, which
would enable them to act like the characters they represented. From the
results we obtained from evaluating our prototype system, we confirmed
that our method could effectively support performers in stuffed suits.

Keywords: Stuffed suits, HMD, Support.

1 Introduction

Stuffed suits are widely used at various theme parks and events because per-
formances with them are popular with all ages, and it makes audiences smile
and be happy. Performers in stuffed suits need to represent the characters they
portray because they have to play the role of making characters in the virtual
world appear in the real world. Posture and communication with others are the
most important elements for them to portray characters credibly. However, per-
formers in stuffed suits encounter two main difficulties: (1) they are unaware of
their posture because of the difference in the shape and size of the stuffed suits
and the physical human body, and (2) there is a difficulty in communicating
smoothly with others because of limited visibility. In addition, since performers
often gain visibility from parts other than the eyes of the character, they cannot
look around by gazing when in stuffed suits. Therefore, they also cannot natu-
rally communicate with others. To overcome these problems, performers have to
train very hard to acquire high levels of skill in performances.

On the other hands, there has been many studies on user support with wear-
able computing technologies, such as Skinput [1] and A Haptic Wristwatch [2].
A user in wearable computing environments wears a computer, sensors, and ac-
tuators. Using this equipment, the computer knows the context of the user and
provides various services in response to this context.

A. Nijholt, T. Romão, and D. Reidsma (Eds.): ACE 2012, LNCS 7624, pp. 85–100, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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The goal of our study is to construct a system to support performers in stuffed
suits, which will enable them to act like the characters the stuffed suits are
meant to represent. The problems above occur because performers in stuffed suits
cannot deal with them like they do with their own physical human bodies. Our
system has two main functions to provide a sense of embodiment to the stuffed
suits of performers, which support posing and enhance visibility. The results
from evaluation indicated that our system could effectively support performers
in stuffed suits. In addition, we actually used our proposed system at several
events and confirmed that it was effective.

The remainder of this paper is organized as follows. Section 2 outlines related
work. Section 3 describes the design of our system and Section 4 explains its
implementation. Section 5 describes evaluation of the system and discusses the
results. Section 6 describes actual use of the system, and Section 7 presents our
conclusion and plans for future work.

2 Related Work

In the field of motion analysis, there have been researches on reconstructing the
motion of an actor with a wearable system of outward-looking cameras [3], and
on analyzing motions, such as the turns a snowboarder makes with GPS and a
gyroscope attached to the snowboard [4]. In addition, Corinne et al. proposed
a system that recognized upper body gestures by using strain sensors [5]. How-
ever, there have been no studies on supporting behaviors that have taken into
consideration the difference in size between the actual body and stuffed suits.

In efforts to assist human visibility with cameras, there has been a system that
displays images taken with a camera attached to the rear of a car [6]. Koeda et
al. proposed a rescue assistance system to teleoperate an unmanned helicopter
where the pilot could watch the images from cameras on the helicopter with
a head mounted display (HMD) [7]. However, there have been no studies on
assisting the human visibility that have taken into account the problems with
wearing stuffed suits.

Some attempts with HMD have been made with research, to support users us-
ing wearable computing technologies. Stochasticks [8] is a practical application of
wearable computing and augmented reality, which enhances billiards. The system
in this research recognizes the position of the billiard table and the billiard balls,
and displays an auxiliary line on HMD. Ikeda et al. evaluated the usefulness of pro-
viding information with HMD in interactive performances using a projector [9].
The Wearable MC System [10] enables a master of ceremonies (MC) to run events
smoothly. An MC using this system can see scripts and instructions from the di-
rector with HMD. There have been many studies to support users using HMD
with these systems and the usefulness of information presented with HMD was
confirmed in each study. However, there have been no studies on supporting per-
formers in stuffed suits with HMD.



A System for Supporting Performers in Stuffed Suits 87

Fig. 1. Preliminary study

In research using wearable computing technologies in the field of entertain-
ment, Tomibayashi et al. proposed Wearable DJ System [11]. This system en-
abled disk jockeys to perform DJ techniques by operating intuitive gestures using
wearable acceleration sensors. A Wearable Musical Instrument by Dancing [12]
could control performances by recognizing the steps of dancers in two phases on
the basis of the characteristics obtained from an experiment on movement and
sound.

3 System Design

3.1 Preliminary Study

We did a preliminary study to clarify problems when wearing stuffed suits, as
shown in Figure 1. The first author of this paper wore the stuffed suit, which
was designed for this study, and he made contact with people on the street for
about two hours per day for five days. The details on the stuffed suit we used
for this study are described in Section 5.

Even though the author could gain visibility from the nose of the stuffed suit,
his field of view was restricted. This meant that he did not recognize children
who came close to him and he had to turn the nose of stuffed suit toward them
to see their faces. Moreover, he hit a wall in a narrow space and hit the face
of stuffed suit against people while communicating with them since he could
not clearly recognize his surroundings. In addition, there were problems in that
he did not know what a pose to make and he did not know weather poses he
assumed were a match for the character of stuffed suit.
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Fig. 2. Difference in impression caused by posing

From the results of this preliminary study, we confirmed that support from
performers wearing stuffed suits was important because it was difficult for them
to perform like characters without having much experience.

3.2 Requirements

Our system helped performers wearing stuffed suits to perform like the char-
acters they played, focusing on posing and communication. Figure 2 shows an
example of the importance of posing. Different poses in the figure evoke different
impressions of the character; the left of the figure creates a friendly impression
while the right of the figure creates a powerful impression. If a performer in the
stuffed suit of a cute character had posed like that at the right of the figure,
people surrounding him would feel strange about the stuffed suit. In addition,
communication between the performer and others is an important element that
improves the impression of stuffed suits. If a performer in stuffed suit had acted
unnaturally such as not looking at his/her respondent’s face on shaking hands, it
would have created a bad impression for others around them. From these consid-
erations, we posed three problems from the constraints on conventional stuffed
suits to be solved by our proposed system.

1. Performers cannot identify their postures because the shape and the size of
stuffed suits differ from those of the physical human body.

2. It is difficult to smoothly communicate with others because of limited visi-
bility.

3. Performers usually gain visibility from parts away from the eyes of stuffed
suits, and it is difficult for them to communicate by eye contact.

Problem 1 causes difficulty in posing, and Problems 2 and 3 cause difficulty
in communicating with others. To solve these problems, our system has two
functions, i. e., support for poses support and enhanced visibility. The former
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Fig. 3. Snapshots on HMD with the proposed method

supports performers to recognize how close their poses are to the correct ones.
The latter enable them to gain the visibility from the positions of cameras at-
tached to the eyes and around the face of stuffed suits.

3.3 Support for Poses

The function to provide support for poses enables performers to watch them-
selves objectively and to know how close their poses are to the correct ones.
Current images from a stuffed suit are taken by a camera placed outside and
are displayed on the HMD the performer wore. In addition to current images,
our system displayed target pose images that the performer should mimic. Our
system calculates the difference between the images from actual poses and the
target pose, and displays the parts that are different from the target pose. More
concretely, it shows the images in red for incorrect parts and in green for correct
parts, and a gauge on the left indicates the rate of agreement on how much the
pose of the performer matches the target pose.

Performers recognize their poses objectively from these functions and can pose
easily. The left of Figure 3 only indicates 46% accuracy because the actual pose
is far from the target pose, and the right of the figure indicates 71% accuracy
because the angle of the body and the position of the hands are correct. Even if
performers have little experience, they can pose easily with this function.

The system calculates the differences in scores for hue, saturation, and bright-
ness between each pixel of the current image and the target image, according to
the following equation.

Score =
√
10×(hue)2 + (saturation)2 + (brightness)2

The hue value is 10 times due to its importance. Calculated scores are averaged
in each area of 10 × 10 pixels and correct/incorrect are determined for each area
according to a threshold set in advance.
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Fig. 4. An example of stuffed suit whose
head is combined with the body

Fig. 5. Cameras around the head

3.4 Enhanced Visibility

It is difficult for performers with stuffed suits to smoothly communicate with
others because of limited visibility. Especially when wearing stuffed suits where
the head is attached to the body, as shown in Figure 4, performers must move
their whole body to check the surroundings because they cannot only move the
head. Moreover, performers often gain visibility from parts away from the eyes
of stuffed suits, such as holes in the nose or mouth. This causes unnatural com-
munication including mismatched gazing. To solve these problems, we propose
a function that enhances visibility.

Performers can see the images from cameras attached to the eyes and multiple
cameras around the face on the eye level of stuffed suits by wearing an HMD
with this function, as shown in Figure 5. Two electromagnetic compasses are
attached to the head of the performer and the body of the stuffed suit. The
system recognizes the relative direction of the performer’s head against that of
the stuffed suit from the difference between the two compasses, and it changes
the camera to be used to display images on the HMD according to the relative
direction.

This function enables performers to check their surroundings easily and quickly
react to the actions of people surrounding them. They can act naturally since
performers can see the images from the eye level of stuffed suits. In addition,
there is a possibility that a performer will gain the sensation that the size of
his/her head is becoming similar to that of the stuffed suit by switching cameras
according to the direction of the performer’s face. We intend to evaluate this
sensation in future work.

3.5 System Structure

Figure 6 shows the system structure, which consists of an HMD, a PC, cameras,
and two electromagnetic compasses. An HMD and an electromagnetic compass
are attached to the head of the performer and a PC is placed on his/her back.
Multiple cameras and an electromagnetic compass for the function of enhanced
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Fig. 6. System structure

visibility are attached to the head and the body of the stuffed suit. There is a
camera outside for the function of supporting poses.

4 Implementation

We implemented the two prototypes shown in Figure 7. The head of the stuffed
suit in Figure 7(a) is mainly made of foam polystyrene and the other parts are
made of polyurethane. A helmet with an HMD is attached inside the head and
a camera is attached inside the left eye of the suit. The width of the head, the
body, the length of the leg, and the total height are 56, 71, 57, and 210 cm,
respectively. Performers gain visibility from the nose of the stuffed suit, whose
shape is elliptical and whose width/height are 15/8 cm, as shown in Figure 8(a).
This means that visibility is restricted and dim because the nose is covered with
mesh. The stuffed suit shown in Figure 7(b) is mainly made of containerboard.
Multiple cameras are attached around the head. The width of the head, the
body, the length of the arm, the leg, and the total height are 47, 64, 78, 54, and
190 cm, respectively. Performers gain the visibility from the mouth of stuffed
suit, whose shape is arced and whose width/height is 10/0.7 cm, as shown in
Figure 8(b). The performers’ visibility is very restricted. The head is combined
with the body.

The devices used for the function to enhance visibility are multiple cameras,
two electromagnetic compasses, an A/D converter, and a microprocessor (Ar-
duino nano). Arduino [13] is an open-source electronics prototyping platform
based on flexible, easy-to-use hardware and software. The difference in the val-
ues of the two electromagnetic compasses attached to the head of the performer
and the body of the stuffed suit is sent to Arduino. It control the relay according
to the value and the signal from the camera connected to the relay is transmitted
to the PC. The A/D converter then converts the analog signals from the camera
into digital.
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Fig. 7. Prototypes

Fig. 8. Visibility for each stuffed suit

We used a Fujitsu FMV-BIBLOMG/G73 computer, whose platform was Win-
dows 7 for the PC, a Shimadzu DataGlass3/A for the HMD, and a Sparkfun
electronics HMC6352 for the electromagnetic compass. We used a Logicool Qcam
Orbit for the camera outside to provide the function to support posing and a
back-up camera for the function to enhance visibility. We implemented the pro-
totype system using Processing [14].

5 Evaluation

5.1 Evaluation of Support for Posing

To evaluate the function to support posing, 10 test subjects wore stuffed suits,
as shown in Figure 7(a), and posed in three ways:



A System for Supporting Performers in Stuffed Suits 93

Fig. 9. Snapshots displayed on HMD

Fig. 10. Target poses

Method 1: Subjects pose looking at the target image shown in Figure 9(a).
Method 2: Subjects pose looking at the target image and the real image taken
by the outside camera show in Figure 9(b)
Method 3: Subjects pose using our method shown in Figure 9(c).

Subjects made two poses, as shown in Figure 10(a), where the direction of the
body faced the camera, and Figure 10(b), where the direction of the body faced
to the left obliquely to the camera. Participants practiced the procedure using
another pose before this evaluation. We subjectively evaluated the accuracy of
posing by using five levels (5: exactly the same as the target pose – 1: entirely
different from the target pose) for four elements: the right arm, the left arm, the
head, and the direction of the body and recorded the total score. In addition, we
evaluated smoothness when posing by measuring the time from when the pose
began to when it ended and subjects answered a questionnaire on the ease of
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Table 1. Accuracy of posing

Method 1 Method 2 Method 3

Pose1 12.8 15.4 17.2
Pose2 11.5 14.2 16.8

Table 2. Average time required to take pose

Method 1 Method 2 Method 3

Pose 1 7.33 sec 14.36 sec 24.63 sec
Pose 2 10.03 sec 17.61 sec 30.09 sec

Table 3. Easiness of taking accurate pose

Method 1 Method 2 Method 3

Average score 1.6 3.6 4.2

making accurate poses for the three methods on the five levels (5: it was very
easy to pose accurately – 1: it was very difficult to pose accurately).

Table 1 summarizes the results for the accuracy of posing. Method 3 achieved
the highest scores for both poses in accuracy. As a result of one-way ANOVA of
the scores for accuracy, there were significant differences (Pose 1: f value=16.93,
p<0.01, and Pose 2: f value=24.41, p<0.01). From multiple comparisons for
each pose using Tukey’s test, there were significant differences in Pose 1 between
Methods 1 and 3 (t value=-5.80, p<0.05) and there were no significant differ-
ences between Methods 2 and 3 (t value=-2.43, p>0.05). For Pose 2, there were
significant differences between Methods 3 and 1, 2 (Method 1, 3: t value=-6.70,
p<0.05, Method 2, 3: t value=-3.43, p<0.05). We confirmed that our proposed
function of providing support for posing was effective. Moreover, there is a pos-
sibility that our method will become more effective as the difficulty of posing
increases from the results of two poses.

Table 2 lists the results for smoothness of posing. Method 1 took the shortest
time andMethod 2 took shorter than Method 3. We considered that it took a long
time to make poses because subjects tried to match the details by checking their
poses. Subjects also had to stand in predetermined positions because standing
position of them was very important to match their poses to the target pose
when using Method 3. We considered that it took them longer to make poses in
Method 3 because they had to look for the predetermined position.

Table 3 summarizes the results for ease of making accurate poses. Method
3 achieved the highest score. As a result of one-way ANOVA for the score of
smoothness, there were significant differences (f value=27.20, p<0.01). From
multiple comparisons using Tukey’s test, there were significant differences be-
tween Methods 1 and 3 (t value=-5.41, p<0.05), Methods 2 and 3 (t value=-
7.04, p<0.05), and there were no significant differences between Methods 2 and
3 (t value=-1.63, p>0.05). We considered that the difference in scores between
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Fig. 11. Action to move the gaze to the hand

Methods 2 and 3 was small because subjects had to look for the standing position
to match their poses to the target pose in Method 3.

Throughout, We confirmed that performers tended to make the accurate poses
more easily by watching themselves objectively and they posed more accurately
by using the function to support posing. However, performers had to stand in
predetermined positions when using the function to support posing. To solve this
problem, we need to improve the function to be able to determine the accuracy of
posing by using other approaches such as modifying the target image dynamically
and using an accelerometer to acquire a user’s posture.

5.2 Evaluation of Enhanced Visibility

Five test subjects made four actions that enabled the function of enhanced vis-
ibility to be evaluated.

Action 1: A subject turns his/her head in the direction that his/her commu-
nication partner in front of his/her is pointing. Then, he/she also point to the
communication partner. The height of the hand position is the same as that of
the height of the partner’s eye. After three actions, he/she answers a question-
naire on the ease of understanding the action of his/her partner (5: he/she can
understand it without unnatural actions such as looking for his/her partner’s
finger – 1: he/she cannot understand what was happening) and the ease of mak-
ing actions (5: he/she can move his/her hand naturally – 1: he/she cannot move
his/her hand to the appropriate position).

Action 2: As seen in Figure 11, the subject moves his/her gaze of the stuffed
suit to the position of the hand of his/her partner. The partner moves three
positions of his/her hand at random. The subject makes the above action once
for each place and answers the questionnaire on the ease of moving his/her gaze
of the stuffed suits to the exact position (5: he/she can move the gaze of the
stuffed suits smoothly – 1: he/she cannot move it smoothly at all).

Action 3: A subject avoids an obstacle placed at the eye level of the stuffed suit.
An aluminum can, whose height was 17 cm and width was 7 cm, as shown in
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Fig. 12. The obstacle used for Action 2

Fig. 13. Action to avoid sideways Fig. 14. Action to avoid downward

Figure 12, is used as the obstacle in this evaluation. He/she makes two actions;
the first is where he/she avoids the obstacle sideways, as shown in Figure 13, and
the second is where he/she avoids it downward, as shown in Figure 14. He/she
makes these two actions and answers the questionnaire on the ease of avoiding
the obstacle (5: it is very easy to avoid it – 1: it is very hard to avoid it).

Action 4: A subject looks for five objects located around him/her within a
radius of five meters at random. Then, he/she answers the questionnaire on the
ease of recognizing his/her surroundings (5: it is very easy to find the objects –
1: it is very difficult to find them).

We used the stuffed suit shown in Figure 7(a) for Actions 1, 2, and 3 and
used the stuffed suit shown in Figure 7(b) for Action 4. For Actions 1, 2, and
3, subjects can see the images taken by the camera attached to the eyes of the
stuffed suit in our method. For Action 4, there is another proposed method in
addition to the case of Actions 1, 2, and 3: there are five cameras around the
face of stuffed suit. The conventional method means that subjects acted with
the view from the hole made in the stuffed suits.
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Results of Action 1. Table 4 summarizes the average score for Action 1. In
its ease of understanding, the proposed method earned higher scores than the
conventional method. In addition, from the t-test for the score for the ease of
understanding, there were significant differences (t value=-5.10, p<0.01) and this
confirmed that performers were able to react to the action taken at the position
of the eye of stuffed suits smoothly with the function of enhanced visibility. In
the ease of making actions, the proposed method also earned higher scores than
the conventional method while there were no significant differences (t value=-
2.45, p>0.05). There is a possibility that subjects were not able to recognize the
position of the stuffed suit’s arm even when using our method.

Results of Action 2. Table 5 lists the average score for Action 2. The proposed
method achieved higher scores than the conventional method. In addition, from
the t-test for the scores, there were significant differences (t value=-7.48, p<0.01)
and this confirmed that the function of enhanced visibility was useful for moving
the gaze of stuffed suits accurately.

Results of Action 3. Table 6 summarizes the average score for Action 3.
The proposed method earned higher scores than the conventional method in
both actions while there were no significant differences from the t-test for the
scores (avoiding obstacle sideways: t value=-1.04, p>0.05, avoiding obstacles
downward: t value=-1.51, p>0.05). The reason for this may have been that
subjects could not recognize the exact distance between the stuffed suit and the
obstacle because they were watching the images from the camera when using
the function of enhanced visibility. To solve this problem, we need to devise a
method where performers in stuffed suits can recognize the distance between
stuffed suits and objects.

Results of Action 4. Table 7 lists the results for Action 4. From the results,
the proposed method with five cameras achieved the highest score. There were
significant differences (f value=34.67, p<0.01) from one-way ANOVA. As a result
of multiple comparisons between each pair of methods using Tukey’s test, there
were significant differences between the scores when using five cameras and when
using the conventional method (t value=-8.08, p<0.05) while there were no sig-
nificant differences between the two proposed methods (t value=-2.31, p>0.05).
One of the reasons for this is that subjects were able to move their bodies with-
out caring about the surroundings because there were no obstacles around the
stuffed suits in this experiment.

We confirmed throughout that performers could react to actions made at the
position of the eye of stuffed suits more easily and they could move the gaze of
stuffed suits accurately by using the camera attached to the eyes of the stuffed
suits. In addition, we also confirmed that performers could recognize surround-
ings more easily with multiple cameras attached to the heads of stuffed suits.
Therefore, performers can communicate with others smoothly and naturally by
using the function of enhanced visibility.
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Table 4. Result for Action 1

Proposed Conventional

Ease of understanding the action 4.4 1.8
Ease of making action 3.8 2.6

Table 5. Result for Action 2

Proposed Conventional

Ease of moving gaze 4.4 1.6

Table 6. Result for Action 3

Proposed Conventional

Easiness to avoid sideways 3.4 2.2

Easiness to avoid downward 3.6 2.2

Table 7. Result for Action 4

Proposed
ConventionalFive cameras One camera

4.4 3.6 1.6

Fig. 15. Performance on the stage

6 Actual Use

We used the prototype system on the stage at Illumine Kobe 2010 [15] held at the
Hyogo Prefectural Museum of Art in Kobe City on December 12th, 2010. The
staffed suit with our proposed system communicated with the MC and danced
to music, as shown in Figure 15. It confirmed that the performer in the stuffed
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suit could communicate with the MC by looking at him naturally and he/she
could act by himself/herself because it was easier to recognize the surroundings.
However, there was a problem in that it was hard to see the camera image when
the light on the stage was not bright. In the future, we need to consider the use
of infrared cameras to gain visibility even in the dark places.

7 Conclusion

This paper proposed a system of supporting performers in staffed suits and
implemented functions to provide support in posing and enhance visibility. The
results from evaluation confirmed the effectiveness of these two functions.

However, the function to support posing cannot be used in amusement parks
even though it can be used on stage or for training because an external camera
is required. We have to devise a way of using our method in actual amusement
parks without any outside cameras. We plan to use wearable sensors to detect the
posture of performers. By using this method, performers will be able to identify
the accuracy of their poses regardless of their standing positions and make poses
accurately. We need to devise a method for the function of enhanced visibility to
present distance information between the staffed suits and surrounding objects
because it is difficult to gain a sense of distance. We plan to implement a function
that informs performers in staffed suits of the proximity of objects with proximity
and vibration sensors.

An example of application of the system could be applied to support users,
such as astronauts, since they always need to recognize their surroundings in
states in which they cannot move freely. In addition, when giant humanoid robots
are created in the future, the importance of the system to enhance visibility and
to extend the sense of embodiment will increase.
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Abstract. The real challenge of creating believable and enjoyable board
game artificial opponents lies no longer in analysing millions of moves
per minute. Instead, it lies in creating opponents that are socially aware
of their surroundings and that can interact socially with other players.
In traditional board games, where face-to-face interactions, social actions
and strategic reasoning are important components of the game, artificial
opponents are still difficult to design. In this paper, we present an initial
effort towards the design of board game opponents that are perceived
as socially present and can socially interact with several human players.
To accomplish this, we begin by an overview of board game artificial op-
ponents. Then we describe design guidelines for developing empirically
inspired social opponents for board games. These guidelines will be illus-
trated by concrete examples in a scenario where a digital table is used as
a user interface, and an intelligent social robot plays Risk against three
human opponents.

Keywords: Social Presence, Board Games, Artificial Opponents.

1 Introduction

Playing board games is generally a social event where family and friends get
together around a table and engage in face-to-face interactions, reading each
other’s gestures and facial expressions. Examples of such rich social interactions
can be identified when we look at some recent examples of board games. Players
laugh with each other when someone makes an ugly drawing playing Pictionary,
yell at each other when someone makes a bad deal at Monopoly, use their facial
expressions to bluff while playing Poker, or can even mock somebody who does
not know the answer to a simple Trivial Pursuit question. In board games,
players are engaged with both the game and each other. Players are tightly
coupled in how they monitor the game surface and each other’s actions [14]. The
rules and the game board are generally designed as gateways to stimulate social
interactions between players. Conversely, in computer games, players interact
mainly with the system rather than with other human players. Online multi-
player games and local multi-player games of new consoles such as the Nintendo
Wii or systems such as the Xbox Kinect try, in some ways, to fight the social
isolation of computer games. Nevertheless, all these examples still fall short when
compared to the social richness of traditional board games, where players engage
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in face-to-face interactions in contrast to a “shoulder-to-shoulder” interaction
where players face a TV screen. Recently, in the field of pervasive gaming [26], a
sub area named computer augmented tabletop games have made efforts to gather
the advantages of these two types of games. This area attempts to maintain the
social aspects of traditional tabletop games while improving it with the unlimited
possibilities offered by computerized technology. Our research is mainly focused
in addressing one of the many advantages that augmented computation can bring
to board games: the opportunity to create artificial opponents.

The first problem that artificial opponents face in highly social environments
is related to their performance (playing strength). In games such as chess or
checkers, where no social actions are required and an agent plays only against
one human opponent, agents that play as well as the stronger players in the world
already exist. However, in games where the mechanics involve social actions
such as bluffing and diplomacy, or in games where an agent has to play against
multiple human players, we still cannot create agents that can be compared to
the human counterpart. The second problem that rises from the social inability
of these kind of agents is the lack of social presence that humans attribute
towards them. Social presence can be shortly described as the “sense of being
together with another” [3]. If human players perceive artificial opponents as not
socially present, their enjoyment while interacting with them will decrease [15].
Players have more fun when playing against friends or family because they share
a history together, smile at each other, and some players can even have fun by
looking at their opponent’s defeated expression when they win. In some cases,
when humans play against artificial opponents, they even choose to eliminate
them from the game first, and play the game only with other human players
[17].

In this paper, we start to address these problems by looking briefly into the
current state of board game artificial opponents. Second, based on this research
and on our previous work, we present five guidelines for designing socially present
board game opponents. Following, we illustrate a scenario where a socially intel-
ligent robot can play Risk against several human players. And finally we draw
our conclusions and detail our future work directions.

2 Related Work

Social relationships are now being established with new forms of artificially in-
telligent beings, such as virtual agents [6] and robots [4]. Humans consider media
devices as social beings [35] while knowing that these entities do not have real
emotions, ideas or bodies. Artificial opponents can be examined as a poten-
tial instance of this effect. The first notion of an artificial opponent was “born”
around 1769, when a chess automaton called “The Turk” had become famous
before it was exposed as a fake. It was simply a mechanical illusion that allowed
any person with high chess knowledge to hide inside and operate the machine.
Nowadays, with the evolution of computers and computer programming, several
artificial opponents for board games have been created, and evolved to the point
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where, giving chess as an example, the best chess program can beat the best
human player in the world [5]. However, these opponents still have difficulties
dealing with imperfect information and social behaviour. In games with these
types of information, the tactical component is of secondary importance and the
strategic intuition of players and their social skills are harder to simulate.

An example of a game where players have to deal with social and imperfect
information is Risk, a popular board game for three to six players where each
player tries to “conquer“ the world. The Risk board game is constituted by several
lands that are occupied by player’s armies. By controlling these armies players
can attack other players’ territories and defend their own. This game suffers
from imperfect information as its combats are defined by luck (using dice) and,
most importantly, as a multi-player game it is difficult to predict other players’
moves. Experienced Risk players use several kinds of social interactions to gain
advantage in the game. Players can, for instance, try to influence other players
to their own advantage or propose to form alliances against the strongest player.
Human behaviour in this type of games is difficult to predict because players can
decide their moves based on the social relationships that they have established
with other players. A player can attack another player simply because of a grudge
established in a previous game or merely to see an angry facial expression on
his/her opponent.

Nevertheless, in research we can already find some interesting approaches to
develop artificial opponents that deal with imperfect information. One approach
[29] used Classifier Systems to classify a set of (state, action) pairs in a Risk game.
These pairs represented game situations and actions that a sensible player should
execute when faced with similar situations. However, results of this study showed
that these agents still perform poorly when compared to humans, but could hold
on their own against computer agents with fixed programmed strategies. Another
interesting approach was developed by Johansson [17], where a multi-agent Risk
system was defined. In this system each territory was an agent and these agents
negotiated with each other which actions should be performed in the game. This
system played a tournament against eleven other bots and ranked first by a large
distance over their artificial opponents. In terms of efficiency, this multi-agent
system also needed much less computation to win the games. While this work
does show some success in dealing with imperfect information, it was designed
specifically to compete against artificial opponents and discarded any kind of
social information or interaction.

One of the few examples that uses a social agent as a board game opponent
is a scenario where participants were able to play chess against a social robot
[33]. In this scenario, users can take hints about the state of the game by looking
at the robot’s facial expressions. An experiment performed using this scenario
studied user’s enjoyment in two different embodiments. Half of the users played
chess against a robot and the other half against an identical virtual embodiment
displayed on an LCD screen. The robotic embodiment showed positive improve-
ments in terms of user’s enjoyment. However, another study [25] performed using
this scenario showed that the social presence that participants attribute to such
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a robot decreases after several interactions. The longer players interact with
nowadays artificially intelligent entities, the more this effect occurs, as social
presence with these entities tends to decrease over time. It has been shown that
if human players perceive artificial agents as not socially present their enjoyment
and their intention to interact with these entities will decrease [15]. In the next
section we will look into guidelines that aim to increase social presence in board
game opponents.

3 Towards Socially Present Board Game Opponents

Social presence varies across individuals and across time for the same individ-
ual [3]. When we have been exposed for a long time to media artifacts, we
have a higher knowledge of interacting with it, and it is possible to have an
increased feeling of social presence. However, continued experiences generally
cause the well-known habituation or novelty effect [19], this effect causes an
initially higher sense of presence that fades away as users become more experi-
enced with a novel technology. This novelty effect is present in almost all types
of media, including artificial agents or robots [13]. Current artificial opponents
lack social presence and when human players perceive artificial opponents as not
socially present, their enjoyment while interacting with them decreases. Johans-
son [17] stated that “bots are blind and objective, while humans may decide to
eliminate the bots first, just because they are bots”. This sentence shows that,
over repeated interactions, humans attribute very low sense of social presence
to artificial opponents. To address this kind of degradation in interaction, in
this section, we present five guidelines for designing more socially present board
game opponents. These guidelines were based in research of the fields of social
presence and board game artificial opponents, but also from our previous work
where we extensively explored a scenario where a user plays chess against a so-
cial robot [24, 23, 25, 33, 32, 7]. In this section, we will argue that to improve
social presence an artificial board game opponent should:

1. Have a physical embodiment and be able to engage users in face-to-face in-
teractions

2. Exhibit believable verbal and non-verbal behaviours
3. Comprise an emotion or an appraisal system
4. Be able to recognise, greet and remember users
5. Be able to simulate social roles common in board games

3.1 Physical Embodiment and Face-to-Face Interaction

Interactivity is referred by most authors as the primary cause of presence. If
users cannot interact with an artificial agent, they usually do not consider it as
a social entity. There are different modes of interacting with a virtual agent, but
in terms of social presence, face-to-face interaction is still considered the gold
standard in communication, against which all platforms are compared [1]. As
such, virtual agents or artificial opponentes that do not use the rich set of social
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behaviours and cues involved in face-to-face interaction are assumed to support
less social presence. One reason why face-to-face interaction is preferred is that
a lot of familiar information is encoded in the non-verbal cues that are being
exchanged. When playing board games against digital opponents, the social pos-
sibilities are restricted. When someone plays against a human opponent, he/she
can try to look for a hesitation or an expressed emotion that could indicate a
bad move. In contrast when playing against a computer, in most cases, we can
only see pieces moving on a graphical interface. Nevertheless, in both research
and commercial applications we can already find some embodied artificial op-
ponents. Embodied artificial opponents are in most part represented by simple
avatars (static pictures) or by two or three dimensional animated virtual agents.
It has been reported in virtual poker environments that the simple addition
of a picture to personify players can be considered as more likable, engaging
and comfortable [21]. More recently, we can also find examples where physically
embodied agents (or robots) are used to simulate opponents. In our previous
work, we have showed that by using a robotic embodiment, artificial opponents
are reported to have an improved feedback, immersion and social interaction
[33]. Kidd and Breazeal [20] also investigated people’s differential responses be-
tween a robotic character, an animated character and a human. Interactions
comparing the robot to the animated character, were rated as more enjoyable,
more engaging, more credible and informative. Comparing to a human, the re-
sults of the robot were non significant and just slightly lower. In another study
[18], participants felt a significantly stronger sense of social presence when they
were interacting with a physically embodied Aibo robot than with a physically
disembodied Aibo displayed on an LCD screen.

3.2 Believable Verbal and Non-verbal Behaviour

When we interact with virtual characters or robots, verbal communication of-
fers the most attractive input and output alternative. We are familiarized with
it, requires minimal physical effort from the user, and leaves users’ hands and
eyes free [43]. Voice is a potent social cue, it can even evoke perceptions that a
machine has multiple distinct entities [28] or even personalities [9]. Non-verbal
behaviour is used for communication, signaling and for social co-ordination. This
kind of natural social behaviour can be interpreted by humans without the need
to learn something new. As such, a human-like computer that can express pat-
terned non-verbal behaviours can cause social facilitation in users. Believable
non-verbal behaviours can also show autonomy and contribute to the feeling
of social presence towards an agent [40]. An artificial opponent should be able
to express its intentions and affective states, showing for example sad expres-
sions when losing and happy expressions when winning. Believable non-verbal
behaviours along with a believable vocalization system will increase an artificial
opponent’s realism and as such, users should be able to attribute mental states
to it and perceive it as a social entity.
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3.3 Emotion or Appraisal System

It is universally recognized that emotions have a powerful influence in our deci-
sion making [8]. The same holds true when players make decisions while playing
board games, they let their emotions take part in their decision process. Ap-
praisal theories seem like the best alternative for influencing the decision process
with emotions and for generating emotional behaviour in an artificial opponent.
Appraisal is an evaluation of the personal significance of events as central an-
tecedents of emotional experience. Appraisal theories specify a set of criteria
or dimensions that are presumed to underlie the emotion constituent appraisal
process. These theories [22, 39] are built upon studying our brain processes.
While it is still diffucult to simulate appraisal models in computers, given the
complexity of the mental structures that need to be simulated, some projects
[31] already successfully used an appraisal model, the OCC model [30], to simu-
late human cognitive processes in their applications. In our previous work [24],
a social robot provided feedback on the users’s moves by employing facial ex-
pressions determined by the robot’s appraisal system. This appraisal system was
composed by an anticipatory mechanism that created expectations on children’s
upcoming moves, and then based on the evaluation of the actual move played by
children, an affective state was elicited, resulting in different facial expressions
for the robot. It was shown that the emotional behaviour expressed by this so-
cial robot increased the user’s understanding of the game. In a small variation of
this scenario [32], we designed an artificial companion that commented a chess
match between two human players. Here, the robot showed empathic behaviors
towards one of the players and behaved neutrally towards the other. From this
study, we concluded that the simulation of simple empathic behaviours in a robot
can improve human-robot relationships.

3.4 Recognise, Greet and Remember Users

At the beginning of almost every social interaction, an initial introduction or a
greeting behaviour is appropriate and essential to take off most social interac-
tions. We can obviously see this behaviour as constant in board game players. If
we want to create socially present artificial opponent’s we should not skip this
important phase. Once that initial greeting behaviour has occurred, remember-
ing, deciding upon or mentioning our past history with others is one of our most
important social features and maybe the most essential way of establishing and
maintaining relationships. Sharing personal interests or preferences, as well as
showing some understanding of others’ interests or preferences is a fundamen-
tal point in most relationships . Complex models of the human memory can
already be seen in human robot interaction research . The importance of such
mechanisms for fighting the habituation/novelty effect and for achieving longer
term interactions, have also been reported [2, 25]. In board games, we can assess
the importance of these mechanisms by some common game situations. Such
situations include when players’ speech and in-game actions are influenced by
previous negative or positive relations established with others or by events that
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took place earlier in the game, or in previous games. As such, in order to create
believable agents that play more than one game with the same participants, they
should remember each user individually and the past interactions with them.

3.5 Simulate Social Roles

Our final guideline is inspired by a rule of thumb described by Eriksson [12],
that games should allow different modes of play based on social roles. Risk and
most board games already support multiple social roles in their game-play. The
challenge in our case is not to build games that can support various social roles.
Instead, the challenge consists of endowing artificial opponents with the capabil-
ity of simulating such roles. Examples of social roles in board games are: Helper
– actively helping another player perform actions in the game; Dominator – try-
ing to influence other players to perform specific actions for the player’s own
in-game benefits; Negotiator – negotiating between two other players; and Exhi-
bitionist – performing actions in the game to gain the other players’ attention.
During the length of a single board game, players constantly change between so-
cial roles. A player that is displaying the social role of helper towards one player
can later on adopt the social behaviour of dominator towards that same person.
Concurrent social roles can also happen while playing board games. Players can,
for example, exhibit both the social role of negotiator and dominator to try to
influence players using external negotiation. Such social roles should be taken
into consideration when developing artificial opponents for board games.

4 Scenario

In this section we describe a novel scenario (see Figure 1), where an artificial
opponent plays the Risk board game against three human players. The goal of
this artificial opponent is to be able to socially interact with multiple humans
and still be socially perceived for extended periods of time. The human players
use a digital table as the game’s interface. Risk was chosen because it is a game
where face-to-face interactions, social actions and strategic social reasoning are
important components of the interaction. We will describe how we implemented
this scenario relating to the guidelines defined above.

4.1 Physical Embodiment and Face-to-Face Interaction

In our scenario, over one side of a digital table stays a social robot that interacts
with three other players on the three other sides of the table. With the use of such
a setup, human players are still able to maintain face-to-face interactions between
them and the robot, and still be aware of the game’s interface as it happens in
[11]. By using a digital table as compared to a vertical display, players can more
easily be engaged with both the game and by each other [38]. For embodying the
artificial opponent in our scenario, we used a social robot, the EMYS1 (EMotive
1 http://emys.lirec.ict.pwr.wroc.pl/

http://emys.lirec.ict.pwr.wroc.pl/
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Fig. 1. EMYS, the social Risk player scenario

headY System) robotic head. For achieving believable face-to-face interactions
we have developed a gaze system that equips this robot with the capacity of
interacting with multiple players simultaneously in our gaming context.

Our artificial opponent gaze system uses speech direction detection, the con-
text of the game and is based upon studying how humans behave in such con-
text. After a brief analysis of how humans play the traditional Risk game, we
established the patterns described in Figure 2. In Risk, players shift their focus
between looking at different parts of the game board and looking at other play-
ers. Players look at the board when there is no activity in the game and they are
thinking, or when other players make their moves on the board, which in our case
is touching the interface by the use of a digital table. When inactive, players
tend to look at the active player more than any other and we have also noticed
that the factor that most influences the amount of time that participants tend to
look at the board or at other players is their concentration in the game. We have
modeled this behaviour by having a simple concentration appraisal variable (see
subsection 4.3). When this variable is low, the robot is unfocused and tends to
look more at other players and sometimes even discards looking at game events.
When the variable is high, the robot is focused and looks more often at the
game board simulating that it is thinking and looking at the game action at-
tentively. The robot is able to look at different regions of the interface because
when a user touches one area of the interface the robot is informed about the
location of such touch. The values were fine tuned and previously parameterised
with the robot in its predefined position in the table. The main limitation of
our scenario is that the robot does not have any speech recognition capabili-
ties. This was a design decision, since that with today’s technology it would be
almost impossible to recognize speech in a scenario where three different users
may be talking concurrently. As such, for receiving user’s input, our robot as
in [7] only considers information provided by in-game actions. Users can only
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“communicate” with the agent by attacking it or by proposing an alliance using
the interface on the digital table. The robot is able to perceive such events with-
out using any kind of speech recognition. We believe that by making the proposal
and acceptance of alliances occur in the virtual interface does not deteriorate
the social experience and gives more contextual information about the task to
the robot. However, in order to increase the robot’s perceived social presence
we found the need to implement a speech direction detection module in our
robot in order to look at the direction of players when they are speaking. This
module was implemented by using the Kinect and its SDK from Microsoft2.
Using beamforming algorithms [42], the Kinect’s microphone array gives us the
position of the player, and we use that angle to look at that direction. Finally,
when the agent decides to speak to a player (see 4.2), the gaze system also
makes the robot look at the direction of the intended player.

Fig. 2. EMYS, the social Risk player gaze patterns

4.2 Believable Verbal and Non-verbal Behaviour

In our scenario, the robot’s non-verbal behaviour and gaze system is influenced
not only by the agent’s own appraisal system (see 4.3) but also by the other
players’ voice and game actions. The facial expressions and idle behaviours for
EMYS were developed by Ribeiro et al. [37, 36]. These authors, took inspiration
from principles and practices of animation from Disney and other animators, and
applied them to the development of emotional expressions and idle behaviours
for the EMYS robot. The idle behaviour was adapted to our scenario to work in
conjunction with the gaze system presented above. Facial expressions are used
in our scenario for establishing turn-taking and for revealing internal states like
confusion, engagement, liking, etc. Finally, the robot’s non verbal behaviour has
a mood variable that can be either positive or negative. This variable is directly
influenced by the power comparison with other players (see 4.3), and like we did
with our previous scenario [24] it is mapped to a positive or negative posture.
2 http://www.microsoft.com/en-us/kinectforwindows/develop/

http://www.microsoft.com/en-us/kinectforwindows/develop/
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Regarding the robot’s verbal behaviour we took inspiration from the work
of Taichi et al. [41] that examines the communication process of board game
players. We have defined a typology of speeches adapted to the Risk game [34]
by separating utterances that human players vocalize in their games in different
categories. Categorizing the type of utterances and assessing the frequencies of
each category helped us to determine where we wanted to focus our attention
when creating artificial opponents for a particular scenario. Also, by doing this
experiment we retrieved a database of possible utterances. This database con-
tributed for the creation of a believable vocalization system, as the utterances
in this system were retrieved from real human social behaviour. In our scenario,
a high quality text to speech is used to vocalize these utterances.

4.3 Emotion or Appraisal System

In the section above, we cited our previous work where we categorized the type of
utterances that human players vocalize in their games and asserted the frequen-
cies of each of these categories. However, to model a socially intelligent opponent,
such information still needs to be associated with players’ decision processes in
the social context of the game. To address this issue, we performed a protocol
analysis [10] where participants were asked to think aloud while playing a Risk
game. Players reported on their thought process both on their turn and on the
other players turn, when they were still interacting with the other players. In
this experiment, we were able to extract the most relevant variables that influ-
ence human’s appraisal and decision process while playing Risk. These variables
influence the moves that the artificial opponent chooses but also the selection
of the utterances they say. By using such variables in our system we are now
capable of generating social behaviour for our artificial board game opponent.
Below we present the variables that influence the robot’s appraisal.

Relevance. To appraise something, we first need to determine its relevance [39].
Assessing the relevance of a game event or even a spoken utterance is of extreme
importance for board game players. During the other players’ turns, commenting
every move is not socially accepted as players would be perceived as annoying
or bothering. Players usually comment only on relevant moves played by other
players. For every event that occurs in the game we established a predefined value
between zero and one. Examples of events valued as more relevant and therefore
more likely regarded were, for instance, when someone chooses to attack the
artificial opponent or when a player that it highly dislikes wins a continent.
Events that were classified as having lower relevance were, for instance, attacks
involving players that the agent had a neutral relationship with, or events with
expected outcomes.

We use this variable to assess if the agent should comment on such event
by generating a vocal utterance. The robot has more probability of speaking if
the event is relevant, if time has passed since the last sentence that has been
spoken and if the agent is familiar (consult Familiarity variable in this subsection)
with the user responsible for the event. For that we generate a random number
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between zero and one and compare it with the formula below. If the number
generated is below than the probability of speaking, the robot generates an
utterance based on our database (see 4.2).

Relevance(event)× Familiarity(E)× TSinceLastSentence

Where time since last sentence increases slightly each second and becomes full
(one) every minute. When the agent speaks this value is restarted.

Power. When playing board games, generally players are unfocused from their
outside world and more focused on the game. For this reason, we can assume
that outside power relationships do not majorly influence power relationships
in the game, and players with most advantage in the game have clearly more
power. As the Risk game is all about power, whoever controls more armies, lands
and continents in the game is more powerful and can more effectively influence
other players. For example, players with more power in the game can with higher
success rates make another player loose interest in a target continent. We map
this variable for each player (P) including the agent, and is determined by a
predefined formula.

∑
Armies(P ) +

∑
Bonus(P ) +

∑
CardsV alue(P )∑

Armies(allP ) +
∑

Bonus(allP ) +
∑

CardsV alue(allP )

This variable is used for shaping the robot’s mood (as described in 4.2) but it
is also one of the main variables in deciding the agent’s moves in the game. For
instance, when a player is becoming too powerful the robot may attack that
player or generate a comment in order to influence the other players to attack
him.

Concentration. This variable, as we mentioned before in subsection 4.1, di-
rectly influences the robot’s gaze system. It is higher in the robot’s turn in order
to simulate that the robot is focused in deciding its move. This variable is lower
on the other players’ turn, when players take too long to play, or when all of the
events that are occurring in the game are not related to the agent’s game.

Familiarity. In both studies that we performed using the traditional Risk game,
we had a pair of participants who already knew themselves and played games
together. When players already know each other outside the game, or when they
have played previous games before, it seems that players are more communica-
tive and more willing to establish alliances between themselves. This variable is
important for us twofold. The first reason is that the number of utterances that
our artificial opponent can speak is limited. And it has been shown in long term
studies that repetitive behaviours decrease social presence and believability. As
such, it is advantageous for the artificial opponent to be shyer (less talkative)
towards players that it interacted for limited time and only to become more
familiar (talkative) with them over time. This appraisal variable never decreases
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and increases slightly every time the robot interacts with users, and considerably
more every time a user proposes alliances with the robot.

Like/Dislike. Influenced by attacks and alliances in the current and in previous
games we have a variable that can be positive (like) or negative (dislike) for each
of the agent’s opponents. This variable was also inspired by our experiments.
When players were not attacking each other, they were nicer to each other, and
the opposite occurred when they were attacking each other. As such, when a
player attacks the agent, this appraisal variable towards him/her decreases. The
variable increases slightly when players are not attacking the robot. Other sit-
uations where this variable changes is based on Heider’s balance theory [16].
The Balance Theory hypothesis states that people avoid unstable cognitive con-
figurations. For example, supposing that a person P1 is positively attracted to
another person P2, if he believes that P2 is negatively attracted to P3. In order
for the cognitive state to become “balanced” P1 must also become negatively
attracted to P3. As such, when a player is attacking one of the robot’s “most
hated” opponents, the like variable increases. Conversely, if a player attacks one
of the robot’s “friends”, this variable will decrease.

In Risk, players can propose alliances in any phase of the game. Our inter-
face also enables players to propose alliances between themselves and the agent.
When an alliance is formed, players belonging to the alliance cannot attack each
other. However, this alliance can be broken at any time. We have noticed that
some players take it quite personally when one player breaks the moral conduct
by attacking and breaking the alliance without previous notice. It is although
accepted to break alliances when doing so is inevitable for one’s survival, or when
the two players are the only remaining in the game. Establishment of alliances
increases this variable, and breaking them can have a slightly negative effect or
a really negative one. Some players attack other players simply because they are
angry with them. This feeling can go to the extreme where the main objective
of the player changes to eliminate the other player from the game.

Luck Perception. Dice rolls elicit players’ strongest reactions in terms of emo-
tional content [34]. When a player is having a lucky streak, the other players
generally react to it. Moreover, when that streak breaks, strong reactions both
in terms of verbal and non-verbal behaviour occur. For example, when one of our
participants broke an opponent’s lucky streak he yelled “bye bye” while waving
his hand effusively. When asked about this behaviour, the participant told that
the reasons behind his behaviour were that the other player was being too lucky
and also that he was happy because he was not expecting to win the dice roll.
As such, we can easily conclude that players are constantly “storing” in memory
the luck that they attribute to other users. The opposite example, where players
with constant bad luck ended up by winning dice rolls also happened several
times in our study. In one of those cases one participant said to another while
clapping his hands, “You won! At last”. To our knowledge, no artificial opponent
comments luck (being it dice throws or other events) in board games. We imple-
mented this behaviour by monitoring participant’s luck in the game and by using
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the Emotivector anticipatory mechanism [27] that we have used before in our
chess scenario. By using this mechanism, when the artificial opponent is faced
against someone lucky and wins, he gets happier because its expectations point-
ing towards victory were low. As such, the mismatch between expectations and
actual result can make the artificial opponent display strong emotional reactions.

4.4 Recognise, Greet and Remember Users

In order to greet, recognise, gather a history or mention past events with users, an
artificial opponent has to be able to recognize the user, or each user individually
if playing against multiple opponents. Vision algorithms that deal with face
detection and recognition are maybe the wisest option to consider for recognising
users. In our case, we make each user login with their own private interface on the
digital table, only then does the robot greet that particular user, and update the
history with him/her. Some of the appraisal variables described in the section
above evolve only during the game but some are stored in the agent’s memory
for future interactions. Familiarity is one of the variables stored in the agent’s
memory that will be remembered in future interactions. Luck perception is also
stored in memory, so the agent can assess and comment if a player was lucky
in previous games. Like/Dislike variables are also stored so the robot discloses,
for instance, that it holds a “grudge” against a particular player, because of
previous games. The last data that is stored in memory are the results and
dates of previous matches. This kind of data is often mentioned in the beginning
of the interaction, where the robot says for example: “One week ago I lost, today
I am going to win!”.

4.5 Simulate Social Roles

In our previous observations of users playing Risk, we have indeed noticed that
users use these already identified social roles and change between them in the
throughout of a game. Examples included players that in one phase of a game
were exposing a Helper social role (actively helping another player without seek-
ing any in-game benefit) and in later parts of the game a Violater role towards
the same player (giving up in the game and trying to destroy a player just be-
cause of an argument). Risk is a highly social game that supports various social
roles in its gameplay. Social roles are being taken into account in our appraisal
system and our artificial opponent is capable of generating behaviour for each
of these roles. For example, when the agent “likes” other players it can demon-
strate the social role of Helper by saying encouraging comments such as “It went
well this turn!”. When the agent has a great advantage (high power) over the
other players, it is also more likely to adopt the Dominator role by for example
threatening other players.

5 Conclusions

In this paper, we addressed the problem of creating socially present board
game opponents. Inspired by our previous design experience with board game
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opponents and by analysing the current limitations of artificial board game op-
ponents, we delineate a set of guidelines for building scenarios that intend to
have in its design socially intelligent board game opponents. These opponents
present another direction in the design of intelligent user interfaces: rather than
being focused on winning against human players by performing millions of oper-
ations per minute, these opponents are focused in displaying appropriate social
behaviour and in being perceived as socially present by users.

By relating to these principles we have created a scenario where a social
robot can play the Risk game against three human players that use a digital
table as its interface. The digital table was built specifically for this scenario
in order to accommodate the robot and the game’s interface. The interface was
implemented using the Unity3D engine3 and the Risk artificial intelligence was
built by analising open source risk games and taking into account how humans
think while playing Risk. By following the proposed guidelines and by performing
empirical studies on the target game, we believe that the next generation of board
game opponents can be created.
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Abstract. Making digital games can help people learn collaboratively.
Recent advances in game education allow for experimental game devel-
opment in a short time period with low cost. To examine the possibil-
ities of game development and learning, we focus on the recent “game
jam” approach in collaborative game development. The concept of game
jam becomes well-known these days, however, its historical development,
goals, and strategies have not yet been explored.

To bring game jam into the education and learning, we first look at its
historical development and key concept referencing Global Game Jam,
the biggest annual game jam in the world, and then we discuss the re-
cent case of “localized” Global Game Jam–style events embedded in the
social context of a specific region.

1 Introduction

The game development contingent comprises engineering teams from various dis-
ciplines including programming, interactive arts, and release engineering. Game
developers also come from different genders, generations, or career backgrounds.
They include the professional developers in the biggest software industry, ama-
teur hobbyists, independent game developers, or graduate/undergraduate
students.

In section 2, which follows, we describe the model of “Game Jam,” the short-
period game development workshop that emphasizes rapid team development.
Since 2009, the annual event Global Game Jam has spread the game jam concept
of all over the world. The success of Global Game Jam led to the next step, using
Global Game Jam. In section 3, we propose the new typology of game jams besed
on the historical development and design strategy. We discuss the new model of
localized Global Game Jam (or, “mega–region” game jam) and provide the case
study of the 2010 Health Games Challenge in the United States. In section 4, we
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describe our trial, the 2011 Fukushima Game Jam in Japan. Both of these new
syle of game jams succeeded to raise the public attention, but some issues such
as reflection/review process are still remain. In the last section, we discuss our
observations comparing other game jams.

2 Game Jam Approach

2.1 Historical Background and Core Concept

The game jam is an event in which game developers get together, develop a
game, and release it in an extremely short period.

The game jam is a recent phenomenon— the earliest example of game jam is
“0th Indie Game Jam” held from March 15th to 18th 2002[1]. Later it was
demonstrated at the Experimental Gameplay Workshop session at the 2002
Game Developers’ Conference. This kind of short-term experimental game de-
velopment had been recognized among the game developer and programmer well
and also to be included in a game design textbook[14]. At this point, the game
jam had started as the experiment for game design professionals.

The origin of the major, organized game jam is the Nordic Game Jam1, be-
gun in January 2006 and arranged in cooperation among the Denmark chapter of
IGDA (International Game Developers Association) , IT University of Copen-
hagen, and local game industries. Nordic Game Jam provided some popular
characteristics for game jam: academic–industry collaboration and rapid devel-
opment in two days over weekend. (The global wide-spreading process after
Nordic Game Jam is to be described in section 2.2.)

The game jam is not well defined and its concept not well understood: in fact,
it is often confused with a game programming contest2. Indeed, a game jam is
closer to a musical “jam session” and not necessarily a contest. Moreover, the
area of game jam is expanding beyond digital games and computer programming:
48–hour board game development became part of Global Game Jam since 2011.

In the earliest analysis of game jams, Musil and others [29] pointed out that
the concept of game jam has not been formally discussed in spite of the pub-
lic attention. They defined it as “a mix of design and development strategies”
and broke it down into eight key concepts or strategies: (1) New Product De-
velopment, (2) Participatory Design, (3) Lightweight Construction, (4) Product
Value-Focused, (5) Rapid Experience Prototyping, (6) Aesthetics and Technol-
ogy, (7) Concurrent Development, and (8) Multidisciplinarity. As these key con-
cepts or strategies are also found in other disciplines, they explained that these
shared strategies make understandable “why game jams gain increasing popu-
larity among the interaction design community and trend to be favored among
other design approaches.”

1 http://nordicgamejam.org/
2 It may be come from Google Code Jam Contest: http://code.google.com/codejam/

http://nordicgamejam.org/
http://code.google.com/codejam/
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Additionally to this insight, we also point out other reasons why the game
community would establish game jams globally and other communities3 . Indeed,
most of those key concepts had already been examined in computer science edu-
cation through “DesignFest” or “CodeFest”4, a short-term workshop in computer
science education [4]. As with DesignFest/CodeFest, research in recent years has
noted the benefits of game jams: (1) user innovation and game education, (2) the
role models of the design challenge, and (3) the career development needed by
the game industry. We expand on these elements in the following.

Toolkit for User Innovation: Von Hippel [15] had ever pointed out that the
game industry experienced user innovations by “toolkit” approach over the
decade. The various “game engines”, toolkits for game development, provided
a developer–friendly and cost–effective development environment. At the same
time, game design or development courses became options for computer sci-
ence education [7,35]. These modern game development environment provided
students a way to learn through not only the “educational language” but also
through the low–cost “professional toolkit”; it also prepared them for collabora-
tive game development beyond the classroom.

Role models for the design challenge: Unlike other exercises, the game jam pro-
vides a strong role model for learners — the game developers. The importance
of the role model can be found in the keynote talk at the first Global Game Jam
in 2009 [13]. The keynote speaker Kyle Gabler, a co-developer of World of Goo,
which won innovation and technical excellence awards at the 2008 Independent
Game Festival5, had ever reported on rapid prototyping experiments in his game
development in graduate school. After the experiments from their experimental
game development projects are published [31] [12], then their rapid prototyping
became one of the topic of academic–industry collaboration [26].

Featuring Gabler and other game developers who explained the rapid short-
term prototype development in their award-winning game, the first GGJ keynote
succeeded encouraging the challenging game jam and in promoting the educa-
tional goal showing how the game jam can be applied.

Industry participation and professional development: Game jams attract not
only interested students and independent developers: professional game devel-
opers (such as designers, developers, composers, or artists) in large game studios
also take part as well. One developer said that participating not only in “exter-
nal” game jams but also in “internal” game jams can keep studios agile. He also

3 Not only the game developers community, ACM had ever also co-sponsored Global
Game Jam 2011.

4 http://DesignFest.acm.org/ OOPSLA community in computer science suggested
that “DesignFest is about sharpening your design skills by rolling up your sleeves
and working on a real problem with others in the field.” Sometimes DesignFest
included “CodeFest” or other technical challenges such as Extreme Programming
(XP) practices. This XP shares some key elements of game jams.

5 http://www.igf.com/

http://DesignFest.acm.org/
http://www.igf.com/
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discussed that “internal” studio game jam as an opportunity not only for profes-
sional development, but also for organizational development, as he encourages
role-switching in the game jam.

Switching roles “can teach you a lot about the complexities [others] deal
with on a daily basis,” he said. “If you can understand what stresses
people are under in their daily lives, you can better understand who
they are as a human being and how to work with them.” [30]

As this reflection explained, the game jam becomes popular among the game
industry not just because it will help the team work, but because it can also
help the business with the organizational development and learning.

As seen in past analysis and case reports in this section, the “mix of design
and development strategies” nature of game jam provides unique experiences to
each attendee. This highlights the importance of the selection of strategies and
setting goals for each learner to get the maximum education befenits of the game
jam.

2.2 From Nordic Game Jam to Global Game Jam

As we looked back, we found several reasons why the concept of the game jam
expanded to the wider community. However, the game jam has never spread
without the historical happenings in Global Game Jam.

Inspired by the success of original Nordic Game Jam, Global Game Jam was
founded by IGDA education SIG in 2008; the first event was held in 2009 [22].
Today Global Game Jam recognized as the largest game jam in the world6. In
Global Game Jam, game jam sites around the world are organized by volunteers.
The participants are not allowed to come to the game jam with a team already
formed; instead, they are expected to collaborate with other participants at
the first time. There are no requirements of special skills needed — designers,
developers, artists, students, and any other interested people are welcome. The
major change since the Nordic Game Jam is the live streaming around the world
— many of the game jam sites have live video feeds and all attendees and visitors
are able to check in with each other. Year by year, Global Game Jam has grown;
it annually gathers professionals, students and hobbyists. At Global Game Jam
2012, 10,684 individuals participated and 2,209 game projects were created. Jam
sites were organized in 47 countries and announced to set Guinness World Record
for the largest game jam in the world7.

2.3 Learning from Global Game Jam

As the Global Game Jam became larger year by year, the learning during this
unique event has been discussed. For example, Foaad Khosmood, one of the

6 Nordic Game Jam has turned into the largest jam site among Global Game Jam
sites.

7 http://globalgamejam.org/

http://globalgamejam.org/


Localizing Global Game Jam 121

Global Game Jam 2012 directors, reported what game developers have learned
from Global Game Jam [23]. He pointed out the six points:

1. Rapid prototyping experience
2. Opportunity for failure
3. Working in diverse teams
4. Tools assessment and selection
5. Research and user studies
6. Promotion

We can find not only the same elements as game jams described in Section 2.1,
but also new elements like working in diverse teams, (global) user studies, and
promotion. In other words, Global Game Jam brings these micro- and macro-
challenges into the game jam. It provides both ad-hoc team development chal-
lenges through tele-presence experience at game developers’ workplaces plus a
sense of Internet user research. It offers experience in the collaborative or social
aspects of game development and release engineering.

3 Localizing Global Game Jam

As we see above, the past analysis and case studies suggest the positive possi-
bilities of the game jam approach in team development. Following the success of
Global Game Jam, local game jams have been held at university or game studio
in large cities. In the following, we examine the concept and framework localized
Global Game Jam.

Global Game Jam itself is for general purposes, though it emphasizes “inno-
vation, creativity, experimentation” on the top of its website. However, the style
of Global Game Jam can be adapted to meet more specific purposes under the
social context.

In this localized Global Game Jam(see table 1), we try to propose the game
jam to emphasize the connections among game development workplaces. The
game jam sites share specific social or regional contexts and work together on
real-world problems.

Apps for Healthy Kids Game Jams: Nationwide Collaboration. From
our viewpoint, the Apps for Healthy Kids game jams in 2010 are early cases of
localized Global Game Jam — the nation-wide networked game jams embedded
in a social context.

It is notable that the game jam approach is imported to the national cam-
paign later (see table 2). In September 2009, President Obama launched the
“Educate to Innovate” campaign [32]. The announcement included a statement
on “National STEM Game Design Competitions,” aimes at developing games
to enhance students math and science skills. At the time, the U.S government
focused on the “edutainment” approach rather than the game jam approach,
the playing of educational games rather than the creating of innovative games.
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Table 1. Proposed typology of Game Jams

Global Game Jam localized local
(GGJ) Global Game Jam Game Jams

Jam sites distributed distributed standalone

Scale global mega–regional, city area, in house,
or nationwide or social event

Purpose general regional local

Examples GGJ Apps for Healthy Kids Indie Game Jam
game jams,

Fukushima Game Jam

However, social changes and expectations around game development were chang-
ing rapidly. In February 2010, the White House Office of Science & Technology
Policy (OSTP) and the U.S. Department of Agriculture hosted the “Innovations
for Healthy Kids Challenge Workshop.” The workshop featuring leading experts
in the fields of gaming and technology, considered the idea of a national move-
ment to address childhood obesity. Then game jam approach appeared in this
agenda. [3].

In March 2010, a message from the White House was delivered to the GDC
(Game Developers Conference), held in San Francisco. The game developers who
attended the conference received a communication from the U.S. chief technology
officer with the letter from First Lady Michelle Obama [33]. It was about not
the STEM education game, but the campaign to fight childhood obesity. It is
no surprise that first lady is concerned about obesity among American children,
but, her letter included a new challenge in game design and development: Apps
for Healthy Kids competition announced by the White House, a move toward
putting a call for game developers for national projects.

Finally, the game jam appeared to the national competition. IGDA, in part-
nership with the U.S. Department of Agriculture, announcedHealth Games Chal-
lenge [16], organizing game jams in major U.S. cities including Boston, Seattle,
Orlando, Pittsburgh, Albany, Fairfax, Athens, and San Francisco, during the
weekend of May 21, 2010, to “harness the creative and technical capabilities of
video game developers” in support of the Apps for Healthy Kids competition.

The Health Games Challenge game jam was organized by IGDA, and while it
was part of Apps for Healthy Kids competition, the IGDA established some new
guidelines: for instance, while Apps for Healthy Kids competition was open only
to U.S. residents, IGDA welcomed international participants.

Contribution from the Nationwide Challenge. From our viewpoint, the
Health Games Challenge game jam had several unique contributions. Firstly it
provided an early example of “a mega-region” game jam. Connecting nationwide
large cities, it pulled together different actors, including academic communities,
grass roots organizations, government agencies, and funding organizations. It is
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Table 2. Timeline: Health Games Challenge 2010

Date Event

2009.11 President Obama launch “Educate to
Innovate” campaign

2010.01 Global Game Jam 2010

2010.02 Innovations for Healthy Kids Challenge
Workshop held at White House

2010.03 First lady issues challenge to Game Developers
Conference

2010.05 USDA announces the partnership with IGDA
in Apps for Healthy Kids Game Design
Competition

2010.05 Health Games Challenge game jam
during May 21–23

also important that these large communities build the national campaign in the
short period as seen in table 2.

Secondly it propose the model of participation and collaboration by different
roles: As IGDA announced “All sites are encouraged to involve local youth,
health experts and nutrition experts in their plans when possible.”[16], the game
development process is considered to be including users and not limited to game
developers. Finally, these two contributions also brought the public awareness
— the news media including Washington Post interviewed the developers and
reported this new challenge on public health [27].

4 Fukushima Game Jam in Minamisoma

In this section, we focus on the Fukushima Game Jam 8, the recent localized
Global Game Jam–style event designed in the social context of Japan.

4.1 Pre-history: Global Game Jam in Japan

IGDA Japan (the Japan chapter of the International Game Developers Associ-
ation) has been promoting Global Game Jam with other related organizations
in Japan. The impact of Global Game Jam in Japan has several aspects below.

Public awareness of game development: In the field of game development, the
industry collaboration with universities and graduate schools in Japan is still at
the beginning stage [28]. In this phase, hosting and promoting the Global Game
Jam site at the university drew significant attention from game developers and
a wider public audience.

8 Called “FGJ” for short, the names of the co-sponsor and host city were added later
to the full event name: Tohoku IT Concept “Fukushima Game Jam in Minamisoma
City” 2011. http://fgj11.ecloud.nii.ac.jp/

http://fgj11.ecloud.nii.ac.jp/
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For example, students and professional game developers at the GGJ2001
Tokyo site, the largest jam site in Japan, were featured on NHK (Japan Broad-
casting Corporation) TV program aired nationwide. As another example,
GGJ2011 Fukuoka site, Japan’s second largest site, was publicized through a
university press release and its promotion occurred a visit from the city mayor
to the game jam workplace in local university.

Participatory design: As we described in section 2.1, it is pointed out that the
participatory design is one of the key concept of game jam. The concept and
practice of participatory design was developed in Scandinavia and introduced in
the United States in the 1990s by a grass roots organization [25]. This partici-
patory design movement, though, did not become widespread in some countries
including Japan. As a result, the introducing of participatory design at the game
jam was challenging topic in Japan.

Culture of prototyping: In spite of the creators and researchers’ interest with
the prototyping became more serious[6], Japanese game industry had less in-
terested in prototyping in commercial game development than other countries.
For example, rapid prototyping in game development had been featured at the
SIGGRAPH symposium in 2007 [26], yet it took until 2010 for a major Japanese
game developer to “discover” the power of prototyping [34]. Since Global Game
Jam 2011, IGDA Japan re-emphasized the power of rapid prototyping in the
real game development process.

4.2 Designing Fukushima Game Jam

The Fukushima Game Jam held by IGDA Japan is a nation-wide game de-
velopment event similar to the Apps for Healthy Kids game jams. Its purpose,
though, is not national welfare but disaster recovery after 3/11 and place-making
for the future. Following the 2011 Tohoku earthquake and the nuclear disaster
at Fukushima Dai-ichi in March, a worldwide support effort that included the
game industries arose. Game designers and developers also streamlined the way
to support disaster recovery by the power of the game development.

Differently from Apps for Healthy Kids game jams, it planed without govern-
mental campaign and based on grass-rooted activities both online and offline.
On July 9, Kiyoshi Shin, IGDA Japan president, posted a call for game develop-
ers to hold the game jam in Fukushima and broadcast it. At this time, neither
sponsors nor workplaces lined up; however, the first sponsor raised the hand
reply immediately via Twitter, and other IGDA/non-IGDA contributors from
several locations followed, and we formed the Fukushima Game Jam steering
committee. Finally, at the beginning of August, “Fukushima Game Jam” was
scheduled to be held at the end of the month(see table 3).

4.3 Location and Goal Setting

The main site is located at Minamisoma, a city in Fukushima, located at the
edge of the “preparation area” closed the evacuation area [24]. The people living
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Table 3. Timeline: Fukushima Game Jam 2011

Date Event

7/09 Twitter post calls for game developers to take part
in undertaking a game jam in Fukushima

7/18 Discussion list open
8/03 Ustream program “Fukushima Game Jam special”

airs
8/04 Ustream program “Toward Fukushima Game

Jam” airs
8/05 First IGDA/Japan press release calls for

participants, sponsors, and remote jam sites
8/24 Ustream program “Pre-Fukushima Game Jam” airs

8/26 Tour bus depart from Tokyo to Minamisoma
8/27 Fukushima Game Jam: Day 1

morning shor visit to the tsunami disaster area
10:45 Team building
11:00 Theme and achievements announced
13:30 Early presentation
(Scanning drawings by the invited children)
22:00 Alpha version release

8/28 Fukushima Game Jam: Day 2
08:00 Beta version release
10:00 Playable version release
(public demo play for online/offline visitors)
17:00 Completed version release

8/31 Ustream program “Post-Fukushima Game Jam”
airs

in Minamisoma had become well known through uploaded video massage after
the disease [9] and its stories in TIME 100 [2].

Generally, the game jam sites are held often at universities which have the best
access to broadband Internet; however, there are no universities in Minamisoma
City so we arranged the broadband access to the main game jam site. It was held
at Minamisoma City Culture Hall, a concert hall located about 25 km north of
the Fukushima Daiichi nuclear power plant.

Some game developers join the main site(a group from Tokyo arrived by bus),
and others joined the five satellite sites including Tokyo and Fukuoka. Each jam
sites provide an Internet broadcast of the workplace and the panel sessions at
each stage of development.

4.4 Designing Game Jam with Purpose

The basic rules of Fukushima Game Jam are similar to those of the Global Game
Jam 9. Designers, developers, artists and anyone are welcome, but no one allowed

9 There is some time compression as compared to the Global Game Jam. The devel-
opment period is not 48 hours but 30 hours because of the bus tour schedule, which
includes viewing the Minamisoma disaster area.
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to come to the game jam with a team already formed. All games must adhere
to a general theme and other constraints announced at the start of the jam. All
the games are uploaded and the developers’ presentations are provided.

Furthermore, a number of optional challenges are available. This kind of lim-
itation is usually for experimental design trials. Using these constraints, we try
to provide a goal to formalize the game jam’s “mix of design and development
strategies” and motivate teams to take on the challenges.

Guideline in the Social Context. In the theme and challenges for the
Fukushima Game Jam, we embedded the social context into the game devel-
opment. The theme of FGJ was “Tsunagari,” meaning “relation” or “connec-
tion”. In addition to the theme, there were eight additional “achievements,” the
sub-themes that developers can include for the extra challenge:

(1) Collaboration At the main site, we invited local children and scanned
their drawings (See Figure 1). We strongly recommended that each team
incorporate the images into their games.

(2) Tohoku Include the specialties from the Tohoku area (the north-eastern
region of the Japan mainland) in the game, such as famous locations or local
products.

(3) First contact The game can be enjoyed even by someone who has never
played games before.

(4) No instruction Set up the game in such a way that the player can play
without consulting instructions.

(5) Five minutes limit The game is less than five minutes long.
(6) Language Free The game contains no words or text at all.
(7) Interface The game is played using a device other than a mouse, keyboard

or gamepad.
(8) Link The game makes use of data from an online web service such as Face-

book, Twitter or Google Maps.

The general theme, which consider relations or connections reflects the collab-
oration after 2011 Tohoku earthquake and the difficulty of post-Fukushima di-
visions [5]. As the post-Fukushima serious situation requires the collaboration
under diverse risks, we emphasized the sense of collaborative development in
diverse team and society.

Each design challenge achievements also come from our social context.
Achievement number (1): we invited the children and parents with the coop-
eration of Minamisoma City to participate and tried to include them in the
collaborative development, not only using the their images but also providing
them with demo games and collecting their feedback. (2) This embeds cultural
research on local topic. Numbers (3), (4), (5),and (6) are to emphasize the user-
focus rapid prototyping that makes collecting feedbacks easier. Numbers (7) and
(8) offer technical challenges.
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Fig. 1. Children’s Drawings at Fukushima Game Jam: Some are by freehand, and some
try “bit-map” version by hand

4.5 Results and Considerations

In this 30 hours game jam session in the weekend, we have

Nationwide Jammers. More than 100 developers took part in Fukushima
Game Jam, and 25 game titles (including uncompleted projects) are released.
Detailed numbers of game developers are below:

– Main site: 44 (25 from Tokyo, 19 from Tohoku region)
– Tokyo: about 40 (2 sites including part-time attendee)
– Fukuoka: about 30
– Sapporo: 7

International Output. To both emphasize the feeling of collaboration and
raise public attention, we tried to broadcast the report from the workplace in
both Japanese and English. Before the kickoff, IGDA’s global developer com-
munity and international game development media including Gamasutra and
EDGE Online distributed articles on Fukushima Game Jam.

During the Fukushima Game Jam, we offered some materials in English:

1. Official Guide in English:
http://fgj11.ecloud.nii.ac.jp/?page_id=808

2. Live streaming short programs in English from Fukushima Game Jam
[18,19,17] It includes not demonstration but panel sessions and video report
from the short tour in Minamisoma area.

3. Public chat logs: Mainly in Japanese and partly in English
4. Video message from satellite sites. In addition to real-time streaming, the

NII Tokyo satellite jam site added English captions later [8].

http://fgj11.ecloud.nii.ac.jp/?page_id=808
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These materials in English helps international publicity. Several month later,
IGDA Japan representative received 2011 MVP award from IGDA. About the
same time in March, Fukushima Game Jam also reported in English[10].

Connecting Subcultures. Each jam site organizer try to form the teams from
the attendee list. We arranged to form diverse teams at the main site: students,
senior professionals, and amateur/non-commercial experts gathered. Not all the
team included the professional game developer and some team are led by non-
commercial game developer (There are large communities of non-commercial
games in Japan focusing on genres such as RPG [20], shooting games, action
games, novel games, and others [21].) The game jam connect these different
generations and subcultures.

Another site focused not on the diverse teams but on small teams. One of the
Tokyo sites, co-operated with the game programming contest, formed four teams
consisting of two to four members so that the programmers can demonstrate their
programming.

Connecting with Games. The design challenge to collaborate with the local
children— via their drawings on the first day and their test play on the sec-
ond day—was issued to all the game development teams. Some design change
occurred after the test play. Moreover, the children’s drawings created active
communications and rich variations between jam sites and public audiences.

Compared with Global Game Jam, the social interactions around the game
projects/titles were less frequent. That could be because Global Game Jam web-
site provided a learning portfolio features including the game developers’ profiles
to support social interactions and review comments.

Reflection and Review Activities. Though the completed games can be
download from the website, we have some opportunities for the review and reflec-
tive learning process. Compared with Global Game Jam, this reflection occurred
fewer. Since 2011, IGDA has picked up the featured games from the Global Game
Jam in its monthly newsletter10. As this monthly information encourages self-
reflection by reviewing and motivation for the next development, the same kind
of continuous learning activities also will be required in other game jam.

4.6 What Succeeded and Failed

As described in this section, we tried to combine the social concerns with the mix-
ture of game development ideas in Fukushima Game Jam. Compared with Apps
for Healthy Kids game jams, Fukushima Game Jam demonstrated that the mega–
region game jam can be organizedwithout the connectionwith national campaign.

In the short period of weekend, the jammers formed the diverse teams (or
homogeneous small teams at some site) and have some unique collabotarive
opportunities that cannot occur in the usual life at classroom or professional
studio.

10 http://www.igda.org/newsletter/

http://www.igda.org/newsletter/
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There are local events during the weekend(see table 3): a short visit to the
tsunami disaster area in the morning day 1, inviting local kids to the jam site
in the afternoon day 1, and inviting local kids to the test play in the day 2.
Combining with the first achievement on “Collaboration”, all the teams at main
site import or arrange some of the drawing by children. Moreover, some teams
accept the feedback from children to the game design during the test play. These
amazing collaboration experiences have the greater impact than we expected and
reported in some media articles.

Reflection process after the uploading the game titles were not so frequent nor
strong. Designing the social review event is the future issue. Though we provided
the talk session program in English, the description and introduction of game titles
are almost in Japanese. To encourage the social review not only with Japanese,
the development shedule more than 30 hours limitation may be required.

5 Conclusion

In this overview of collaborative game development, we look back at the histor-
ical development and conceptual framework of the game jam, especially Global
Game Jam style. And we propose the localized Global Game Jam approach for
connecting the Global Game Jam experience with real problems in the social
context.

We illustrate with two cases of localized Global Game Jam: Health Games
Challenge in the U.S., 2010, and Fukushima Game Jam in Japan, 2011. Health
Games Challenge connects jam sites, which are mainly in large cities, as part of
national problem-solving campaign. Fukushima Game Jam is a grass roots event
designed not only to connect sites but also to focus on a specific place–making
at outside of large cities.

By localizing Global Game Jam experience, each game jam organizers designed
the game jam with purpose to solve real social problems. In this process, they col-
laborated with different actors — from U.S. government to grass root communi-
ties — and tried to maximize the benefits of the game jam. LocalizedGlobal Game
Jam provided the new approach on the situated learning and wide range of public
awareness. After the early stage of the public awareness, the long stage of disaster
recovery and development will be continued. In the next stage, the possibility of
localized Global Game Jam approach is not yet evaluated. As Florida and others
pointed out, the creative industry can form a “mega-region” economic or pop-
ulation development [11]. The relationship between localized Global Game Jam
approach and mega-region activities should be examined in the future.

Acknowledgments. Thanks to all the sponsors and supporters. After sub-
mitting this paper, we have held Fukushima Game Jam in Minamisoma again
during August 3–5, 201211. In this second Fukushima Game Jam, more satellite
jam sites joined not only in Japan but also in Taiwan. Also thanks to the new
parners in 2012.

11 http://fgj12.ecloud.nii.ac.jp/

http://fgj12.ecloud.nii.ac.jp/
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Abstract. User-generated content plays a pivotal role in the current social 
media. The main focus, however, has been on the explicitly generated user 
content such as photos, videos and status updates on different social networking 
sites. In this paper, we explore the potential of implicitly generated user content, 
based on users’ online consumption behaviors. It is technically feasible to 
record users’ consumption behaviors on mobile devices and share that with 
relevant people. Mobile devices with such capabilities could enrich social 
interactions around the consumed content, but it may also threaten users’ 
privacy. To understand the potentials of this design direction we created and 
evaluated a low-fidelity prototype intended for photo sharing within private 
groups. Our prototype incorporates two design concepts, namely, FingerPrint 
and MoodPhotos that leverage users’ consumption history and emotional 
responses. In this paper, we report user values and user acceptance of this 
prototype from three participatory design workshops. 

Keywords: Social networks, Photo Sharing, Consumption, Personal content. 

1 Introduction 

The amount of personal content in the online world is growing exponentially. People 
can easily capture and share personal content such as photos, videos, audio tracks and 
textual data on social media platforms such as Facebook, Google+ and MySpace. The 
meaningfulness and emotional attachments to such user-generated content make it 
important, rather than its ownership [21]. The main focus, however, has been on the 
explicitly created content. In this paper, we are interested in exploring the use of 
implicitly created personal content, in particular, users’ browsing history, usage, log 
data and access patterns that are not made visible and explicit, in the current research. 
The way people consume others’ and their own content can provide some useful 
insights about this invisible social interactions. By capturing people’s consumption-
related information inferences about very simple social interaction such as “who has 
seen my profile” to more complex social interactions such as “what type of 
connections (family, friends or colleagues) are interested in my activity X” can be 



134 D. Vyas et al. 

 

made. Additionally, we believe that users’ consumption patterns can be used to design 
new social features and better recommendation mechanisms.  

In fact, studies have shown that consumption activities, such as browsing a friend’s 
profile page, status updates or photos, account for the majority of all user activities on 
Social Networking Services (SNS) such as Facebook, MySpace, Hi5 and Orkut [11, 
25]. Recent research has shown that consuming or browsing, accounts for 92% of all 
user activities [11]. Clearly, people spend much more time in consuming content as 
compared to explicitly reacting to it (e.g. by commenting) or actively publishing. 
Such studies drew our attention to an unexplored design space where we as designers 
and developers of social media services can leverage consumption related information 
for supporting new social interactions. We term this particular design direction as 
producing while consuming. The phenomenon itself is explored in a few projects [25, 
12, 29, 30]. It is, however, largely overlooked in the user study literature. Some of the 
popular SNS, such as Orkut and Friendster have used features such as “Recent 
Visitors” to provide a history of profile views. Flickr also includes statistics that show 
the interaction and viewing history on users’ photos. Facebook recently also 
introduced the “seen by” feature which informs a user that his or her post or message 
has been read by the recipient. Moreover, advanced approaches are used [28] to 
collect a broader set of “interaction metadata” that can convey information about who 
saw it, who said what when they saw it, what was pointed at when they said it, who 
did they see it with and for how long, how many times and so on.  

In this paper, we explore ‘producing while consuming’ as a new research topic for 
always-connected smart mobile devices. The current generation of smartphones, 
equipped with the state-of-the-art sensing technologies and their ever so present 
nature in people’s everyday lives make them a potential source for capturing users’ 
consumption-related behaviors. For the purpose of exploring the design direction of 
‘producing while consuming’, we studied the use of a low-fidelity prototype - 
PhotoBook that focused on photo sharing within private groups, such as close friends 
and families. In addition to basic photo browsing features, we incorporate two design 
concepts in PhotoBook: FingerPrint and MoodPhotos. The FingerPrint concept allows 
users to view consumption patterns (frequency, and recentness of visitors) related to 
their photos and represents this by a set of layered fingerprints on the top of the photo. 
The MoodPhotos concept reveals how the visitors reacted to an owner’s photos by 
capturing visitor’s facial expressions associated with photos. On a photo sharing 
gallery, these two concepts enable relevant people to view how visitors have been 
consuming photos with a representation of fingerprints and emotional responses.  

Revealing people’s consumption-related activities has strong privacy concerns. For 
example, people may not want others to know their current activities or their high 
interest in certain shared content. Realizing this, we first decided to apply a 
participatory design approach to verify general user value of the ‘producing while 
consuming’ research theme and evaluate privacy risks at an early stage of design. We 
organized three participatory design workshops involving three different situations 
and user groups. Our results provided reflections on the design direction of 
‘producing while consuming’. Our participants viewed the two design concepts as a 
means for lightweight feedback, which provided reassurance and a sense of 
connectedness. We also observed that our participants found that revealing their 
consumption patterns did not greatly compromise their privacy, as the photo sharing 
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was within their private group. Overall, we lay stepping stones for further 
development in the ‘producing while consuming’ design direction. 

2 Related Work 

From the literature, we will discuss some related work on photo sharing activities and 
current studies that leverage users’ consumption patterns. 

2.1 Photo Sharing  

There is a rich body of literature on personal photos and practices related to photo 
sharing. We will limit the scope of our literature review to only photo sharing using 
technology. For a much broader review on photo sharing, we refer you to Sarvas and 
Frohlich’s [24] recent text book.  

Social networking services are by definition computer-mediated services that allow 
users to share their own content, integrate content and interact with others [9]. Olsson 
[20] emphasizes that when people share photos online with relatives and close friends 
the main motivator is also to strengthen the existing relationships, as an addition to 
reminiscing and reliving certain events and storytelling [26, 27]. Self-presentation and 
expressional needs also play a big role in photo sharing regardless of the size of the 
target audience [22]. Putting ones’ photos visible for others online seems to include a 
motivational aspect of collecting others’ comments and also to follow the interaction, 
discussion and history around the photos and even archiving it [18, 19]. Photos that 
are commented  by other users seem to found a new content object that is valuable for 
the owner as an entity including all the interaction history from other viewers.   

The storytelling aspect of digital photos is well emphasized in Balabanovic et al. 
[2], where in a study the authors explored two categories of methods people used in 
telling stories from digital photos: photo-driven and story-driven. Using semi-
structured interviews, Miller and Edwards [16] studied digital photo sharing practices 
of 10 participants on Flickr. They explored two categories of users: people who were 
still following the Kodak Culture and ‘Snaprs’. Snaprs are the ones who shared their 
photos even outside of their social network with fewer concerns for privacy. Their 
immediate focus was on taking photos then sharing them to relevant people. Ahern et 
al. [1] identified four factors that could affect people’s privacy while sharing digital 
photos: security, identity, social disclosure, convenience. Bentley et al. [4] compared 
personally captured photos to commercially purchased music and found several 
similarities. From this comparative study, they found out that 1) users search with 
fuzzy concepts and settle for an “okay” option, and 2) users change their mind during 
the search process and end up with something completely different. 

Photo sharing via camera phones is also a well-researched area. Kindelberg et al.’s 
[14] study of camera phone users led to a taxonomy of six affective and functional 
reasons for image capture on a camera phone: individual personal reflection, 
individual personal task, social mutual experience, social absent friend or family, 
social mutual task, and social remote task. Van House et al. [26, 27] studied kinds of 
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images taken and patterns of sharing with cameraphones and the MMM upload 
software among a graduate student cohort at UC Berkeley, and among more general 
cameraphone and Flickr users. Olsson et al. [22] studied users’ needs for sharing the 
digital representations of their life memories. They identified three main motivations: 
personal growth and identity (no sharing), strengthening social ties (sharing with 
family and friends) and expressing/getting attention (sharing with anyone). In a field 
study, Jacucci et al. [10] explored how people actively construct experiences using 
mobile devices capable of sharing multimedia content. In particular, the authors 
suggest that continuity, reflexivity with regard to the self and the group, maintaining 
and re-creating group identity, protagonism and active spectatorship were important 
social aspects of the experience. Another such event sharing study that comes close to 
our research interests was done by Esbjörnsson et al. [7]. From an ethnographic study 
at car racing venues in the UK and Sweden, the authors describe three interesting 
findings that can be useful for supporting event sharing at car racing venues: viewing 
paradox of spectating, active spectating and role of sociability. 

2.2 Leveraging Consumption 

In [11], authors explore user activities in four popular social networks: Orkut, 
MySpace, Hi5, and LinkedIn. In a 12-day period, an average user interacted with 3.2 
contacts in total, but these users interacted visibly (e.g. using comments) with only 0.2 
friends. The study shows that the amount of all interaction is 16 times greater than the 
amount of visible interaction. In [5], the authors explore user activities on Facebook, 
Twitter, and Flickr with their mobile devices. Their result reveals that the users only 
attend to a small proportion of a full content set, such as content recently published 
and content from selected contacts. Both studies indicate to the potential of users’ 
consumption behaviors. 

The following studies attempt to leverage users’ consumption data by revealing 
visitors. A study [3] shows that feedback mechanisms (on consumption activities) 
made people feel comfortable to share their location information with friends and 
strangers. It also reduced their privacy concerns. In this study, a mobile location-
based application was deployed in Facebook. One group of users received feedback, 
i.e. they could check who viewed their locations. The other group of users did not 
receive this feedback information. As a result, the study found the first user group was 
more positive about sharing their locations than the second group. Orkut and 
Friendster have added a “Recent Visitors” feature, with an assumption that this will 
increase the level of interactions among users. However, existing studies do not agree 
with the value of such designs. One study [25] suggests that the design did not 
typically lead to reciprocity. The authors investigated the impact of the “who’ve 
viewed you” feature in China’s RenRen, one of the biggest regional social networks. 
From more than 93% of users, less than 10% of latent relationships are reciprocal.  

Some early systems explored the feasibility of ‘producing while consuming’. For 
example, the PhotoLoop [29] is a system that automatically captures users’ activities 
while watching slideshows. It uses video/audio recordings and integrates this data 
(slideshows and video narrations) to create attractive content. The concept provides 
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functions similar to our MoodPhotos feature, where they allow recording videos of 
users who look at photos. PhotoLoop is aimed for a stationary context, which differs 
from the present study about mobile scenarios. Mobile devices tend to be used 
pervasively in different time, locations, and social contexts. A combination of such 
information can lead to more sensitive situations.  

The concepts addressed in this paper all deal with automated content capturing and 
sharing. There are many earlier studies in this general direction. The WillCam [30] 
proposed a digital camera that helps users to add visual annotation while taking 
pictures. The annotation includes facial expressions of the photographers that are 
taken by another camera attached at the back. CenceMe [17] is a system that infers 
the presence of individuals using sensor-enabled commercial mobile phones and 
shares this information through Facebook, MySpace and other online SNS. As for 
image sharing, CenceMe supports a feature to automatically take and share random 
photos without any control from users. All of these concepts promote automation in 
terms of content sharing. However, these systems are seldom systematically verified 
from a user experience perspective.   

3 Exploring Consumption with Photos 

We are exploring mobile services for users to share their photos within their inner 
circles, i.e., closest friends and family. In our current setup, users can directly upload 
photos to a shared album which is accessible to relevant users. Additionally, we are 
using face recognition tools to identify people in photos and provide them access 
rights. The private group setting is the key differentiator here, compared to the 
existing photo sharing tools such as Facebook or Flickr. 

To explore the ‘producing while consuming’ design direction, we introduce two 
features to this photo sharing setup: FingerPrint and MoodPhotos. Both the features 
are meant to capture user’ consumption behaviors and utilize this information to 
enrich social interactions around the consumed content.  

3.1 FingerPrint 

The FingerPrint concept uses the metaphor of physical photo sharing where viewers 
unintentionally leave their fingerprints on photos. The concept allows users to view 
consumption patterns about their photos and represents this by a set of layered 
fingerprints on the top of the photo. Figure 1 shows two screens of the FingerPrint 
concept, where Figure 2A depicts a normal photo gallery visible to everyone and 
Figure 2B shows a view where all visitors’ consumption patterns are represented with 
different fingerprints laid on the top of the photos. This view is visible to only specific 
people. These fingerprints are shown in different colors, sizes and intensity to 
represent type of friends (e.g. colleague, family), frequency and recency; respectively.  

On the technical side, the concept uses the front camera of mobile phones to detect 
the face of the viewer (to verify that somebody is looking at a photo). It calculates the 
amount of time spent on photos and also takes into account the number of finger 
gestures (e.g. zoom-in with two fingers). Additionally, it records the eye-gaze using 
front camera, to place a fingerprint in a particular portion of the photo.  
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   (A)      (B) 

Fig. 1. The FingerPrint concept. (A) the default view, and (B) consumption patterns with 
fingerprints. 

3.2 MoodPhotos 

MoodPhotos gathers a user’s facial expressions when he/she browses a shared photo 
album and shares these facial expressions to other users when they browse the same 
photo. This design feature relies on the front camera of mobile phones to capture 
users’ mood photos.  

Figure 2 illustrates how the design concept MoodPhotos works in a shared photo 
album. When a user browses a photo from a shared album for a prolonged time, an 
emoticon appears in the corner of the photo. The emoticon is equipped with a counter 
that indicates how many mood photos other people have left on the image (in Figure 
2A). The user can check out the mood photos in detail by pressing the emoticon 
button (in Figure 2B), and add his/her mood photo from a sequence of photos that the 
device has automatically captured while he/she was viewing the image (in Figure 2C). 
These photos are meant to reflect natural responses of the user. Consequently, user 
can choose an appropriate mood reaction from these photos or pose for new ones. 

 

    
    (A)            (B)    (C) 

Fig. 2. The MoodPhotos Concept. (A) the default view to browse photo; (B) the view to check 
mood photos in detail. (C) the view to add own mood photos. 

As a general UI concept, MoodPhotos embodies many alternatives. The above-
mentioned example details the use case where users exchange concrete portrait photos 
as emotional response to a photo. Alternatively, these impressions can be abstracted 
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into emoticons on the basis of the facial expressions of the viewers. As Figure 2 
shows, a user must initiate the operation to share a mood photo. Alternatively, the 
system can be more proactive when it detects “dramatic” expressions from the 
viewers. Given the privacy risks, the system needs to ensure users immediately 
awareness of mood photos to be shared. 

4 User Studies 

Given the stringent privacy concerns with both of our design concepts, we took the 
first step by exploring users’ reactions using a paper-based low-fidelity prototype. In 
this study, we intended to explore users’ ‘realistic’ behaviors hence it was important 
to use real photos in our prototype [8]. We recruited two student groups and one 
elderly women’s group for our user studies. Each group consisted of 4 close friends. 
Our user studies consisted of two stages:  

1. Each participating group was asked to organize a common social event, where 
individuals were asked to capture at least 20 photos at the event. In order to gain 
real emotional responses, the participants were instructed not to reveal or share the 
photos before the participatory design workshop. After the event, all these photos 
were sent to us so that we could use them in our PhotoBook prototype (Figure 3A).  

2. Each group was invited to a participatory design workshop. They were asked to 
individually browse through the PhotoBook and leave fingerprints and mood 
reactions. In the PhotoBook, all the photos had a layer of transparency (Figure 3B) 
for the participants to annotate their consumption-related data. A real-time, photo 
sharing simulation was created where participants were provided with an 
opportunity to capture their own photos to leave facial reactions (Figure 3C). 

 

Fig. 3. The PhotoBook prototype (A), photos with a layer of transparency (B), and the setup of 
our photo browsing sessions (C) 
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4.1 Participants 

Three group of users participated in this study. Group A consisted of students (2 
males, 2 females, ages 27-30), who organized a bowling event and had a dinner 
together. Group B consisted of younger students (3 males, 1 female, ages 22-26), who 
went to a music concert called ”Lost in Music  2011” – an indoor  festival in 
Tampere. Group C was a photography club that consisted of four pensioners (all 
females, ages 67-72). They arranged a party together at one of the group members’ 
home in Tampere. The first group captured 223 photos, the second group had 378 
photos and the third group captured 181 photos, hence the total of 782 photos. 

4.2 Participatory Design Workshops and Photo sharing Simulation 

From the photos we collected from our participants, we created a physical album out 
of them. Since all participants were familiar with web-based photo sharing, our 
PhotoBook layout had similarities with existing photo sharing tools. In addition to 
making the photo album, we added a transparency on the top of each photos. This 
transparency was meant to store all the consumption related information. We made 
three version of the PhotoBook album with different photos in each version.  

To simulate photo sharing act, we positioned our participants in three separate 
rooms of a large user experience facility in our company. One room had two 
participants and; the other two rooms had one participant each. Each room had a 
version of PhotoBook album, a web camera for taking pictures, a set of fingerprint 
stickers in different colors and sizes and relevant stationary. A researcher was 
responsible to explain the procedure of the workshop and acted as a helper to the 
participants (Figure 4A). The researcher began with explaining the two design 
features of the PhotoBook (FingerPrint and MoodPhotos). The participants were 
asked to browse through the PhotoBook album and use the available material to 
convey their consumption patterns. The researchers helped participants in capturing 
their facial expressions while browsing through the photos and prompted them to 
stick the appropriate ones on the transparencies. We also arranged a color printer, 
from which we gave them prints of their photos during ongoing sessions. In each 
room, a user was given 30 minutes to browse through the photos. 

 
    (A)         (B) 

Fig. 4. Participant being helped by a researcher (A) and a group interview session (B) 



 Producing while Consuming 141 

 

At the end of the browsing, researchers would carry the PhotoBook album and to 
the next room. All the three versions of PhotoBook were circulated to different rooms 
along with the researchers. During the individual sessions they added comments and 
communicated with each other through the photo book. This way the PhotoBook 
versions brought information related to consumption data to the next participants and 
allowing sharing of photos and the information about the way they are consumed.  
During the procedure, each researcher talked to all participants in turn. In a way, 
researchers pretended to be the “technology” that shares photos between all 
participants, adding the functionality of the service and supporting the interaction. 

At the end of the whole simulation, we collected all photos annotated with different 
consumption behavior and invited our participants to a group interview (Figure 4B). 
In the interview, we discussed their experience of using such a prototype in their real 
life, especially focusing on the FingerPrint and MoodPhotos concepts. The most 
commented photos were scattered around the table so the users were able to see the 
collection they had created together in the events, by additional content and comments 
from the simulation sessions.  

We transcribed both the individual and group sessions and analyzed our results 
using an affinity diagram technique. We also used the photo collections from 
PhotoBook to associate their comments with their photos.   

5 Results 

Our PhotoBook prototype and the participatory setup were intended to explore how 
people’s consumption related behaviors can be utilized such that they could bring 
value to people’s interaction with personal content (in this case, photos). As an overall 
finding, the users were positive about leaving fingerprints and mood reactions to 
photos so others could see them. Nearly all the photos received fingerprint marks. 
About one quarter of photos received mood photos during our study. In the following, 
we provide details of some important findings from our study. 

5.1 Consumption as Content 

As our participants viewed photos in the PhotoBook prototype, they indirectly 
contributed to the original content, by leaving fingerprints, mood reactions and in 
some cases comments. Figure 5 shows two examples where photos are annotated by 
sticking ‘named’ fingerprints and mood reactions to express that these photos have 
been ‘seen’ by specific participants and what kind of facial reactions the photos 
evoked, respectively. The prototype was designed in a way that this consumption data 
is shown as an overlay of the original photos such that original photos remain as they 
are. However, it was observed during our participatory design workshops that 
participants viewed photos in terms of how they were consumed. For example, 
commenting on a mood reaction on her photo, a participant said: “Mood photos could 
raise social interactions. When you see the reactions of others, it gives you reactions. 
It also works when you don’t have a comment to add but want to share the feeling.  
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If you put a smiley, it is just a smiley.” With the consumption data added on the top of 
photos, participants not only shared experiences from the actual event where a photo 
was taken but they could continue their interaction after the event was over. Similarly, 
our participants were also very careful about how they represented their consumption 
patterns. Participants intentionally left cues on photos to add meaningfulness to those 
photos. In cases where they found less interesting photos in the PhotoBook, they 
decided not to leave any cues about their consumption behaviors. Here is a comment 
from one of the participants: “I think it is not that special. Maybe it is because I have 
seen many pictures of me like that! It doesn’t give me any special memories of that 
night. It is not special for me, it is not even funny for me.” 

       

   (A)                (B) 

Fig. 5. Example of annotated photos 

As the consumption data were added by others the photos became collectively 
owned by the people who viewed them. On several occasions, the consumption 
patterns even became more important than the actual photos. As shown in Figure 5b, 
when participants saw a very provocative photo of a fellow member of their group 
(Group B), they reacted by adding their mood expressions. Here the mood photos 
were used as a means for poking fun at the person in the photo. Figure 5b is an 
example where different mood photo reactions led to an extended social interaction 
over the consumption data. A participant who left his mood reaction said: “I’d like to 
add my mood here because Heikki and Päivi have given thumbs up to Matti’s  photo. 
It’s like “oh, not again”. There are always pictures like this from Matti (laughing). 
It’s typical Matti! ” In this example, the mood photos were not only a response to the 
shared photos, but a response to mood photos left by other group members.  

This way, on several occasions participants’ fingerprints and their mood reactions 
became an important source of social interactions. As we showed, participants poked 
fun at each other and extended their social interaction by adding their reactions on the 
original photos. 

5.2 Lightweight Communication and Sense of Connectedness 

FingerPrint and MoodPhotos supported lightweight interaction, which convinced the 
users to produce more content over shared photos. Referring to FingerPrint, a 
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participant commented: “Usually, I don’t leave comments on my friends’ photos. 
Since, my fingerprints are automatically taken; it seems useful to leave a mark on 
photos in this way.” Referring to the MoodPhotos, a participant commented, 
“Sometimes it is hard to tell about your feelings with words. This is a much better 
way to tell the author of the photo how you feel.” 

The idea of collecting all the event photos from every photo taker into a same 
album was highly appreciated. Users wanted to see photos from all the members put 
together. They appreciated seeing the different viewpoints, to get pictures of 
themselves in the process and to an get idea how others experienced the event. 

Enhanced social connectedness was the key user value of FingerPrint and 
MoodPhotos. These features made photo sharing more “personal” than conventional 
feedback mechanisms such as “like” button or comments. For example, Figure 6 
shows a photo of Group B, where all the four participants have reacted either via a 
fingerprint or a mood photo. Referring to this example, one participant commented: 
“This is a nice group photo I took it when we first started drinking. When I see the 
mood reactions of my friends, it makes me believe that this photo gave the same kind 
of pleasure and feeling to them as it did for me.” Several participants also suggested 
that with a fingerprint on a photo they are reassured that specific people have seen the 
photo. One participant commented: “I like when my parents for example pay attention 
to my photos. Fingerprints would be a feature for paying that attention.” 

 

Fig. 6. A group photo with added consumption patterns 

The participants also agreed with utilizing the information from translucent 
consumption to develop new features for filtering, prioritizing and categorizing 
photos. For example, the number of fingerprints on a photo can be seen as a factor for 
making certain interpretations about the photo. One participant suggested that “there 
could be statistics to tell which photos are popular and how many viewers there are, 
and that could even be shown without giving out viewers’ information”. Referring to 
the MoodPhotos, a participant commented, “It is fun to see the pictures of others, but 
more value would be if we could categorize the photos by the viewer’s mood. We 
could see the photos that have raised anger, happiness, disgust or such.”  
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These experiences are already possible with the lightweight mechanisms of liking a 
photo and leaving text comments. Features such as MoodPhotos further contributed to 
this possibility as it could cover photos that do not trigger any user comments or likes.   

5.3 Feedback Disclosure Practice and Policies 

When users left MoodPhotos or FingerPrint to shared photos, their behaviors were 
regulated by two types of policies. They restricted the kind of feedback they left on 
photos and they needed to carefully select the photos they disclosed their feedback 
over. This was particularly the case for MoodPhotos as the mood photos can reveal 
un-intended information. 

The users appeared to have good consensus in selecting the photos that they choose 
to leave feedback on. In this study setup, all the users in each group were aware of the 
photographed events, therefore, they were able to quickly pick up the photos that 
deserved their attention. Here are some examples of photos that received intensive 
feedback. In Group A, one photo featured one member made a funny face when 
undressing himself. In the same group, another photo featured a group member 
hugging a girl. The featured girl was not known to the other members of the group; 
therefore, the photo itself stimulated intensive feedback in the user interviews. In 
Group C, one photo featured a collection of handcrafted artifacts in the place where 
the group held their event. All the handicrafts were made by the event host, who was 
a part of this study group. Based on our interviews, the lady was well known in her 
friend circles for this hobby of hers. In Group B, one photo featured a blurring figure 
of a member of the study group who was about to go out of a door. In the 
participatory design workshop, all the group members left their feedback to this photo 
because of the accidental special effects of the photo.   

In the user interviews, we also noticed that people skillfully avoided some kinds of 
photos when leaving feedback. One of the most common examples was when they 
intentionally avoided paying attention to photos where they appeared. While 
acknowledging that they would closely watch these photos, they avoided leaving their 
finger prints. After all, nobody wanted to project a “self-centered” public image. In 
another case, the users avoided photos that may carry some sensitive information. In 
Group B, rumors went that two of the group members were secretly dating each other. 
So other participants avoided paying too much attention to the photos featuring the 
couple to avoid the potentially awkward moments. 

The users explained their concerns about the kinds of feedback they gave when 
browsing shared content. The most common user concern was that the system could 
give away “inappropriate information”. For FingerPrint, the users could accidently 
stop on a page for prolonged time, which did not necessarily communicate their 
interest in the photo. For MoodPhotos, one participant pointed that she did not want to 
share her natural mood with her friends. She commented that she usually checked 
photos when she was bored. Therefore, she doubted that people would share strong 
emotional responses when encountering with some significant photos. Another 
participant said that she would not always be at her best moments when she browsed a 
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shared album, for example, in the early morning before wearing a makeup. She did 
not want to share any part of her face in her mood photos.  

Overall, privacy did not emerge as a major concern as far as the system did not 
give the information away without users’ consent. One main user concern was to 
whom the information was accessible. Since the information was shared within close 
groups, mainly the people who participated in the event, the users were open to 
sharing their consumption patterns via finger prints and mood photos.  

The users suggested different disclosure policies for FingerPrints and MoodPhotos. 
FingerPrint should follow “opt-out” strategy. The system shares finger prints 
automatically and supports quick removal. All users applied FingerPrint to most 
photos. Some participants even suggested to add FingerPrint to all the photos they 
browsed by default. Opt-out policy probably serves this frequent usage best. 
MoodPhotos should follow “opt-in” strategy. The system takes mood images 
automatically but only shares them when initiated by a user . Participants mainly used 
MoodPhotos for the significant photos that triggered “big feelings”, not for the photos 
that plainly documented what was going on. They did so to make mood photos more 
valuable. It is of note that most study participants agreed with the value of automation 
on the condition they could intervene. For example, some users suggest the system to 
proactively prompt them to share mood photos when detecting some big feelings from 
the users.  

There were differences between the groups especially regarding to the openness of 
sharing and commenting. Some of these concerns seem to be related to the age and 
experience of SNS use, but most habits of commenting and collaborating seemed to 
repeat regardless of the group all of them commented and created collaborative 
content to the book in a similar fashion.   

6 Discussion 

Digital services reflect the way people are connected to each other. For example, 
Facebook often reflects our offline social network. The current literature suggests that 
people are more often connected to their real-life connections rather than searching 
for new contacts [15]. What people do on these services often reflects what people do 
or want to do in real life. When designing social software applications, we believe in 
the importance of mimicking real-life events. In such events, people presented are 
typically engaged in rich social encounters. Some conversations occur about the 
photos, but more often the conversations occur with the photos. Photos are just 
contextual cues for the social encounters behind them. As a story listener, we always 
display our subtle expressions and gestures; as a storyteller, we constantly monitor 
how other people respond and guide our conversations accordingly. We constantly 
switch roles in these social encounters when together we construct shared 
experiences.  

‘Producing while consuming’ is one meaningful attempt to mimic real-life 
situations in the context of social sharing services aimed at private groups. By 
allowing people to easily share their consumption activities, we essentially allow 
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people to engage in a social encounter where people can all equally contribute to an 
ongoing conversation. Everybody in a private group can signal to each other and 
follow others’ signals. This differs from existing services that emphasize the role of 
content producers at the expense of other group participants. 

From our participatory design workshops we learned several important aspects of 
the ‘producing while consuming’ design direction. We will discuss these aspects in 
the following. 

6.1 Blurring Boundaries: Publisher and Consumer 

Current approaches to leverage users’ consumption patterns [25] focus on providing 
feedback to content producers to improve their comfort levels and allay privacy 
concerns. With the ‘producing by consuming’ design direction, we go a step further 
by utilizing users’ consumption behaviors to design creative ways of communicating 
via such behaviors, not only to the owners of the content but to others who are 
allowed to view such details. In FingerPrint and MoodPhoto concepts, we experiment 
with representing consumption behaviors of people such that they invoke possibilities 
for social interactions.  

In ‘producing by consuming’, participants move between being a consumer and a 
publisher. As they consume content of others, they indirectly produce content (in our 
case, their fingerprints and facial reactions) which become associated with the 
original content. Interestingly, with such an arrangement, the resulting content 
become collectively owned.  

As we saw in the participatory design workshops, the fingerprints and mood 
reactions encouraged further social interaction among our participants. Examples 
discussed in figures 4B and 5 show that such consumption behaviors motivated 
participants to playfully interact with others only via the consumed content. In these 
examples, our participants also reacted to the mood reactions by leaving fingerprints. 
Hence, as the consumption increases the creation of new content also go up. In some 
cases, reactions such as “why did Jarno not leave a fingerprint on this photo, did he 
even look at this one!” showed that by making consumption visible, our participants’ 
expectations were raised. Hence the value and meaningfulness of the content is shared 
by the original content as well as the visible consumption data.  

‘Publishing while consuming leverage “invisible” user activities thus convert all 
people into active content publisher. In early studies about online communities, 
“lurking”, or the activities of “reading posts but never posting”, is typically perceived as a 
negative activity [23]. These people free ride the content produced by others, but they do 
not generate content for others. With ‘publishing while consuming’ designs, we can 
change the “lurking” phenomena. On the one hand, parts of the lurker’s activities become 
visible for others, so it is rare to be a lurker. On the other hand, with easy mechanisms to 
participate, many lurkers will start to explicitly publish more often.   

6.2 Increasing Social Presence 

‘Publishing while consuming’ can make people share more content and engage in 
social connections. People may also end up becoming more socially aware of each 
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other. They can effortlessly notice cues left by others even when they do not 
intentionally look for such content. We believe that all these factors contribute to the 
positive experience over social networking services because all of these factors are 
essential motivations for people to use these services [6].  

MoodPhotos has a direct way of presenting emotional responses and feeling of 
people when they view photos. Whereas, FingerPrint served as a subtle, reassuring 
feature that informs a user that ‘a close one has seen my photos’. With these different 
types of communication channels, a feeling of connectedness is generated. We believe 
that in a private group sharing (close friends or family members) such openness in 
sharing photos and consumption patterns of people may generate a more open 
atmosphere in the group and may even lead to more photos shared. The long-term 
impacts of these features deserve more attention in the future studies. 

We foresee that with a fully functional system, ‘publishing while consuming’ may 
persuade people to give away relevant contextual information. As research has shown, 
when convinced by the potential values, people are willing to make some compromise 
[23]. In this study, we find that people gain sufficient social interaction benefits when 
giving away some level of private information. Purely from a technologist’s 
perspective, this is a good direction to expand people’s comfort zone in sharing their 
contextual information. It is of note that we do not intend to start an argument that it 
is beneficial to persuade people to make privacy compromises. This argumentation 
certainly deserves attention in a separate discussion. 

6.3 Limitations: Location and Context  

From the beginning of this research, we were sensitive about the issues related to 
people’s privacy. Our participatory design approach was carefully placed to simulate 
realistic situations, involving natural data from our participants. As PhotoBook is not 
a full-fledged system, we could not explore the opportunities and hurdles added by 
the locational and contextual aspects. The way people consume content in the real-
world may differ from what we observed in these simulated design workshops. As 
this was clearly an early design phase, where we wanted to collect early feedback 
from users and inform our future design. 

In this study we gathered user stories about how they regulate their feedback 
sharing behavior. For example, we learn that the privacy concerns are tied directly to 
the type of content that is shared between users, for example, the photos revealing 
potentially sensitive information. The privacy issues may start to arise when a user is 
viewing a photo that he/she should not be viewing or is not expected to be viewing. In 
a short user study sessions as ours, we did not record any examples of such photos 
being taken and/or viewed. Without these types of critical cases, it is hard to 
accurately evaluate privacy concerns in these design concepts. As a general limitation 
of this study, users must imagine scenarios where their privacy might be at risk. What 
participants say and what they actually do in a realistic scenario may also differ. 
Therefore, we interpret the result as an early sign for future study. The final privacy 
evaluation needs a further field study with implemented systems in our future work.    



148 D. Vyas et al. 

 

7 Summary and Future Work 

Our PhotoBook prototype and the participatory setup were intended to explore the 
values of leveraging people’s consumption related behaviors to enrich social 
interaction with shared personal content (in this case, photos). As a general finding, 
we found that ‘producing while consuming’ was beneficial for enriching social 
interactions in agreement with [25], and that it invited reciprocity. Close groups 
appear to be a good setting for the ‘producing while consuming’ designs. An early 
study with the “Who’ve Seen You” feature shows that the feature did not often lead to 
reciprocity in an open social network [11].  

The value of FingerPrint and MoodPhotos was obvious to users as the publishers 
of photos. People are generally positive about obtaining the possibility to access 
information from others, although they do not necessarily want to publish their own 
information for others in return [25]. In our study, we found that this unwillingness to 
publish may not be an issue for close groups. We understand that people are interested 
in building their relationships with each other within a close group. Concepts such as 
FingerPrint and MoodPhotos are good channels to bond these relationships.  

In summary, this user study implies that ‘publishing while consuming’ could be a 
promising design theme. In the next step, we are developing functional systems based 
on these concepts and deploying them in field studies to verify if the design theme of 
‘publishing while consuming’ is as much promising as we have seen in these 
participatory design workshops. In an ongoing research, we are implementing and 
deploying a system that supports FingerPrint and MoodPhotos, and comparing the 
system with a baseline photo sharing system without such functions. The baseline 
system support lightweight feedback mechanisms, similar to ‘like’ or +1 buttons in 
Facebook and Google+. The major difference is that users currently explicitly share 
their consumption patterns (through likes and text comments) as opposed to the 
implicit sharing of fingerprint marks.  
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Abstract. Most standard scene description languages include a sound 
description and factorize common elements needed by the description of visual 
and auditory information. Both aspects are described with the same coordinate 
system for example. However, as soon as a dynamic description or external data 
are required, this benefit is lost and all the glue must be done by a programming 
solution that does not fit designers or authors usual skills. In this paper we 
address this problem and propose a solution to give back to designers the bigger 
role even when the scene is dynamic or based on procedural synthesizers. This 
solution is based on the COLLADA file format in which we have added sound 
support, scripting capabilities and external extensions. The use of this 
augmented COLLADA language is illustrated through the creation of a 
dynamic urban soundscape.   

Keywords: sound design, scene description language, COLLADA. 

1 Introduction 

Nowadays, almost all applications exploit visual and audio senses of the user in order 
to notify tasks execution and achievement. Such a traditional application will 
initialize and render both media independently. Rendering each at a time is mandatory 
since they don’t use the same pipeline and the same rendering device. For the 
initialization process, an application will load or generate the correct parameters for 
each media, will most likely have to make some coordinate system changes and/or 
duplicate some structures in memory. Hence, linking auditory and visual information 
together in the same resource file would ease the audio-visual overall description of 
an application. 

Moreover, visuals and sounds can be generated in different ways, by several 
methods, which might be used within the same application. For example, in a video 
game, graphics can be made by 3D models textured with still (2D bitmap) or moving 
(2D videos) images and be animated either by keyframed (animation files) or physics 
(set of parameters). For the auditory part, a game can play a stereo music or a 
synthetized ambiance mixed with spatialized sound sources with different effects. The 
usual way to link all these different resources is to code inside the application both the 
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initialization of individual resources and the link between them. This can be done 
either in a roots way by hard-coding it or by using a scene designer like those 
implemented in Unity, UDK or CryENGINE. 

This last way to build a scene by spatializing audio-visual objects (or assets or 
prefabs) is indeed very powerful as it simplifies greatly the work of programmers and 
the interactions needed with level designers. However this solution is proprietary and 
exploits generated files in an unknown binary syntax and tightly linked to the 
underlying game engine. It is absolutely not a general description that can be shared 
between different software solutions and thus easing the sharing of resources. For this 
reason, some authors prefer to use open standards to describe their 3D environments. 
The most well-known and used standards for describing multimedia scenes and 
contents will be presented in the next section. 

These are partial solutions to our problem which is to describe a rich interactive 
audiovisual scene in which sounds (or any other media) could be rendered by reading 
resource files or by a procedural way which requires connecting to a script or an 
external program. Our main target applications are developed within the Terra 
Dynamica project. The purpose of this French government funded project is to build a 
10000+ agents city simulation core and propose tools to drive and render such 
simulation. The CNAM is in charge of the design and development of the audio 
engine. 

After the state of the art on sound capabilities in scene description languages 
(section 2), we present the descriptive solution our sound engine relies on (section 3). 
The choice was made to add sound support to the well-known COLLADA file format 
and to enhance it with scripting capabilities. In section 4, we compare how our 
proposal can ease the work of sound designers. Finally, in section 5, we conclude and 
present our future work. 

2 Sound in Scene Description Languages 

Interactive rich multimedia presentations are making their entrance into the world and 
are being increasingly used for newscasts, education material, entertainment, etc [1]. 
In this context, a scene description language that enables complex synchronization 
and authoring interactivity for content production is demanded. 

A scene description language refers to any description language to describe an 
audio-visual presentation composited from several medial components. The language 
can be interpreted by a rendering program that will generate, either in real time or in 
batch, a perceptive (animated image and sound) representation of the scene. 

Among an assortment of scene description languages formats for sounds, there  
are SMIL, VRML/X3D and MPEG-4 BIFS containing descriptions of both visuals 
and audios, and others like SDIF, SpatDIF, ASDF and XML3DAUDIO composing 
pure-aural scenes.  

From the audio aspect, MPEG-4 AudioBIFS provides probably the most advanced 
among the existing scene description languages. The BInary Format for Scenes 
(BIFS) is comprised of both 3D and 2D objects interlinked to form the scene graph of 
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a MPEG-4 world. It has a great portion of the structure inherited from VRML. 
AudioBIFS describes the audio scene in MPEG-4 BIFS. More than twenty audio 
nodes, each of which has its own functionality and semantic, has been specified over 
three versions of AudioBIFS. 

However, due to its complex structure and it requiring massive amounts of data 
processed, the interpretation of the whole capability of MPEG-4 scene description has 
never been implemented. Secondly, formats that are the most widely used are usually 
intended for web contents delivery (e.g., SMIL, X3D) or computer music technology 
(e.g., SDIF, SpatDIF). A scene description that meets our expectation of bringing 
sound into virtual cities has not yet been made. In the following sections, we 
consequently propose a novel approach of adding an audio scene into COLLADA 
format that is easy to use, exchangeable and transportable among various  
applications, and allowing advanced interactions. Referred languages like SMIL, X3D 
and MPEG-4 AudioBIFS, have provided basic and useful information of sound 
functionalities that can be applied to our new audio scene description standard. 

3 A Rich and Extensible Sound Description in COLLADA  

A COLLADA [8, 9] defines an open standard XML schema from which digital 
contents of assets can be easily retrieved. It is an intermediate language for 
transporting data among various interactive 3D applications. It is also a neutral 
interchange format between several authoring tools, such as geographic information 
system applications (e.g., Google Earth, ArcGIS), asset repository systems (e.g., 
3DVIA, Google Warehouse), web 3D engines (e.g., Papervision3D, Google O3D, 
Bitmanagement), and game engines (e.g., Unity, Ogre, Torque 3D). COLLADA is not 
only widely used in desktop applications, but it’s also well suited for working with 3D 
contents on the web for its inherent use of web technologies (i.e., XML syntax and 
URI resource identifiers). 

The present COLLADA scene consists of “visual” objects and “physics” and 
“kinematics” simulations. The three descriptions are independent but there is a 
mapping between the corresponding components. 

Among the existing scene description languages, MPEG-4 BIFS gives a most well-
established auditory scene structure. Inspired by the notion of AudioBIFS, we propose 
an object-based audio subgraph to the COLLADA scene. In contrast with the visual 
scene graph that represents the geometric relationship between graphical objects and 
the background space, an audio scene represents a signal-flow graph describing 
digital-signal-processing manipulations [3]. The chain of processing goes from 
bottom to top in the audio subgraph. Each child element outputs the data to one or 
more parent nodes above. The leaves and intermediate nodes do not play sounds 
themselves; only the result in an audio object, in which an audio subtree is rooted, is 
presented to the listener. Audio objects can also be associated with visual nodes for 
further geometry control. 

In addition, we suggest the integration of the soundscape conception into the 
hierarchical scene with the intention of adding a sense of aural depth. Due to that the 
basic soundscape categories are significantly related to human perceptual habits, they 
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are easily applicable for the synthesis and analysis of all such electroacoustical 
soundscapes, usually referring to virtual acoustic environments [10]. 

More complex dynamic behaviors is now required for interactive applications. The 
content needs to evolve not only for the interaction with the user but also for the 
interactivity between the different elements of the content [8]. Accordingly, we 
introduce to COLLADA a description language that is able to script the dynamic 
phenomena of the virtual city. This solution is expected to be able to apply on not 
only the audio but also the visual and physics capabilities in the COLLADA scene. 

3.1 Static Scene 

Audio Nodes 

The COLLADA auditory scene is constructed by two genres of audio elements. The first 
is made up by Audio Stream that contains sound stream data throughout the signal 
processing chain. Among these are <audio_source>, <audio_buffer>, <audio_delay>, 
<audio_mix>, and <audio_switch>, whose functionalities and semantics are inherited 
from MPEG-4 AudioBIFS. These elements are intermediate nodes that do not directly 
send streams to the presenter. The <sound> and <sound_2d> nodes can also be mapped 
to those of AudioBIFS, although they are not the roots in the COLLADA audio subtree. 
What takes place is a node named <audio_object> that finishes sound result at the top of 
each audio subgraph. A novel element, <sound_ext> that is particularly designed for 
external programmed sounds with an extended control of self-defined parameters, is 
introduced to the sound nodes level. 

The second type of audio nodes is Audio Effect. Unlike Audio Stream elements 
carrying sound data, the Audio Effect elements provide only the control of sound 
effects that can be applied on Audio Stream elements for delivering DSP effects. 

acoustic_environment 

audio_dsp 

Audio Stream Nodes Audio Effect Nodes 

Audio Object (Root) 

Sound Nodes 

Intermediate and Leaf Nodes 

audio_object 

sound 
sound_2d 

audio_buffer 
audio_delay 
audio_mix 

audio_source 
audio_switch 

sound_ext 

 

Fig. 1. The hierarchical structure of the audio nodes in COLLADA 
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The hierarchical structure of COLLADA audio nodes is illustrated in Fig. 1. The 
elements in the left are the Audio Stream nodes layered in three stages.  Auditory 
data are routed from bottom to top. In the lowest level, there are intermediate nodes 
and leaves performing mathematical operations on the audio signals they carry; then 
in the middle, sound nodes served as junctions organizing and passing along the 
streams and parameters to the root audio object that will present the result to virtual 
listeners. On the other hand, the Audio Effect nodes, including <audio_dsp> that 
applies DSP effects on individual audio stream nodes and <acoustic_environment> 
that adds perceptual value to the entire audio scene, are designed for “painting” 
acoustic colors to enhance a sense of persuasive acoustic space. 

In the following content, we present further details about the functionality of each 
node and give examples of the implementations. 

Audio Stream Nodes 

• <audio_source> 

The <audio_source> element adds a sound source into the scene. The current 
<audio_source> element not only supports the import of common audio PCM file 
formats, such as WAV, MP3, or OGG, but other extensive designer-generated sounds, 
like Fmod EVents (FEV) or Pure Data (PD) patches, can also be processed over the 
usage of the <audio_source> elements. Existing COLLADA typed data elements 
<newparam> and <setparam> are taken to self-define parameters for the extensive 
sound types. One can use <newparam> to create a new, named parameter of an audio 
source and assign it a type and an initial value, which can later be modified by the 
<setparam> during the instantiation process, or can even be reassigned inside the 
dynamic script in real-time  

• <audio_buffer>  

The <audio_buffer> element records a segment of sound to be used in interactive 
playback. It is similar in concept to the VRML node AudioClip, but can be used in 
broadcast and other one-way streaming media applications.  

• <audio_delay>  

The <audio_delay> element allows child sounds to be temporally delayed or 
advanced for synchronization. 

• <audio_mix> 

The <audio_mix> element is used to mix M channels of sounds into N channels through 
a simple matrix calculation. One is able to control the proportions of the input sounds that 
are mixed to the output by manipulating the entries specified in the mixing matrix. 

• <audio_switch> 

The <audio_switch> element selects a subset of the input channels to pass through. In 
addition to the existing functionalities, a new random feature is provided to make it  
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possible to select randomly from a number of child nodes (not channels explicitly) to 
pass through. This is useful, especially when there is an abundance of a certain type of 
sound, and one doesn’t want to choose one source in particular. 

• <sound>  

The <sound> element defines sound in a 3D scene. It may also, but not necessarily, 
be linked with visual nodes in the visual subgraph of the COLLADA scene. The 
sound is emitted in an elliptical pattern formed by two nested ellipsoids, which are 
oriented by extending the direction vector through the sound emitter’s location. 
Within the inner ellipsoid, the sound loudness is scaled by the value of the intensity 
field and there is no attenuation; between the inner and outer ellipsoids, the sound 
level is decreased linearly from 0 dB (minimum) to -20 dB (maximum); outside the 
outer ellipsoid, no sound is played. The field spatialize specifies if the audio object is 
perceived as being directionally positioned relative to the virtual listener. The value of 
the priority decides which sounds to be played when there are too many active sound 
nodes to be played at once because of the limits of the system load. 

• <sound_2d>  

The <sound_2d> element defines sound in a 2D scene. The semantics are identical to 
those in <sound>, except that <sound_2d> is unavailable in 3D context. 

• <sound_ext>  

The <sound_ext> element is an innovation designed to bring programmed sound into 
the scope of COLLADA sound schema. In the entertainment production, interactive 
sounds are typically reproduced via middleware audio toolkits (e.g., Fmod, Wwise, 
XACT) or visual programming languages (e.g., Max/MSP, Pure Data). For this 
reason, we are dedicated to standardize the description of the design process in order 
to facilitate the communication among content designers.  

Given that the nature of the programmed sound is often complicated beyond the 
comprehension of the <sound> element, also that the properties of the <sound> 
element are not always necessarily in use in this case, we coin an element, 
<sound_ext>, along with an extended control of self-defined parameters.  

• <audio_object>  

The <audio_object> element is the root node in the audio subtree of COLLADA 
scene. It is the result that will be presented to the listener. Thanks to the notion of the 
<sound_ext>, COLLADA ought to be able to import designer-generated sound 
formats. However, this capability is limited to specific platforms to which the 
technique conforms. Therefore, the information of associated profile must be 
specified. The COLLADA <profile_COMMON> is designed to ensure that the 
content embraced can be interpreted by all the COLLADA-compatible applications. 
As opposed to the common profile, other profiles encapsulate data types specifically  
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conforming to particular platforms. Extensive sound objects are accordingly declared 
in this scope. 

The <audio_object> element for the audio scene is mostly equivalent to the 
<physics_model> in the physics scene. So the approaches of connecting the audio 
scene with the visual scene in COLLADA are very similar. First, an <audio_object> 
can be instantiated under a specific transform node (i.e., to dictate the initial position 
and orientation) by pointing the parent attribute in <instance_audio_object> to the id 
of a <node> in the visual scene. Alternatively, the child sound element corresponding 
to the <rigid_body> node is allowed to overwrite the transforms of the visual node 
element defined by the target attribute in its instance. 

Furthermore, we intend to integrate the urban soundscape system into the 
COLLADA audio scene in order to enrich a sense of aural depth of the field. Our first 
attempt is to add a layer property to instantiated audio objects in the audio scene. The 
layer is a list of names indicating which soundscape layer that the instantiated audio 
objects belongs to. Each instance of audio object can be added to multiple layers by 
setting a list of whitespace separated layer names, or assigned to the default (non-
specific) layer by leaving its layer unspecified. 

Audio Effect Nodes 

• <audio_dsp> 

The functionality of <audio_dsp> element is similar to that of AudioFXProto in 
MPEG-4 AudioBIFS. In contrast to AudioFXProto which are relay nodes in the 
stream processing flow, <audio_dsp> contains no sound data but a set of DSP effects 
together with parameters. The <audio_dsp> node can be appended to any 
COLLADA audio node defined in above. Then the DSP effects will be applied to the 
output channels of its parent node. The DSP settings contained in <audio_dsp> 
include <audio_dsp_compressor>, <audio_dsp_delay>, <audio_dsp_equalizer>, 
<audio_dsp_filter>, and <audio_dsp_reverb>. 

• <acoustic_environment>  

The <acoustic_environment> element is represented by perceptual parameters. One 
can use the <preset> child element to select from preset generic, outdoor-city (e.g., 
inside_car, small_street, wide_open_space, outdoor_stone_walls) or indoor-room 
(e.g., bathroom, hallway, small_room) environments. Another option is to instantiate 
an <audio_dsp_reverb> element which has already been stored in the library. Both 
methods enable individual DSP reverb parameters (e.g., decay_time, late_dealy, 
diffusion, master_level) to be overridden to customize the reverb. 

Audio Scene 

The design of the COLLADA audio scene follows the same philosophy of visual, 
physics and kinematics scene graphs to maintain the consistency of the overall 
structure. In accordance with our proposition, COLLADA is divided into four parallel  
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scenes. Each sub-scene is independent but the nodes, from one scene to another, can 
be associated with each other and share properties. Fig. 2 demonstrates the subgraphs 
of COLLADA scene and how they can be connected with each other. 
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Fig. 2. An Example of the scene graphs in COLLADA 

The <audio_scene> element specifies an environment in which sonic objects are 
instantiated and simulated. The active <audio_scene> is indicated by instantiating 
them under the main <scene>. 

The <technique>s can also be helpful under multiple applications or game 
statuses. They generally act as a “switch”, selected by a platform or program specified 
with the profile attribute. Each audio scene can contain various techniques, each of 
which describes a customized scenario comprising one or many audio objects and 
acoustic environment settings. With this feature, an audio scene is capable of 
describing a wide variety of circumstances. This shall, as well, provide a semantic 
choice for different applications in different principles to arrange the priority of the 
layer represented. 
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In order to enrich a sense of aural depth of the field, we integrate the soundscape 
system into the audio scene. The way we implement it for the audio scene is based on 
the layering design and evaluation procedure in the COLLADA visual scene. 

Like how it is defined in the <node> element, the layer attribute of 
<instance_audio_object> or <instance_acoustic_environment> contains not a single 
value but a list of names. Matching it with the layer name for each rendering  
pass in the <evaluate_scene> can determine the soundscape layer to be evaluated.  
An audio scene may instantiate multiple audio objects, but only those that have  
their layer attribute names matched against the layer names of the evaluation  
scene that will be processed during the rendering pass. Likewise, a room effect  
setting for acoustic environment only affects the same-layer objects. The control  
of which layer to playback can also be adjusted by dynamic scripts in keeping with 
the game status. Sounds in different layers may be rendered with different channel 
setups in accordingly. For example, mono for the foreground and stereo for the 
midground. By default when no layer is specified, we elect to have all auditory 
contents be stereo. 

3.2 Dynamic Script 

Cued by time or movements, adaptive audio in virtual cities is able to travel among 
different perspectives from background via midground to foreground and vice versa. 
Sound like motion objects can be transferred from one state into another by an event 
trigger [11]. Given that the scene graph technology is reaching its limit to manage all 
the relationships between objects, a script language for describing more complex 
dynamic behavior for interactive applications is demanded. Consequently, we suggest 
a high-level JavaScript-like language (embedded or external) that enables scripting of 
auditory behaviors from sound designers’ perspective yet in a programming solution. 
This script can be considered as an interface glue code between COLLADA and the 
audio API.  

The sound engine architecture diagram depicted in Fig. 3 explains how enriched 
COLLADA can integrate sound resources by embodying extensive sounds in the 
COLLADA scheme, and further simplify the procedure and communication by 
specifying interactions in script manipulation. 

Unlike delivery formats that are intended to contain the information for interactive 
applications, COLLADA provides a standard language to describe 3D assets but not 
their runtime semantic [12]. As such, definition and implementation of how the 
content will be used is left to the application writer. It is not our intention to change 
its position in the production pipeline. So even though all the intelligence is described 
and comprehended within COLLADA script, the effort of realization shall be made 
by the importing application.  

In the following, we introduce several properties and methods to COLLADA 
acoustic components for the first implementation, and give examples of how they run 
in our script. 
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Fig. 3. COLLADA Integration in Sound Engine Architecture 

Audio Object 

An audio_object can be played back automatically or triggered by an event, such as a 
mouse-click or collision. Playback methods simply plays, stops or pauses the selected 
audio_object. 

The param property is an array mapped to the parameters of a sound. This is not a 
property of the audio_object itself but its child sound node. Depending on the type of 
the child sound node, it may refer to a different semantic and functionality. For 
instance, param[0] of sound is its direction, whereas it indicates intensity for 
sound_2d, or the first self-defined parameter for sound_ext.  

AFTER 
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In the following example, we play the rpmAO object; then get the rpm parameter 
value (rpmVal) from a game component (car1) frame-by-frame and update the 
param[0] of the child sound node (<sound_ext> in this case) of rpmAO with this 
value. 

Example: 

 

Audio Scene 

By default, <audio_scene> picks up the <audio_object>s laying in the 
<technique_common>. Modifying the value of profile attribute for <technique> by 
scripting can dynamically switch the <audio_scene> from one game state to another. 

The audio_scene object has another property named acoustic_environment that is 
linked to the <acoustic_environment> element. The next example demonstrates how 
to fetch the value of “outdoor” parameter from the application and assigns it to the 
environment’s preset. For instance, if the application world is currently in a 
“large_street”, the environment’s preset will be fed an integer “2” correspondingly. 

Example: 

 

4 Sound Design 

In this section a sound design pipeline is proposed based on the COLLADA sound 
description exposed above. This pipeline relies on the close dialogue between Pure 
Data patches and COLLADA files and allows sound design for an interactive project 
to be developed closely to the graphic assets. We will first discuss the actual evolution 
of sound design techniques for interactive environments, then the linking of 

function Enum(){} 
Enum.OutEnv = {small_street:1, large_street:2} 
var env = app.getParamByName(“outdoor”) ; 
// var env = Enum.OutEnv.large_street = 2 
scene.audio_scene.acoustic_environment.preset = env; 
// scene.audio_scene.acoustic_environment.preset = 2 

var car = app.getComponentByName(“car1”); 
var rpmAO = scene.audioScene.getAudioObjectById(“rpm”); 
rpmAO.play(); 
function update() 
{ 
 var rpmVal = car.getParamByName(“rpm”); 
 rpmAO.sound.param[0] = rpmVal; 
} 
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COLLADA files with Pure Data and finally the architecture of the basic Pure Data 
patch dedicated to the COLLADA <sound_ext>/<audio_source> element. 

4.1 Interactive Sound Moving to Procedural Production 

The classic way of designing sounds for interactive and/or virtual objects [11] is to 
create the appropriate audio material aside from the virtual environment. These 
sounds are created from genuine recordings or based on soundbanks or synthesized. 
Sometimes the ending result is a mix of all of these techniques. Tools used to design 
the sound (e.g., filters, samplers) are frequently included in a Digital Audio 
Workstation (DAW) environment (e.g., ProTools, Logic). These production 
environments were originally conceived for musical or audio documentary production 
as well as for linear audiovisual production. 

The designed sounds are then included into the virtual environment. This can be 
done by the mean of either a generic sound engine (e.g., Fmod, Wwise) or a 
specifically developed solution. Within the sound engine, the sound designer defines 
the rules and behaviors applied to the playback and synthesis of sounds. These rules 
are based on the description of interactive events which unique ids are linked between 
the sound engine and the virtual environment with a dedicated API. 

The sound is then tested within the virtual environment. If the result does not fit the 
expectations, the whole creation pipeline may be started over from DAW to 
integration. Another downside regarding this pipeline is inherent to the creation of the 
environment itself: as the graphic objects are developed, their needs in terms of sound 
might change. Hence sound production is separated from the visual production in 
time: sound design is often one of the last steps in the production process. 

However, recent studies about sound design tend to focus on different strategies 
interlinking visual and audio. The improvements are reaching towards procedural 
ways of generating interactive soundscapes. Multiple goals are pursued with these 
strategies. One of the first intends is to create a non-repetitive design so that the 
listener does not have the feeling of hearing twice the same soundscape; using 
procedural audio is also a way to reduce memory consumption by switching from 
sample playback to sound synthesis [21] or to use refined strategies of audio playback 
such as granular [13] and concatenative synthesis [14, 15]. 

Fields of application range from interactive installation to video games. On this 
matter, video games are completing a full circle as sound was originally synthesized 
within chips [16]. Tools dedicated to real time synthesis are showing up in major 
video game sound engines such as Fmod and Wwise. Furthermore, dedicated 
procedural plugins for environmental sound design such as AudioGaming’s “Audio 
Weather” are released. Research in the field of interactive procedural audio is also 
leading to synthesis solutions [22] and sound description languages [17]. 

4.2 Proposal for Interactive Sound Design 

Our proposal is to simplify the sound design pipeline described in 4.1 using the 
COLLADA sound description of the virtual environment. We intend to link this 
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description to the sound design tools. We also want this sound design architecture to 
communicate with any sound API and visual rendering engine so that it is possible to 
use to produce audio in a wide range of applications and environments. Hence our 
proposed architecture remains independent from the choice of sound APIs and 
rendering engines (e.g., Unity, UDK, Ogre). 

As a sound design tool, we propose to use Pure Data. Pure Data is an open source 
graphical programming environment. It has been used in variety of artistic 
installations and interactive media creations. Pure Data is a rich tool for audio design 
[18] allowing many different treatments and techniques of synthesis [19]. Many other 
solutions for graphical programming exist such as Reaktor, Max/Msp, or Bidule. Pure 
Data appeared easier to integrate in our project and provides a large amount of 
libraries allowing us to program the main features we need. 

Linking between Pure Data and COLLADA is done through the <sound_ext> node 
described above. The node points at the file path of the attached Pure Data patch and 
describes the essential characteristics of the sound, just like the <audio_source> node. 

The <audio_source> being at the lowest level of the audio COLLADA 
description, a sound of <audio_object> may be composed of several 
<audio_source> nodes. From a sound design point of view, this architecture makes 
layering easier regarding Audio Object sonification. Furthermore, the editing of a 
complex audio object does not lead to the destruction of the sound attached to it but to 
the edition of the joint audio layers. 

4.3 Pure Data Design 

As Pure Data patches are attached to the <audio_source> nodes, their design is 
intimately linked to its functionalities. They also receive data from the dynamic script. 
The following paradigm shows the connections coming in and out of the standard 
Pure Data patch attached to an <audio_source> and a dynamic script. 

 

Fig. 4. Flows Coming In and Out of the Standard Pure Data Patch 
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The COLLADA <audio_source> element describes the following functions: 

• <loop> defines the looping behavior of the sound a value of 0 sets the sound to 
loop forever and any other value sets the number of time the sound is played. 

• <pitch> controls the payback pitch shifting of the sound, it is specified as a ratio 
where 1 indicates the original bitstream pitch. 

• <speed> controls the playback speed of the sound, values other than 1 indicate 
multiplicative time-scaling by the given ratio. 

• <start_time> specifies, in seconds, the starting point of playback. 
• <stop_time> specifies, in seconds, the stopping position of playback. 
• <num_chan> describes how many channels of audio are there in the decoded 

stream. 

 

Fig. 5. Basic Pure Data Patch for the <audio_source> Nodes 
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Plus, dynamic scripting in COLLADA allows for a patch to receive Play, Stop, 
Pause and Resume information so that the sounds are triggered accordingly to the 
dynamic events of the scene. 

Pure Data patches output two streams: the audio stream of the patch and the 
number of channels used within it. The number of channels information is used by the 
nodes <audio_mix> and <audio_switch> for processing purpose. 

We implement these functionalities inside the basic Pure Data patch (Fig. 5) 
initiated in the <audio_source> node. Ratio and time values are rescaled to match 
their description inside the Pure Data patch. It gets then possible to playback the 
complete sound attached to one <sound_ext> or a part of it, at a selected pitch and 
speed. These functionalities are close to granular synthesis requirements [20] so 
further possibilities should be considered besides simple audio playback. 

5 Conclusion and Future Work 

Merging Pure Data sound production and COLLADA sound description is an 
efficient way of quickly building interactive audio scenes.  Scripting and external 
linking capabilities added in our proposal will permit to describe even richer 
functionalities like those listed below. 

Regarding the sound design aspects, further developments should be conducted in 
terms of sound granulation. Random values of pitch shifting, grain amplitude, 
densities and envelopes would increase the sensation of non-repetitive soundscape.  

So far, the sound description properties apply for sample playback functions. 
Adding descriptive parameters applicable to pure synthesis, such as additive 
synthesis, would allow extended design functionalities. These parameters could 
consist in high level description of spectral characteristics.  

Also, semantic descriptors could be sonified with corpus based concatenative 
synthesis. The aim is to create generic Pure Data concatenative patches dedicated to 
classes of <audio_source> nodes, for example, footsteps and engines. 
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Abstract. In this paper, we propose an automatic race track generating
system based on difficulty evaluation and feature turns detection for
providing users skill-matched contents. Given a start point, a goal point,
and a difficulty expectation chart, our system ranks all candidate race
tracks according to the similarity with respect to the given difficulty
curve. Then, user can choose a satisfied track and export it into a racing
car simulator to play.

The system automatically creates the racing line for the input race
track. Then, the line is used to segment turns in the race track, and the
corresponding ideal maximum speed variation is exploited to evaluate
the difficulty by our proposed Turnscore formula. Also, the correspond-
ing curvature chart of the racing line is encoded as a string and the
characterized regular expression for feature turns is being matched in
the string for identifying feature turns.

As the experimental results show, the feature turns detection is of
high accuracy and the difficulty evaluation is reliable so that our system
is effective to provide skill-matched race tracks for users.

Keywords: Difficulty Evaluation, Race Track Generation, Racing Line,
String Searching, Procedural Content Generation, Feature Detection.

1 Introduction

Automatic race track generation is essential to car racing games for appealing
players with keeping update contents. Also, most players who are playing racing
games would like to drive cars at race tracks with different levels of difficulty
according to their skill of driving. Therefore, an automatic race track generating
system demands the ability of difficulty evaluation for race tracks. The research
goal of this paper is to develop such an automatic race track generating system
on street maps.

We use the street map of real world from Open Street Map [1]. The network
information of the street map is transformed as a graph. Then, all simple paths
from the given start point to the goal is what users need. Our system calculates
the racing line for a given race track. And, based on it, we can obtain the
variations of the ideal maximum speed of the ideal car on the race track. The
variation of the maximum speed is exploited to segment turns and evaluates
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their difficulty in the race track. In addition, some well-known feature turns,
namely hairpin turn, the S-turn, etc., are identified to highlight the prominent
characteristics of the race track by using string matching. Each sample point at
the racing line is encoded into a three-character string to represent the curvature,
the trend of the curvature, and the slope of the curvature. Every feature turn
can be characterized as a regular expression consisting of the three characters
and this expression is used to match substrings in the string representation of
the race track.

By the system, all feasible race tracks are ranked according their difficulty
matching to a difficulty expectation chart given by users. The referential infor-
mation such as the length of the race track, the ideal fastest time to finish the
race track, all detectable feature turns and the number of turns in the race is
displayed in the system for assisting the race track selection. Users can export a
suitable race track into a racing car simulator to play with.

Many experiments have done to verify the correctness of the proposed dif-
ficulty evaluation algorithm and the feature detection algorithm. The racing
statistics of 2010, 2011, and 2012 Formula One and comment of professional
commentators were used to verify the proposed difficulty evaluation method.
Moreover, we have conducted a user study to show the correctness of our eval-
uation method. As experimental results show, our difficulty evaluation method
is with 62% accuracy with respect to the professional commentator’s comments.
However, our evaluation is highly related to the timing of professional driver’s
performance. As the verification for the feature turns detection, we compared
our results with the listed three feature turns from the comments of the profes-
sional commentators. As experimental results show, the feature turns we found
is very close to those commentators indicated.

Our contributions are listed as follows. First of all, the difficulty of the race
tracks could be quantified by our evaluation method. And, the race track of car
racing games can be automatically generated to adapt to the level of player’s
skill. Secondly, the feature turns where will be critical points in the racing game
in the race track can be identified to enhance the gameplay. Finally, our sys-
tem automatically generates various race tracks for players to choose such that
automatic content generation of car racing games is feasible.

The organization of this paper is as follows. In the next section, we briefly
describe some background information and related work. Section 3 presents the
system we proposed in detail, while Section 4 shows the experimental results.
The conclusions and the future work are drawn in the final Section.

2 Related Work

The racing line used to be manually created using an editing tool by a
professional[7]. Another way to create a racing line manually is to drive
in a given race track, and the driving path is recorded as the racing line.
Both are empirical approaches so that they are time-consuming. Recently Colin
McRae Rally[6] calculates the racing line by an artificial neural network which
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is trained by professionals. It uses the Feedforward multilayer perceptron with
correct input variables. The RPROP Learning algorithm[8] he suggested is more
efficient compared to other algorithms[9][10]. Unfortunately, the AI driver based
on the algorithm is still beaten by a skilled human-player because the racing line
is not precise enough.

Forza Motorsport powered by Microsoft uses a reinforcement learning tech-
nique, Q-learning, to train the AI driver in game for finding the racing line[11].
First, all possible racing lines are determined from the table of data. The second
step is to change the racing line based on the situation in game. The learning
technique lets the AI be trained by players and makes the game more playable.
However, the key problem of machine learning is unpredictable. The Open Car
Racing Simulator[12] uses the K1999 algorithm[13] to calculate an approximate
racing line quickly. The racing line is composed of many sample points by mini-
mize their curvature without taking physics into account.

Braghin et al.[14] tried to take the shape of the race track, aerodynamics,
and traction of cars into account to calculate the racing line. They address that
the racing line of a race track is located between the shortest path (SP) and the
minimum curvature path (MCP) of the race track. This is an important definition
for racing line generation. Cardamone et al.[15] employ a generic algorithm to
find the racing line according to the above observation. The linear combination
of SP and MCP computes the best racing line. The fitness function it used is
to simulate a lap time by the racing line in The Open Car Racing Game. The
algorithm is general in that it could be applied to any racing games, but the
simulation time is too long to be real-time.

In 2010, Gran Turismo 5[17] provide a tool to let players choose a style of
background, a number of sectors, the difficulty, curvature, and width of each
sector to automatically create a race track. Although the parameters players
can specify are not enough at all, the idea makes the game more playable and
creative. Chen et al.[18] present an idea to produce a large street network based
on tensor field. The tensor field guides the users to generate a street network
intuitively, and it allows the users to combine various global and local modeling
operations. The disadvantage is that the street network they produced is regular,
so the main application is in urban layout. Then, Galin et al.[19] present another
algorithm to generate roads on a given scene with terrains and natural obstacles.
Given an initial and a final point on the scene, the system automatically creates
a path connecting both points based on some constraints. The path can even
cross a river by building a bridge, or cut across a mountain by constructing a
tunnel. The disadvantage is that users cannot control the detail of generating
except modifying the parameters they used.

3 Automatic Race Track Generating System

The goal of the automatic race track generating system is to effectively and ef-
ficiently find candidate race tracks which satisfy the expectation of users such
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as difficulty from the street map of real world. Figure 1 shows the framework of
our system. First, users are required to specify parameters: a start point, a goal
point, and a difficulty curve. Then, our system find out all simple paths (tracks)
from the start point to the goal in a constrained region, and all found paths
are ranking by the difficulty. Third, the proposed feature detection algorithm
detects all features for each track. Finally, users can choose a track and export
it into a racing car simulator to play with.

Fig. 1. The framework of our automatic racing track generating system

3.1 Difficulty Evaluation

Overview. The difficulty evaluation of the race track has been regarded as an
art because race track designers design tracks according to their own experience
so far. However, formulating the design is essential for automatic race track
generation. The steps of difficulty evaluation are as follows as shown in Figure 2.
First, we calculate an approximate racing line for a given track. Then, we obtain
a maximum speed chart based on the curvature of the racing line. Based on the
maximum speed chart, the race track is segmented into turns and straight lines.
Finally, each turn is scored high if it is more difficult to drive through.

Turn Detection. All methods to get the racing line are digging into decreasing
the curvature of driving path. In fact, driving along a path with less curvature
may keep the higher speed [14]. The geometry of the race track is not the only
parameter we should consider, so the physics of the car, the environment, and the
interactive with other cars are elements to affect the racing ling. The reason of
that an AI driver without cheating cannot beat a skilled human-player reminds
us that to get a best racing line is still a difficult challenge.

Two key points we considered simply to get the best lap are that shortening
the driving path and keeping the highest driving speed. Therefore, we increase
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Fig. 2. The framework of our difficulty evaluation algorithm

the radius of curvature to get higher maximum speed. The racing line we im-
plemented is approximate minimum curvature path [13]. We get the curvature
chart according to the racing line. By the chart, we calculate the maximum speed
chart using equation 1 [14]. All cars’ physical parameters we used are formula
one racing car data of TORCS [12].

vmax =
√
μρ(g + Fa

m )

(1)
The basic elements of the race track are turns and straight lines. Straight lines
are located between turns. All turns and straight lines in a race track can be seg-
mented according to the maximum speed chart. The algorithm is shown below.
The input data of the algorithm is sample points of the race track. The critical
point between turns and straight lines is one which has significant changes of the
maximum speed. We traverse all sample points to get all start and end points
of turns and straight lines by the algorithm.

Rating. The curvature, the maximum speed, turns, and straight lines in a race
track are the key parameters of the proposed evaluation. The turn evaluation,
TurnScore(vmin, vdiff ), relates to the minimum speed of the maximum speeds
in a turn and the braking distance the racer should take before a turn. The
speeding term ( vmax − vmin ) of the evaluation means that the racer is hard
to achieve a high speed in a turn with high curvature. The braking term repre-
sents the braking distance. The braking distance relates to the timing and the
degree of braking for the racer. The longer braking distance the more difficult
is. Intuitively, when vdiff approaches to zero, the racer can pass the turn with-
out braking at all. The higher score the more difficult a turn is. The formula is
defined as follow:

TurnScore =

{
ω1 (vmax − vmin) + ω2vdiff if δmin < vmin < δmax

ω1vmin + ω2vdiff , otherwise
(2)
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Turns and Straight Lines Detection Algorithm
Input:a race track RT = {s0, s1,K, sn}
where si is a sample point.
Output:
a turn list TL = { t0, t1,K., tm }
where ti = { start, end } is a turn and
a straight line list SL = { l0, l1,K, lm }
where li = { start, end } is a straight line segment.
begin

turn T;
straightLine L;
L.start = s0;
foreach si ∈RT do

if si−1.maxspeed = ∞ and si.maxspeed != ∞;
T.start = si;
L.end = si;
SL.insert(L);

if si.maxspeed = ∞ and si−1.maxspeed != ∞;
T.end = si;
TL.insert(L);
L.strat = si;

end
end

Fig. 3. Turns and Straight Lines Detection

, where vmin is the minimum speed of the maximum speeds in a turn, vmax is the
maximum speed of an ideal car according to equation 1. vdiff is the difference
between the maximum speed of a car entering the turn, vin, and the minimum
speed of the maximum speeds in the turn, vmin. ω1 and ω2 are weights for
weighting speeding term and braking term respectively. Notice that a turn with
vmin below a given threshold δmin is hard to tell the difficulty. Similarly, vmin

higher than a given δmax is hard to tell either. There are two reasons to make
the high speed turn more difficult: the time of determining the turning point is
very short, and the gravity the driver sustained is quite large.

3.2 Feature Detection

Some specific combinations of turns increase the difficulty of the race track such
as a combination of S-turn and double-apex turn. Besides, some special single
turns increase the difficulty as well such as hairpin turn. These special turns and
specific combinations feature a race track and must inform racers.

To find out the feature of a race track, the entire race track is encoded into a
string according to the race track’s corresponding curvature chart, and a string
searching algorithm is used to match feature turns. Figure 4 shows an example
substring for the first turn. Each sample point at the racing line is encoded into a
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three-character string,NCCTNS where NC , CT , andNS represent the curvature,
the trend of the curvature, and the slope of the curvature respectively.

The range of the curvature, NC , is large, i.e., from zero to infinite. Hence we
quantize the curvature into ten degrees, represented as 0 to 9 from low to high.
The trend of the curvature, CT , has four possible types by taking the previous
sample point and next one into account. They are “M” which means the local
maximum of the curvature, “m” which means the local minimum, “U” which
the curvature is increasing, and “D” which represents the decreasing curvature.
The slope of the curvature, NS , is the curvature variation of two adjacent sample
points and is quantized into ten levels, from 0 to 9.

Every feature turn can be characterized as a regular expression consisting of
the three characters, NCCTNS . And the syntax used in our proposed regular
expression is as follows. A plus sign, +, or a minus sign, −, located behind the
NC or NS means that the curvature or its trend can be more than or less than a
given curvature. The numeral of a superscript of the character shows the times
of multiplicity. We may add a plus or minus sign behind the superscript. We list
all feature searching details at Table 1.

Fig. 4. (top) The layout of the Melbourne Grand Prix Circuit of the 2010 Formula 1
Australian Grand Prix where the black thick line represents the race track, the white
arrow is the start direction, and the dotted line is the middle line of the race track.
(bottom) The curvature chart of the racing line for race track in (top). The red string
below the chart is the encoded string for the first turn of the race track by the proposed
encoding algorithm.
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Table 1. All feature turns information

Name Searching expression Example

Hairpin Turn γh + M0 The 11th Turn of the Suzuka Circuit

Double-apex
Turn

?UX?U(X+γd)+, ?UX?U(X-γd)- The 7th and 8th turns of the
Bahrain Inter. Circuit

S Turn γs+M?(?D?)γ
k−(γi-

m?)(?U?)γ
k−(γs+M?)

The 9th and 10th turns of the Albert
Part Circuit

3.3 User Interface

The user interface and the framework of the system are shown in Figure 5. Users
have to specify the start point and end point, and optional checkpoints on the
area of interested of a street map for enumerating all feasible race tracks. Notice
that in our system the street map of real world from Google Map[5] is used.
The number of feasible race tracks can be further reduced by given a distance
constraint and a bounding area which constrains the extent of race tracks as
shown in Figure 5. Then, all feasible race tracks are ranked according their
difficulty matching to a given difficulty expectation chart.

To search a feasible path in a given extent of the street map, the network
information of the street map obtained from Open Street Map [1] is transformed
as a graph G and the simple path enumeration algorithm[16] is applied. The
difficulty ranking is performed by determining how similar between a searched
race track and the user specified difficulty-time chart as shown in Figure 5(B).
Users are allowed to sketch the difficulty-time chart using a polyline as a shown
example in Figure 5.

The similarity between two difficulty-time charts is measured using the sum
of the squared distance of each pair of corresponding sample points. The ranked
race track is listed in Figure 5(C) and for each highlighted race track we display
referential information such as the length of the race track, the ideal fastest time
to finish the race track, all detectable feature turns and the number of turns in
the race track to help user select a preferred race track. Finally, the selected race
track (streets) can be exported into TORCS [12] for play the game.

4 Results

4.1 Difficulty Evaluation

There are two experiments to verify the difficulty evaluation of a race track. The
first experiment compares the difficulty of a race track our system evaluated
with the difficulty measured by using real timing data of formula one races
and comments of the professional commentators. The second experiment is to
conduct a user study. All collected data from testers were analyzed to see if our
evaluation matches tester’s performance.
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Fig. 5. The user interface of the proposed automatic race track generating system: (A)
the map browser, (B) the expected difficulty-time chart sketched by the user, (C) a list
of the ranked race tracks, (D) the difficulty-time chart of the selected race track , and
(E) the referential information of the selected race track

Verification. The statistics of all racers’ timing records of many races from the
official formula one website [20] were analyzed and derived a formula for scoring
the difficulty for sections of race tracks as follow:

SectorScore = 10 ∗ (AvgL −AvgH)2/Avg (3)

where Avg is the average time of all records of each sector, and the AvgH is the
average time of top quarter records at a sector, and AvgL means the average
time of the last one quarter records. The formula 3 is designed for distinguishing
the racers’ skill at a sector. Notice that the score is normalized by the average
time of all records, Avg.

In addition, we collect many comments of the professional commentators[2]
to verify our evaluation. Commentators always tag some critical points at their
comments for some race tracks which will affect the result of racing significantly.
That means the difficulty of sections including critical points should be higher
than those not.

The racing statistics of 2010, 2011, and 2012 formula one championships have
been used to verify the proposed difficulty evaluation. All experimental results
are shown in Table 2. The score with red color represents the most difficult sec-
tor in its race track, green is less difficult sector, and blue means the easiest
section relatively. Also, a score with gray background color represents the most
difficult sector commented by commentators. The C.C. we used to verify the
degree of correlation is the Pearson product-moment correlation coefficient[22].
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Table 2. The verification of our difficulty evaluation using racing statistics of 2010,
2011, and 2012 formula one championships. For each sector of a race track, we show
the score calculated using formula 3 and the score we evaluated using formula 2. Score
with red color represents the most difficult sector in the race track, green color means
less difficult, and blue means the easiest sector. Note that score with gray background
color represents the most difficult sector indicated by commentators believed. C.C.1
is the correlation coefficient of each track per year, and C.C.2 means the correlation
coefficient of each track.

Sector 1 Sector 2 Sector 3 Correlation

Track Name Year Score Our Score Our Score Our C.C.1 C.C.2

Albert Park
2010 1015

1409
646

1268
1890

1564
0.97952

0.921082011 1492 1092 2321 0.98526
2012 1291 837 1920 0.99784

Bahrain Inter. Circuit
2010 999

987
2675

1559
811

817
0.99169

0.75760
2012 598 1117 472 0.99076

Sepang Intel. Circuit
2010 844

564
4641

1290
2803

1397
0.81182

0.517182011 316 1397 1132 0.93760
2012 351 1065 1050 0.99076

Shanghai Intel. Circuit
2010 614

552
1270

1170
761

1093
0.75386

0.657692011 490 851 931 0.95964
2012 443 651 575 0.96821

Circuit de Gilles Villeneuve
2010 1218

1409
1317

1185
924

854
0.79236

0.82074
2011 1174 1135 778 0.94794

Circuit de Catalunya
2010 809

778
1530

1376
812

1295
0.60756

0.57826
2011 1199 1822 1466 0.88663

Istanbul Speed Park Circuit
2010 1038

1609
1205

1349
218

1004
0.82471

0.81957
2011 1155 1146 580 0.90924

We calculate a C.C. for each track per year and all years, and the average
correlation coefficient for all records is 0.902 which means that the higher score
we evlauated the more distinguishing a sector is. Furthermore, 94% of C.C.1
is greater than 0.7 which indicates highly linear dependence between the two
scores. 57% of C.C.2 is larger than 0.7, and 100% of C.C.2 is larger than 0.4
which means that the two scores are significantly linear correlative. The lowest
C.C.2 is calculated from the race record of the Malaysia Grand Prix at Sepang
Intel. Circuit because the timing record of racer No. 25 in 2010 is the outlier
which causes the difference much larger.

As you can see in Table 2, there are 13 sectors marked as the most difficult
sectors by commentators and 61.5% of them matched our evaluations. In our
evaluation algorithm, we don’t consider the influence of a race track’s height
because we don’t have the height information of all tracks. Therefore, it would
cause some estimation error.

User Study. To evaluate the accuracy and reliability of the proposed difficulty
evaluation, we invited ten male testers aged from 18 to 30 years old to join our
user study. Among testers, 5 testers who seldom play any kind of racing games
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are totally newbies in racing games, 4 testers who play some racing games are
not expert, and one tester who has played racing games for more than ten years
is good at racing games. The experimental environment is the professional racing
suit, AP1 [21]. The testers were given a racing task to get the best lap in specific
race track, the Istanbul Speed Park Circuit. Before starting the task, they were
asked to drive in two simple race tracks for a period of time to practice the
physics of the racing car.

In total, we recorded 332 records from the user study. According to the rules
of the formula one, the timing record of the lap is set as an invalid record if the
four wheels of the racing car are out of the track at the same time. Therefore,
about 21% of all records are valid. We compute the vdiff in each turn of each
valid data for further comparison.

The average value of vdiff of each turn is shown in Figure 6. The turn ID is
listed in difficulty we evaluated order descendingly. From Figure 6, each averaged
vdiff is correlated to each turn score. The trend of the vdiff is descending as
similar as the difficulty we evaluated. This means that our evaluation algorithm is
effective and reliable. Moreover, the ranking chart in Figure 7 visualizes the high
correlation between the score we evaluated from user study and from formula 2.

We also calculate the Normalized Discount Cumulative Gain[23] which mea-
sure the degree of relativity between the rank of the score form user study and
the rank of our evaluation. We get a quite high score, 0.9077, ranged from 0 to
1. We also calculate the extracted tester’s NDCG between the rank of standard
deviation and the score we evaluated, and the result is 0.8803. In summary, the
statistics of the user study shows highly correlation to the score we evaluated.

Fig. 6. The average vdiff of each turn in our user study. The number at horizontal axis
represents the turn id listed in difficulty order descendingly. The vertical axis shows
the vdiff (km/h).

4.2 Turn, Straight Line, and Feature Detection

To verify the correctness of turns, straight lines, and feature turns detection, we
collected eleven digital race tracks of formula one to test. Instead of using the
racing line we determined, we use the racing line shown at the official website
for the detection. The experimental results are shown in Table 3. As you can
see, the accuracy of turns and straight lines detection is high; 8/11 of tracks
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Fig. 7. The ranking chart for the user study’s score and the evaluated score. The
horizontal axis indicates the turn id, and the vertical axis shows the rank of each
turn’s score.

Table 3. The result of the turns, straight lines, and feature detection according to the
midline

official website We detected Accuracy(%)

Track Name Turns S. Lines Turns S. Lines Feature Turns Turns S. Lines

Bahrain Inter. Circuit 15 15 16 16
Haripin-Turn(2) Double-
apex Turn(2) S-turn(2)

94% 94%

Albert Park 16 16 16 16
Haripin-Turn(0) Double-
apex Turn(0) S-turn(7)

100% 100%

Sepang Intel. Circuit 15 15 15 15
Haripin-Turn(1) Double-
apex Turn(3) S-turn(3)

100% 100%

Shanghai Intel. Circuit 16 16 11 11
Haripin-Turn(2) Double-
apex Turn(4) S-turn(3)

69% 69%

Circuit de Catalunya 16 16 16 16
Haripin-Turn(1) Double-
apex Turn(4) S-turn(4)

100% 100%

Circuit de Monte Carlo 19 19 24 24
Haripin-Turn(5) Double-
apex Turn(2) S-turn(7)

79% 79%

Istanbul Speed Park Circuit 14 14 18 18
Haripin-Turn(0) Double-
apex Turn(1) S-turn(7)

78% 78%

Circuit de Gilles Villeneuve 12 12 15 15
Haripin-Turn(1) Double-
apex Turn(0) S-turn(5)

80% 80%

Valencia 25 25 25 25
Haripin-Turn(3) Double-
apex Turn(1) S-turn(9)

100% 100%

Silverstone Circuit 17 17 19 19
Haripin-Turn(0) Double-
apex Turn(3) S-turn(7)

89% 89%

Nurburgring 15 15 14 14
Haripin-Turn(1) Double-
apex Turn(3) S-turn(5)

93% 93%

Average Accuracy 89% 89%

is higher than accuracy 80%. One detected sample testing race track , Sepang
Intel. Circuit, is shown in Figure 8 corresponding to the feature of rack track
illustrated at the official website in Figure 9. Due to the fact that our detection is
on the basis of racing line, turns which is recognized visually from official website
may not be detected by our method. During the third turn of the Sepang Intel.
Circuit, the racers don’t need to brake at all. That turn is regarded as a straight
line. Thus, by the point of view of drivers, our detection is of 100% accuracy.
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Fig. 8. The digital race track of the Sepang Intel. Circuit. The line segment with green
color shows the straight line of the racing line, and the red line segment is the turn we
detected. The red numeral represents the turn id, and the numeral in square brackets
is the score we evaluated.

Fig. 9. The Sepang Intel. Circuit of formula one from the official website [20] illustrates
the racing line (dotted line), sectors using different color, and turns (numeral). Note
that the green circle in the middle of the race track represents the start point.

5 Conclusions

We propose an automatic race track generating system based on real streets
with difficulty evaluation and feature detection. By our system, users can create
a satisfied race track intuitively and export it into a racing car simulator to
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play. Besides, our system provide more information of the race track such as the
length, the feature turns of the track, and the ideal time to finish the track.

Our difficulty evaluation algorithm doesn’t take the variation of height into
account. The main reason is that we haven’t gotten the digital race track with
the height information. In our knowledge, the racers are influenced by the varia-
tion of height, so we will take the height information into account for improving
the accuracy of the difficulty evaluation. Besides, the simple path searching al-
gorithm we implemented in a large area is not good enough to get all simple
paths in a reasonable time. To add some constraints in the searching algorithm
might speed up the efficiency.
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Abstract. In this paper we present Light Perfume, a wearable system that helps 
the users and their communication partner to mirror their nonverbal 
communication cues together using factors such as speed of blinking and color 
in lights and subtle perfume emission from a wearable accessory during a face-
to-face conversation. This is based on the concept of mirroring, whereby each 
user is stimulated with the same visual and olfactory outputs to strengthen a 
user’s psychological bond with the partner using the accessory. We initially 
explain the motivation and design of the prototype for the Light Perfume 
system. We evaluate the system using a semantic differential method and show 
how the system can be used to affect the impression formed of the user by 
others and explore the potential usage of the entertainment accessory. 

Keywords: Empathy, mirroring, wearable media, lights, perfume, light per-
fume, synchronization, communication. 

1 Introduction 

According to the social psychologist, Konrath (2011), college students in the U.S. are 
40% less empathic today than they were in 1979, with the steepest decline recorded in 
the last ten years [1]. Young people lack empathy despite being constantly connected 
to others via social-networking sites and mobile devices [2]. In our contemporary 
digitized world, we now live in an increasingly diverse, globalized, and complex 
society. We think, ironically, people come in contact with vast numbers of their 
counterparts each day leading to more superficial relationships [3].  

There is no doubt that the influence of the Internet and digital media is ever-
growing and that as time goes by, more and more people get connected to it. 
However, it is also true that there is a growing debate about whether or not it actually 
helps to bring people closer together [4].  

Today’s digitalized communication technologies engage the visual and auditory 
senses through the use of video, sound or text. These devices leave out other senses 
and produce interactions that lack certain important characteristics that are unable to 
substitute real face-to-face communication [5].  
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Fig. 1. An application of Light Perfume: A couple holding hands during a face-to-face conver-
sation 

The quality of interactions we experience with someone through a social 
networking site will never be of the same standard as if you were having a face-to-
face conversation while maintaining eye-contact and holding hands, although people 
are now better able to get in touch with others than ever before. 

In human relationships, mirroring someone's body language makes them feel 
accepted and creates a bond with the other person. It is a phenomenon that occurs 
naturally between friends and people of equal status [6]. The mimicry can act as a 
kind of “social glue” and foster rapport in subtle ways. This kind of “emotional link” 
affects people’s psychological regulation of our impression on the other party [7].  

We address this problem in current relationships with our project, Light Perfume, 
which is a wearable fashion accessory that helps people mirror their nonverbal cues 
during social interactions through visual and olfactory stimulations. Each wearer’s 
system measures these cues through movement and sound sensors that are mapped to 
output values that are stimulated simultaneously from either system. The output 
expressions are combinations of the frequency and color of light and a perfume scent. 
Our goal is to help people strengthen their emotional bond with others during social 
interactions through these mirrored expressions. 

In this paper, we explore the effect of lights and fragrance, and review the 
relationship of mirroring with empathy for social interactions. We describe the design 
of Light Perfume and the mirroring interaction based on eye-contact with others. Then 
we show that Light Perfume has a similar effect to that of mirroring behavior in 
psychology. We demonstrate that it is possible to use Light Perfume to affect a 
person’s impression positively on their partner during their interpersonal social 
interaction based on a user study we conducted using a semantic differential (SD), 
interviews and video observations. We conclude by discussing the results and 
limitations of the study followed by our plans for the future. 
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2 Related Works 

2.1 Effects of Lighting and Smell 

Various studies have shown that particular lights and smells can unconsciously help 
people create emotional moods and feelings [8-11]. It also affects people's perceptions, 
judgments, work performance, and help develop their relationships [10-12]. 

There are a number of publications that report research conducted to determine the 
effect of various lights and color conditions on peoples’ feelings [8-11]. Research 
conducted by Frasca (1999) on interior design for ambulatory care facilities reports 
some important design factors. The research reports that color and lights have a 
profound influence on patients and consumers, such as consumer satisfaction, stress 
level, health and well being [9].  

Flagge (1994) reported that light should produce a mood and atmosphere in a 
room, which corresponds to people’s demand and expectation [10]. Kaufman and 
Christensen (1981) noted that light can play an important role in reinforcing special 
perception, activity and mood setting [11]. 

Smells can also evoke strong emotional reactions. In surveys on reactions to odors, 
responses show that many of our olfactory likes and dislikes are based purely on 
emotional associations [13]. According to Kate (2007), the positive emotional effects 
of pleasant fragrances also affect our perceptions of other people. Unpleasant smells 
can also affect our perceptions and evaluations [12]. One study in her report, the 
presence of an unpleasant odor led subjects not only to give lower ratings to 
photographed individuals, but also to judge paintings as less professional [12]. 

2.2 Mirroring and Empathy 

Mirroring is the behavior in which one person copies another person usually while in 
social interaction with them. It may include miming gestures, movements, body 
language, muscle tensions, expressions, tones, eye movements, breathing, tempo, 
accent, attitude, choice of words/metaphors and other aspects of communication [14]. 
It is often observed among couples or close friends. For example, person A and B are 
engaged in a conversation. A might mirror some of B’s mannerisms, leading B to like 
A more, trust them, and think of A as more similar, even though both are unaware that 
any mimicry took place. All this has been confirmed by psychological research [15, 
16], leading to a popular perception that imitation is the best form of flattery.  

Mirroring in social psychology is closely linked with empathic communication in 
Neuron Science. Rizzolatti and Arbib (2004) discovered from the frontal lobes of 
monkeys that when a monkey performs a single, highly specific action like pulling, 
pushing, tugging, grasping, or putting a peanut in the mouth, different neurons fire in 
response to different actions [17]. But what is astonishing is that any given mirror 
neuron will also fire when the monkey in question observes another monkey 
performing the same action [17]. 

Discovery of mirror neurons has helped understand to a great extent a number of 
human features, from imitation to empathy, mind reading and language learning. 



 Light Perfume: Designing a Wearable Lighting and Olfactory Accessory 185 

 

Whenever we watch someone else doing something (or even starting to do 
something), the corresponding mirror neuron might fire in our brain, as a result of 
which we can read and understand the other person’s intentions [18]. Damages in 
these cerebral structures can be responsible for mental deficits such as autism. 
Without these neurons, an autistic child can no longer understand or empathize with 
other people emotionally and therefore, completely withdraws from the world, 
socially [18]. 

The lack of proper empathic and emotional connection with another party may lead 
to a disconnecting in the important abilities in human interpersonal communication 
and socialization [19]. Maia Szalavitz (2010) also states this, “Without empathy, we 
would have no cohesive society, no trust and no reason not to murder, cheat, steal or 
lie. At best, we would act only out of self-interest; at worst, we would be a collection 
of sociopaths [20].”  

A consistent finding in the literature is that empathy improves people’s attitudes 
and behaviors towards other individuals or groups, while a lack of empathy is 
associated with more negative attitudes and behaviors including their social 
communications [21, 22]. 

3 Light Perfume 

3.1 Design Concept 

Light Perfume is designed as a wearable accessory to help people feel bonded towards 
each other using lighting and olfactory outputs by mirroring the expressions between 
the user and his or her partner.  

When a user meets with his or her conversation partner, Light Perfume mirrors a 
user’s nonverbal cues such as wearer’s gesture, movement, voice and environmental 
sounds around him through a wearable Light Perfume accessory. The shared cues are 
actuated with same blinking frequency and lighting color while simultaneously 
emitting the same fragrance during face-to-face communication. 

 

Fig. 2. The interaction process of the Light Perfume system: people get synchronized through 
eye-contact 
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The concept of Light Perfume can be explained as an accessory, which helps 
people feel synchronized during a conversation and the seamless actuation of 
mirrored expressions between the user and his or her partner, can make them feel 
more connected and comfortable during a conversation. 

For the first prototype, the actuator was designed in a bangle in order to directly 
stimulate a user’s eyes and unobtrusively stimulate a user’s nose from the wrist. The 
aroma is created by heating solid perfume and emitted by the movement of the 
wearer’s conscious and subconscious body gestures during a face-to-face meeting. To 
mirror the non-verbal cues in interpersonal communication, we reused the Sound 
Perfume glasses [23] that we designed in the previous project. The information 
between users and their partner was exchanged through eye-contact interaction using 
the embedded IrDA transceiver of the glasses. 

3.2 Interaction 

There are three components in the Light Perfume system: 

• IrDA Glasses (Sound Perfume Glasses): It help the users share their nonverbal 
communication cues data naturally through eye contact interaction during face-to-face 
conversation through an Infrared Data Association (IrDA) transceiver.  

• Mobile Phone Application: It helps users set the MAC address of the IrDA 
glasses and Light Perfume accessory, and also make the setting of the connection 
between the users’ and their partners’ bangles.  

• Light Perfume Accessory (Bangle Type): It has sensors to measure the wearer’s 
nonverbal communication cues and actuators for the lighting and fragrance 
expressions. 

 

Fig. 3. System configuration: Light Perfume system 
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As shown in Fig. 2 and 3, when a user starts a face-to-face conversation with 
another person; his or her nonverbal communication cues such as body posture, 
gestures, voice and environmental sounds are sensed by the Light Perfume bangle and 
shared between each system through an IrDA module located in the bridge of the 
Sound Perfume glasses [23]. The partner’s nonverbal communication cues are 
synchronized with the user’s cues in the mobile phone application and forwarded to 
the Light Perfume bangle to actuate. This is done by blinking LEDs at the same 
frequency and color and actuating the same perfume aroma from the Light Perfume 
bangle on their wrists. This direct lighting expression and indirect stimulation of the 
same aroma makes the user feel that there's something about the partner he or she 
likes, and creates a stronger bond between each other during a face-to-face 
conversation. 

3.3 Prototype of Light Perfume 

The aim of the first model of the Light Perfume system was to design a proof-of-
concept prototype. We conducted two brainstorming sessions to find a suitable 
accessory that can sense the wearer’s gesture, movement, voice and environmental 
sounds around him or her. This data is then used to express lighting changes and 
perfume emission simultaneously. We selected the bangle form factor for Light 
Perfume as a fashion accessory since we were convinced that accessories worn on the 
forearm or wrists were suitable for sensing the user’s gestures and movements. It was 
also easier for the user to notice the lighting expression changes and fragrance 
emissions. In addition, it gave us more space to work with for the actuators and sensor 
circuitry, required to realize this. 

The original idea of interpersonal interaction for the synchronization was based on 
the distance between the users and their partner. As it is considerably difficult to 
stably find the target partner based on proximity using Bluetooth communication in 
the mobile phones, we decided to reuse the IrDA glasses that we designed in previous 
project [20] for the first prototype.  

The Light Perfume bangle communicates with the user’s smartphone via Bluetooth 
and uses the IrDA sensor in the Sound Perfume glasses to exchange the sensed 
nonverbal communication cues data with the partner. In response, the partner’s phone 
communicates with his or her bangle, which controls the mirroring data between the 
user and his or her partner and expresses the same color and blinking frequency on the 
LEDs while emitting the same aroma during face-to-face encounters. Fig. 5 shows  
the combined usage of the Sound Perfume glasses with the IrDA transceiver [23] and 
the Light Perfume bangle. 

3.4 Mobile Control Application 

The application was developed for the Android 2.3.3 Platform based on the Sound 
Perfume mobile application [23]. We added functions to: 1) Set the user’s bangle 
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MAC address in the settings menu and 2) A button that configures the Sound Perfume 
glasses to switch to Light Perfume mode. This mode could only use IrDA transceiver 
for interpersonal communication. 

3.5 Light Perfume Bangle 

The Light Perfume bangle was designed using the Arduino Pro Mini and consists of 
two sensing and two actuation modules as shown in Fig. 4. We embedded a triple axis 
accelerometer to sense the user’s body gestures and movement and a microphone to 
sense voice and environmental sounds during the face-to-face encounter with the 
partner. Moreover we used five RGB LEDs to actuate the color and blinking 
expressions and eight channels of heaters to actuate the different kinds of smell 
expressions in the bangle. 

 

Fig. 4. System configuration: Light Perfume Bangle 

The processor controls the sensing, actuation and communication with the mobile 
phone application through Bluetooth from the bangle. Fig. 4 shows the configuration 
of the Light Perfume bangle and an elastic band is added to the bottom of the cover to 
facilitate easy wearing. 

• Processor: We used the Arduino Pro Mini that is connected to eight digital 
channels for the perfume heaters, receive and transmit lines for Bluetooth and four 
analog channels for control of the microphone and accelerometer. 

• Battery: An attachable and rechargeable battery (Lithium-ion polymer battery, 
3.7 V / 400 mAH) was used. The average current consumption was 40 mA, but it 
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could reach approximately 300 mA for a few seconds when the perfume heater is 
switched on. 

• Bluetooth: It provides the wireless communication between the mobile phone 
application and the Light Perfume bangle. 

• Heating circuit: We make heat by passing amplified electric current through a 
12 Ω resistor based on lab tests [23]. 

• Sensors: a triple axis accelerometer was used to sense the context of the user’s 
movements and a microphone was used to sense the user’s background sounds that 
can explain the user’s environment. 

• LED circuit: This was designed to control the five RGB LEDs. 
• Lighting and perfume actuator module: The structure of the actuator module 

was designed to heat solid perfume using a resistor. The actuator construction has a 
string of five RGB LEDs and eight channels of perfume.To make a small bangle 
actuator, we used LEDs with a bulb size of 5 mm and designed the eight different 
perfume containers, each containing a 12 Ω resistor for heating the solid perfume as 
shown in Fig 4. 

• Mapping the relationship between sensing and actuation: According to Choi’s 
(2008) study, LED, Electroluminescence (EL) materials such as EL-wire, EL-sheet, 
and EL-tape are used for the expression of color, brightness, blinking speed and 
rhythm change of lights in fashion media. Color expressions are easily recognized by 
the wearer and others compared to other visual elements. Additionally the dot-form 
using LEDs, the line-form using EL-Wire, and the surface-form using EL-Sheet are 
all possibilities that are expressed in fashion [24]. Although there are many different 
types of visual expressions used in lights, in this study we focused on the basic 
expressions; color and blinking frequency. Initially for this research, we selected five 
colors; white, yellow, green, blue, and purple, and five different speeds; faster, fast, 
normal, slow, and slower. For smell samples, we reused the eight perfume samples we 
selected in previous project [23]. We defined five levels of input data from the 
accelerometer and microphone as shown in Table 1. 

Table 1. Input levels for Light Perfume 

Group  Movement (any axis) / 
Level 

Noise / Level / Example 

1 Under ± 1 m/s2 / Slower Under 20 dB / Very Calm / A recording room 

2 ± 2 ~ 4 m/s2 / Slow 21 ~ 40 dB / Calm / A quiet room 

3 ± 5 ~ 7 m/s2 / Normal 41 ~ 60 dB / Normal / Conversation 

4 ± 8 ~ 10 m/s2 / Fast 61 ~ 80 dB / Loud / Cars in a big city 

5 Over ± 11 m/s2 / Faster Over 81 dB / Very Loud / Honking or shouting 
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These values are shared with the partners system and the output is selected based 
on the maximum of their respective values from the findings from the pilot study, For 
example, if the user has a “1 – Slower” movement and “1 – Very calm” noise data, 
meets his partner who has “3 – Normal” movement and “5 – Very loud” noise data, 
their mirroring noise data is “3 – Normal” and movement data is “5 – Very loud”. The 
movement data controls the frequency of the LEDs, perfume heating channel and 
heating time, while the sound data controls the color of the LEDs. The corresponding 
stimulation for each output value is given in Table 2. 

Table 2. Output levels in Light Perfume 

Average 
value 

Movement Data (Blinking frequency / 
Perfume channels & time) 

Sound data (Color (RGB)) 

1 0.3 Hz /  1ch. & 5 sec. purple ( 112, 0, 146) 

2 0.6 Hz / 2ch. & 8 sec. blue (27, 141,237) 

3 1.2 Hz / 3ch. & 10 sec. green (108, 255, 43) 

4 2.4 Hz / 4ch. & 15 sec. yellow (255,255, 0) 

5 3.6 Hz / 5ch. & 20 sec. white (255, 1255, 255) 

3.6 System Evaluation 

We recruited four volunteers from our laboratory, who were not involved in the 
design of this project, to help us evaluate the current system and interaction process. 
All of them noted the appearance of the bangle was not appealing and using the 
elastic band was inconvenient. However, we believed that these issues were not 
serious enough to interfere with the user study for our system, described more in the 
next section. 

4 User Study 

The psychologist, Nicolas’ (2009) research examined the effect of mirroring; when a 
stranger mimics someone’s verbal and nonverbal expressions, higher positive 
judgment of the mimicker was found [25]. The mirroring also produced various 
positive social behaviors such as spontaneity to help, and compliance to a request by 
the mimicker [25].  

The user study was executed with 18 participants to know whether the effect of the 
Light Perfume experience can make the user feel similar feelings such as gesture and 
tonal mimicry, as well as the formation of positive impressions towards their partner. 



 Light Perfume: Designing a Wearable Lighting and Olfactory Accessory 191 

 

4.1 Pilot study 

The pilot study was executed with four volunteers (2 couples) who work in the 
laboratory. We gave them three minutes to converse while using the system and 
didn’t give any guidance and restrictions. During the observation, two couples noticed 
that their Light Perfume systems were actuated by their gestures and voices. And one 
couple noticed the synchronized actuation between them. They seemed to enjoy the 
mirrored expressions. They were moving their arms, and tapping the bangle with their 
fingers to see the changes in the expression. 

However, in the case of the other couple, they didn’t recognize the mirrored 
expression. During the interview, they pointed out the expressions from the bangle, 
especially the lighting, were rapidly changed and they could not understand the reason. 
This happened because the bangles showed lights corresponding to the average values 
obtained from both bangles. Moreover this qualitative analysis of Light Perfume 
provided no insight into the changes the participants felt while using the system.  

We decided to use a semantic differential (SD) method to measure the changes in 
the impression through the Light Perfume system and to use a fixed expression in to 
order to reduce the noise in the data and help us analyze the results.  

4.2 Main Study 

4.2.1 Participants  
Eighteen volunteers were recruited for the study (67% female; average age 24 years) 
from our laboratory. A set partner was chosen for this experiment, who was a female 
who has just joined our lab as an intern student. Based on the findings of our previous 
project, we assumed that the formation of impression will be different based on their 
previous relationship[23]. We made two groups: Group A had previously met the 
female partner and Group B had no previous encounter with the set partner. 

4.2.2 Apparatus 
The study was conducted in the meeting room of the laboratory where we setup two 
chairs facing each other. The Light Perfume bangle and IrDA glasses were laid on the 
table between the chairs. We recorded each participant’s interactions using a video 
camera placed beside the desk at an angle facing the participant to later analyze the 
changes in their subconscious facial expressions, gestures, and any verbal feedback 
provided during the test. Participants always sat on the same chair facing the fixed 
partner. They were allowed to wear the Light Perfume bangle and IrDA glasses in a 
way that was comfortable to them. The doors were opened so that we could ventilate 
the room between experiments. 

4.2.3 Stimuli 
To know the relationships of stimuli types and forming impression, we chose two 
stimuli sample sets for each of the divisions that received stimuli. The expressions 
from A set had positive impressions and the expressions from B set had 
comparatively negative impressions. 
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Table 3. Choosing the stimuli sets: Bolded words were the representative impressions 

Stimuli 
sets 

Sample code/ 
description 

Extracted impressions  

A set 
(positive) 

LC4 / blue color 
LED 

sorrow, soft, majesty, coldness, water, eternity, heaven, 
peaceful,  

LB3 / normal 
speed of blinking 

relaxing, slow, comfortable, soft 

F1 / floral sweet, romantic, girly, smooth,  delicate, soft, warm, 
happy, pleased, sweet 

B set 
(negative) 

LC1/ red color 
LED 

hot, dangerous, Love, liveliness, activeness, 

LB1/ fastest 
speed of blinking 

fast, dangerous, excited, uncomfortable, nervous, hot, 
hard, powerful, angry, dull, bad, exciting, 

F2/ green fresh leaves, familiar, grass, natural, energetic, 

4.2.4 Response Format 
After the encounter, each participant was asked to rate their impression about the set 
partner through an online survey immediately. Huma’s SD (2010) was used to study 
the impression comparison between genders and her categorization of measuring 
impression was adapted and pretested for impression formation assessment [26]. We 
used a seven point rating scale with four dimensions: Sociability, Ethics, Power and 
Activity. The items contained in each dimensions are shown in Table 4. The online 
SD form was presented to the participant by randomizing the order of the items. The 
form also gathered the participant’s demographic information, age, gender and race.  

Table 4. The structure of the semantic differential: based on Huma’s impression formation 
assessment 

Dimensions Impression assessments 

Sociability 

cold – warm 
friendly – unfriendly 
pleasant – unpleasant 
close – distant 
optimistic - pessimistic 

Ethics 

fair – unfair 
sincere – insincere 
honest – dishonest 
correct – incorrect 

Power 

obedient – independent 
cowardly – courageous 
weak – powerful 
bold – shy 
determined - undetermined 

Activity 
passive – active 
apathetic – energetic 
static – dynamic 
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4.2.5 Procedure 
Each participant was provided an overview of experiment and an explanation of the 
procedure and response format. They were then given three minutes to converse the 
partner as shown in Fig. 5. Depending on the division, the participant would not be 
stimulated, played the Set A stimuli or Set B stimuli. The participants were then asked 
to fill out an online survey form immediately. After that we had an interview to ask 
their impression the fixed partner. 

 

Fig. 5. Light Perfume bangle actuates the synchronized lighting expressions and emit the same 
perfume odor during the face-to-face encounter 

 

Fig. 6. Visual comparison of participants’ impressions of their communication partner 

4.2.6 Result  
The analysis of the results was done based on the graph of mean values shown in Fig. 
6. The results overally showed that all participants had enhanced impression values  
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Table 5. The mean scores of the four dimensions across the different groups: the yellow cells 
mark the meaningfully increased mean scores and blue cell marks the meaningfully decreased 
mean score based on corresponding no stimuli scores. And the values in ( ) is the standard 
deviation values (bold values show the meaningful values). 

Groups Stimuli Sociability Ethics Power Activity 

A None 4.20  5.08  3.87  3.78  

 A set 5.47 (0.74) 5.67 (0.44) 4.07 (1.49) 4.00 (1.5) 

 B set 6.27 (0.49) 4.75 (1.17) 4.47 (3.55) 5.33 (3) 

B None 4.40  5.33  3.73  3.22  

 A set 5.67 (0.82) 6.08 (0.44) 4.00 (1.28) 4.11 (1.36) 

 B set 5.20 (1.06) 4.25 (0.2) 4.13 (0.69) 3.89 (0.86) 

in their sociability dimension, such as ‘warm’, ‘friendly’, ‘pleasant’, ‘close’, and 
‘optimistic’. We also could see the positive impression on the ethics dimension of 
impression, such as ‘correct’, ‘honest’, ‘sincerer’, ‘fair’ in Group B .  

These results suggest that the impression of the fixed partner from participants 
enhances his or her sociability dimension, similar to much psychological research on 
mirroring nonverbal communication cues in a face-to-face conversation. Another 
interesting finding was that for Group B, participants who were meeting the partner for 
the first time, had their Ethics dimension (‘fair – unfair’, ’sincere – insincere’, ’honest 
– dishonest’, ‘correct – incorrect’) change positively by Set A and negatively by Set B 
indicating the possibility of being able to control this by changing stimuli samples. 

The results of participants’ interviews also showed they could feel the link between 
the expressions and felt more familiar with their partners during the conversation. 
Participants often used the phrases such as ‘easy with’, ‘fun with’, ‘interact’, and 
‘affect’ that are related to the interactions with the partner as opposed to phrases related 
to their internal feelings. Moreover, through the analysis of the observation, we also 
found that they started the conversation with Light Perfume as a topic, once they 
realized their Light Perfume bangles were linked each other, we could see them shakes 
their arms together animatedly once they noticed that the synchronized expression. 

Light Perfume affects people’s mirroring experience similar to the results of 
Nicolas’s psychological research on the effect of mirroring nonverbal communication 
cues in a social conversation. 

4.2.7 Limitation 
The method by which we form an impression about someone is very subjective, 
complex and context-based during a face-to-face interpersonal encounter. We could 
see the following limitations in the user study: 



 Light Perfume: Designing a Wearable Lighting and Olfactory Accessory 195 

 

1) The need to investigate the biases that effect user’s impressions during face-to-face 
interpersonal interactions. The user study might also be affected by the user’s age, 
gender and race. 
2) The number of participants per each condition is very small (N=3), hence there are 
a variation between their rating making the results. Therefore, the interpretation of the 
results needs to be further empirically tested after more data has been gathered. 
3) Previous relationships formed about someone are very subjective. In our study, we 
assumed that we could group together participants who had met the set partner into a 
single Group A, though this may introduce bias into the data. 
4) The selection of stimuli samples; A set and B set was subjective and which cannot 
map all possible emotions or impressions. 

5 Discussion 

The current version of Light Perfume system is a proof of concept design and it is not 
aesthetically appealing as a fashion accessory. We need to aesthetically design new 
Light Perfume accessory to adapt this idea to our real world. 

 

Fig. 7. New aesthetic design of Light Perfume (rendered image) 

We found the synchronize expression with their partner based on movement and 
voice from Light Perfume can help people mirror together. It can also help people feel 
socially connected or enjoy with their partner while mirroring their expression during 
recreational activities and interaction. Some of the promising usage scenarios include 
sports spectators as they share their zeal and enjoy the game, people singing or 
dancing together in a karaoke or disco. The mirroring nonverbal cues between Light 
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Perfume accessories can also help people enhance their bonding, unity, and social 
interaction in any scenario which involves face to face communication. 

6 Conclusion 

This paper shows our design process of the Light Perfume system and also provides 
some evidence that the system could help the user make a more sociable impression 
towards their partner through mirrored blinking and color of light while smelling the 
same perfume fragrance. It could also help users express the ethical impression to 
others if they were meeting their partner for the first time. 

Our next step in this project would be to improve our design by making it more 
aesthetically pleasing and to explore the different fashion accessory that can help 
people to feel bonding through the Light Perfume system.  

We hope that this research and mirroring concept with lighting and perfume 
stimulation could positively help people bring closer, develop emotional connection 
and impression, and make them enjoyable together. As a result, Light Perfume  
will help people build meaningful and emotionally involving relationships and 
communication, such as empathic interactions with each other. 
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Abstract. Massively multiplayer online role-playing games, such as World of 
Warcraft, have become very popular in recent years. These types of games of-
ten provide the player with a wide range of game abilities, weapons, tools,  
options, stats, etc. which grow in number as the player progresses through the 
game. This in turn makes the user interface of the game more complex and dif-
ficult to interact with. Games such as World of Warcraft attempt to combat this 
by providing mechanisms (e.g. add-ons) for interface customization by the 
player. However, it is unclear which aspects of the game interface players pre-
fer to customize, or what effects those customizations have on their gameplay 
experience. In this paper we present a survey of World of Warcraft players to 
identify their opinions on game interface customization preferences. The results 
of this survey are likely to apply to other massively multiplayer online role-
playing games. 

Keywords: Computer games, game interface customization, survey, player ex-
perience, massively multiplayer online games. 

1 Introduction 

The popularity of massively multiplayer online role-playing games (MMORPGs) has 
steadily increased over the past decade, to become a multi-billion dollar industry [1], 
servicing tens of millions of subscribers [2]. World of Warcraft1 (WoW) alone 
boasted over 10 million active subscribers at the end of 2011 [3]. MMORPGs allow 
players to inhabit a character inside of the game world, and compete with non-player 
and player characters with the goal of improving their own character. For instance, in 
WoW low-level characters have few abilities to use, with players unlocking more and 
more abilities as their character progresses, increasing the number of potential ap-
proaches to in-game situations. However, as character level increases, so does the 
complexity of the game interface.  

One method of addressing this complexity is using interface customization pack-
ages or add-ons which alter the interface of the game in some way, in order to assist 
the player (see Fig. 1). A number of popular MMORPGs provide support for such 

                                                           
1 http://us.battle.net/wow/en/ 
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add-ons, including WoW, RIFT2, Warhammer Online: Age of Reckoning3 and Age  
of Conan4. These add-ons allow players to customize their game interface by modify-
ing its visual aspects (e.g. adjusting the colour, texture, shape and position of the 
player health bar, etc.), onscreen information (e.g. providing detailed statistics of 
player damage output, etc.), gameplay assistance (e.g. hints and alerts for upcoming 
events in specific scripted encounters, etc.), and a variety of other aspects of the  
interface. 

  

Fig. 1. The default WoW interface (left) and a highly customized WoW interface (right) 

Despite the existence and use of a large number of these types of add-ons for a 
range of MMORPGs, their effectiveness in providing assistance to the users by reduc-
ing the complexity of the game interface has not been investigated. It is also unclear 
which aspects of the interface players prefer to customize, or what impact such cus-
tomizations have on their gameplay experience. 

Furthermore, while previous studies have investigated player behavior, for instance 
within MMORPGs [4-6], and some potential benefits of interface improvements  
[7, 8], there is a lack of research exploring the relationship between player characte-
ristics and the ways in which they choose to modify their in-game interfaces. 

In this paper we aim to address some of these questions by reporting on a survey of 
WoW players, which we have conducted to investigate the motivational factors  
relating to interface customization by the players, and the effects of these types of 
customizations on their gameplay experience. 

2 MMORPG Player Motivation 

Understanding players’ experience of computer games, and factors such as motivation 
which enhance that experience, is important for designing more engaging games [9]. 

In an effort to establish an empirical model of player motivation in online games, 
Yee [10] conducted a study of MMORPG players that revealed 10 motivational sub-
components, which could be grouped into 3 overarching components of achievement, 

                                                           
2 http://www.riftgame.com/en/ 
3 http://warhammeronline.com/ 
4 http://www.ageofconan.com/ 
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social, and immersion. The validity of this 3-component taxonomy was later investi-
gated and ratified by undertaking similar experiments using participants from a  
non-Western culture, as opposed to Yee’s original study where the participants were 
predominantly from a Western culture. These experiments confirmed self-reported  
statistics through comparison against collected in-game behavioral metrics [11]. 

A later survey by Yee [4] of over 30,000 MMORPG players extended this model 
by further dividing subcomponents to include two additional super-components of 
motivation: escapism and manipulation. This survey also provided valuable insight 
into typical MMORPG player demographics, finding the average age of participants 
to be 26.57 years, with an average weekly play time of 22 hours. Further, Yee found 
that “play motivations in MMORPG’s do not suppress each other” [10], as previously 
suggested by Bartle’s taxonomy of Multi-User-Dungeon players [12], indicating that 
players may be simultaneously engaged by a variety of motivational factors. 

User interfaces play an important role in facilitating users’ interaction with any 
software, and computer games are no exception. Recent studies have shown that user 
interfaces can contribute to game players’ motivation. For instance, Adinolf & Turkay 
[13] conducted an online mixed method survey of 871 players of several different 
MMORPGs (including 500 WoW players), finding that interface quality and interface 
customizability are important and desirable features when establishing and maintain-
ing player engagement and motivation. Specifically, 90% of the participants that 
played WoW indicated that they use custom interface modifications or add-ons when 
playing the game [13].  

Interface customization may be one of the ways in which players attempt to reduce 
the complexity of MMORPG interfaces, which tends to increase as the game pro-
gresses, thus increasing players’ cognitive load. For instance, Ang et al. [14] have 
identified ‘user interface overload’ as one of a variety of cognitive loads experienced 
by a typical MMORPG player, where players “failed to attend to important informa-
tion as the game screen contained a lot of other irrelevant information” [14]. In  
response to this, it was observed that players “learn to prioritise tasks and informa-
tion”. The players also “learn not to attend to irrelevant information” and “become 
more aware of important information that requires constant attendance such as health 
status” [14]. 

Complexity of user interfaces can also have an impact on the game flow, as identi-
fied by Jones [15] in a discussion of the application of Csikszentmihalyi’s theory of 
Flow [16] to electronic learning environments. Jones discusses the eight required 
elements of flow, and their manifestations in video game environments, which include 
factors related to control and familiarity with the user interface; or more specifically 
“mastering the controls of the game, such as mouse movement or keyboard combina-
tions” [15].  

Despite the empirical evidence supporting the importance of reducing complexity 
in user interfaces of games, there is very little research on the role customization 
methods could play in reducing this type of interface complexity, particularly in 
MMORPGs.  
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3 Survey of WoW Players 

Our long-term research objective is to develop and evaluate methods of providing 
adaptive user interfaces to MMORPG players, as a form of customization, in order to 
reduce game interface complexity, and therefore potentially improve gameplay expe-
rience. Before this can be achieved, however, it is important to better understand how 
interface customization affects gameplay experience, particularly in terms of player 
motivation. 

As a first step contributing towards this, we have carried out an online survey of 
WoW players ratings of a set of motivational factors, relating to interface customiza-
tion in WoW. We have chosen WoW due to its popularity amongst MMORPG play-
ers, and the fact that, as mentioned earlier, add-ons are commonly used by WoW 
players. 

3.1 The Survey 

For this study, we developed an online survey consisting of three parts5. The first part 
obtained basic demographic information about the gender and age of survey  
participants. The second part of the survey asked participants to answer a set of ques-
tions relating to their general gameplay habits, preferences and motivations when 
playing WoW. This included the number of years they had played the game (answer: 
between 0-8 years), the average number of hours they play each week (answer: open-
ended), whether they currently had any characters that had achieved the maximum  
in-game level (answer: yes/no), and a rating of their perceived level of knowledge  
of in-game mechanics (answer: on a 5-point Likert scale ranging from very low to 
very high).  

Participants were asked to rate the importance of a number of motivational factors 
for playing WoW. The ratings were collected using a 5-point Likert scale, with anc-
hors 1 (not important) and 5 (very important). The factors used were those identified 
by Yee’s taxonomy of motivational factors in online games [10]. These factors and 
their overarching components, as identified by Yee [10], are listed in Table 1. Partici-
pants were also asked to comment on any other aspects of WoW which they felt were 
important, but had not been mentioned in this part of the survey. 

The third part of the survey asked the participants to answer a set of questions  
pertaining to interface customization within WoW. This included whether the partici-
pants used third-party interface modifications or add-ons (answer: yes/no), and 
whether they felt that some add-ons gave players an unfair game advantage (answer: 
yes/no). Participants were asked to describe any functionality which they felt was not 
provided by existing add-ons, and to list any add-ons which improved their gameplay 
experience (answer: open-ended). 

A 5-point Likert scale was then used to rate the importance of a number of effects 
of interface customization when playing WoW. These effects were: 

                                                           
5 A copy of the survey can be found at http://tinyurl.com/cg2b3tx 
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1. Removing unnecessary information from the default interface. 
2. Providing additional information not available in the default interface. 
3. Improving the look and feel of the default interface. 
4. Providing easier access to important game functions or features. 

Finally, the participants were asked to rate the importance of interface customization 
in relation to the motivational factors rated in the previous section of the questionnaire 
(see Table 1) using a similar 5-point Likert scale, with anchors 1 (not important) and 
5 (very important). These ratings were subsequently compared during the analysis 
with previously collected importance ratings for those factors (see Section 3.3) 

Table 1. List of motivational factors used in the survey 

Motivational factor Overarching component 
Advancement 

Achievement Mechanics 
Competition 
Socializing 

Social Relationships 
Teamwork 
Discovery 

Immersion 
Role-playing 
Character customization 
Escapism 

3.2 Survey Participants 

Requests for participation in our survey were posted on a number of WoW-related 
internet forums6. In total 158 participants completed the survey, of whom 78% were 
male and 20% female (2 participants did not provide their gender). 

The average age of the participants was 24.7 years old (SD = 8.1). Participants  
reported an average weekly play-time of 19.7 hours per week (SD = 15.7). The aver-
age participant age and play-time were similar to those of participants in a survey of 
30,000 WoW players by Yee, where the average participant age was 26.57 years, with 
an average weekly play-time of 22 hours [4]. Fig. 2 shows the distribution of age and 
weekly play-time of our study participants.  

Active participation in the forums from which the participants were recruited indi-
cates a strong level of interest in the game. Therefore, it was expected that in general, 
respondents would be knowledgeable about game mechanics and available add-ons. 
This was confirmed by the survey results which indicated that most of the survey 
participants could be considered as being above average in their expertise in WoW. 
On average they had played the game for 4.6 years (SD = 2.0), and 95% of them had 
 

                                                           
6 Including the official WoW game forum at: 
http://us.battle.net/wow/en/forum/ 
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Fig. 2. Participant age and average weekly play-time 

 

Fig. 3. Knowledge of in-game mechanics 

achieved the maximum game level with at least one character. Over 90% of the par-
ticipants reported a high level of knowledge of in-game mechanics (either 4 or 5 on a 
5-point scale), as shown in Fig. 3. 

In terms of interface customization, 92% of the participants reported that they  
currently modify their interface using third-party interface add-ons – confirming re-
sults of a previous survey by Adinolf & Turkay where 90% of the participants that 
played WoW reported using add-ons [13]. While the WoW terms of service prevents 
add-ons from providing significant ‘game-breaking’ competitive advantages, 23% of 
the participants indicated that they believe that some add-ons give players an unfair 
advantage in-game. However, 22% of the participants claimed that they use add-ons 
that they believe can provide an unfair in-game advantage. This indicates that the 
perception of potential issues with fairness does not discourage add-on usage by at 
least some of the players.  
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3.3 Ratings of Motivational Factors 

Table 2 shows the participants’ ratings for the importance of motivational factors in 
general, while Table 3 shows their ratings for the importance of customization for 
those motivational factors. 

Table 2. Ratings for the importance of motivational factors in general 

Factor 
Importance 

(1: not important, 5: very important)

1 2 3 4 5 
Advancement 2 2 28 68 58 
Mechanics 1 6 28 64 59 
Competition 12 21 47 45 33 
Socializing 3 15 45 55 40 
Relationships 14 26 56 33 29 
Teamwork 1 6 24 64 63 
Discovery 5 14 47 44 48 
Role-playing 76 43 23 6 10 
Character customization 5 14 34 56 49 
Escapism 11 17 51 36 43 

Table 3. Ratings for the importance of customization for motivational factors 

Factors 
Importance 

(1: not important, 5: very important)

1 2 3 4 5 
Advancement 19 5 34 51 49 
Mechanics 9 4 29 45 71 
Competition 20 13 34 32 59 
Socializing 64 46 32 13 3 
Relationships 91 32 26 8 1 
Teamwork 19 13 43 51 32 
Discovery 59 29 40 22 8 
Role-playing 88 27 31 9 3 
Character customization 55 32 35 22 14 
Escapism 66 22 39 18 13 

Table 4 shows the average ratings for the importance of motivational factors in 
general along with average ratings for the importance of customization in terms of 
those factors. With the exception of competition, all motivational factors were rated 
higher in general than in terms of customization specifically. However, the difference 
between means of competition ratings was not statistically significant (paired T-Test, 
T157 = 1.69, p = 0.09).  
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Table 4. Average ratings for the importance of motivational factors in general and for 
customization 

Factor Average rating (S.D.) 
General Customization 

Advancement 4.1 (0.8) 3.7 (1.3) 
Mechanics 4.1 (0.9) 4.0 (1.1) 
Competition 3.4 (1.2) 3.6 (1.4) 
Socializing 3.7 (1.0) 2.0 (1.1) 
Relationships 3.2 (1.2) 1.7 (0.9) 
Teamwork 4.2 (0.9) 3.4 (1.2) 
Discovery 3.7 (1.1) 2.3 (1.2) 
Role-playing 1.9 (1.2) 1.8 (1.1) 
Character customization 3.8 (1.1) 2.4 (1.3) 
Escapism 3.5 (1.2) 2.3 (1.3) 

The ratings for individual motivational factors were grouped into the over-arching 
factors of achievement, social, and immersion, as shown in Table 1. Sub-component 
factors were given equal weightings. Table 5 shows the average ratings and standard 
deviations for combined sub-factor ratings. 

Table 5. Average ratings for over-arching motivational factors 

Factor Average rating (S.D.) 
General Customization 

Achievement 3.9 (1.0) 3.8 (1.3) 
Social 3.7 (1.1)  2.4 (1.3) 
Immersion 3.3 (1.4) 2.2 (1.3) 

We carried out a two-way analysis of variance on participant ratings against 
motivational factors and area of importance (general or customization-specific). 
Statistically significant main effects were observed for motivational factor, F(9, 1413) 
= 110.19, p < 0.001, and area of importance, F(1, 157) = 247.90, p < 0.001. More 
interestingly, there was a statistically significant interaction between motivation and 
area of importance, F(9, 1413) = 46.81, p < 0.001. Fig. 4 shows average ratings for all 
motivational factors, both for general importance and the importance of customization.  

A second two-way analysis of variance was carried out using participants’ ratings 
against the area of importance and over-arching motivational factors (see Table 1 and 
Table 5). Again, statistically significant main effects were observed for motivational 
factor, F(2, 314) = 138.93, p < 0.001, and area of importancem, F(1, 157) = 232.72, p 
< 0.001. Finally, there was a statistically significant interaction between motivation 
and area of importance, F(2, 314) = 75.11, p < 0.001.  

The effect of this interaction can be seen in Fig. 4, showing a notable difference 
between the importance of customization for achievement factors when compared to 
relationship and immersion factors. The difference between the three factor groups 
for general importance is more subdued.  
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Fig. 4. Average ratings of the importance of motivational factors (by grouping) 

To view this in more detail, Fig. 6, Fig. 7 and Fig. 8 show plots of ratings for 
general importance, and for the importance of customization, for achievement, 
relationship, and immersion factors respectively.  

One interesting observation is that there is a strong positive correlation between the 
importance rating of achievement for both general importance and interface 
customization (r = 0.89). In contrast, correlations between general and customization-
specific rating are negative for both relationship and immersion factors (r = -0.77 and 
r = -0.53 respectively), as well as being weaker for immersion specifically. 
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Fig. 6. Importance of achievement related factors 

 

Fig. 7. Importance of relationship related factors 

 

Fig. 8. Importance of immersion related factors 
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3.4 Effects of Interface Customization  

Participants were asked to rate the importance of interface customization in WoW. 
132 participants (83%) indicated that they considered the ability to modify their inter-
face important (ratings of either 4 or 5 on a 5-point scale), with 109 participants 
(69%) selecting a rating of very important (see Fig. 9). This result was not surprising, 
given the potential benefits and advantages to be gained from interface modification 
(discussed in sections 3.5 and 3.6).  

 

Fig. 9. Ratings for importance and enjoyment of interface modification 

More unexpected was the proportion of participants who indicated that they enjoy 
the process of modifying their game interface. 111 participants (70%) reported a 
positive experience when modifying their game interface (see Fig. 9). Section 3.5 
discusses more detailed feedback from participants detailing what they enjoy about 
the interface customization process. 

Fig. 10 shows a plot of the participants’ ratings for the importance of four different 
effects of interface customization. Over 60% of respondents gave each effect a rating 
of 4 or 5, indicating that all proposed effects were considered important to some 
degree. Furthermore, this indicates that players may modify their interfaces for a 
range of reasons simultaneously, rather than focusing heavily on one area (e.g. 
improving accessibility) at the detriment of other areas (e.g. improving interface 
aesthetics). 
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Fig. 10. Ratings for the importance of the effects of interface customization 

3.5 Reasons for Interface Customization 

The survey also sought participants’ feedback, through several open-ended questions, 
on the main reasons for using the interface customization add-ons they use, or would 
like to use if they were available. In general, the responses to these questions can be 
classified into a number of categories: simplification and consolidation of information, 
performance advantages and functionality, aesthetics, and enjoyment of the 
customization process. These are discussed in more detail below. 

Simplification and Consolidation of Information. The most prevalent theme within 
participant feedback was the need to maximise the availability of relevant and 
important information, while removing or decreasing the focus given to less important 
information7:  

“I try to take a minimalist approach to my customization, displaying the 
highest amount of relevant information in the smallest, most unobtrusive space 
as possible.”  

Participants frequently cited the need for critical information to be shown in the centre 
of the screen, where the player character is shown: 

“One of the primary things that is extremely lacking in the default interface 
is clustering and localization of important information. Ideally, and this is how 
I design my interfaces, all the most important information should be near 
where you are most often looking: your character. 

                                                           
7  Participants’ comments are given in quotes to illustrate points made. 
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“Because the focus of our play experience happens at the center of the 
screen, where our toon [character] is, the most important information should 
be relatively close to that area. From there, the information should radiate out 
from the center as it becomes of less immediate importance. Ultimately, if the 
information is not necessary during the majority of gameplay, it should be 
hidden from the screen and accessed through keybind or mouseover.” 

Comments on consolidation generally mentioned the need to improve the visibility of 
“important” information, without discussing what determines the relevance or 
importance of a particular feature at any given time. As WoW supports character 
classes of various roles and archetypes, as well as a number of different in-game 
goals, we suggest that distinguishing important information from extraneous data may 
be dependant upon individual player character attributes and goals. This subject may 
benefit from further study in future.  

Performance Advantages and Functionality. A number of performance-focused 
interface add-ons exist, providing functionality such as the ability to track detailed 
character damage statistics, monitor effects that assist and harm characters, and 
provide players with alerts for scripted events during dungeon encounters. These add-
ons can provide players with a competitive advantage, either over other players (if 
those players choose not to utilize similar add-ons), or over non-player characters 
within the game: 

“I optimize my interface like I optimize my gear or my talents, because it 
has a measurable impact on how well I'm capable of playing.” 

“It's much easier to have an add-on ready to go, instead of having to alt-tab 
before every flight [to obtain information from outside of the game], or 
figuring out the best route to take when farming herbs.” 

While most participants remarked that add-ons made their role “easier to perform”, 
feedback from participants that played healers (i.e. characters that focus on aiding and 
supporting allies in battle) indicated that they felt that add-ons were necessary in order 
to perform their role effectively:  

“I’m a healer and must be observing to help find important information 
which can either save or [fail] the attempt.” 

“I play healers almost exclusively and I need to know Buffs, HOTs, 
dispellables, and health in full without other distractions.”  

Aesthetics. Aesthetic preferences were often informed or related to other 
considerations, such as immersion, and practical aspects such as efficiency: 

“Allowing the player to personalize their gameplay experience based on 
their needs (i.e. the type of content they do, the level of play they are at and 
how much information they require to function, and personal preference 
regarding look and feel).” 

Minimalism and “cleanliness” was repeatedly discussed – “Minimalist UI's result in 
greater screen real estate which is important for immersion and spacial awareness.” 
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– as was the removal or modification of default interface elements or textures, which 
participants described as “ugly” or “unessential clutter”. 

Finally, participants expressed a degree of satisfaction with the ability to tailor their 
interface to their personal preferences:  

“I just want to make it pretty and intuitive.” 
“Making my screen look the way that I want it specifically.” 
“Making the game experience ‘my own’.” 

Enjoyment of the Customization Process. While including some overlap with feed-
back on aesthetics, enjoyment of the act of customization was an unexpectedly popu-
lar effect discussed by the participants. This supports the ratings collected and  
discussed in Section 3.4. It should be noted that the survey did not differentiate be-
tween customization in the form of players writing their own add-ons or in-game 
scripts, and a higher-level approach, such as players simply installing and using add-
on packages created by other players. The relevant comments received tended to  
focus on the satisfaction of creating or building a personalized interface: 

“The customization for its own sake is a big deal to me. That is, I am quite 
certain that I could find pre-built interfaces that do what I want better than 
what I have, but what I have is MINE.” 

Beyond self-expression, feedback indicated that participants enjoyed frequently  
updating and redesigning their interfaces. Presumably, as there are realistic limits on 
the practical benefits between custom interface configurations, reconfiguring an inter-
face may not always improve its functionality, and may in some cases result in 
equivalent, or even inferior functionality. Besides cases where players are replacing 
deprecated add-ons with improved or updated versions, this indicates the strong ap-
peal of novelty (relative to the appeal of improved functionality) when players are 
considering modifications to their interface.  

3.6 Interface Customization and Gameplay 

The survey also aimed to find out if interface customization gave the players any clear 
gameplay advantages. As mentioned earlier, a considerable number of the participants 
(22%) reported that they use add-ons which they believe can provide them with an 
unfair in-game advantage. Only 2 participants (1% of all participants) reported that 
they believe add-ons can provide an unfair advantage to players, and that they did not 
personally use interface add-ons. These results indicate that the perception of poten-
tial issues with fairness does not discourage interface customization by using add-ons. 

One possible explanation for this is the feeling that in order to remain competitive, 
any available in-game advantage must be utilized. Participants saw add-on usage as 
another factor influencing success, similar to character itemization or ability usage: 

“Everyone has the same access to the same addons, so a player who 
chooses to use default raid frames or not run a raid/PVP addon is only giving 
themselves a disadvantage. No different than choosing not to use the best gear 
available to you.” 
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“Most mods give people an advantage over people who prefer the default 
interface. I wouldn't call it unfair though, since these mods are readily 
available for everyone.” 

Several participants identified a previously available add-on, which they felt provided 
an unreasonable advantage to players. This add-on, AVR (Augmented Virtual Real-
ity)8, allowed players to draw lines, circles and other markings onto objects within the 
game world. This was typically used to identify and communicate locations of interest 
or importance to other players, in order to aid players with positioning in dungeon 
encounters. In some of these encounters, correct player positioning was integral to 
success, and usage of this add-on allowed players to greatly simplify the encounter by 
reducing the need to communicate directly with other players. The WoW interface 
API was eventually modified in such a way that AVR was effectively disabled. The 
participant response to this (which was largely critical of the existence of AVR) indi-
cates that there are limitations to the degree of simplification of gameplay which 
players are willing to accept as reasonable. 

4 Conclusions 

In this paper we have presented a survey of WoW players to identify their opinions on 
game interface customization through the use of add-ons. The results of this survey 
show that there are several motivational factors for playing WoW – supporting find-
ings of previous studies on MMORPGs – and that the importance of interface custo-
mization varies for these different factors.  

Our study also shows that the players surveyed have different motivations for  
customizing the game interface of WoW. These are to: simplify and consolidate  
information, gain performance advantage and functionality, alter aesthetics, or simply 
enjoy the customization process. Although these motivations are not mutually exclu-
sive, they have varying levels of importance to different players.  

In addition the study shows that there are interface customizations that some play-
ers would not consider undertaking because this would give them an unfair gameplay 
advantage, despite the fact that these modifications are permitted under the games 
terms of service. However, the boundaries distinguishing what modifications are  
acceptable or not are rather subtle.  

We believe that although our study has specifically targeted WoW players, its find-
ings are likely to apply to other MMORPGs. In particular, the results highlight the 
importance of providing players with the means to significantly modify their  
interface, especially in relation to achievement-focused gameplay elements. 

Based on the findings of the survey reported here, we are currently in the process 
of developing adaptive user interface techniques for WoW which would provide some 
of the benefits of interface customization add-ons, by automatically presenting players 
with options that aim to reduce the complexity of the WoW interface for intermediate 
to advanced players. In response to the feedback received regarding the goals and 

                                                           
8  http://www.wowace.com/addons/avr/ 
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motivations of interface customization, this development is focused primarily on  
providing players with information necessary to improve performance in achieve-
ment-focused gameplay. 
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Abstract. This paper presents an innovative advergame installation for promot-
ing the brand and products of a company producing Cretan rusks. The paper 
first presents some background and related work. Then, the requirements set 
towards creating the game are outlined, followed by concept creation and de-
sign decisions taken to meet these requirements, as well as a description of the 
user interface, gameplay and technical characteristics of the resulting game. The 
game has been installed with remarkable success in two different food exhibi-
tions in key locations in Athens, Greece, where it has been played by more than 
500 people of ages ranging from 2 to 76 years old. A large variety of qualitative 
and quantitative data were collected. The paper presents several findings stem-
ming from these data. Additionally, changes made to the game as a result of the 
findings are presented, along with lessons learnt from the acquired experience. 

Keywords: Advergames, marketing, game design, public interactive installa-
tion, experience design, casual games, serious games. 

1 Introduction 

Typically, the promotion of products in food exhibitions and points of sale is performed 
through the dissemination of paper material such as posters and leaflets, as well as 
through tasting and dispensing of free samples. Sometimes, simple audiovisual means 
like videos, and / or rolling presentations are additionally used. Admittedly, this approach 
has several drawbacks: 

1. It is passive. Potential clients are mere recipients of information. Thus, it is left to 
their personal initiative to get (further) interested in the advertised products. 

2. Everybody does it. Especially in large exhibitions, there is little differentiation 
among exhibitors, making it very difficult to stand out from the crowd. 

3. The time that each visitor is ‘exposed’ to a brand and its products is minimal.  
4. Recollecting which product was made by which company may be particularly hard 

after one has seen or tasted several products of the same type. 
5. It can quickly become tiring and boring.  
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In the past few years, a trend towards more active, user-involving marketing of prod-
ucts has surfaced, through the use of interactive games purposefully designed for a 
specific brand. This trend is commonly referred to as advergaming [19] (from "adver-
tising" and "gaming"). Most existing advergames are targeted to personal computers 
(e.g., downloadable or Web-based programs [3]), game consoles [19] and mobile 
devices. Still, large multinational brands such as BMW [11], Goodyear [6], Coca Cola 
[21], etc., often employ advergames as a means of enhancing their “outdoor advertis-
ing” campaigns, i.e., advertising that reaches consumers while they are outside their 
homes. In this context, this paper presents the concept creation, experience design, 
software development and user-based assessment of an advergame installation that 
was developed by the Institute of Computer Science of the Foundation for Research & 
Technology – Hellas (ICS-FORTH). The game is targeted to promoting, in exhibition 
spaces and key points of sale, the brand and products of “Kriton Artos”1, a company 
producing traditional Cretan rusks. 

2 Background and Related Work 

Product placement or, in-game advertisement (IGA), in video games started since the 
early 1980s [19]. At about the same time, advergames also appeared [19] representing 
a more dynamic marketing approach, eventually blurring the lines between entertain-
ment and persuasion [3]. Up to now, advergame research has mainly focused on  
online / web-based games, primarily targeting children and young(er) adults [3; 25]. 
According to eMarketer [5] display ads, advergames and advertising on web-based 
game portals are the leading game-related ad segments in the US. By 2013, the 
worldwide social game ad market is expected to reach $641 million. In the past few 
years there has been an increasing interest in analyzing and testing several aspects of 
advergames. In this context, related findings [e.g., 9; 25] support that congruity be-
tween the brand and the content of the game impacts brand memory and attitudes 
towards the game. Congruity can be assessed across a number of dimensions, includ-
ing [14] function, lifestyle, image and advertising. Evidently, there is a fine balance in 
the level of game-product congruity, since too little congruity may result is inferior 
memory effects, while, according to the Persuasion Knowledge Model [7], too much 
may raise mental barriers against the communicated message. 

Several papers [e.g., 2; 10; 20; 22] reference, analyze or contribute towards attain-
ing the “holy grail” of (adver)games - the feeling of flow (or optimal experience). The 
term was originally introduced by Csikszentmihalyi [1] regarding rewarding everyday 
life and work activities in which people are highly involved. A key element for 
achieving flow is a perfect balance between one’s skills and a task’s challenge. Expe-
riments by Waiguny et al [23] and Gurau [10] confirmed that an optimal challenge 
flow state can positively influence brand evaluations in advergames and the buying 
behavior of players. Based on flow theory, there have been several attempts [2; 10; 
22] to develop theoretical frameworks for inducing flow within games, also mapping 

                                                           
1  www.kritonartos.gr 
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the 8 original flow elements specified by Csikszentmihalyi to respective gameplay 
elements. Overall, research findings converge towards the fact that advergames are an 
effective tool for achieving brand awareness [9; 10; 12; 23; 25] and that they have a 
clear advantage over past approaches [24]. Furthermore, there is evidence that if a 
game is entertaining, it has a positive influence on brand marketing due to emotional 
conditioning [10; 23], where the enjoyable gaming experience is combined with a 
specific brand, and subconsciously recollected in future situations. An interesting fact 
is that prior game-playing experience does not seem to relate to advergame brand 
memory [9; 18; 24]. Additionally, there is some indication that players who perform 
well within the game environment tend to retain in-game advertising messages better 
than players who perform badly [8]. Another important fact is that players who are 
aware of the presence of in-game advertising are statistically more likely to be happy 
with its use [12]. A discussion of the vast literature regarding the design of successful 
games is beyond the scope of this paper. There has been some work specifically  
targeted to advergames, such as a list of characteristics of a successful advergame 
defined by companies specialized in this genre [10], and O’Green’s [17] “Top things 
NOT to do in advergaming”. 

A key differentiating factor of the presented work over previous efforts is that, up 
to now, although a number of public advergame installations have been developed, 
neither related design information, nor qualitative or quantitative assessment data 
have been published.  

3 Game Design 

After conducting several meetings with representatives of the food company, a set of 
goals that the target game should meet were agreed. More specifically, it should: 

1. Allow the broader public to learn about, recognize and remember the brand’s 
name and products and establish a positive image about them.  

2. Link the brand and its products with the island of Crete, reinforcing the fact that 
they are locally-made and traditional. 

3. Inform about potential uses of the products. 
4. Establish a mental connection between the products and notions such as exercise, 

healthy living, positive energy, having fun. 
5. Provide an opportunity for rewarding active visitor participation (e.g., through 

complimentary samples). 
6. Accommodate players of all ages, with or without previous exposure to games. 

Multiple player (cooperative / competitive) games should also be supported. 
7. Facilitate the collection of contact information. 
8. Provide the means for word-of-mouth advertising (e.g., through social networks). 
9. Allow for a high-profile, dynamic presence of the company in exhibition spaces 

and points of sale. 
10. Last less than 2 minutes, so that players do not get tired, those waiting in line do 

not get bored, and a high throughput of players can be achieved.  
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In response to these requirements, and also building upon related work, it was decided 
to create a Kinect-based PC exergame [16], involving physical activity as a means of 
interacting with the game. The game would be projected against a large surface, mak-
ing it highly visible to exhibition visitors. The main reasons for selecting Kinect were 
that it allows for non-instrumented game control through natural movements, which 
also afford higher levels of engagement and social behavior [15], performs well under 
various environmental conditions, and comes at a very low cost. In this respect, it was 
decided to just use the depth camera’s image in order to render a virtual shadow of the 
players, instead of tracking body skeletons. The rationale was two-fold. On the one 
hand, it was assumed that it would be easier for people, especially “non game-
players”, to identify with their shadow rather than with an avatar, thus achieving a 
higher level of control and immersion [22]. On the other hand, this approach allowed 
for maximum flexibility regarding the number, posture and size of players, as well 
instantly joining and leaving the game, thus maximizing the opportunities for social 
interaction [22]. The downside was that people with larger body sizes had a clear 
advantage, and there was the possibility of accidental “intrusions” in the play area.  

  

Fig. 1. Screenshot of indicative gameplay 

The envisioned gameplay2 is simple, straightforward, and has very clear goals [22]. 
Players perceive their bodies as shadows projected on a brick wall (Figs 1 & 2). De-
pending on the players’ number, there may be one or two baskets at the two bottom 
sides of the wall (Fig. 2). A ‘rainfall’ of rusks starts. Players must use their shadows to 
put the rusks into their basket. Rusks that fall on the floor are broken into pieces. The 
game ends when a certain number of rusks have fallen. In order to cater for the afore-
mentioned design goals, the following features were originally included in the game: 

1. The company’s logo appears on a prominent position on the brick wall and on the 
player’s baskets. Also, its motto (as Cretan as it can get) appears as graffiti on the 
wall. All in-game graphics are actual photos of the company’s products. 

                                                           
2  Videos of indicative play sessions can be found at: 

http://www.youtube.com/user/icsforthami 
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2. When the game starts, a card appears for 5 seconds presenting products and facts 
about the company. 

3. Two musical scores are used combining traditional Cretan music with a modern 
beat. Additionally, the moves required by the game implicitly refer to traditional 
Cretan dances. Level selection buttons are Cretan versions of “smilies”.  The 
“game over” sign appears as a road sign, which is eventually shot (an infamous 
practice occasionally performed in the Cretan mainland) and destroyed.  

4. If players manage to put together a round rusk and a tomato, a dakos, a popular 
rusk-based Cretan dish, is created, which provides bonus points if put in a basket. 

5. Players receive appropriate, immediate, contextualized feedback [4; 22] for all 
their actions. For example, when an object falls in their basket, a text object pops-
up illustrating the points won or lost. 

 

Fig. 2. Playing a two-player competitive game 

6. The game requires considerable body movement that increases as time passes. A 
lot of playtesting has taken place regarding gameplay pace, so that it applies pres-
sure but does not frustrate players [4]. To better match player's skills to game 
challenge [22], three alternative levels of difficulty have been designed: (a) easy, 
targeted to small children and older players, (b) hard, for hardcore and returning 
players and (c) normal, for everyone else.  

7. In order to deliberately create a “memorable moment” [13], when the end of the 
game approaches, a huge amount of rusks suddenly start to fall. To notify players 
about this event, a bleating goat appears, providing a humorous note, but also 
another link to Cretan tradition. Additionally, the music shifts to a faster tune. 

8. For rewarding players, when a specific score level is reached, a bag of rusks 
jumps out of the basket, which can then be redeemed with an actual product.  

9. During gameplay, at moments that are likely to provoke interesting players’ poses 
the game automatically takes photos of them. Additionally, when the game ends, a 
photo countdown (“smile moment”) appears allowing players to pose. Game 
graphics, including the company logo, are overlaid to the photos, which are pre-
sented on screen when the game finishes and can be sent to the players via e-mail. 
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10. Distinct high scores are kept per difficulty level and number of players. If the last 
game played resulted in a high score, the last photo taken is presented on the 
game’s main screen. 

11. As a means to ensure that the total gameplay period will not exceed a maximum 
time limit, all falling objects come with a lifespan which may vary depending on 
the level of difficulty, type of object and time of appearance. When an object 
reaches the last 9 seconds of its “life”, it gets a reddish hue (i.e., becomes hot) and 
a countdown number appears on it. 

More than 50 hours of playtesting along with the employment of observational usabil-
ity assessment methods took place in order to fine-tune the gameplay and also debug 
the game, in a realistic installation at the premises of ICS-FORTH, with more than 30 
players of both genders, with ages ranging from 4 to 52 years old.  

4 Installation 1: Syntagma 

The game was installed in an exhibition of traditional Greek food products from the 
29th till the 31st of March 2012, in a space located in the central metro station of 
Athens, at Syntagma Square. The overall setup (Fig. 3) included a 1280x800 short-
throw projector, adjusted on a custom floor stand, capable of producing an image 
2.8m wide x 1.75m tall from a distance of 1.8m. As a means of “hiding” the projector 
and keeping players from accidentally bumping on it, a small banner was adjusted to 
an extendable arm, which was fixed upon the projector’s stand. A Kinect was 
mounted on a stand at about 0.5m above the floor surface. A red line was stuck on the 
floor, designating the limits of the play area.  

 

Fig. 3. Game installation at the Syntagma Metro station  

In the course of three days, the game ran for a total of 30 hours. It was played 203 
times (resulting in the fall of 20.010 virtual rusks) by 173 distinct players (Fig. 4 - 
left), 127 of which were female (73%) and 46 male (27%). Their age ranged from 3 
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(four players) to 76 years (Fig. 4 - right). The exact number of players per age range is 
presented in Table 1. Seventy-one (41 %) players stated that they had never played 
any type of video game before. 136 single-player and 67 two-player sessions took 
place. In five cases the game was concurrently played by 3 players. The average dura-
tion of a game session was 89 seconds. 

When asked to provide an e-mail address in order to receive photos that were  
automatically taken by the game, all 86 people who had one, agreed. Five (elderly) 
persons said that they did not have an e-mail but said that one of their relatives would 
contact us in order to receive the photos. No one ever did. Also, it was observed that 9 
out of 10 people, without this being a prerequisite in any way (implicitly or explicit-
ly), prior of after playing the game, themselves (or their parents), bought one or more 
products from the booth. 

                       

Fig. 4. Installation 1: Player gender (left) and ages (right)  

As a means of collecting detailed qualitative data about the game and its impact, a 
20-item questionnaire was created. The first 6 items regarded the players’ profile. The 
11 next items were statements rated using a Likert scale from 1 to 5 (see Table 2) 
measuring on the one hand the success of the game and the user experience; while on 
the other hand the potential impact and usefulness of the game as a marketing tool. 
Finally, there were 3 open-ended questions. After the first ten failed attempts of inter-
viewing players who were discouraged by the length of the questionnaire, the use of 
the questionnaire was discontinued. Instead, players were asked to verbalize their 
opinion about the game, and their answers were recorded. All players stated that they 
liked the game and that they enjoyed playing it. More than 100 people used words 
like “fantastic”, “great”, “very good”, or another synonym. Most of the players also 
thanked us for offering them so much fun and for having a very good time.  

After the event, the evaluation questionnaire was posted on-line and a link to it was 
included to the e-mails with the photos that were sent back to the players. Out of the 
86 e-mails sent, 25 recipients answered the questionnaire. 18 of them (72%) were 
female and 7 (18%) male (Fig. 5 - left). 13 respondents (52%) were 18 to 40 years old 
and 12 (48%) were 41 to 60. Also, 13 (52%) were familiar with the food company 
before playing the game, while 12 (48%) were not. The frequency at which respon-
dents play video games is illustrated in Fig. 5 (right). The aggregate results of the 
Likert-scale statements are shown in Table 2. Among the things that respondents 
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mentioned in the open-ended questions were that they liked: the responsiveness of the 
game; the (easy) way it was controlled; its high quality; its originality; the fun they 
got out of it; the fact that their whole family could play it; the music. On the negative 
side, two respondents wrote that they would like to play more times, or for a longer 
period, one said that towards the end the game became too difficult for him and 
another one did not like the music. The “other comments” section mainly included 
congratulations, statements about the originality of the idea and questions about 
where and when they could play it again. 

Table 1. Installation 1: Number of players per age range 

Age 6< 6-12 13-17 18-40 41-60 >60 
Players 8 20 33 65 36 11 

% 5% 11% 19% 38% 21% 6% 

                       

Fig. 5. On-line questionnaire: Player gender (left) and frequency of playing video games (right) 

4.1 What Went Right 

The reaction of all people to the game, including those who played it, their parents 
and friends, but also bystanders, other exhibitors and people just passing by was 
100% positive. Everyone had a lot of fun and considered it as a very good means for 
product promotion. The company advertised by the game definitely benefited both in 
terms of publicity and of highly increased on-the-spot sales. Players of all ages were 
able to tell the name of the brand and the type of products it makes. 

Regardless of the totally uncontrolled installation environment, the game ran asto-
nishingly robustly. There was not a single technical problem (bug, crash, game reach-
ing an undesirable state, loss of recorded data, etc.) during any of the game sessions. 

On the first day of the exhibition the game was presented on MEGA (TV) Channel, 
on the morning show with the highest ratings in Greek television3. This day, more 
than 85% of the people visiting the booth mentioned viewing the game on TV. The 
next two days this percentage has fallen to about 60-65%. On the second day, the 
game also appeared on national television4. 
                                                           
3  http://youtu.be/ZkVrtXuotjM 
4  http://youtu.be/4vjLYM-3CgU 
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Table 2. On-line evaluation questionnaire results 

Question (1=strongly disagree, 5=strongly agree) AVG STD 
1. I liked it. 4.7 0.5 
2. It was easy to learn how to play. 4.6 0.6 
3. It responded correctly and timely to my actions. 4.2 0.9 
4. The difficulty level was appropriate for me. 4.3 1.0 
5. It was fun. 4.9 0.3 
6. The graphics used were of high quality. 4.3 0.7 
7. I liked the music. 4.2 1.0 
8. It helped me familiarize with the brand “Kriton Artos”  

and its products. 
4.2 0.8 

9. It helped me realize that the products of “Kriton Artos”  
are traditional Cretan products. 

4.0 0.9 

10. It contributed towards creating a positive image about  
“Kriton Artos” and its products. 

4.4 0.6 

11. It positively affected me towards purchasing products of  
“Kriton Artos”. 

4.0 0.9 

4.2 What Went Wrong 

For several reasons, almost no one would read the advertising card at the beginning of 
the game. First, playing instructions game were not included, the time that the card 
was shown on the screen was usually dedicated to explaining how to play. Additional-
ly, most texts were too long, and also it was too obvious that this part was just a bold 
advertisement that did not have something to do with the gameplay [7]. The fact that 
the projector was just a few centimeters in front of the playing area had two disadvan-
tages: (a) there were times where someone had to hold the player back to avoid bump-
ing on it and (b) it prevented shorter children from moving closer to the Kinect and 
enlarging their “shadow”. Also, the idea of hanging the banner from the projector 
base was (obviously) bad, since whenever someone hit the banner, or there was a 
sudden breeze, the projector would shiver. Additionally, nobody would read the ban-
ner. Thus, it was placed against the booth’s wall. Most of the players would try to 
leave the play area immediately after the “Game Over” sign appeared. Since the last 
photo was taken after that, we had to orally instruct players to wait for it. The decision 
to place the photo of the last high scorer on the game’s title screen was not very good, 
since: (a) due to the short life of the event, there were very few returning players; and 
(b) those who had just played the game were deprived the opportunity to have a last 
peek at their photo before leaving the play area. 

5 Installation 2: Zappeion  

The game was installed (Fig. 6) at the “Tastes & Life” exhibition at the Zappeion 
Exhibition Hall, in Athens, from the 20th till the 22nd of April 2012. Based on pre-
vious experience, but also on new requirements of the food company, a number of 
changes were made to the game setup and software. 
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Fig. 6. Game v.2 installation at Zappeion Exhibition Hall 

First of all, an ultra-short throw projector was used, which produced the same im-
age size as in the previous installation, with additional brightness, from less than 1m 
distance, thus freeing up valuable space in front of the play area. Also, no projector 
stand was required, thus simplifying the whole installation. The red tape was replaced 
by a red ribbon loosely tied on two short free-standing poles, so that if someone 
stepped on it, it would move along, thus avoiding potential accidents. Additionally, 
this approach allowed to easily shift the play area closer to the screen whenever 
needed, e.g., to better accommodate (younger) players. A custom projection screen 
was fixed against the booth’s back side. The banner moved to a much more prominent 
(and stable) place, underneath the projection screen. 

Based on the observations collected during the first installation (see Section 5.3) 
the following adjustments were made to the game: 

• Cards with brief instructions about the game appear at the beginning. The last card 
is an advertisement that contains just a photo and the name of a product. Since this 
is the last in a series of cards that the player reads to learn about the game, it is al-
ways read before even realizing its purpose.  

• The “smile moment” appears prior to the “Game Over” sign.  
• When a game finishes, the last photo taken appears on the title screen until a new 

game starts. 

Additionally, the food company wanted to promote a new series of “small bites” rusks 
coming in nine variations. In order to make players aware of the different flavors, a 
“small bites bar” was added near each basket. The bar contains grayed out icons sym-
bolizing the 9 flavors. Every time a player collects one of them, the corresponding 
symbol lights up and a sound effect is heard. Each “small bite” scores 2 points. Addi-
tionally, if all 9 flavors are collected a bonus of 25 extra points is gained. 



224 D. Grammenos et al. 

                        

Fig. 7. Installation 2: Player gender (left) and ages (right)  

In three days, the game ran for a total of 24 hours. It was played 343 times (result-
ing in the fall of 23.700 rusks) by 337 distinct players (Fig. 7 - left), 195 of which 
were female (58%) and 142 male (42%). Their age (Fig. 7 - right) ranged from 2 (five 
players) to 75 years (played against his 70-year old mate). The youngest player was so 
short, that she had to stand on a box of rusks in order to appear on the screen. The 
number of players per age range is presented in Table 3. 

Table 3. Installation 2: Number of players per age range 

Age 6< 6-12 13-17 18-40 41-60 >60 
Players 22 103 16 118 70 8 

% 7% 31% 5% 35% 21% 2% 

Table 4. On-the-spot questionnaire results  

Question (1=strongly disagree, 5=strongly agree) AVG STD 
1. I liked it. 4,63 0,54 
2. It was easy to learn how to play. 4,68 0,56 
3. It was fun. 4,82 0,43 
4. It helped me familiarize with the brand “Kriton Artos”  

and its products. 
4,08 0,93 

5. It contributed towards creating a positive image about  
“Kriton Artos” and its products. 

4,41 0,83 

6. It positively affected me towards purchasing products  
of “Kriton Artos”. 

4,1 0,87 

216 single-player and 127 2-player sessions took place. 39 people won a bag of 
rusks and 65 achieved to fill in the “small bites bar”. The aggregate score of all play-
ers was 23.700. In 20 cases the game was concurrently played by 3 or more players. 
The maximum number of concurrent players was 6. In 55 cases children played along 
with their (grand)parents – sometimes both of them were adults. The average duration 
of a game session was 101 seconds (due to the newly-introduced game instructions). 
165 persons provided their e-mail address to receive the game photos. This time, a 
much shorter questionnaire was employed. It was briefly presented to the respondents 
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who were then left to fill it in by themselves. When the questionnaire was returned, a 
short informal discussion was often held, aiming to clarify or even verify the selected 
scores (especially if they were all very high). Of all the people asked to fill it in, only 
one refused, explaining that she was in a hurry. A total of 100 people responded, 61 
female and 39 male (Fig. 8 - left). 66 respondents were 18 to 40 years old, 28 were 41 
to 60 and 6 over sixty. 39 were familiar with the company “Kriton Artos” before play-
ing the game while 61 were not. The frequency at which respondents play video 
games is illustrated in Fig. 8 (right). The aggregate results of the Likert-scale ques-
tions are shown in Table 4, while the detailed scores are illustrated in Fig. 9. There 
were 28 respondents who scored 5/5 all six Likert-scale statements. 

                      

Fig. 8. On-the-spot questionnaire: Player gender (left) and frequency of playing games (right) 

  
Statement 1 Statement 2 

Statement 3 Statement 4 

Statement 5 Statement 6 

Fig. 9. On-the-spot evaluation questionnaire scores 
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6 Lessons Learnt 

This section summarizes the empirical knowledge gained through the two public in-
stallations, analyzing the evaluation questionnaires, as well as observing and discuss-
ing with hundreds of players of various ages. 

1. Fun rules! People of all ages want to have fun. If you achieve this, they will in-
stantly like you. They will smile at you, thank you, and shake your hand. They 
will also listen to you, give you their contact data, answer your questions, taste, 
and most probably, buy whatever you sell.  

2. Live bait catches more fish. When there was no one interacting with the game, we 
had to keep inviting people to come and play. On the contrary, when someone 
was already playing there would usually be several “volunteers” queuing up - 
very often ones from “unexpected” age groups.  

3. Details matter, but not the ones you think. There were several times and reasons 
that made us thinking about not running the installation at all, because we consi-
dered that the quality of the presentation or the overall experience was deteri-
orated. After asking the players we found out that they did not notice or care 
about anything of the things that we were so much concerned about. They had 
fun, the game was working fine, it made them feel good. 

4. There will always be surprises waiting for you at the installation site. Even if you 
think that you have taken every detail into account, be prepared to face last-
minute challenges. A bag of tools and a ball of string will come in handy. Design 
your installation so that it can accommodate dynamically changing environmental 
variables. Allow for quick and easy adjustment of software parameters that might 
be affected.  

5. Vanity sells (i.e., make it personal). Find a way to put the player’s face in the 
game world. Allow players’ to keep and share this image. They will love it. They 
will give you their contact data without a second thought. 

6. Keep it simple, but… The gameplay was extremely simple:  “use your shadow to 
put as many rusks in your basket as you can”. Even 2-year old Maria, after play-
ing the game, being all excited about it, would wander around explaining to any-
one standing nearby how to play: “Big basket, rusks put in – many many rusks, 
yeaah!” Still, for people more familiar with video games and returning players, 
there was another layer of complexity, aiming to provide additional interest and 
thrill; different types of rusks and combinations would result in higher scores. 

7. If the rules can bend, the gameplay will not break. The design decision to use the 
players’ distance from the wall as the game’s input mechanism, instead of track-
ing their bodies, proved to be very successful, since it offered high control flex-
ibility. There were times were 3 or more people would play cooperatively using a 
single basket, parents carrying their children in their arms, couples hugging or 
fighting, people holding bags, food, employing various items to augment their 
reach, extremely short / tall players, children sneaking in a hand, etc. 

8. Realism and fun often do not mix well. Initially, a quite realistic and accurate 
physics model was adopted (e.g., collision among all rusks, bouncing behavior of 
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objects). As playtesting revealed, when some of the model’s parameters were 
tweaked (or even totally removed, as in the case of rusk collision) the game was 
much more fun and “fluid”.  

9. Boost player success. We knew that most people would play the game just once. 
Also, a lot of them would not be familiar with video games and we did not want 
anyone to end the game with very low or no score. Thus, a small number of rusks 
fall directly in the player’s basket. Additionally, in the latest version, in order to 
increase the possibility of filling in the “small bites bar”, only flavors that have 
not already been collected by the player appear in the game. 

10. A thing about adults 18 to 40. Players in this age-range were the ones with the 
most inhibitions towards playing the game, mainly being afraid of becoming em-
barrassed in public. Still, there was not a single person who abandoned the game 
prior to finishing it, or mentioning of having regretted playing it.  

11. Full body control (?) Although players were given the hint that the best play post-
ure was keeping both hands spread in the air, the majority used just one hand, 
probably due to the fact that there are not many real life tasks requiring bimanual 
interaction. Additionally, about 25% of the players would place their hands in 
front of their torso, trying to reach and grab the rusks on the (distant) wall. 

12. It ain’t over ‘til it’s over. As explained in more detail in Section 5.3, you should 
not present anything to the players after the “game over” message. 

13. Playtest, playtest and then, playtest some more. The endless hours of playtesting 
really paid off. To this end, the continuous renewal of our pool of playtesters was 
crucial, since every person would play the game in a slightly different way, doing, 
discovering, or saying something new. 

14. If you want to collect data, you should do it on the spot. In both installations, 99% 
of the people who had an e-mail address instantly gave it away without a second 
thought in order to receive their photos. In the first installation, only 25 out of the 
86 people who received this e-mail responded to the accompanying on-line ques-
tionnaire. In the second installation, all people – except just one – who were asked 
to fill in the questionnaire on-the-spot agreed. 

15. Less data is better than no data (i.e., keep it short). People should not spend more 
time filling in data than actually playing the game. 

7 Conclusions 

The game was indisputably very fun. The related statement in both questionnaires was 
the one with the highest average rating and the least standard deviation. Additionally, 
one can safely conclude that the game achieved all its design goals. On the one hand, 
it offers a highly entertaining experience; on the other hand, it positively contributes 
to the marketing of “Kriton Artos” company and its products, reinforcing previous 
research findings [9; 10; 12; 23; 24; 25]. To this end, from the questionnaires and 
interviews with respondents, it emerges that the game’s marketing impact was greater 
towards people not familiar with the brand, since those already familiar would rather 
base future purchase decisions on known product quality. Another potential benefit is 
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that since the game made a lot of people happy, due to emotional conditioning [10; 
23] this feeling will subconsciously be associated with the company’s products. 

A very interesting observation was a significant shift in player behavior and mood. 
Most people, prior to playing, would speak formally, keeping a distance from the 
persons running the booth. Afterwards, the majority of them would adopt a much 
friendlier attitude, being open to discussion, as well as to learning about and tasting 
the advertised products. 

Having conducted several user-based evaluations in the past, one of the concerns re-
garded the validity of the questionnaires’ results which seemed to be considerably (posi-
tively) biased. One of the possible explanations for this fact may be the euphoric state in 
which these players were observed to be after playing the game. Still, the on-line ques-
tionnaires which were completed within a time distance from the event reinforce the 
good results. One may claim that this fact justifies the success of the game as a marketing 
tool. Also, for the real skeptics (like ourselves) there is a collection of more than 2.000 
photos recorded by the game showing people of all ages widely smiling and genuinely 
having fun. 

In conclusion, the overall result proved to be more than just a game. It became a 
memorable experience for its players, but also for all of us who shared their happiness 
and excitement. In this respect, probably the best remark was made by a 64-year old 
chubby woman working as a cleaning lady, who enthusiastically exclaimed when the 
game finished: “This is fantastic! It totally makes you forget where you are!” 
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Abstract. This paper discusses design issues in the development of playful out-
door interactive installations featuring kinesthetic interaction and immersive 
music experiences. The research is based on the development and evaluation of 
the novel SwingScape installation, which is a permanent installation at an urban 
playground. The objectives of SwingScape are to encourage physical activity as 
well as creating a playful and social experience in an urban space. The interac-
tion techniques include movement sensors built into swings, LED lights, and an 
ambient loudspeaker system covering approx. 180 square meters. The design  
issues include: creating playful and collective interaction, making a familiar 
swing interaction simulate the experience of a music mixing board, providing 
gentle integration of multimedia (light and sound) in the atmosphere of an ur-
ban space, and finally making installations robust and safe for an urban outdoor 
setting. The SwingScape installation has been developed in three phases for 
quite different urban settings, and the experiences from these are generalised to 
contribute to a foundation for design of interactive urban installations. 

Keywords: Interactive light and sound installation, urban environments, out-
doors settings, collective and playful activities, familiarity, user experience. 

1 Introduction 

The research behind this paper has taken place within the context of long-term activi-
ties in the city of Roskilde, Denmark, where the goal has been to develop and explore 
interactive playful installations in urban environments. 

Physical space in urban environments can be seen as two extremes of a spectrum: 
those consisting of large distances, which induce feelings of coldness and grandeur 
and those of small distances, which call for intimacy and privacy. However, most 
contacts often take place in the in-betweens, the semi-private, and the half public. 
Therefore, SwingScape is an interesting example of an interactive urban installation, 
challenging the traditional urban space by creating opportunities for collective  
interaction in the zones in-between. 
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During this process, the SwingScape installation has been developed and evaluated 
in various urban contexts; Roskilde city (at the Winter Festival) (see Figure 1), 
Roskilde Festival, and at PIXLpark – a raw industrial area in Roskilde. These experi-
ences have lead to a number of generalisable findings that will be valuable for future 
designers of interactive multimedia installations for urban environments.  

The final SwingScape installation consists of a large 180 sqm scaffolding setup 
with eight traditional swings equipped with movement sensors, and an ambient light 
and sound scape controlled by the swings’ movement. The installation consists of two 
zones that illuminate in different colours when people swing. 

 

Fig. 1. The SwingScape installation 

The authors of the paper have been responsible for the development of the installa-
tion as well as the following evaluations among users. The development has taken 
place in close collaboration with the organisations in Roskilde, who are responsible 
for the future operation of the installation in the context of PIXLpark together with a 
number other installations and mobile games. 

In [10], the notion of “interactive spatial multimedia” is introduced to denote mul-
timedia integrated in the physical architectural environment, i.e. modern instantiations 
of Krueger’s classical Responsive Environments [12]. In [10] there is a proposal for 
specific techniques aiming at developing such installations for art museums. This 
paper extends these ideas to an urban context, and proposes concepts and design pa-
rameters to address interactive multimedia installations in urban contexts. 

The paper is structured as follows: Section 2 briefly reviews related work. Section 
3 introduces design principles and interaction techniques. Section 4 describes how we 
implemented these principles technically in the final SwingScape installation. Section 
5 discusses lessons learned based on qualitative evaluations of the various setups of 
SwingScape. Section 6 discusses challenges to consider when designing interactive 
installations for urban environments. Finally, section 7 concludes the paper. 
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2 Related Work 

The focus of this paper is the synergy between: urban environments, familiar playful 
interaction, and aesthetic and kinesthetic interaction. While numerous installations 
exist for urban environments [4],[16],[5] only a few of these focus on large-scale 
physical installation based on interaction through familiar artefacts. In the following, 
we will highlight a few works of particular interest due to affording plain interaction.  

Inspiration from urban domain was, e.g. Pianotrappan [15], which enhances stairs 
in a subway with analogue graphics defining each step of the stairs as piano keys. 
When walking on the steps a referring note is played, thus users play the stairs as a 
piano. The concept of adding sound and visual identity to familiar stairs, encouraging 
people to use stairs rather than escalators, was a great source of inspiration to us. Ano-
ther project from the domain is “PLAYorchestra” [16], which inspires collective use 
and thus transforms the aesthetics of the urban space. By sitting on different cubes, in-
dividual instruments are played as part of a common classical music piece. As being a 
part of the urban space these installations facilitates collective interaction and hereby 
supports the behaviour and the atmosphere of this space. The earlier work on aesthetic 
interaction [14] has in the project been used as a way of stimulating multiple users to 
create a collective music experience beyond what is possible for an individual.  

With regards to a movement-based perspective, kinesthetic interaction [5][9], con-
cerns the bodily user experience. In projects such as Run Motherfucker, Run [18], 
Explosion Village [5] and Rope in Space [17] where all inspiring. Run Motherfucker, 
Run utilises a treadmill as means of interaction demanding high physical activity from 
the users. Rope in Space utilises a physical/virtual tug rope, which congregates com-
petitors, still maintaining the high physical level of activity. The concept of Explosion 
Village is to interact collectively by hammering on barrels, and thus be rewarded by 
the appearance of a huge flame. In these three projects, the kinesthetic interaction 
establishes engagement and the activity becomes a motivating factor per se. 

Regarding familiar interaction, e.g. PingPongPlus [23] has been of interest. It util-
ises ordinary ping-pong paddles and balls, where the table is digitally enhanced into a 
reactive table that senses the ball and supplies auditory and visual feedback. SMS 
Slingshot [20] draws likewise on the familiarity aspect by utilising a slingshot. An 
SMS is being sent to a wall by using the known actions of shooting a slingshot. In 
both projects the users find no difficulties in interacting due to the familiarity and 
direct simple ease of use.  

In the SwingScape project, we were inspired by the manner in which the above 
projects worked with the urban space and directly addressing play and joyfulness as a 
means of motivating to interact. Furthermore, the deliberate use of familiar artefacts 
as the primary point of interaction and enhancing the experience with sound and light 
was the fundamentals of SwingScape. 

3 Design Principles and Interaction Techniques 

SwingScape is an interactive installation with the aim to revitalise urban spaces by:  
1) motivating people to outdoor activity even in cold seasons. A main source of  
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inspiration for this was the ice skating rink, which is a traditional popular outdoor 
activity in winter time; 2) creating familiar interaction similar to skating and swing-
ing; 3) creating a collective installation, which invites people to join in and let go of 
their usual behavioural patterns; 4) creating a landmark to draw attention among  
users. 

This focused the design on simplicity and playful interaction embracing social and 
collaborative atmospheres. The idea was to investigate how these objectives could be 
obtained by utilising light and sound as the main forms of expression in order to affect 
the manner in which we act in public environments.  

The installation was originally developed for a specific city plaza in the city of 
Roskilde, Denmark. The plaza is placed in between routes of movement and can 
therefore be seen as a dynamic meeting point for both people passing by on a bike, by 
car or by foot. Thus, physical movement and dynamics around and within the installa-
tion has been the starting point of the design. 

During the transformation from event to permanent installation, we undertook 
various experiments, e.g. numbers of swings, physical space around them, and adding 
and subtracting soundtracks to swings. The original version of SwingScape consisted 
of ten swings - each with different soundtracks as part of a sonic universe. Five of the 
swings control tracks with beats, and the remaining five control tones of the music. In 
the following, we discuss design objectives in detail. 

3.1 Familiar Playful Interaction  

With the above objectives as a starting point, we focused on developing a concept 
with base in a known and familiar interaction – rocking a swing. The swing is a famil-
iar artefact for most people from their childhood. Using intuitive interaction, 
SwingScape was supposed to appeal to a wide range of users: children using it as 
traditional swings, teenagers pushing the swings and using them as a jukebox, adults 
experimenting with the different tracks, and elderly resting their feet whilst slowly 
rocking the swing.  

When interacting with SwingScape, the user is able to affect the visual and audi-
tory universe by utilising the different swings. The sound from the swing on which 
the user finds herself, is predominant in the users sonic feedback, making the audio 
experience in each swing area unique depending on which has been chosen. Together 
with other people, the user can consciously create a remix of a song by planning 
which swings to use. Furthermore, the simplicity of the changing lights has clear  
references to the dynamics of computer games, where the user is familiar to visual 
feedback when making a move. 

3.2 Aesthetic Forms of Expressions 

In [14] the notion of aesthetic interaction has been introduced to focus on the forms of 
expressions that add emotional values to the use experience. When developing instal-
lations for urban spaces, new opportunities and challenges for aesthetic expression are 
revealed compared to indoor use, for example, in museums. 
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One of the aims of SwingScape was to draw attention and invite citizens to take 
part in a collective experience and use the urban space in new manners. The intention 
was to make SwingScape work whether it is experienced within the installation (im-
mersed experience), just outside, or far away from the installation (see Figure 2).  

 

Fig. 2. Aesthetic forms of expressions in SwingScape and their zones of effect 

Sound Expressions 
A major parameter in relation to creating an aesthetic experience in the urban space 
has been the soundscape. Primarily due the fact that sound is audible all times a day in 
contrast to light, which only is an efficient form of expression at night.  

The ambition was to develop a music installation in harmony with the kinesthetic 
experience, i.e. not compromising with the sonic experience. A cooperation with a 
musician from the electronic music genre was therefore made early in the process. 

  

Fig. 3. A) SwingScape seen from far away. B) SwingScape seen just outside. 

One of the primary design objectives was to experiment with how to create a 
meaningful interaction between the kinesthetic of the body and music - the movement 
of the swing acts like a metronome in music setting the pace, which influenced the 
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development of soundscapes. Further investigations of the intrinsic rhythm of the 
swings revealed different tempi that worked really well and this was incorporated to 
the development of the soundscapes. As a means of motivation, the sound was de-
signed such that the volume increased concurrently with the height of the swings. 

Going from being a temporary to a permanent installation, new expectations to the 
soundscape have emerged. Now, the soundscape is much more varied and the users of 
the installation have the possibility to make their own custom soundtracks.  

Light Expressions 
Using light as a form of expression was in this context powerful due to the long dark 
hours during the Scandinavian winters. To make a successful installation, motivating 
people to take a detour past the centre of the city, it was important to work with light-
ning, which could be seen from far away.  

The installation works as a landmark through use of light (see Figure 3.A). By be-
ing a visual landmark one’s attention is attracted from a distance, and you are guided 
to the installation as by a lighthouse. The experience already from the longer distance 
builds up your expectations. (Figure 2 – “far away”, Figure 3.A). Getting closer to 
SwingScape, you are invited into an experience space where you can be a part of the 
sonic universe from a spectators view (Figure 2 – “outside”, and Figure 3.B). 

  

Fig. 4. The immersed experience 

As you enter the installation you experience how the light creates a fictive demar-
cated room giving you the conception of being “inside” a smaller room (Figure 4).  

The light tubes are connected to the frames of the structure and hereby highlighting 
the borders of the installation. By highlighting the borders, the physical boundaries 
are emphasised which states the clear demarcations of being inside or outside the 
installation – and more importantly creating a space toned with unnatural light (blue 
and green colours). Light also brings another aspect to the installation. During At 
night, a challenge in urban space is often that the darker areas create a feeling of inse-
curity. The intentional use of lightning may bring safety to the urban space and hereby 
enhance the motivation for using the installation. 
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3.3 Collective Use of the Installation 

The installation is made to bring people together, motivating them to move, and to 
interact with sound and light in the urban space. The installation works well if a group 
of 3-4 people, who know each other, wish to experience it. They can activate a small 
number of swings and collectively move between different swings to experience vari-
ous combinations of beats and melody tracks.  

Single users get a limited experience of being able to activate swings by hand and 
move between zones within the short timeframe that an unmanned swing use to fade to 
silence. Thus, the installation invites users to communicate and interact collectively, 
ideally making single or dual users call for by-passers, to extend the experience. 

3.4 From Temporary to Permanent Use  

SwingScape was created for the Winter Festival 2010 in Roskilde, which was on for 
two nights. Five months later, the installation was re-established at the music event, 
the Roskilde Festival, where it was exposed to 90.000 visitors for four days and 
nights, and finally, SwingScape was recently made into a permanent outdoors installa-
tion as part of a digital playground in Roskilde. 

Winter Festival 2010 
As mentioned above, SwingScape was developed for the Winter Festival (also called 
the “Ånd- og Videnfestival” - translation: “Spirit- and Knowledge Festival”) in the 
centre of Roskilde in February 2010. The context was Roskilde city and it was  
supposed to reach a wide target group – all citizens of the city.  

There were ten physical swings and the floor was covered with a green turf, which 
together with the wooden swings was supposed to refer to and bring warm associa-
tions to summertime, and was at the same time meant to be a contrast to the otherwise 
cold and rough urban surroundings. The choice of materials was together with the 
sound- and light design important for creating the aesthetic experience of the installa-
tion in order to attract citizens. The Winter Festival only lasted two nights, and the 
installation was supervised by two guards 24/7.  

Roskilde Festival 2010 
The installation was in summer 2010, re-established at the Roskilde Festival, which is 
an interesting context for testing new urban concepts. During the festival event, it  
is one of the largest temporary cities in Denmark; approximately 40.000 visitors  
intensively used the SwingScape installation day and night.  

Compared to the first context, where it was only supposed to run during the nights, 
we were now challenged to make a new setup, which could work during the day as 
well. It is almost impossible to compete with the sunshine when coming to light, and 
therefore we found it important to unfold the audio experience even more. Another 
audio setup was created, being more “dreamy” and acoustic than the first one made 
for the Winter Festival. After one day, we realised that mixing the two setups gave the 
best result – giving variation to the soundscape 24/7. Furthermore, modifications to 
the floor were made, to obey to safety regulations a heavy rubber floor was laid out. 
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PIXLpark 2012 
Recently, SwingScape was setup permanently in PIXLpark – a digital playground in 
Roskilde. This context is an old concrete factory and the surroundings are grey, indus-
trial and raw. SwingScape was chosen for the digital playground, because of the dual-
ity of being a raw stabile, industrial construction during the day and being a strong, 
atmospheric landmark during the night-time. The centre of the swing area is set to al-
ways be lit, and gives a feeling of security to the area. For the permanent installation, 
a third sound scape setup was developed. This one being more a kind of a “sound 
puzzle”, with animal sounds and realistic sounds inspired by nature. In PIXLpark, 
there are also offices where people work and it has therefore been important to work 
with a soundscape being interleaved in the natural surroundings. Finally, the Danish 
playground legislation required some adjustments of the physical construction. 

4 Swingscape Technical Implementation  

This section describes the SwingScape implementation in terms of infrastructure, 
sensors, light and sound control tools. Figure 5 shows SwingScape infrastructure and 
components. One swing cell is shown, while all indoor parts are shown in a grey box. 

  

Fig. 5. The SwingScape technical infrastructure 

4.1 Swing Seat Sensors 

Battery operated wireless accelerometer sensors are placed in a cavity inside each 
(polyethylene) swing seat, protecting the electronics and making the swings appear 
ordinary to the public. Action starts when one or more of the swings are moved – ac-
celerometers detect motion, a microcontroller will perform signal analysis and transmit 
MIDI note commands over 2.4 GHz radio to one of the two receivers. The correspond-
ing radio receiver passes received MIDI commands to the control computer. 
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4.2 Light and Sound Control 

The control computer will according to pre-programmed schemas activate the lights 
and sounds that correspond to the activated swing(s) in the current soundscape. The 
overview shows two signal chains – one for sound (red) and one for light (blue). The 
multi-output soundcard is connected to the amplifiers and speakers for each swing 
plus the subwoofer. The DMX interface is followed by a DMX dimmer pack and low 
voltage LED power supplies for the LED light strips that surround each swing cell. 
This system architecture allows all content (sound and light) to be defined in software 
at any time and also provides easy access to various computer generated usage data. 

4.3 Radio System Issues 

Initially, the seats were made of wood, which during dry weather worked fine. How-
ever, rain caused problems in terms of poor radio performance - caused by water turn-
ing the swing seats and the surrounding surfaces into radio absorbers. In turn, the dual 
AA alkaline batteries inside the swing seats started running out of power too quickly 
due to automatic increase in radio communication. Thus we had to replace the 
wooden seats with new polyethylene seats, as well as the two AA batteries in the seats 
with a single lithium 3.6V AA cell, and finally mount the sensors in IP67 sealed 
boxes inside the seats. This solved the radio problems. 

5 Evaluation from Two Different Settings 

The SwingScape installation has been evaluated qualitatively through video observations 
and interviews at the Roskilde Festival and in PIXLpark. The aim of the evaluations 
was to examine the use case and experiences of the installation. In the following, we 
describe in brief how we evaluated the user experiences from the Roskilde Festival and 
provide more details on how we did it in PIXLpark, as well as what results we got from 
the evaluations. Presentations of results focus on four focal points:  

1) Playful Interaction (What are the users doing? I.e. what do they say they do, and 
what can we observe they do on the videos?); 2) Experience (What did the users ex-
perience? And how did they like the installation and the atmosphere in it?); 3) Collec-
tive communication (Did the users communicate with others when using the swings, 
and if so, how? Did they communicate with strangers? And did they see it as a social 
or individual experience?); 4) Understanding & Familiarity (Did the users understand 
the concept of the installation? For example, did they understand that what happened 
depended on what they did? And did they ascribe a familiarity to the installation?). 

5.1 Evaluations from the Roskilde Festival 

During the four festival days, twelve explorative interviews were conducted. Each 
interview had 1-3 interviewees, whom were addressed immediately after having tried 
the installation. The users were video recorded while swinging and the following 
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interviews were recorded on a dictaphone. The evaluation was carried out at different 
times of the day to see how that would inflict upon the users’ overall experience.  

We strived to interview users in different age segments and group sizes. The age 
span was from 17-53 years; however, most of the interviewees were in their twenties 
(the average was 26 years of age). In order to practically manage the interview, which 
was at a noisy location close to the installation, we found it important that the groups 
were not too big. The duration of the twelve interviews was 9 minutes in average 
(5:10 minutes to 13:18 minutes), and the users were rewarded with a ticket for a  
beverage. The interviews were semi-structured. First, the users were asked factual 
questions, such as how long they had tried SwingScape, and if they had tried it more 
than once. Following this, the interviewees were asked about their usage and impres-
sion, as well as questions regarding their communication and understanding. 

Playful Interaction 
Observations and interviews revealed that users spent 3-10 minutes in the swings after 
being in queue. In turn, they often ran up on the platform and grabbed the nearest 
swing. If they where there with others, they would choose swings opposite one an-
other if possible, facing each other. Video observations showed that the swings at 
times were used by more than one person, thus making them social and playful  
artefacts. Most people would only try one swing, as all of the swings were in use con-
stantly. Thus, the users did not experiment with several swings and many did not 
notice that they were creating the sound. When users were asked what they did, most 
of them said that they tried to swing as high as possible. Furthermore, those who were 
there with others said that they were looking at each other, and a few said that they 
tried to swing in time with each other.  

Experience  
When asked for immediate reactions, eight of the interviewees said they felt like a 
child again. Two groups said, that they “lost track of time”. In addition, most of the 
interviewees found the installation relaxing, and four mentioned that they liked the 
breeze then swinging. Those who had tried the installation both at night and in day-
light said that they liked it better at night due to the lights, which were much more 
predominant in the dark. Furthermore, the swings were less crowed at night, which 
the users liked. At day, many were turned off by the long queue, and thus, most of the 
interviewees had only tried the installation once. 

Collective Communication 
The users did not talk much when using SwingScape. However, if others they knew 
were present, they were conscious of what they did; e.g., whether they would initiate 
a competition for the highest swing. Furthermore, the users were asked if they  
perceived it as an individual or a social experience. In four of the interviews, the an-
swer was ‘individual’; in three it was ‘social’, and in the remaining five it was both. 
Even some of the users who were there with someone they knew would say that the 
experience was individual, because “You fall into your own world”. None of the in-
terviewees talked to strangers when swinging. Some said they liked relaxing and 
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swinging by them selves. Others thought it was a social experience because they were 
there with others. “It wouldn’t have been as fun without my friend”, said a 21-year-
old girl, and two 29-year-old guys said they wouldn’t have used the swings if they 
were alone.  

Understanding and Familiarity 
With regards to the users’ understanding of the installation and concept, it was clear 
that no one knew that they themselves created the music. Due to the fact that all seats 
were continuously occupied and that the users swapped seats a few at a time (instead 
of all at once), the installation was mostly regarded as “the cool swings with the mu-
sic”. Thus, the swings themselves were a familiar concept; however, mixing music 
when using them, was not easily comprehended in the given context. Many paid com-
pliments to the music, however, a few did not even notice the music due to a concert 
nearby, and none of them experienced that the volume increased concurrently with the 
height of the swings. The lights were only noticed at night and not that they followed 
the movement of the swings. At night, the lights were predominant, and at day, the 
music was what people noticed (except when there were concerts close by). Most of 
the interviewees were surprised when they learned about the concept and logic after 
the interviews. However, in spite of the lack of understanding, the swings were very 
popular at the festival. They were mainly seen as a place for relaxation and fun.  

5.2 Evaluations from PIXLpark 

Since the opening of PIXLpark, we have conducted an evaluation with video observa-
tions and four explorative interviews in daylight. Each of the interviews had 1-4 inter-
viewees aged between ten and 39 years. Group 1 consisted of four people between 16 
and 24, who had visited the installation 5-6 times before. Group 2 was a couple in 
their late thirties with a 10-year-old daughter, who was there for the first time. Group 
3 consisted of four 13-year-old boys, who had tried SwingScape on several occasions, 
and the fourth interview was with a 21-year-old man, who visited the installation with 
two others for the first time. The duration of the video recorded interviews, were 8:30 
to 10 minutes. The interviews were semi-structured. To compare the answers with 
those given in the interviews at the Roskilde Festival, we took the same interview 
guide as a starting point and only made smaller adjustments to fit the new context. 

Playful Interaction  
Both the video observations and the interviews revealed that what the users did after 
sitting down and starting to swing was to experiment with the installation. Most of 
them tried out other swings and communicated with other users verbally or non-
verbally about which ones to try. Group 1 said that they “…started to use signs with 
the body to communicate and plan which types of music they wanted to make by 
selecting the right swings”. The interviewee in the fourth interview said “Just moving 
from one swing to another is quite an experience in itself”. The family (group 2) also 
experimented with other swings; however, not until they had the whole installation for 
themselves, because they were afraid of disturbing other users. Further, group 2 said 
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that they competed on who could swing highest; though this objective was less gen-
eral than in the Roskilde Festival interviews. On average, the users spent approx. 25 
minutes in the installation at PIXLpark. 

Experience  
All of the interviewees were excited and found that SwingScape was great fun. The 
young ones in group 1 were initially surprised that the swings were accompanied by 
sounds, but they quickly discovered how to collaborate on creating music. Group 2 
said: “There is a nice atmosphere in the installation. It feels a lot like walking into 
some kind of space”. Initially, group 2 did not think of the swings as being “active” as 
they called it, and were positively surprised when they discovered the sounds when 
they commenced swinging. The teens in group 3 thought SwingScape was “awe-
some”, they particularly liked the sound changes, making it exciting for them to return 
“wondering which sounds are on today”. Furthermore, they liked the direct response 
from the swings. However, sometimes they were unable to distinguish the sound from 
their own swing. The father in group 2 also thought the auditory variation between 
swings was fairly subtle. The young man in the fourth interview also enjoyed the 
experience very much and thought it was “different”. Even though it was his first 
visit, he had a good grasp of the concept: “It seems like it plays louder and louder, the 
more you swing. And it plays different sounds… it kind of makes a tune. Then  
perhaps, one plays a bit more drums and one more the guitar. I think it’s super cool”. 

Collective Communication  
The interviewees were asked, if they thought of it as a social experience or as an indi-
vidual experience. All of the groups except the family (group 2) thought of it as 
mainly a social experience or that it was more fun when they were more than one. The 
father in group 2 thought it was both, and that it would have been easier to explore the 
installation on his own. He thought he would have discovered the variations in the 
sounds had he not been obliged to push his daughter on the swing. However, he also 
liked to be more people “to find a sense of oneness with others”. Group 2 did not talk 
much during use, as they preferred to listen to the sounds. The young people in group 
1 mostly communicated through body language, because they found it hard to make 
themselves heard above the music. But when they spoke, it was about composing a 
great tune. In addition, they would not just enter SwingScape without asking, if others 
used it. One of the teens in group 3 had tried SwingScape on his own, but enjoyed it 
much more when trying it with others: “It is more fun when you can play tunes”. As 
was the case with group 1 and 2, the teens did not talk much, except about the music 
composition: “You would say ‘wow that sounds cool. Try that swing over there!’”. In 
addition, they thought it was quite cosy despite the fact that they did not talk much. 
The 21-year-old man in the fourth interview also thought of it as a great social experi-
ence, and that he would bring his family there for future birthday parties and the like. 

Understanding and Familiarity  
The understanding of the SwingScape concept was visible both via body language in 
the videos, and in the utterances of the users’ when talking about their actions and 
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experiences. Firstly, no one had doubts that they were intended to be swings, but that 
they were not ordinary swings. We asked them explicitly if they experienced some-
thing different depending on what they did; and what they thought the logic was be-
hind the technical part of the installation. Contrary to most of the interviewees at the 
Roskilde Festival, all of the interviewees at PIXLpark understood that they were initi-
ating and collaboratively controlling the sounds. In addition, groups 1, 3 and 4 also 
discovered the soundscape change. Group 2 and 3 even had a quite accurate explana-
tion of the technical construction. However, in broad daylight (as in all of the inter-
views), it was difficult to see the lights of the installation and that it would follow the 
movements of each swing. Only the teenagers who had been there on numerous occa-
sions (one could see the installation from his bedroom window) knew that, and espe-
cially liked it in the evening, “because then it is really cool - because there are lights”.  

Finally, each group was asked about their opinion of the main concept. All groups 
interpreted the installation as either a musical instrument, a playground or as a combi-
nation of the two. Further, despite the swings, they did not consider it as a children’s 
installation, but that it embraces a broader target group due to the musical experience 
and atmosphere. To conclude, the evaluations have pointed to the fact that there have 
been challenges in making such a large-scale interactive urban installation, and that 
these challenges have differed from one setup to the other. Thus, the next section will 
deal with these challenges and discharge into generalisable do’s and don’ts.  

6 Challenges for Interactive Urban Installations 

Based on the development experiences and the evaluations, we discuss important 
challenges that we dealt with and that are applicable in general for urban installations. 

Challenge 1: Immersive Sound may Disturb City Life. The purpose of the installa-
tion is to give users a playful and immersive music experience. This requires fairly 
loud music; however, for urban spaces with quiet living and office areas this may lead 
to unwanted noise and disturbance. Thus, it is necessary to calibrate music and sound 
levels to the given context.  

At the Winter Festival, where the installation was placed at a fairly quiet square, 
the sound was calibrated to create attention about the installation at the square, such 
that by-passers not able to see the installation would be dragged by curiosity from the 
sound to get to the installation. Here it is a challenge to create such attention without 
being too noisy and also to create attention when nobody was activating the swings. 

On the contrary, at the Roskilde Festival, the surroundings were very noisy by mu-
sic coming from several competing scenes in the neighbourhood. Also, all the swings 
were in almost continuous use, making it hard to experience the activation of different 
tracks. In this context, the volume has to be loud and the subwoofer turned up, and 
much of the interactive experience comes from the light feedback, making the sunny 
daylight experience become hard to interpret as an interactive experience at all.  
Several interviewed users reported that they felt they were swinging to the music and 
not in fact creating the music and light experience. 
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Finally, PIXLpark, is an open space, and the sound can affect living areas in the 
neighbourhood relatively far away. Thus, the sound volume has to be adjusted to not 
make noise for the living areas. Running the same few tracks will create a too mono-
tonic sound experience for neighbours. Thus, several different soundscapes were 
made to choose among, where some are more melody oriented and less beat oriented. 
The sound should gently invite people from the living areas to come down and use 
their bodies to experience and change the music experience. A lot of young people 
pass by the installation everyday – a motivation for them to stop and try the swings 
out, is to offer a change of soundscapes from time to time. 

Challenge 2: Light Expressions Degrade During Daytime. Light is a great tool for 
creating atmosphere in an interactive installation. But working with light in an urban 
installation will always be a challenge, thus it is next to impossible to compete with 
the sun. This gives the installation two expressions; one at day, and another at night. 
Therefore, it is important to work with another effect to draw attention to the installa-
tion during daytime.    

Challenge 3: Obtaining Outdoor Robustness and Safety 24/7. Making an interac-
tive installation robust and reliable enough to withstand all kinds of weather and van-
dalism is an immense challenge. Numerous physical adjustments of the first design 
were made along the way. For instance, to obtain an approval in relation to formal 
playground rules for a permanent installation, a lot of safety measures in terms of 
foam and falling surfaces have been added. Lighting devices have been made stronger 
and more sealed to be able to last in all sorts of weather, the scaffold welded together 
to manage the potential rough use of it and secured flooring to carry weight from 
returning jumping around. Finally, the seats that contain the radio to communicate 
sensor data to the controlling computer had to be replaced from wood to a plastic 
material. This was due to the fact the wooden seats absorbed too much water hinder-
ing the radio communication making the energy consumption of the senders going up 
and in turn require frequent battery exchange. 

Challenge 4: Too Many and Too Few Concurrent Users. Being too many users, 
i.e. all swings being occupied, limits the experience - the variations in the mix of 
tracks are hard to hear even though swings are used in varying manners. It is therefore 
a challenge to create a balance where the interaction technique actually makes people 
go off swings after having used them for some period of time and at the same time 
provide the feeling of freedom and control to the use. The size of the installation may 
influence the collective use patterns. It remains to be analysed whether people are 
reluctant to approach the installation and disturb others even though there are vacant 
swings. With a relative short distance between swings, some people may think they 
disturb the comfort zone of others by sitting on a swing. More evaluations are needed 
to analyse such use patterns and provide knowledge for future designs. 

Challenge 5: User Contributions versus Aesthetic Control. A general challenge  
for interactive works of art, narratives and designs is how much freedom should the 
user have when it comes to the level of contributions and options of action? This 
question is contradicted with the question of how to make an aesthetic coherence in 
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the installation, which is pleasurable for the user to engage with? The more control 
the designers have over the installation, the more coherent and exciting the experience 
may become. On the other hand, the higher level of interactivity the users experience, 
the less controlled and coherent the experience may become [11]. For future versions 
of SwingScape, we consider opening up for users to submit soundscape compositions 
via a moderator, who assesses the submission similar to App store verification, and if 
it meets requirements, it may become an option in the installation. Such features have 
so far been omitted, because they require extra interaction for users to choose among 
compositions and recordings, and mechanisms to avoid intrusive playback or invoca-
tion of user compositions overruling the choices of others. 

7 Conclusion 

This paper has described and discussed design issues for the development of outdoor 
interactive multimedia installations combining playful kinesthetic interaction with 
light and sound feedback as the aesthetic forms of expression. The research is based 
on the development of the novel SwingScape installation, which is now a permanent 
installation at an urban playground. The objectives of SwingScape were to encourage 
people to become physically active in a playful and social atmosphere in the urban 
space. The design issues discussed include: creating playful and collective interaction, 
gentle integration of light and sound in the atmosphere of an urban space, and making 
installations robust and safe for an urban outdoor setting. Evaluations of the 
SwingScape experiences discussed stemming from two quite different urban settings 
show that the design objectives have been largely fulfilled, and the principles and 
challenges may be generalised to future design of interactive urban installations. 

Acknowledgments. Thanks to colleagues at Centre for Interactive Spaces, The Alex-
andra Institute and Dept. of Computer Science, Aarhus University, Denmark. Fur-
thermore, we thank Roskilde Festival, Roskilde Municipality and composer/musician, 
Rune Wehner. 

References 

1. Blythe, M.A., Overbeeke, K., Monk, A.F., Wright, P.C. (eds.): Funology: From Usability 
to Enjoyment. Human-Computer Interaction Series, vol. 3. Kluwer Academic Publishers 
(2004) 

2. Bowman, M., Debray, S.K., Peterson, L.L.: Reasoning about naming systems. ACM 
Trans. Program. Lang. Syst. 15(5), 795–825 (1993) 

3. Brown, L.D., Hua, H., Gao, C.: A widget framework for augmented interaction in SCAPE. 
In: Proc. of the 16th Annual ACM Symposium on User Interface Software and Technolo-
gy, UIST 2003, pp. 1–10. ACM, New York (2003) 

4. Dalsgaard, P., Halskov, K.: Designing Urban Media Façades – Cases and Challenges. In: 
Proceedings of CHI 2010, Atlanta, USA (2010) 

5. Explosion Village (2008), http://www.illutron.dk/posts/183  



 Designing Playful Interactive Installations for Urban Environments 245 

 

6. Fogtmann, M.H., Fritsch, J., Kortbek, K.J.: Kinesthetic Interaction – Revealing the Bodily 
Potential in Interaction Design. In: OZCHI 2008. ACM, Cairns (2008) 

7. Forman, G.: An extensive empirical study of feature selection metrics for text classifica-
tion. J. Mach. Learn. Res. 3, 1289–1305 (2003) 

8. Fröhlich, B., Plate, J.: The cubic mouse: a new device for three-dimensional input. In: Pro-
ceedings of the SIGCHI Conference on Human Factors in Computing Systems, CHI 2000, 
pp. 526–531. ACM, New York (2000) 

9. Grønbæk, K., Iversen, O.S., Kortbek, K.J., Nielsen, K.R., Aagaard, L.: Interactive Floor 
Support for Kinesthetic Interaction in Children Learning Environments. In: Baranauskas, 
C., Abascal, J., Barbosa, S.D.J. (eds.) INTERACT 2007. LNCS, vol. 4663, pp. 361–375. 
Springer, Heidelberg (2007) 

10. Kortbek, K.J., Grønbæk, K.: Interactive spatial multimedia for communication of art in the 
physical museum space. In: Proc. of the 16th ACM International Conference on Multime-
dia, MM 2008, Vancouver, Canada, pp. 609–618. ACM, New York (2008) 

11. Kortbek, K.J.: Staging as a Holistic Perspective on Interaction Design for Public Environ-
ments. PhD Dissertation. Dept. of Computer Science, Aarhus University (2011) 

12. Krueger, M.W.: Responsive Environments. In: Wardrip-Fruin, N., Montfort, N. (eds.) The 
New Media Reader, pp. 379–389. The MIT Press, Cambridge (2003) 

13. Lorenzo-Hemmer (April 2012), http://www.digitalshadows.de/?cat=4  
14. Petersen, M.G., Iversen, O., Krogh, P., Ludvigsen, M.: Aesthetic Interaction - A pragmatic 

aesthetics of interactive systems. In: Proc. of the 5th Conference on Designing Interactive 
Systems (DIS 2004), pp. 269–276. ACM, New York (2004) 

15. PianoTrappan (2009), http://www.rolighetsteorin.se/pianotrappan  
16. PLAYorchestra, http://www.philharmonia.co.uk/thesoundexchange/ 

live_projects/play_orchestra/ 
17. Rope in Space (2009), http://www.aec.at/center/en/2012/02/28/ 

rope-in-space/  
18. Run Motherfucker, Run (2001),  

http://www.marnixdenijs.nl/run-motherfucker-run.html  
19. Sannella, M.J.: Constraint Satisfaction and Debugging for Interactive User Interfaces.  

Doctoral Thesis. UMI Order No. GAX95-09398. University of Washington (1994) 
20. SMS Slingshot, http://www.vrurban.org/smslingshot.html 
21. Spector, A.Z.: Achieving application requirements. In: Mullender, S. (ed.) Distributed  

Systems. ACM Press Frontier Series, pp. 19–33. ACM, New York (1989) 
22. Tavel, P.: Modeling and Simulation Design. AK Peters Ltd., Natick (2007) 
23. Xiao, X., Bernstein, M.S., Yao, L., Lakatos, D., Gust, L., Acquah, K., Ishii, H.: Ping-

Pong++: community customization in games and entertainment. In: Proceedings of the 8th 
International Conference on Advances in Computer Entertainment Technolog (ACE 2011), 
Article 24, 6 pages. ACM, New York (2011) 

24. Yu, Y.T., Lau, M.F.: A comparison of MC/DC, MUMCUT and several other coverage  
criteria for logical decisions. J. Syst. Softw. 79(5), 577–590 (2006) 



A. Nijholt, T. Romão, and D. Reidsma (Eds.): ACE 2012, LNCS 7624, pp. 246–261, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Flashback in Interactive Storytelling 

Olivier Guy and Ronan Champagnat 

Université La Rochelle/L3i, La Rochelle, France 
{olivier.guy,ronan.champagnat}@univ-lr.fr 

Abstract. We have a lot of literature on the static media but few on inter-
active ones. Many doubt [Costikyan, Juul...] that it is possible to use stylistic 
devices such as the ones that have pervaded the history of the ‘one- way’ sto-
rytelling. We have tried to imagine what it would be to have a flashback in IS. 
Stylistic devices, in classic media are not as immersive. They are immediately 
filtered by language – especially books- while IS has the major flaw of being 
sometimes incapable of telling a story by itself as it relies so much on intuition. 
The existence of the flashback in IS is possible to the condition of the narra-
tive device called Uchronia, which leaves a chance of occurrence to potential  
futures that might have happened.The last part is made for designers who want 
to try to build Flashback IS application while taking back up on this paper. We 
have taken a lot of inspiration from movies, classics as well as modern and we 
have tried to set up a blueprint for an outline of a stylistic grammar in IS, starting 
with the device of flashback. 

On the one hand we have decided to use the theory of language as it is the 
material of imagination – the one that makes stories- to try to find out if flash-
back was compatible with emergence and game engineering. On the other hand, 
we wanted to provide the basis for experimentation of interactive flashbacks – as 
we have tried to demonstrate exists under certain conditions- and we hope for 
other multimedia and stylistic devices in IS. 

Keywords: Serious games, interactive storytelling, design narration pilot,  
stylistic devices, language theory, intelligent agents, video game aesthetics, 
communication between artists & engineers, game design, playability. 

1 Introduction 

Flashback in IS has not been studied as far as we know on a formal scientific basis, 
and we have not heard of any serious commercial game that would have made a se-
rious experiment of a playable flashback. Therefore, we barely know the grammar of 
this stylistic interactive device, as an aesthetic device or a psychological device to an 
audience. 

INTERACTIVE FLASHBACK NEEDS TO BE DEFINED and FRAMED 

Marc Vernet (Vernet, 1975) wrote that ‘ whether it is a testimony or a simple memory, 
the part that is given as a flashback seems more true, more essential, as the part that is 
shown as the present’. We know that interactive storytelling would like to become more 
and more expressive. We would like to provide what we know from other means of 
expression to support designers who would like to create analepsis in their systems. 
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Homer used analepsi in the first verses of the Iliad and do we have to remind how 
much moviemakers love to use those sorts of things? In this text, we will mostly use 
the words analepsis and flashback indifferently to speak of the same thing. 

Then why does IS should do without the possibility of experimenting with such an 
emotionally powerful, a beautiful, styl istic device? 

It is a powerful tool. In every fiction, it involves a wonderful array of affects – nos-
talgia, relief, tension, surprise, curiosity...- to tell stories that involve the user more 
and more. Moreover in non-interactive fiction, we know that this involvement is not 
as immersive as it is within the realm of interactivity. 

Interactive storytelling (IS) has evolved so much that there is a question of an iden-
tity relation between video games and other media. The scientific community seems 
to be arguing on what can be considered a story in a video game. Can we be certain 
that it is even possible? We will try to define what is a flashback in IS, as there are no 
convincing examples as far as we know and what shape it could have within a video 
game. Henry Jenkins reported that Jesper Juul using Quake as an example argued that 
flashbacks were impossible within games, because the gameplay always occurred in 
real time. (Juul, 1998) 

Most of the games that we wil l mention in this paper will either be Quake-likes or 
‘action-adventure’ games. We will follow the typology described by Stephane Natkin 
mostly because they tend to be one of the richest genres in terms of narrativity. We 
will only consider playable flashbacks as there are no specific differences between a 
cut scene flashback from a video game and one from a movie. 

In the second part of this paper we have thoroughly described templates of stories 
that might be transposed from cinema to IS to help any designer who’d like to create 
such a story. The idea is to provide template stories systems with models of ready- 
made stylistic devices of analepsis (Nakasone, 2006). 

2 Definition 

We bring a few necessary notions to the non-specialist. 
‘A flashback is fundamentally a movement on the axis of the diegetic time. A first 

sequence used as reference sets us at ti me O while the next sequence sends us back at 
time A, in the past. Obviously the distance in ti me between the events in the move-
ment back to the past (A) and the first storytelling varies greatly from movie to mov-
ie.[ ... ] The only cases which can cause problems are the ones that start with a  
sequence chronologically located before the rest of the movie.’ (Mouren, 2005) 

‘As soon as we understand the sum of limits that a gameplay takes as a constrained 
form of storytelling, we see the advantages of stereotypy and serialization. They offer 
a preexisting story – a latent one- to the player without having to develop the narra-
tive, and save the elements of a movie-like directed fiction.’ (Letourneux, 2006) 

Some authors have different definitions of the flashback ‘A flashback is not only a 
movement back in time. This stylistic device expresses equal ly dream, digression, 
parentheses, and even theatrical asides.’ (Guerin, 2003) By definition, it seems that 
this author is confusing embedded storytelling with flashback sequence storytelling. 
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Fig. 1. The respective domains of flashback, dream, digression, parentheses, and theatrical 
asides 

Matthieu Letourneux reminds us the old quarrel between the ludologists and narra-
tologists, where Greg Costikyan made an interesting distinction seeing stories as  
inherently linear and games as nonlinear, making them ontologically incompatible. 
However if we trust this point of view, it would be useless to allow a gameplay within 
a flashback. Either we should keep our flashback a static nonplayable part of the 
game, or discard any classic flashback narrative to keep a real time game. (Costikyan 
G., 1994) 

Games may use all the grammar of movies in non-interactive cut scenes. The ques-
tion is about where it fits in interactive storytelling. 

Another difference appears as Mouren reminds us that, in film ‘there’s no present 
time of enunciation, the past in movies relates only to the ‘first story’ which is the 
time of reference’, whereas a game occurs in real time following the actions of the 
player. 

In silent movies, once it was written cardboards that were indications of analepsi. 
The more the audience became l iterate and the least the use of explanations was in-
evitable. In soundtrack movies, the story has a dual storyline, the story order often has 
a complex result which mingles what is played visually by the actors and what is said 
by the narrator. On a regular basis the voice over can give hints on the period of time 
or to measure the analepsis. 

3 Is a Flashback Possible In a Video Game? 

Language semiotics could help our understanding of that matter. 
We will try to make an argument about whether an interactive storytelling could 

hold a flashback, as Jasper Juul stating the real time nature of games made a point that 
it was impossible. If language is a system, a structure of signs in an order of signs, 
every semantic field is already structured. We have to reconsider certain critics ad-
dressed to language, among them those addressing the behavior of language regarding 
the real and the truth. The French language dialectician Henri Bergson mentions 
(Bergson H. , L'évolution créatrice, 1907) ‘the general condition of the sign [ ... ] is to 
note, under a fixed form, a static aspect of reality [p328] [ ... ] Language itself [ ... ]  
is made to designate things and just things [p161]’. In the end Bergson, has an  
instrumental conception of language and would have agreed with Leroi-Gourhan  
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(Leroi-Gourhan, 1964) whose opinion was that language and tools were inseparable: 
both of them allow us to have reality at our disposal. Meanwhile, language is after all 
just a collection of juxtaposed signs which prevents us from accessing the deep under-
standing of reality, as he calls it ‘a veil’ (Bergson H. ). In other words, we would be in 
the domain of imagination defined by Jacques Lacan (Lacan, 1962) when we watch 
Reservoir dogs by Quentin Tarentino. While we would be in the domain of the real 
when we play Quake without any way to make an analysis first hand of it, or reach 
the deep meaning of what we see. 

• Interactive storytelling is by definition not fixed, and it is deeply inscribed 
into reality whereas classic media analepsis is static and inscribed in lan-
guage. 

• This is why language happens to give the impression that it fixes a flash of a 
moving heterogeneous, qualitative, continuum, in the outside world as well 
as within ourselves. 

• In this context Jasper Juul could be right; we have left the realm of language 
for the one of the real. 

3.1 Images and Immediacy: The Strength and Weakness of Interactivity 

While reasoning produces stylistic devices, images and immediacy are mostly intuitive. 
In La Pensée et le Mouvant (Bergson H. , La pensée et le mouvant, 1923) (p. 99) 

Bergson admits:’ what is the primary goal of language? It is to establish a communi-
cation towards cooperation. Language conveys orders or warnings, it prescribes or 
describes.’ To him it is a signal, this conception relates the nostalgia of the author of 
immediacy, and that he would like language to be as truthful and as rich as possible to 
reality. He adds:’ Intuition is the direct vision of mind by mind. Nothing else stands 
in-between: the point of refraction through a face of the prism of which facet is space 
and the other is language.’ [p. 35] 

• Do we have to remind the main difference between non-interactive medium 
and interactive ones is identification for the 1st and immersion for the 2nd? In 
the second the affect of belonging to the space of the medium is the characte-
ristic of the relationship with the player. 

Language is just a collection of labels that speech juxtaposes; it is powerless to  
convey the ‘indivisible continuity’ of the real, intuition can reveal the being in its 
purity. Far from having to have a conceptual language of logical or operational classi-
fication, intuition has recourse to a language full of imagery, such as poetry in a non-
interactive medium. If it is below language it also means that it is below algorithm 
language. Bergson, as well as Lacan (Lacan, 1962) acknowledged that it was imposs-
ible to pass on intuition, which is bound to ‘overlap ideas’. Finally, he said, in La 
pensée et le mouvant: ’at least it may be done for the most concrete of ideas that 
surround the threshold of images. As soon as we tackle the spiritual world, the image, 
if it can only suggest, can give us a direct vision.’ 
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• In other words, showing moving images, devoid of intentionality, of a story 
does not al low us a wide and complex array of abstract ideas. We may agree 
that it might be impossible to show a flashback in a realtime IS but, maybe 
for a slightly different reason; we do not have enough words for abstraction 
and conceptualization. Words spatialize the initial intensity by ‘dissipating’ 
the simple state that it produces in humans. Truth may be perceived only be-
low, or beyond words, by intuition for example. 

• The more we develop the ‘grammar’ and ‘vocabulary’ of our medium the 
more we will be able the use complicated stylistic devices. Images cannot be 
conceptualized and manipulated as easily as words. Images and realtime on 
their part have the advantage to convey a feeling of truth & even poetry. 

3.2 If Imagery and Intuition Are So Wonderful Why Not Make All IS as a 
FPS-Like? 

IN THE END THE MORE A STORY IS FILLED WITH LANGUAGE, THE MORE 
A STORY IS TOLD, THE LESS IT IS WITHIN INTUITION. WE COULD THINK 
THAT IMAGERY IS ALL POWERFUL, BUT WE NEED CONCEPTS. 

Language has a symbolic value; Leibniz (Leibniz) warned about it long ago: only god 
may think without a sign. Indeed, language threads a veil between things and us; but 
‘spoken words’, and not ‘speaking words’ as Merleau-Ponty said (Merleau-Ponty, 
1945). In other words, poetry may convey things that are out of the reach of concep-
tual language. It is true that it has the right to a special existence as imagery, but  
humans cannot think imagery by itself. We need the word, even when they want to 
report about limit experiences such as those of watching IS and having to put it into 
words afterwards, to conceptualize the experience of pure imagery. 

3.3 Uchronia 

Then there is a short conclusion of our hypothesis on the existence of interactive 
flashback in IS. 

Michel Foucault explains this as causality is one of the principles of the coherence 
of the world. The cause of all phenomena is a phenomenon without which this phe-
nomenon would not happen. This principle regulates so much our occidental world 
that we get sometimes confused between the causes and the consequences. A story is 
not only a chain of events but also a chain of causes and consequences. As says the 
linguist Tzvetan Todorov (Todorov, Les genres du discours, 1978) on the principle of 
transformation, not only an event follows to a previous one, but it is the consequence 
of it. 

• We have to admit that the primary time of narration might be changed by what 
has happened by gameplay in the past. Because if there is no possibility of 
changing the present by a playable flashback there’s no point to make a flash-
back, playable. This is a stylistic device called Uchronia-Utopia in history. 
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4 Melodrama vs. Flashback 

THE QUESTION OF MELODRAMA IS VERY SPECIFIC TO AN ARTICLE 
WROTE BY HENRY JENKINS, AND IT IS ADDRESSED HERE BECAUSE WE 
WANT TO AVOID ANY KIND OF COGNITIVE CONFUSION WITH THE 
FLASHBACK. 

As Henry Jenkins (Jenkins, 2004) defines melodrama in several terms that we want 
to differentiate from the actual flashback, because the difference does not seem so 
obvious when we read his paper. 

 

 

If the flashback only exists as a reference from the past, it is in no way like a flash-
back. What the previous statement offers is to show an evolution in the gameplay in 
real time according to past events as taken into account by the system whereas a 
flashback is more a reenactment of something that occurred as if it was in real time. In 
Jenkins case the enunciation time –real time- remains at all times. It would be at  
the best, melodrama. Anyway, on an aesthetic level, if melodrama can turn out to  
be sublime under brilliant hands it is most of the time, simplistic and extravagant 
(Souriau, 1990). 

5 A Vocabulary of Flashback 

Linking can easily lose the audience as Truffaut (1988) said ‘a flashback is not  
authenticated as such as its starting point but as its arrival point’. Old movies were not 
made to be understood to have non-linking flashbacks; they even might have had 
some of them, or be built to have one by their makers and go unnoticed. We are not 
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even speaking of flashbacks in IS where it should be as difficult to be understood by 
the user. 

THE MAGNITUDE is the size of the story –not of the diegesis- that’s covered by 
the flashback. EXTERNAL means that the events of the analepsis happened outside 
of the timeline covered by the diegesis of the primary story. INTERNAL means that it 
happened after the point 0 of the storyline of the primary storytelling. It may be 
DUAL, meaning that it is external in the beginning and internal in the ending point li 
ke in the movie ‘La mariée était en noir ‘by François Truffaut, by this case does not 
occur very often. 

Another consideration is whether it is CONTINUOUS; does the flashback relate 
the events in one piece or do we have links to the primary story i n-between se-
quences? 

5.1 An Aesthetic Consideration on Continuity 

Most of the time discontinuous stories provide a feeling a conflict between the present 
and the past: in psychoanalytic movie such as those of Hitchcock, the montage of 
flashbacks gives a feeling of repressed memories which keep coming back into con-
science. In Once upon a time in the West the motive of vengeance is being clarified 
and becomes stronger as the criminal past of Harmonica man’s target – Henry Fon-
da’s character- reappears. 

To this purpose we may use the example of The Thin red line by Terrence Malick 
(1998) that uses the contrast of a dozen scenes of happiness of soldiers in times of 
peace cut by scenes of war. The primary story is about war; the flashback is external, 
discontinuous, multiple and happens in their lives before the war. 

 

Fig. 2. A Distinction Internal/External Analepsis 

5.2 A Note on a False Interactive Flashback 

In Duke Nukem 3D (3D Realms, 1996) the gamer could be taken from a time to 
another by crossing through a ‘time machine door’. Obviously, this cannot be consi-
dered as a real flashback as it uses props to give the illusion of a gameplay in the past, 
however we never leave the real time. 
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Fig. 3. Comparison of Interactive/Non-interactive analepsis 

6 The Form of the Flashback: A Toolbox for Designers 

In classical western rhetoric, this chapter would concern what Quintilian called  
dispositio, or the syntax of analepsis. 

6.1 The Crux of the Plot Is at the End of the Story 

The purpose of this kind of flashback is explanatory. Usually on a movie screen it 
lasts from a few seconds to several minutes. If its magnitude covers only the crux of 
the plot, then we have to admit that it is not very broad, in proportion to the storyline. 

6.2 The Past of a Character Has to Be Explained 

In this case the flashback is situated in the first half of a movie, most of the time. It 
does not give clues about crucial elements of the plot, but usually puts into light a 
mysterious part of the personality of an important character. Roland Barthes would 
say that this analepsis is less a function than a hint. Examples of this method are  
numerous li ke in the character impersonated by Bogart in Casablanca (Curtiz, 
1943) or in Gattaca (Niccol, 1997) when a 20 minutes sequence tells us how the 
main character has not been genetically engineered but has tried to overcome illegally 
this problem in a futuristic and repressive society. 

6.3 The Brutal Start Has to Be Clarified 

The sequence from the start is very agitated and brutal. The diegesis has to be made 
clearer in the following sequences by an external analepsis of limited magnitude. It is 
the case in the movie Fight club by David Fincher (1999), where the hero starts with a 
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gun barrel between his teeth and initiates through a voice over a mandatory flashback 
to explain his situation. 

6.4 The Flashback Takes Most of the Story 

Some stories like Lolita (Stanley Kubrick, 1962) have most of their length taken by an 
analepsis. In the case of Lolita it is continuous but, it may be different, multiple, dis-
continuous, non- linking etc. The movie starts with James Mason who comes to kill 
the character of Peter Sellars the story then, goes 4 years earlier to tell more about the 
events that occurred at time 0. 

6.5 The Flashback Is Internal 

The Law of non-repetition — as hard as it is to believe that we could imagine such an 
aesthetic law- : in an authentic text, there are no repetitions. (Tzvetan Todorov (1980), 
Poétique de la prose, suivi de Nouvelles recherches sur le récit. Seuil, Paris.) Accord-
ing to this law, which is usually accepted most of the time, with a few exceptions, 
internal flashbacks happen seldom as they always have some kind of potential of 
breaking the agreement with the audience. For instance, reenactments of a scene that 
already occurred is better accepted than an analepsis out the blank, or a change in the 
point of view, or in the perceptions in the same scene, which can be played in this 
manner several times like in Incident at the corner (Alfred Hitchcock, 1960). In 
other cases we have several examples of well tolerated uses: 

• The director wants to emphasize an object, a fact, a memory, or stress, or 
juxtapose in the present somethi ng that happened before; 

• She wants to fill the gap in an ellipsis; 
• He wants to recapitulate, or sum facts that happened during the story, as in 

America, America (Elia Kazan, 1963). 

7 Towards a Grammar of the Flashback: Indepth 

7.1 The Flashback in a Whodunnit or Psychoanalytic Story 

These themes are dear to Hitchcock and Truffaut who spoke of it in their famous rec-
orded conversations (1983). These stories, although quite different in their themes, 
work in the manner in which they use their denouement flashback in a very similar 
manner. Thus Marnie (1964), by Alfred Hitchcock or almost every novel by Agatha 
Christie - or any of its movie adaptation such as Murder on the orient express by Syd-
ney Lumet (1974) -makes the same use of the final flashback in regards to the plot. In 
one way or another the flashback is used in cathartic way to find out what happened, 
and in the first case who has perpetrated the crime and in the second case to discover, 
in a rather silly parody of the Freudian theory, which trauma is making the patient 
sick – who by the way is treated by the effects of the resurgence of the trauma to her 
conscience. In both cases, justice has been made or a patient was treated, the hero is 



 Flashback in Interactive Storytelling 255 

the detective or the patient — or the doctor who treats the patient-: the flashback gives 
the feeling of a euphoric denouement (Vernet, 1975). 

7.2 Eclectic Flashbacks or Trying to Show Various Things 

A naturalistic tendency would be to show things as they are in real life — i.e. based 
on a contemporary urban life, people talking, most of the time (Woody Allen, 1993, 
Woody Allen on Woody Allen); or based on some action movies on an uninterrupted 
firework (Jullier, 1997). A flashback could then introduce some variety in the story. 

7.3 Introducing Contrast 

As we have mentioned before flashbacks can introduce contrast in a story such as in 
Johnny got his gun with the memories of Johnny, or in Le crabe tambour by Pierre 
Schoendoerffer with the main story happening in a cold stormy sea while memories 
happen in Indochina or Africa, movies have numerous examples of interesting con-
trasts through flashbacks. 

7.4 Freudian Psychology and Time-Saving of a Character’s Past 

As we have noticed a flashback is very useful as it provides the means to avoid  
verbosity in dramatization of some sequences. One of much used ‘time-saving’, is 
whenever a behavior of a character has to be justified through its past. This process is 
so common – there was even a fad that seems over since the years 1940-50 of the 
psychoanalytical movie- that it is barely noticeable now. First a pathological , or at 
least a noticeable, behavior catches the attention of the audience, and second a flash-
back conveniently comes to explain this behavior within the past of the character -or 
even more supposedly Freudian, the childhood. Dario Argento has elected to explain 
the murderous behavior of some of his main characters by their pasts. Hitchcock has 
also done so in Psycho. Another good example of this narrative system is Belle de 
jour by Luis Bunuel with Catherine Deneuve where the prostitute has internalized a 
very complex system of fantasies in which sexual abuse, remembrances, religion, and 
debauchery are supported by flashbacks. Although, this last example speaks more 
about Luis Bunuel Himself than about the character he designed for Deneuve. A  
designer shows sometimes, and in many cases she is expected to do so, more than she 
is willing to expose of herself. We have to acknowledge that a closed, done, finite, 
character, has something of predictable and disappointing. 

7.5 The Tragic Dimension of Completing a Short Story with a Long 
Analepsis 

Usually those stories start ‘from the end’, which means that the, often tragic, ending 
of the story is the opening of the mise-en scene, while the rest of the movie is a huge 
flashback that gives away the reasons of such a beginning. This structure contains 
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such powerful emotions – that are mostly used in tragic stories, we have no unargua-
ble explanation so far for this, but other genres do not go along as well as tragedy- 
that it has been used by the best for the most prestigious works of fiction: Une femme 
douce (Robert Bresson, 1968), Othello (Orson Welles, 1952), The man who shot Li-
berty Valance (John Ford, 1975), La femme d’à côté ( François Truffaut, 1981), La 
signora di tutti (Max Ophüls, 1934)... We are just naming a few of the most presti-
gious ones, and the list could be amazingly long just for those. The story does not 
have to start with death; it may start with decay or decline as in Amok (Joel Farges, 
1992) or Lola Montès (Max Ophüls, 1955). 

In a classic Greek sense, a tragic piece did not rely on any suspense, whenever the 
audience went to watch the Oresteia, there was no question whether it was going to 
end well. This kind of flashback allows some leeway to the designer to play with the 
genre and give a true feeling of tragedy to the user. It is the case with the Othello of 
Orson Welles, or Le rouge et le noir by Claude Autant-Lara – which starts with the 
execution of Julien Sorel. Speaking of Greek tragedy about this form flashback is not 
an hyperbole, knowing the fate of the characters, while following, loving, identifying, 
being immersed with them is probably as deep as it was to do so with any Greek hero. 
For instance Truffaut started La femme d’à côté with an idea that obsessed him, and 
was at the root of his work and probably his mind: a man and a woman are not made 
to live together although they can’t live apart. From the very beginning the audience 
knows that this is not going to end well, the dramatic tension is contained elsewhere. 

7.6 Filling the Gaps in the Story or How to Avoid Losses of diegetic 
Time with Internal Flashbacks 

Suppose that an event E has to last on a screen for 20 minutes, and we have to cut it to 5 
while maintaining a quality standard to the story as nobody would notice the cut in the 
diegetic time... How about an internal flashback of some event that is filtered through 
some character who tells about it without it actually happening in real time? Abstrac-
tion, in linguistic code is inherently time saving and very efficient for anyone who is 
concerned about story quality. This is why showing a multimedia memory of what hap-
pened in E through what is saying the character is probably a good compromise. 

This process is also used very often in the genre of the Whodunnit as a reenactment 
allows the detective to find out what happened in the past and way to a flashback 
where the audience sees the truth. 

7.7 Can a Flashback Show a Lie? 

Whereas it is accepted that any character may lie in a multimedia context, can a  
designer show it? When discussing the question with Truffaut, Hitchcock (Hit-
chcock/Truffaut, 1983) said something close to: I said something that I should never 
have done... A flashback that was a lie... In movies, we tolerate very well that some 
man might tell a lie. Moreover we accept the fact that whenever a story of the past is 
told by a voice over it could be illustrated by flashback images, as if it was happening 
in present time. In this case, why could not we tell a lie inside of a flashback?  
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(in Stagefright, 1950)As we have mentioned, a character can lie through his voice 
because this sequence is purely subjective, while a visual sequence is never absolutely 
subjective it is a fictional reference (Vernet, 1975). Images are always contaminated 
by the idea of objectivity, by convention; they never can be purely subjective. There-
fore we might say, maybe sadly, that the audience is so accustomed to watch images 
that tell the truth, that lying with them would create a cognitive dissonance that would 
make them uncomfortable. We have to mention several experiments which prove that 
memories can lie to their very owner (Loftus, E. F.; Pickrell, J. E., 1995), indicating 
that apart from conventions, no reasons whatsoever could prevent designers from 
writing untrue flashbacks. 

Then if a flashback is ontologically objective, while words can lie, designers may 
use analepsi to prove wrong a character while he says something opposite, or in any 
way different than what is shown. The effect may be sometimes comically pathetic 
when a character wants to avoid disclosing something, or making an event look better 
than it was. Again if the convention we mentioned was ineffective, the comical effects 
would be as well. Most of the time when a movie breaks this convention, the whole 
plot revolves around this rule-breaking such as in Fight club (David Fincher, 1999), 
Usual suspects (Bryan Singer, 1995), or Snake eyes (Brian DePalma, 1998). Whereas 
Hitchcock makes a deliberate lie, the case is not as difficult with contradictory ver-
sions, such as with Kurosawa who believes that the truth is not within the reach of the 
human mind… 

7.8 Can It Tell Contradictory Versions? 

In Rashomon (1950) for example, flashbacks show different versions which do not 
lie in a narrow sense of the word but tell a subjective truth, in an individual value 
sense of the word. The rapist, the raped, the victim, are all questioning the – an all 
Japanese- value of honor. None of them is lying, they all see the world in the predi-
cate of their beliefs, which they do not see as obviously as the audience does. This 
movie has inspired many other ‘multi-versions of the same event’ movies such as 
Girls by Georges Cukor (1957), Basic by John McTiernan (2003), The woman in 
question by Anthony Asquith (1950). Some are more like reenactments – there are 
numerous examples of these stories- multiple flashbacks shows different versions, 
they are not showing memories but reconstructions as in Manhattan murder mystery 
by Woody Allen (1992).In a different way, we may have the same flashback with 
different interpretations (such as in playing of a voice over). 

7.9 The Truth, The Images, and the WORDS. 

We have seen above that a flashback was construed as more true than the main story, 
as a consequence many multimedia stories get their support from a flashback which 
relieves the dramatic tension as it is supposed to tell the truth –at least more than the 
rest of the present of the storytelling. Those genres are Whodunnits – where it tells the 
truth about the crime, a first step towards justice-, psychoanalycal stories – where  
the flashback treats the neurosis etc. If we consider again the episteme as it is in  
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Foucault, the past is the cause of the present, the memory is the main road to the pre-
servation of our true selves, our identities. Thus many movies show protagonists who 
have lived through a painful past – such as a love story, in Casablanca by Michael 
Curtiz- whom she does not want to speak about anymore, but which she remembers 
perfectly well and which comes to her consciousness every now and then to hurt her. 
In that sense, the huge flashback of The man who shot Liberty Valance by John 
Ford, is only there to tell – which will never be known in the diegesis- the truth. 

Using this presupposed objectivity of the images of the analespsi some directors 
have used it as a testimony from the past that would again tell the truth. In Fury 
(1936) by Fritz Lang, a 1st flashback, purely voiced, happens during the trial while Joe 
is in the street, and walks in front of a shop window, inside which a double bed is 
exposed; he then hears a sentence said by the voice of his fiancée, Katherine, coming 
back from the time when then walked in front of the same store. He turns back as he 
was subject to a sound hallucination, a little farther, after his fiancée came to ask him 
to tell that he was actually alive, to try to stop the trial of the lynching; he makes 
moves like he wants to push away these hallucinations – feelings of guilt. In a 3rd 
flashback Katherine remembers, Joe’s brothers comes to visit her; one of them lights 
a cigarette; the face of her fiancé in jail comes to her memory; again as a hallucina-
tion. She accepts to testify that Joe is dead, burnt alive. The audience knows it is false. 
Why? Lang uses two sorts of flashback devices; on the one hand, images from the 
past -the lynching- recorded by a neutral device – or supposedly so- , and on the other 
hand, mental images –hallucinatory- that have no value of truth for a third party, but 
have some kind of influence on the character. 

Truffaut used a similar process in a slightly different way; in Une belle fille 
comme moi (1972) Camille is in Jai l for a murder that she did not commit, the truth 
is on a recording in 8 mm. In the end this film, is the diegetic device that will prove 
that she is innocent. 

7.10 The Implicit Flashback 

A definition is required probably before continuing under this category; intertextuality 
is the relationship between the meanings that are put by the subject of the enunciation 
between the texts that are by this process entering a dialog within one another, recon-
structing one another through the culture of the subject. Intertextuality means that 
there is no immutable meaning, but that semantics of a text is a dynamic. (Multiple 
authors, 2007, Grand dictionnaire de linguistique & des sciences du langage,  
Larousse, Paris) 

Some stories have made the choice of putting inserts that are not inside the diege-
sis. They are interesting because of their extradiegetic existence and their powerful 
evocative in the audience memory and culture. For instance, October by S.M Eisens-
tein juxtaposed small figurines of Napoleon with scenes of Kerensky to produce 
meaning by effects of montage. If we refer to Genette’s (1975) notion of intertextuali-
ty in the specific context of Soviet Russia, we know that Napoleon is an invader,  
brutal, and dictatorial. In another context, the movie was made at a time when the 
Koulechov effect was discovered by the very same Soviet school of moviemaking. 



 Flashback in Interactive Storytelling 259 

There’s not much doubt to the sense we can give to the montage of SM E; Kerensky 
is a dictator with a Napoleonic complex. (Октябрь, USSR, S.M Eisenstein, 1927). 

7.11 An Offer of a Structure of Interactive Storytelling Based on the RESER 
VOIR DOGS 

Reservoir dogs is a Heist movie. A very – too much - well explored genre. Tarentino 
had noticed that every heist movie so far was focused on the preparation and the ac-
tual heist. The originality of this movie is that no image of the actual heist is shown. 
The numerous in this film flashbacks introduce the characters that are round and well 
defined, and also the days and hours preceding the attack. Two gangsters M. White 
and M. Orange, who is badly wounded, arrive in the place that was supposed to be the 
haven after everything was over. After a short while M. Pink comes in. Lots of con-
versations go on where the three characters try to figure out why the plan has failed. 

They could be PCs. Their goals might be:  

• M. Pink could try to run away safe with the money; 
• M. White could try to figure out who M. Orange really is; 
• M. Orange could try to blur everything and not be discovered – avoid dying 

and avoid the killing of innocent people. 

Their dialogs are illustrated with scenes of flashbacks of what followed the heist, 
mostly violent scenes that might be playable as a shoot them up – in a quite subtle 
way as there are a lot of civilians, and everyone wants to remain clean of crimes (es-
pecially Orange). 

Then Flashbacks go a little farther back in time to introduce the characters and the 
way they were recruited by the kingpins, they bear the names of each character and 
still cut the dialogs, from ti me to time. Everything has started to fail much earlier 
before the arrival at the warehouse, they could easily be made playable, improving –
or not- the present situation in the primary story. 

The last and longest of the flashbacks is probably the one that will bring the most 
and interesting opportunities for creativity as at first M. Orange has to learn a dealer 
story to be credible as a cop, to be able to infiltrate the gang. This flashback is not 
linear, it is embedded – and nested- in the main story’s flashback, while Orange is 
trying to be convincing to the other gangsters, the – made up- story is illustrated by a 
false flashback. Moreover this nested flashback is complicated by the fact that the 
police chief who is training Orange teaches him to mix lies with real life memories so 
that he is more convincing. 

I might have had given ideas to make a gamedesign for this last piece but it is 
tricky enough to leave gamedesigners a full range of imagination. 

8 General Conclusion 

We have seen the definition of a flashback and that it inherits most of its properties 
from movies. It is easier to have a cut scene than to offer a gameplay inside of it, but 



260 O. Guy and R. Champagnat 

the only real technical challenge would be to do so. Movies have a very complete set 
of expressive tools that video games still lack and the solving of linearity against inte-
ractivity is still pending. 

The only accomplished way to resolve at that point the will of a storyteller -who 
tailors a flashback as a way to improve the style of his story- and the perpetual present 
of the game is to use actual technologies of hypertext. 

• We believe that an IS flashback may exist under the following conditions  
only: 

• If there are no devices that allow the player to go back in the past; 
• The IS has an ambition to tell a story, not one that wi ll be told by players  

after the end of the play session; 
• We have to admit that the game needs the risk of failing, the risk of a ‘game 

over’; therefore it implies the problem of changing the present as we al low 
the player of changing the past. The notion of Foucault an Uchronia are 
therefore indispensable in this case; 

• It has to have a structure that relies to a certain extent on the word, or on a 
central route of cognition as experimental psychologist say. It is too difficult 
to tell a story only by – peripheral- intuitive processing. 

• If it is not confused with the device called ‘ interactive melodrama’; 

The flashback has to fit the enunciative strategies of the designer, and has to fit the 
present time of the story. 

There’s also a major problem of finding the right proportion of intervention of the 
artists and gamedesigners as it seems impossible so far, to find a game that would fit 
the characteristics that we mentioned, and on another hand that would have a complex 
system engine from which would emerge a narrative flashback. Stéphane Donikian is 
also probably right when he states: ‘The main problem to solve relates to the fusion of 
narration and interactivity, understood, the immersion in the gaming universe and 
identification to the characters of the story.’ (Donikian, 2004)In the end, this field has 
a lot to experiment; we hope that the outline of grammar will lead to fascinating expe-
riments in the design of IS. 
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Abstract. Imagine being able to approach any object in the real world and in-
stantly learn how to read and pronounce the name of the object in any other 
language. This paper proposes the use of a system that simulates this idea by 
utilizing the video game medium in a way that makes learning a new language 
simple and fun. The system was designed specifically for the new technologi-
cally-inclined generation that might benefit greatly from learning within a game 
environment. The process of learning a new language with this system strays 
from previous and conventional methods in that it employs a more visual-
spatial approach to learning. Additionally, this system engages the player 
through the use of industry-standard video game elements such as a 3D envi-
ronment, controllable main character, item collection system, scoring system, 
and complex rewards system. By keeping in line with what people expect from 
standard video games, this game is capable of holding the player’s attention for 
longer periods of time than when compared classes, textbooks, or tutors. 

Keywords: Language Learning, Educational Games, Serious Games, Edutain-
ment, Visual-Spatial, Auditory-Sequential, Immersion. 

1 Introduction 

Learning a new language is not an easy task. When one even considers the idea, they are 
met with many challenges and fears that can potentially deter them from believing that 
gaining fluency is within their grasp. Even with all the tools that technology offers us 
today in regard to Language Learning, the endeavor still demands a considerable 
amount of time. Generally speaking, gaining fluency in a foreign language is reserved 
for those with a true passion for both the language and the culture, as the effort involved 
in the process has been calculated at around the 10,000-hour mark [1]. But thanks to 
advancements in transportation and peace between nations, our world is growing more 
and more diverse as people are now able to spread out and explore it. Languages them-
selves are the all-important keys to the world and we must always try to find new ways 
to help spread this knowledge in an effort to bring people closer together. 

We propose a game system that provides language learners and students alike with 
the means to increase their vocabulary in their desired language. This is accomplished 
through the exploration of 3D environments modeled after a variety of everyday  
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environments from real life. Since the process of learning a language is such a long-
term endeavor, a game system was selected for this project based on how effective 
video games are at capturing the attention of players for extended periods of time. 
This effectiveness can be seen by examining the amount of time people spend playing 
video games, which has been studied quite thoroughly in recent years. 

A global study conducted in 2009 by The Nielsen Company on both men and 
women between the ages of 13-24 concluded that on average, gamers play between 
14-19 hours per week, with females playing between 10-17 hours per week, and 
males playing between 17-24 hours per week [2]. In regard to this game system, great 
care was taken to ensure that it would capture and hold the attention of the player in 
very much the same way that mainstream video games can. Furthermore, in regard to 
using a game system as a means to teach, video games inherently promote active 
learning by shifting players into the participant role, which is particularly ideal when 
learning a new language [3] . 

This system has been designed specifically with the language student in mind in 
that it allows players easy access to all the information they need. We strongly believe 
that by using this system, language learners will be capable of gaining fluency in their 
target language faster than with traditional methods such as textbooks or classes [4]. 
The game was designed with a primary focus on entertainment value, and a secondary 
focus on language learning. This serves to motivate players to continue playing the 
game, thus keeping them on track with their goal. This is also to ensure that players 
are able to enjoy the gameplay experience in a way that differs from the normal edu-
cational gameplay experience. This “Entertainment First” philosophy is seen in both 
the learning environment and the gameplay. 

In recent years, the title of “Serious Game” has been used to describe games de-
signed for a primary purpose other than entertainment [5]. Many such games have 
been gaining a great deal of attention in that they have a more noble cause. While this 
system may have objectives apart from just entertainment, the core focus of the game 
is still entertainment itself. The underlying intention of helping to facilitate the learn-
ing of a new language, while noble, is still only secondary. A long time was spent on 
conceptualizing the game through the creation of various designs for the learning 
environment and the main character (Fig. 1). 

 

Fig. 1. Concepts depicting the character and environment 
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2 Related Works 

There has been a great deal of research into the development of new software and 
other methods utilizing technology as a means to facilitate better language learning. 
Many of these also employ a more visual approach to learning. Popular language 
learning software programs such as Rosetta Stone provide users with images rather 
than text, which are representative of what they are learning. However, a study con-
ducted in 2008 regarding their “Dynamic Immersion Method” concluded that the 
research principles regarding the shortcomings of traditional language instruction 
were not successfully implemented in the software [6]. 

Nevertheless, Rosetta Stone’s visual learning style still allows users to anchor new-
ly acquired vocab words directly to the images on the screen, which has been proven 
to be more effective than simply learning the word based on its direct textual transla-
tion [7]. SanjigenJiten achieves this same result by using 3D objects in the very same 
way that Rosetta Stone uses 2D images. 

There have been a few notable language learning projects also situated in 3D envi-
ronments. One of these projects, known as SGLL ProjectX, was developed in 2008 by 
students at the Dublin Institute of Technology’s School of Computing. The ProjectX 
system places users in a 3D environment with a static camera and gives users the 
ability to move around by selecting objects in the scene, which the camera changes to 
focus on. The system is essentially a collection of mini-games linked by a common 
theme [8]. The user carries out certain tasks such as gathering ingredients to make a 
recipe in a 3D kitchen environment or completing a grocery list in a 3D marketplace 
environment. 

A related system that was designed for practical use in the real world called Google 
Goggles makes use of smart phone cameras. Although this project is not a game sys-
tem, it still has practical language learning applications. The camera converts images 
of objects or words into text, which can then be translated via Google Translate. 
However, this system is still in development and as stated by Shailesh Nalawadi, one 
of the system’s developers, Google Goggles “doesn’t work well yet on things like 
food, cars, plants, or animals” [9]. Nevertheless, this system has great potential for 
language learning applications. 

An online system entitled Middworld Online was created in 2010 for Middlebury 
College’s Interactive Languages division. This system connects users to an online  
interactive world and guides them through coursework, activities, and mini-games 
designed to keep them immersed in the language [10]. One such mini-game places 
users in charge of waiting tables at a restaurant. The users must interact with custom-
ers and keep them all happy by taking their orders and making the correct responses. 
Mistakes result in unhappy customers and a lower overall score. Middworld Online’s 
in-game graphics are on par with what most gamers would expect from an online 
game world, helping to keep players immersed in the game while still actively  
learning. 
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3 Game Design 

3.1 System Overview 

System Concept. This system was conceptualized with the intent to increase the rate 
of overall language acquisition by players by providing them with quick and easy 
access to the information they need. One of the major goals of the project was to al-
low players the freedom to select absolutely anything in their environment and get the 
object’s name and pronunciation in their target language instantly. 

The idea originated from the author’s method of studying Japanese by taping flash 
cards to various appliances in his own home. The author describes himself as a visual-
spatial learner and attributes the effectiveness of this method to the way his brain 
stores information in an image format as opposed to auditory-sequential learners, who 
tend to store information based more on what they hear [11]. 

This system’s use of a visual-spatial learning style provides the new technological-
ly-inclined generation with a new way to study a second language and could be con-
sidered by many people as significantly more appealing than traditional methods, 
such as textbooks, classes, or tutors [12]. 

By playing this game, the user has proven to be at least somewhat interested in 
learning a new language, but whether or not they continue to use this system relies on 
two main factors: 

─ The overall effectiveness of the game. 
─ The overall entertainment value of the game. 

Attention, Interest, and Motivation. Assuming that the game is indeed an effective 
means of learning a new language, the dependence shifts to the question of entertain-
ment: is this game enjoyable? There is no questioning whether or not the user would 
like to learn a new language, but how motivated and focused the user is could range 
anywhere from mildly interested to extremely passionate. Keeping the user’s atten-
tion, regardless of how interested they are in actually learning the language was a 
major goal of this project. In regard to any subject, even if the subject material is in-
credibly dull and uninteresting, providing the user with enough stimulation could 
essentially trick them into learning the information anyway, simply because they  
enjoy the process more than the material itself, in this case, simply playing the  
game [13]. 

In regard to the user’s attention span, even passionate users will have a limit. There 
is always going to be a point where any human being decides they have played 
enough for the day. But whether they will pick up the game where they left off is 
another issue. Once the player has stopped playing the game, they need to have en-
joyed the experience enough to decide to come back for more. Whether or not the 
user found it to be both effective and enjoyable is the real test in overall appreciation 
of the game itself. If it is both of these things, then it has proven the game to be worth 
the user’s time [14]. 

Through the use of various industry-standard game elements, players can be moti-
vated to continue playing in a number of ways. Item and object collection with an  
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on-screen tracking system showing their progress gives the player goals to strive for. 
The addition of a good rewards system that triggers a new reward every 10 or so ob-
jects further motivates the player to keep collecting in order to earn more rewards. 
Moreover, dangling an “Ultimate Reward” in front of the player for finding all the 
objects or items in each level or even the entire game drives the player even further 
toward playing to completion [15]. 

Aside from actual gameplay elements, storytelling is the one aspect of video 
games, and most media entertainment, that really takes hold of the player’s interest. 
The success of most good video games can be attributed to a good storyline and the 
same is true for a good movie and even a good book for that matter. Malone suggests 
that if you have just read all but the last chapter of a murder mystery, you have a 
strong cognitive motivation to bring completeness to your knowledge structure by 
finding out who the murderer was [16]. Weaving a well-told story will most certainly 
keep people’s attention until the very end. By providing the player with an enticing 
storyline, they will feel obligated to play through to completion, just to see how it all 
turns out for everyone in the end. 

3.2 User Experience 

First Impression. When the player begins the game, they are prompted to select their 
native language and then the language they wish to learn. Once these options have 
been set, they arrive at the main menu where there are a few other useful settings such 
as camera and audio options. The game will begin once the “Play” button is selected. 
Once the game has finished loading, a tutorial window is displayed, allowing the 
player to get a feel for how to control the character and interact with objects in their 
environment (Fig. 2). From the beginning of the game, the player has complete con-
trol over the character and is free to wander around and thoroughly explore, as well  
as interact with their environment. This free roam exploration part of the game is 
referred to as “Explore Mode.” 

 

Fig. 2. Screens of First Impression 

Explore Mode. While in Explore Mode, the player is able to select any object on the 
screen with the mouse, which causes the name of the selected object (noun) to be 
displayed in the box on the bottom of the screen (Fig. 3). Double-clicking an object 
displays the “Info Menu” screen, providing more details about the object, such as the 
word’s part of speech, pronunciation description, translation into the player’s native 
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language, and a synonym (if applicable). A speaker button beside each word plays 
oral pronunciations when selected (Fig. 4). Additionally, a “+ Vocab” button is lo-
cated in the bottom right of this window. Clicking this button stores the word in the 
player’s Vocab List, which keeps track of all added words and whether the player has 
learned them or not (Fig. 3). 

 

 

Fig. 3. Screenshot depicting the learning environment 

 

Fig. 4. In-game windows shown in various language modes 

Time Attack Mode. During Explore Mode, the player will eventually accumulate 10 
words in their Vocab List. At this point, they will be given the option to enter Time 
Attack Mode in order to test themselves on the words they have added to their Vocab 
List. The game creates separate lists of 10 words based on the order in which the 
words have been added by the player. Upon entering Time Attack Mode, the player 
will be prompted to select the list they wish to play. This List Select Menu shows all 
the lists the player has created, along with the previous score, if applicable. Once a list 
has been selected, the player will be prompted to find each word in the environment 



268 R. Howland, S. Urano, and J. Hoshino 

as they appear on the screen in under the time limit. Players can also check the results 
for each word individually in their Vocab List (Fig. 4). 

Parts of Speech. Regarding adjectives and verbs within the game, some words will 
have additional tabs located at the top of the Vocab Word window, which provide a 
description of the selected object (adjective), or an action associated with that object 
(verb). Based on the structuring of the game, however, these tabs are initially locked 
and cannot be accessed until after the word itself (noun) has been learned. Once a tab 
has been unlocked, the player will then be able to view and add the containing adjec-
tive or verb to their Vocab List. The reason for this is that the adjectives and verbs 
used in the game are directly related to the nouns themselves and an understanding of 
the noun is required in order to know what the trait or action is describing. By allow-
ing the player to learn the parts of speech in this order, they will have a better grasp of 
how to use the words they’ve learned in complete sentences. 

3.3 Practical Applications 

Intended Audience. SanjigenJiten is designed for personal use amongst people who 
wish to learn a new language on their own and for those who might have some diffi-
culty staying on task and keeping focused when using conventional methods of lan-
guage learning. The task of learning a new language can be discouraging for many 
people, which adversely affects even the best learners’ motivation to keep at it. This 
game aims to assist these learners and visual-spatial learners alike by making the 
learning process a bit more interesting and fun [17]. 

The intended user base is primarily young students between the ages of 10 and 20, 
especially among those who have an interest in video games. Today’s current tech-
nologically inclined generation of students, especially those in developed countries 
such as the United States and Japan, are for the most part already comfortable playing 
games and interacting with 3D environments, making them prime candidates for  
success with using games such as SanjigenJiten to facilitate effective learning. 

Educational Institutions. Although the game is designed for use in the home by 
individuals, the game is easily adapted for use in educational curricula. An example of 
this would be for teachers to provide students with take-home copies of the game and 
give daily homework assignments to find and study specific words in the environ-
ment. With the assistance of a few creative language instructors, this game system 
could easily find its way into educational institutions worldwide. 

The idea of bringing video games into the classroom could drastically change the 
way we look at education as a society and allow educators to reevaluate what keeps 
students motivated when it comes to retaining new information. Students everywhere, 
especially young students, often struggle with keeping focused both in class and at 
home in regard to the course material unless they have a strong interest in what they 
are learning. By bringing games to the classroom, educators may see a surprising 
boost in overall classroom participation as well as an increase in class grade averages. 
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4 Assessment Experiment 

4.1 Initial Trials 

Based on data gathered from two trials that were conducted, the general consensus 
about the game has been overwhelmingly positive. In our initial trial, conducted on 
August 21, 2011, we presented an early build of the game system to eight Japanese 
test subjects, all with no prior orientation or knowledge of the game system. We asked 
them to try and learn the system on their own using three PCs running on Windows 7. 
In this early trial, half of the test subjects required some assistance in understanding 
the game and its various functions, while the other half managed to understand how 
the game worked on their own without any intervention. We have since included a 
short tutorial in the game. 

Once comfortable with the system, test subjects were instructed to add 10 new 
words to their vocabulary list within the game. They were then instructed to enter 
Time Attack mode and test themselves on these 10 new words. The game provided 
each test subject with 120 seconds to locate the 10 words in their environment, one at 
a time. Once they completed this task, or the time ran out, the test subjects were given 
a written test made from the words they had just studied within the game. The test 
results reflected that the test subjects were indeed learning through the use of this 
system and surveys showed that all test subjects enjoyed the game and actually  
preferred it over traditional methods. 

Table 1. Test results from the early trials for SanjigenJiten 

◊ Test Group A Test Group B 
Time Attack 86% 74% 
Written Test 90% 70% 

4.2 Survey Responses 

A second trial was conducted from November 10, 2011 to December 10, 2011 in 
which twenty Japanese and English language students at varying levels of understand-
ing in their respective target languages were provided with a copy of the game system 
on a website “Survey Monkey”.  They were asked to play in their free time and to 
please complete a short survey about their experience (Fig. 4). Nineteen of the twenty 
students completed the survey and their responses were overwhelmingly positive as 
well [18]. These results have provided some very helpful insight into what aspects of 
the system are working effectively (Fig. 5-7). 

The responses in Q1, while 90% positive, indicate that the game could be im-
proved upon in many ways. The data in Q2 was indicated that 95% of users had little 
to no difficulty understanding the game, showing the effectiveness of the tutorial we 
added. In Q3, 42% of users responded that they definitely learned something while 
37% were confident that they gained some new knowledge by playing. The results for 
Q4 indicate that the video game medium is indeed an effective means of generating 
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interest in the subject material (Fig.6). Q5 served as a means for us to measure our 
user base’s current understanding of the target language, which helps us to better 
assess their experience with Time Attack mode. Q6 was presented because we wanted 
to get a feel for how people might compare this game with other currently available 
learning tools (Fig. 7). Additionally, the game has been available online since March 
16, 2012 and has been downloaded over 3,900 times. Based on the response, we are 
excited to see how SanjigenJiten will do once it is out on the market. 

 

Fig. 5. Questions from the survey we conducted 

 

Fig. 6. Chart depicting results from the survey 
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Fig. 7. Chart depicting results from the survey 

 

Fig. 8. Chart depicting results from the survey 

5 Conclusion 

We proposed a new game system that provides language learners and students with 
the means to increase vocabulary in a desired target language. This is accomplished 
through exploration of 3D environments modeled after everyday environments from 
real life. An assessment of the game helped show the game is both enjoyable and 
successful in motivating users to continue learning. 
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Abstract. This study addresses information support for hearing impaired people 
who attend theatrical performances. In present Japan, there are a few theaters 
that employ programs providing captions for hearing impaired people. The few 
programs that provide captions only show dialogues and sounds (musical note 
icons). We propose, implement, and evaluate a caption presentation method for 
hearing impaired people, which includes support for dialogues, sound effects, 
and audience responses. 

1 Introduction 

According to government research conducted in 2006, there were 270,000 hearing 
impaired people in Japan, which was 0.22% of the population. However, hearing 
often deteriorates with age [5], and the Japanese population is aging faster than any 
country in the world [1]. In future, the demand for subtitled videos, movies, and thea-
ter performances will increase. The Ministry of Internal Affairs and Communications 
(MIC) in Japan has promoted barrier-free broadcasting. From 30% to 60% of terre-
strial broadcasts provide subtitles for hearing impaired persons [10]. In contrast, very 
few movies or theater performances have subtitles or any form of captioning. Only 
three of 2,719 titles listed on an internet portal site provide barrier-free subtitles, a 
mere 0.1% of the theater performances in Tokyo in 2011. It is difficult to produce 
subtitles in Japanese because it takes four times longer to correct subtitles using the 
kanjis (Japanese characters) than European or American languages [2]. 

In this study, we report a subtitle display system that includes audience reaction 
and discuss the results of an evaluation. 

2 Enjoyment of Visiting Theaters 

When non-hearing impaired people visit theaters, they enjoy many aspects of the 
play: the acting, music, sound effects, and stage sets. They also gain enjoyment from 
participating in a shared experience. Audience reactions, such as laughing, smiling 
and clapping, are contagious. Individuals respond to the reactions of other members 
of the audience. These shared reactions are one of the enjoyable elements of the  
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experience. Tatsumoto et al. [13] showed that while watching videos in a shared envi-
ronment, the reason for laughing is changed from “something funny makes you 
laugh” to “laughter makes something funny.” They found that “watching together” 
increases enjoyment. 

An interview to find whether the situation is similar for a theatrical event was  
conducted with 11 people (3 men, 8 women) in the age range of 20–50. All the people 
interviewed had attended a play in a theatre. All of them indicated that being part of 
an audience is an important part of the experience. They gained a sense of reality 
from the atmosphere in the theater that amplified their enjoyment. We drilled down 
and explored the initial answers in greater depth to determine what constitutes a sense 
of reality for people watching a play. The findings are presented in Table 1. 

Table 1. Sense of reality during a theatrical performance 

What enhances a sense of reality for audience members in a theater  Types of sensation 

Air movement when actors move or the audience reacts physically   tactile  

Audience reactions such as laughter, crying, or other vocal responses    auditory 

Perceived suspense or tension when the audience is suddenly still or silent   auditory and tactile 

The interviews revealed that audience reaction influences the enjoyment of a 
theatrical performance. All the interviewees confirmed that tactile and auditory in-
formation is important and contributes to the sense of reality.  

For the most part, the stage is positioned directly in front of the audience and their 
attention is focused on the stage in a dark theater. Consequently, it is difficult for an 
individual to visually sense the audience’s reaction. Vocalizations and the auditory 
perception of movement from other audience members are thus helpful to enhance the 
sense of reality. Previous captioning systems only present subtitles for the actors’ 
spoken words and explain sound effects, but do not include indicators for the au-
dience’s reaction. We believe that presentation of the audiences’ reactions will  
transform the theater-going experience for hearing impaired persons. 

3 Related Works and Previous Technology 

In this section, we review related work and describe a proposed captioning system for 
a theater performance. 

3.1 Captioning System for Theater Performances 

There are some existing systems for displaying subtitles in theaters. These are not 
always exclusive for the deaf and hard-of-hearing. A few programs that provide cap-
tions for hearing impaired persons only show dialogues and sound effects. 
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There are two types of systems: open and closed. In the open system, visual aids 
are displayed or projected onto a screen on the stage. In a closed system, such as the 
“G-mark portal subtitle system” [7][11], a tablet PC or a personal monitor near the 
user’s seat displays the subtitles.  

An advantage of the open system is that the subtitles appear on the stage. People 
who would benefit from the assistance do not have to divert their attention to a sec-
ondary device. The open system does not require special individual equipment.  
A disadvantage is that people who do not need the assistance provided by the subtitles 
may find them distracting. In a closed system, audience members can choose to use or 
not use the device and can select the type of subtitles presented; for example, English 
subtitles for foreigners, Japanese subtitles for hearing impaired persons, and no  
subtitles for people who do not require any assistance. However, audience members 
who must refer to a tablet or monitor will occasionally miss either a part of the per-
formance or a subtitle because they must alternatively look at the stage and the  
device.  

Recently, some systems using a head-mounted display (HMD) instead of personal 
monitors have been developed [4][12]. However, similar to 3D glasses, HMDs are 
difficult to wear for an extended period of time. HMDs also require a constant change 
in focal length. The users have to adjust their focus between the stage and the subtitles 
on the HMD. This is particularly distracting and tiring in a play where the actors 
move frequently. However, HMDs have potential and continue to be developed. They 
have advantages and disadvantages. Perhaps the biggest disadvantage is that they are 
tiring and consequently distract the users enjoyment of the performance.  

3.2 Subtitle Display Method in a Related Field 

There is a similar study to our proposed system in another field. Fujii et al. [3] dem-
onstrated subtitles in a balloon field as a support system for the deaf and hard-of-
hearing participating in a video conference. They compared two types of subtitle  
displays: balloon and linear. The balloon display was determined to be preferable to 
the linear display in terms of enjoyment, user-friendliness, and affording realistic 
sensations. Because many people in Japan are familiar with Manga, most are aware 
that a balloon tail indicates the position of the speaker. 

However, in its present state, this system would be difficult to use for a play be-
cause it was developed for video conferencing where the attendees, unlike actors in a 
play, do not move very much.  

4 Problems  

There are various problems associated with the existing subtitle systems for theatrical 
performances: missing a subtitle or an action on stage, difficulty locating a particular 
speaker, and difficultly sensing the audience’s reaction. Each of these problems is 
discussed in the following sections.  
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4.1 Problems Associated with Subtitles  

To understand the plot of a play, an audience member needs to know who is speaking 
as well as what is being said. Subtitles should provide both pieces of information. 
When non-hearing impaired persons watch a play, they recognize who is speaking by 
the movement of a speaker’s lips, the direction of the voice, and the quality of the 
voice, e.g., they can immediately determine if the speaker is male or female. By con-
trast, when hearing impaired persons watch a play with subtitles, they recognize who 
is speaking because the subtitles identify the role (e.g., Hamlet, Macbeth) and provide 
the text of the speech. In an open subtitle system, which allows the audience to keep 
their attention on the stage, they may also rely on the movement of the speakers’ lips. 
A proficient lip reader could understand the story without subtitles. However, if there 
are many actors on stage, it would still be difficult to locate the speaker. This difficul-
ty would be compounded if the actors are constantly moving on the stage. In addition, 
it may not always be possible to identify the speaker by role because the electronic 
display of an open system is limited to one or two lines of text. A closed system is 
more confusing than an open system because the user must constantly move between 
the personal monitor and the stage. 

4.2 Problems Associated with Perceiving Audience Reactions 

As mentioned in Section 2, awareness of audience reaction is important to a person’s 
enjoyment of a play. However, the subtitles presented in the existing systems (dialo-
gue and sound effects) do not indicate the audience’s reactions, for example smiling, 
laughing, and clapping. In a well-attended small theater where the spectators are 
seated close together, it is possible to sense the audience reactions. However, in larger 
venues, where an individual may be seated at some distance from other audience 
members, this becomes more difficult. Moreover, audience reactions may be very 
subtle because Japanese people tend to not express strong feelings in public. This is a 
distinct disadvantage for hearing impaired people in terms of their ability to perceive 
audience reactions.  

5 Our Approach and Implementation 

To solve the problems described in Section 4, we propose a new open subtitle system. 
Because an open system is not entirely suitable for non-impaired people, we at-
tempted to integrate the subtitle screen in such a way that it has minimal distraction.  

We divided a screen area into two parts. One part displays dialog and sound ef-
fects, and the other displays the audience’s reactions. Fig. 1 and Fig. 2 illustrate how 
subtitles would be displayed. Fig. 3 shows the layout of the stage. 

A projector is positioned in the center of the stage. Subtitles are projected on the 
screen. An operator responsible for providing information about subtitles and the 
audience reaction is seated near the boundary between the stage and the auditorium. 
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Border Color of Balloons  
The balloon border color can be set to coincide with the color of the actor’s costume. 
Because it is difficult to differentiate between some colors, such as red and orange, 
and because colors can be altered by stage lighting, additional help is provided by 
identifying the role above the dialogue balloon.  

Hand Signs  
When this system is employed, it is desirable that the actors perform as near to the 
screen as possible. However, if an actor on stage is at some distance from the screen 
and raises his/her hand, a hand sign is displayed near the balloon displaying the text 
for his/her dialogue, as shown in Fig. 6. 

 

Fig. 6. Case of a distance between the screen and an actor; an actor raises his hand 

Displaying Indicators for Background Music and Stage Properties  

Background music and staging are important aspects of a theatrical production. As 
shown in Fig. 7 (left), a musical note icon could be used to indicate music. This icon 
is often used in the subtitles that accompany television program. Including notations 
 

 

Fig. 7. Optional use case of the interface. Musical notes indicate background sounds. Text 
describes the sound (left). Screen used to indicate the set decoration (right). 
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to explain onomatopoeia has also been considered. Moreover, as shown in Fig. 7 
(right), the screen can be used to clarify the importance of particular stage settings 
that relate to the action of the dialogue. In recent years, techniques for projecting 
background images to enhance the stage settings have improved [9] and in many cas-
es it is not necessary to install a screen for a subtitle  

5.2 Audience Reaction Displaying 

An audience’s reaction is displayed on the lower 1/5th of the area for a subtitle dis-
play. This is a better position of sight when reading subtitles, under the restriction of 
the screen. From the interviews, we learned that auditory information, particularly 
laughter and applause, are important aspects of the audience response. Icons for these 
two elements have been created. The size of the icon can be controlled to indicate 
intensity. Five different sizes are available. The intensity of the laughter or applause is 
determined by a human operator who controls the display. Although there are costs 
associated with a human operator, the operator’s response may be more representative 
of the entire audience’s response than that of an automated sensor. An example is 
shown in Fig. 8.  

 

Fig. 8. Pictures of audience reaction indicators 

6 Evaluation 

We evaluated the system in two situations. The first was at a dress rehearsal and the 
second was at an actual theatrical performance that held two performances a day and 
a total of eight performances . The system was placed on the stage, as shown in Fig. 3. 
A projector was positioned in the center of the stage. Subtitles were projected onto the 
screen. The evaluation experiment was conducted over four days for performances on 
November 10–13, 2011. The theater had a capacity of approximately 50 people. The 
barrier-free performance, which was a comedy with eight actors, lasted approximately 
85 min.  

 

Displaying audience reaction: laughter and applause 
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6.1 Interview and Result 

Two hearing impaired students were interviewed after the dress rehearsal. The inter-
viewee asked questions about four items, as shown in Table 2. 

Table 2. Evaluation questionnaire 

No Confirmation item Questionnaire 

1 Enjoyment of a play Did you enjoy the play with subtitles? 

2 Matching 
speaker 

Effect of color 
Did the balloons’ colored borders help you 
find the speaker? 

3 Effect of balloon shape Did the balloon tails help you find speaker? 

4 Audience reaction display 
Did the audience reaction icons enhance 
your enjoyment of the play? 

Two hearing impaired students and three non-hearing impaired students attended a 
dress rehearsal, which was virtually the same as the public performance, and all five 
participants were able to enjoy themselves. In response to question 2, the hearing 
impaired subjects said they were able to recognize a speaker because the actor’s 
clothes were of the same color as the dialogue balloon’s border. Although they said 
that it was hard to distinguish red from orange, having the actor’s role positioned near 
the dialogue balloon helped them to determine which actor was speaking. In response 
to question 3, they felt that the direction of the balloon tails was helpful and made it 
easier to connect “the movement of lips with the direction of the tail” and thus to 
“identify the speaker.” The hearing impaired participants indicated that the hand sign, 
which appears when the actors making a gesture are positioned at a distance from the 
screen, was also helpful. For question 4, opinions were divided because there were 
only five people in the audience during the rehearsal. One hearing impaired partici-
pant said that it was an important feature even though there was not a great deal of 
noticeable audience response at this particular performance. The other said that it was 
unnecessary information because he was absorbed in the play. 

6.2 A Questionnaire about the Theater Experience 

A questionnaire was administered to 97 audience members after watching a public 
performance. The audience included two hearing impaired and four visually impaired 
participants. Ninety-one audience members had neither visual nor hearing impair-
ments. Before the performance, the captioning systems was explained to ensure that 
the participants understood that the subtitles would be displayed on the screen placed 
in the center of the stage center and that laughter and applause icons would be dis-
played in the lower 1/5th of the display area. The questionnaire was comprised of the 
questions listed in Table 2. The participants could select from four options (agree, 
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6.4 Discussion 

We were able to draw some conclusions from the results of the interviews and ques-
tionnaires. The participants’ responses to our questions about the ability to find a 
speaker and displaying audience reactions were noteworthy and are discussed in the 
following sections.  

Finding the Speaker  
Various aspects of the system were designed to help hearing impaired individuals 
identify a speaker. These included matching the speaker with the subtitle, indicating 
the position of the speaker by the direction of the balloon’s tail, coordinating the color 
of the balloon’s border with the actor’s costume, and providing a hand icon to indicate 
gestures when an actor was at some distance from the screen. The hearing impaired 
participants indicated that such additional information were helpful. Moreover, the 
questionnaire results show that the system is not a distraction for non-impaired  
audience members and does not interfere with their enjoyment of the performance  
and in fact, in some cases, it was helpful. For example, “it was convenient when it 
was hard to catch what was said” was a response from both non-impaired and hearing 
impaired members of the audience. Another comment was that “subtitles on TV  
programs may be obstructive, but this has a good feel, like a manga comic.” These 
comments were made in the free entry area of the questionnaire. 

We also found that both impaired and non-impaired individuals potentially found 
our system beneficial. For example, because it may be difficult to control volume 
levels in a theater, subtitles can be useful when actors speak very quietly. Our system 
is analogous to telop, a television opaque projecting device used in television to 
broadcast an image without the use of a camera. Telop is most frequently used to 
superimpose text, such as captions, subtitles, or credit scrolls, and is beneficial for 
both hearing impaired and non-impaired viewers.  

Displaying Audience Reactions  
Our system displays indicators for the sounds of laughter and applause from the au-
dience on the bottom of the subtitle display area. It is designed to allow hearing  
impaired people to sense how other members of the audience react to a performance. 
Because of the limited number of participants, we could not draw firm conclusions 
from the post-dress-rehearsal interview. In this evaluation, we did not have sufficient 
responses from hearing impaired individuals. Majority of the questionnaire responses 
came from non-impaired individuals. However, the comments in the free entry area of 
the questionnaire were helpful. Some participants suggested that audience response 
icons created a sense of community or unity with other audience members. Others felt 
that the audience response icons caused them to exaggerate their reaction in order to 
contribute to the prevailing atmosphere. We found that there is a tendency for an im-
paired person and a non-impaired person to collaborate when watching a theatrical 
performance. Although the effectiveness of displaying audience reactions was recog-
nized by the audience, the presentation needs to be refined and elaborated. 
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7 Summary and Future Work 

We proposed a caption presentation method that uses dialogue balloons and audience 
reaction indicators to enhance the experience of hearing impaired individuals attend-
ing theatrical performances. The design features includes a directional balloon tail and 
color coordinated balloon borders to help the hearing impaired persons locate the 
speaker more easily. The system also displays indicators for the sound of laughter and 
applause from the audience at the bottom of the subtitle display area. This feature is 
designed to help the hearing impaired people sense the audience’s reaction. Evalua-
tion experiments were conducted and good results were obtained from a small number 
of hearing impaired individuals. Although the audience reaction display did not 
heighten the enjoyment as much as expected, the subtitles enhanced the audience’s 
enjoyment of the play and enabled them to find the speaker. Opinions about display-
ing audience reactions were divided. In general, our results showed a tendency of 
impaired and non-impaired individuals to collaborate in the effort to enjoy a play. 

In future, we will implement a sensor to automatically register the audience reac-
tion. We need to acknowledge that the screen, which is installed in the center of the 
stage, limits the actual performance area. We will investigate methods to display  
captions that allow the performance area to be increased. Because our results indicate 
that all people can benefit from the captioning system, we will consider improvements 
that take into account both hearing impaired and non-impaired individuals.  
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Abstract. We developed a simulation model and generated a gait pat-
tern for quadruped artificial life. The model is based on three dimensional
physical simulation using a physics engine. Neural networks are used to
control each leg, and the genetic algorithm is used to evolve the gait.
The generated gait pattern is similar to the gait called “walk” in real-
world animals. An analysis is conducted of the developing gait pattern,
in addition to the final result. The emergent walk-like gait is similar to
a newborn baby crawling on the floor, and it would appear that the
artificial life struggles to go straight ahead on the midway of evolution.

Keywords: Quadruped artificial life, emergent movement, genetic al-
gorithm, neural networks.

1 Introduction

Artificial life, which is a field of study based on the features of actual creatures,
has a great potential in entertainment such as video games and interactive arts.
Evolution is a frequently used concept in artificial life. Creatures evolve, trying to
behave in a better way. However, less attention have been paid to the developing
behavior in artificial lives, compared to the final results of a series of simulation
experiments.

In this paper, we focus on the gait of the quadruped artificial life, which is
an artificial creature with four legs. Compared to artificial lives having six or
more legs, it is difficult to simulate four legs creatures’ movement in a three-
dimensional environment. This is because four legs artificial lives tend to fall
over, since there is a moment when less than three legs touch the ground during
walking. In this work, we use neural networks to control each leg, and a genetic
algorithm to evolve the gait.

Four-legged animal is familiar to us. Not only horses, dogs or other mammals,
human babies also crawl on four legs. Some irregular movements of walking
may be observed, especially in the earliest stages of the animals’ lifetimes. Since
the artificial creatures also gradually become able to walk well, the irregular
movements of gait would exist in artificial creatures. The purpose of this paper
is not only to generate a stable gait autonomously, but also to study the midway
behavior of evolution.
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2 Related Work

A number of evolutionary experiments of artificial life have been performed. Turk
[1] proposed a competition model in two dimensional environments, and a wide
variety of movements could be seen among the evolved creatures. Experiments
in three-dimensional environments are also performed [2] [3] [4]. In these works,
both the movements and the morphology of the artificial lives evolve simultane-
ously. The role of each part of the body is often undecided. Every part in the
whole body can perform as legs or arms, and other body parts need to behave
as a creature. Though this approach is effective in generating interesting and
unpredictable behaviors, it is usually difficult and of no utility to make a close
analysis of the creatures’ movement strategies.

A different approach is performed in this paper. Every leg of the quadruped
artificial life has to fulfill the role as an actual leg. This approach makes it easy
to conduct a detailed analysis of the gait pattern, gives meaning to track the
movement of each leg through the entire evolution.

Beer et al [5] used neural networks with a pacemaker neuron to control a six-
legged insect. However, we believe that the simulation model without pacemaker
neurons is more similar to real-world animals. The operation of each neuron is
inspired by “sensor-actuator networks” by van de Panne [6]. Input neurons, inner
neurons, and output neurons are adopted into each leg to control it, while the
neural network in our work only has one-way connections.

3 Method

3.1 Mechanical Configuration

The quadruped artificial life in this work is shown in Fig.1. It consists of one
torso and four legs. Each leg has three degrees of freedom (DOF) in total: two
DOFs in the shoulder joint and one DOF in the knee joint.

Fig. 1. Quadruped artificial life
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Each leg has four sensors and three actuators on it. There are three an-
gle sensors, which read the angle of each joint. There is also one force sensor
on the toe of each leg, which reads the force applied to each toe. Three
actuators are all angular actuators, which generate joint torques by the PD
controller. A PD controller is a feedback control system using proportional val-
ues and derivative values to calculate the final output. The proportional gain
and the derivative gain are determined through a trial and error process in this
work.

The placement of actuators and sensors is shown in Fig.2, and the details
of the sensors and actuators on the artificial life are shown in Table.1 and
Table.2.

Fig. 2. The placement of actuators and sensors

Table 1. Sensors on each leg

Name Kind Place Output Range

S1 Angle Shoulder [0, 0.8π]

S2 Angle Shoulder [−0.5π, 0.7π]

S3 Angle Knee [0, 0.8π]

S4 Force Toe [0,∞)

Table 2. Actuators on each leg

Name Kind Place Input Range

S1 Anglular Shoulder [0, 0.8π]

S2 Anglular Shoulder [−0.5π, 0.7π]

S3 Anglular Knee [0, 0.8π]
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3.2 Neural Network

The neural network adopted in this work is shown in Fig.3. Four input neurons,
four inner neurons and three output neurons are used here. Input neurons read
real-time parameters from sensors, and output neurons set real numbers to ac-
tuators. Four legs have the same network each, but they work separately. Integer
values in the range [-3, 3] are used as weights of the connections.

Fig. 3. Neural network on each leg

The activation functions of input neurons corresponding to the angle sensors
(S1 – S3) are rectangular functions:

f(u) =

{
1 (tmin ≤ u ≤ tmax)
0 (u < tmin, tmax < u)

(1)

where u is the input value and f(u) is the output value of the input neurons.
tmin is the low threshold and tmax is the high threshold. These threshold values
will be determined by the genetic algorithm.

The activation function of input neurons corresponding to the force sensor
(S4) is a step function:

f(u) =

{
1 (u ≥ tmin)
0 (u < tmin)

(2)

where tmin is the low threshold of the force sensor.
The activation functions of inner neurons are also step functions:

f(u) =

{
1 (u > 0)
0 (u ≤ 0)

(3)

where u is the input value from the input layer and f(u) is the output value.
The activation functions of output neurons are sigmoid functions:

f(u) =
1

1 + exp(−u
c )

(4)

where u is the input value from the inner layer and f(u) is the output value to the
actuators (A1 – A3). Parameter c will be determined by the genetic algorithm.
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3.3 Genetic Algorithm

We regarded some parameters in neural network as genes, and implement the
genetic algorithm. Roulette wheel selection and uniform crossover are used in
our implementations. The genes we used are shown in Table.3. The total gene
length is 204 bits.

Table 3. Actuators on each leg

Gene
Bit length
of one gene Total gene number Total bit length

Weight of
the connections 3 28 84
Angle sensor
threshold 6 6 36

Force sensor
threshold 3 1 3

Parameter of
sigmoid function 3 3 9

Initial direction 6 12 72

There are five kinds of genes: the weight of the connections, the angle sensor
threshold, the force sensor threshold, the parameter of sigmoid function and
the initial direction of each leg. The first three kinds are explained above. The
parameter of sigmoid function is the parameter c in equation 4. In the case
of these four kinds of genes (weights, angle thresholds, force thresholds and
parameters of sigmoid function), same values are used in four legs. In order to
make four legs move separately, different initial directions are set to each leg. In
the initial period of the simulation, the neural network of each leg does not work
and all actuators generate torques according to these initial direction genes.

4 Creature Evolution

4.1 Implementations

Genes in the first generation are generated at random. The motion of each leg
is determined by the neural network. A three-dimensional physical simulation is
performed using the Open Dynamics Engine [7], and the fitness value is calcu-
lated for each individual creature. A genetic algorithm is used to earn new genes
of the next generation when all individual creatures in the current generation
have been simulated. The total population in one generation is 100, and the
simulation ends when the generation number reaches 300.

4.2 Fitness Value

The fitness value for the genetic algorithm in this work is not simply the distance
which the creature travelled. Quadruped artificial lives especially tend to fall over
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in the first generation, because all genes are generated at random. If we use the
travelled distance as fitness value, the genes of the creatures which dived forward
will spread in the population. The motion we are expecting is not diving but
walking, therefore the diving motion should be eliminated.

The way to count up the fitness value in this work is as shown below.

(1) Define two variables: lpast and lnow. Set fitness value F = 0.
(2) Update lpast with current x position.
(3) After a simulation time Δt, update lnow with current x position.
(4) (a) If lnow − lpast > Δx, then F = F + 1, lpast = lnow.

(b) If lnow − lpast < −Δx, then F = F − 1, lpast = lnow.
(5) Repeat operation (3)–(4) until the whole simulation time ends.

Using this algorithm, it is able to give a low fitness value to a diving motion
and a high fitness value to a walking motion, because this algorithm is closely
related to “how long the creature proceeded” instead of “how far the creature
proceeded.” When the creature falls over, the duration of movement is short.
On the other hand, when it walks, the duration of movement is long. Therefore
walking motions can be sorted out from diving motions. In this work, Δt is set
as exactly one percent of the whole simulation time. Accordingly, the maximum
of the fitness value will be 100. However, there is not yet a decisive method to
determine the value of Δx. Through some preliminary experiments, Δx in this
work is set as approximately two percent of the body length. This means the
creature will travel more than twice the length of the body during the simulation
time if the fitness value reaches the maximum.

We also put two additional force sensors on the creature: one is on the belly
and the other is on the back. If these two force sensors touch the ground during
the simulation, the fitness value will be set to zero. This means the creature has
to use not its torso but its legs to proceed.

5 Results and Analyses

A walking pattern similar to the gait called “walk” in real-world animals has
been generated. We named this movement “walk-like gait.” The movement of
one cycle in the last 300th generation is shown in Fig.4. The gait pattern shown
in the figure is the best individual, who scored the highest fitness value among the
100 individuals. This emergent movement is similar to a newborn baby crawling
on the floor, desperately trying to keep on going. The relative x position of each
leg to the center of gravity of the torso in 300th generation is shown in Fig.5.
The artificial life steps its four legs forward in a certain order: right front leg, left
back leg, left front leg and then right back leg in a cycle. The creature walks in
a straight line at constant speed. The two front legs and the two back legs each
have similar wave shape. Note that this walk-like gait pattern was automati-
cally generated, and each leg is moving independently. There is no pacemaker to
control the phase of each leg. Generally, the conditions of the legs in each mo-
ment during the walking process are more significant than a determinate speed,
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Fig. 4. Movement of one cycle in 300th generation

Fig. 5. Relative x position of each leg in 300th generation

therefore we believe the absence of a pacemaker is more similar to real-world
animals.

The fitness value transmission is shown in Fig.6. In the early generations,
the artificial life could not walk forward well at all. The fitness value sharply
increased around 60th generation in Fig.6. Accordingly, an unsteady gait first
emerged in 50th generation.

The relative x position of each leg in 50th generation is shown in Fig.7, and
that in 250th generation is shown in Fig.7. In these developing generations, the
gait cycles are unsteadier. Nevertheless, it would appear that the artificial life
struggles to go straight ahead on the midway of evolution. The efforts of the
quadruped artificial life to walk well can be observed by comparison between
Fig.7 and Fig.8.

In 50th generation, though the artificial life could proceed constantly, the gait
pattern was quite unsteady, and the path of the artificial life was out of line to
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Fig. 6. Fitness value transmission

Fig. 7. Relative x position of each leg in 50th generation

the right. This is why the left back leg stepped forward and the right front leg
stepped back in the Fig.7. This pattern is far from walk gait. Firstly, the left
back leg and the right front leg move in the same phase, while each of the four
legs moves non-simultaneously in walk gait. Furthermore, the legs occasionally
kicked the ground more than once in one cycle. This can be regarded as the
disorder of the gait. Finally, each leg has a quite different moving pattern. For
example, the length of stride of the left back leg is obviously shorter than that
of the right back leg. The well-organized walk gait should express the same wave
shape.



Emergent Gait Evolution of Quadruped Artificial Life 295

Fig. 8. Relative x position of each leg in 250th generation

The creature became better at walking in 250th generation. It became able
to head in a straight line, and each leg expressed a more similar wave shape.
This moving pattern is much closer to a well-organized walk gait. On the other
hand, the jaggy part in the graph shows that the disorder of the gait still exists.
There is a period when leg repeats kicking the ground and swinging down in a
short time.

Despite this disorder of the gait, the artificial life continued to move ahead
along the way of evolution. This emergent movement was mechanically born
from four sensors on each leg. The sensing data having passed through the neural
networks seems to give the creature a will to move ahead.

6 Conclusion and Future Work

We succeeded in creating a walk-like gait for quadruped artificial life. This gait
is a cyclic walking movement and the quadruped artificial life walks in a straight
line at constant speed. The emergent walk-like gait is similar to a newborn baby
crawling on the floor. We also analyzed the moving cycle of each leg in developing
generations, in addition to the final generation. Though some disorder of the gait
was observed in the midway behavior of evolution, each of the creatures seems
to have a strong will to move ahead.

There are some avenues for future works. In this paper, we focused on straight-
ahead movement. Other movements, such as changing direction and jumping,
would also create emergent behavior. The behavior of walking towards a target
could be expected by combining the movement of changing direction and walking
straight, i.e., applying the changing direction behavior until the creature heads
the target, and subsequently applying the walking straight behavior. Only three
movements are required in this chasing target behavior: walking straight, turning
right and turning left. However, the discontinuous connection of each movement
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would be an essential problem which determines whether the creature can walk
well or not. Another avenue is to link each leg by a network and adopt a pa-
rameter, which determine phase of the gait, while each leg moves separately in
this work. By doing this, we can expect to generate a wider variety of gait, and
analyze the organizing process of the developing movements. Finally, it would be
interesting to apply a new fitness function to the creature after it once learned
to walk. This application could provoke the creature to walk in a new, efficient
manner.
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Abstract. Tremendous amount of images are used on modern Web
pages, but images are rarely used in everyday communication via e-mail,
SMS, SNS, etc., although many communication systems allow the use of
images in the message. We believe that images can greatly enhance the
quality of communication if they are appropriately used with alphabeti-
cal texts, and we created a text input system with which users can handle
images on HTML editors and word processors just like they can handle
words in East-Asian languages. In this paper, we show how images are
useful in everyday communication, and show how we can handle images
with existing popular dictionary-based text input systems for East-Asian
languages. Images are not only useful for rich communication, but they
are fun to use and useful for conveying emotions.

Keywords: Text Input Systems, Image Input, Input Method Editor,
IME, Dictionary-based Text Input.

1 Introduction

Tremendous number of images are used on modern Web pages for various pur-
poses. Images are not only used for showing pictures, but they are used for
showing background patterns, punctuation replacements, graphs, etc. Images
are now even used in the main part of a paper like [3] for better understandings.
(Fig. 1)

Fig. 1. Portion of the Sikuli paper

A. Nijholt, T. Romão, and D. Reidsma (Eds.): ACE 2012, LNCS 7624, pp. 297–308, 2012.
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Edward Tufte is proposing the use of small graphs called Sparklines, which
can be mixed in the text part of documents[2].

Fig. 2. Example usage of a Sparkline

Young people are getting used to using images in their e-mail messages. More
than half of the Japanese Android users are exchanging HTML messages using
the “Decoration Mail” feature of e-mail applications1, with which users can use
fancy images in HTML-based e-mail messages.

Fig. 3. Examples of “Decoration Mail” messages

On the other hand, elder people are still exchanging text-only messages, since
composing an image-mixed text is not an easy task for them. If a user wants
to put an image in his text on a word processor, he has to locate the image,
copy the image to the paste buffer, and paste the image to the document. If he
is using HTML, he has to save the image somewhere with an appropriate URL,
and enclose it with the <img> tag to show the image in the text. Various kinds
of applications for “Decoration Mail” are available on mobile phones to support
easy composition of fancy HTML texts, but only a small number of images are
provided, and it is usually difficult or impossible to use custom images given by
users.

In this paper, we introduce an image-enabled text input system, or input
method editor (IME), with which users can input images on editors and word
processors just by typing pronunciations or keywords and selecting one candidate
from the candidate list generated from the input, in the same way that Japanese

1 http://podcast-j.net/archives/2012/04/mmd-android-ios-decome.php

http://podcast-j.net/archives/2012/04/mmd-android-ios-decome.php
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mobile phone users are entering Japanese Kanji characters. Using our IME, users
can compose a text mixed with images and words in Japanese, English, Chinese
and any other language, with the same input method popular on Japanese mobile
phones.

2 Dictionary-Based IME

Composing Japanese and Chinese texts on PCs and mobile phones has been
thought to be a formidable task, and various text input methods have been pro-
posed and used for composing texts in those languages. Almost all the Japanese
PC users are currently using variations of “Kana-Kanji conversion method” for
entering Japanese texts, where a user enters the complete pronunciation of a
Japanese sentence using a standard QWERTY keyboard, and the IME converts
it into a corresponding Japanese text. For example, when a user wants to enter
“ ” (I’ll go to Tokyo Station), he enters “toukyouekiniikimasu”
and types the conversion key to get “ ”.

Typing characters like “toukyouekiniikimasu” without an error is not very dif-
ficult using a standard QWERTY keyboard, but it is not easy when using a
small keyboard on a mobile phone. So, Japanese mobile phone users are using
simpler dictionary-based predictive text input systems with which only a small
number of keystrokes are required for entering words. When a mobile phone
user types “touk”, words like “ ”(Tokyo) and “ ”(Tokyo Station) are
listed as candidate words, and the user can select one from the list. With this
method, users have to select a word in a sentence one by one, but using a good
prediction algorithm, the number of keystrokes required for the user is reduced
dramatically.

Fig. 4 shows how a sentence is composed using the POBox text input system[1]
on an Japanese mobile phone introduced in 2003. When a user types a character
“ ”(o), candidate words are listed at the bottom of the display so that the user
can select one of them if he finds the word he wanted to enter. After selecting
a word, next input word is predicted from the selected word and listed as new
candidates.

Fig. 4. POBox on a 2003 mobile phone
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Dictionary-based IMEs are widely used for composing East-Asian languages,
but the same technique is useful for Europian and other languages, and even for
programming languages. The Emacs editor has the “abbreviation” feature, where
users can explicitly define short abbreviaion strings for long words. For example,
if the user defines an abbreviaion “ab” for “abbreviation”, he can type the Ctrl-
X key and single quatation(’) key after typing “ab” to generate “abbreviation”.
Using an abbreviation dictionary, he can type “ma” to get “Massachusetts”, type
“mo” to get “Missouri”, etc. Emacs also has the “dynamic abbreviation” feature,
where users can enter a long word just by typing the Meta-/ key after typing
the first several characters of a word which appear somewhere in the text. For
example, when a user edits this text and type “ab” and type Meta-/, “ab” will be
expanded to “abbreviation”, because this text contains the word “abbreviation”
which begins with “ab”. In this case, the text under composition is used as the
dictionary for expanding a prefix of a long word.

The idea behind these features are almost the same as Japanese IMEs on
mobile phones. The difference is that IMEs for Asian languages are heavily
used for entering various texts, while static and dynamic abbreviation feature is
invoked by the user only once in a while.

We have created an IME which supports entering images in the same interface
as entering words in Japanese and other languages. When a user enters the first
part of the pronunciation of a word or a image, candidate words and images are
displayed in the IME’s candidate list, and the user can select one from the list
and paste it into the text.

3 Image-Enabled IME

3.1 Using UTF Image Characters

Punctuations, exclamation mark, question mark, and other symbols are used in
English texts, and face marks (e.g. “:-)”) are used everywhere these days. In
addition, various symbolic characters are defined in UTF, and we can use UTF
characters like , , , for fun. If we define a pronunciation to each

Fig. 5. UTF symbol characters available on Mac
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character, we can use it in dictionary-based IMEs. For example, if we define a

pronunciation “rain” to , we can enter the character just by typing “rain”, as
shown in Fig. 6.

Using an IME with appropriate dictionary, we can enter a UTF character like

just by typing “rain”.

Fig. 6. Typing “rain” to get “ ”

Fig. 7. Selecting “ ” by typing the space key, and continue entering texts

3.2 Entering Images

Fig. 8 shows how we can enter an image of a fish on a word processor (TextEdit
on Mac). When we type “sakana”(fish) in our IME, we can see the Kanji char-
acter “ ”(fish) and other fish images displayed as candidate words, since the
pronunciation “sakana” is defined for the fish images.

Fig. 8. Entering “sakana” to get a list of fish images
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When we type the space key, the first candidate (“ ”) is selected and put
into the text editing area.

Fig. 9. Selecting “ ” by typing the space key

We can select the candidate by typing the space key and the backspace key.
When we type the space key n times, we can select the n-th candidate and show
it in the text area. When we type the return key, the selection is fixed and the
candidate list disappears.

Fig. 10. Selecting tuna by typing the space key several times

In this IME, we can select an image and put it into word processors just like
we enter Japanese words. Composing a text with images is as easy as composing
a Japanese text.

4 Examples

In this section, we show various examples of using our IME for fun and for
practical purposes.
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4.1 Using Enhanced Punctuations

Question mark(“?”), exclamation mark(“!”), and other punctuation symbols
have long been used for adding extra meanings and emotions to sentences. Using
our IME, we can use various images for expressing feelings.

If we define a pronunciation “surprised” to images of surprised faces and
put them into the IME dictionary, we can get a list of surprised faces by
typing “surp” (Fig. 11), and select one of the surprised faces and paste
it in the text (Fig. 12), just like we can enter Japanese words into the text
area.

Fig. 11. Showing surprised faces by typing “surp”

Fig. 12. Selecting one of the surprised faces and pasting it into the text

4.2 Intuitive Expression

Sometimes images are easier to understand than text symbols. When you want
to have a meeting between 14:00 and 16:00, you can write a messsage like “Let’s
have a meeting at 14:00 today”. However, if the recipient didn’t read the message
carefully, he might come to the meeting at 4:00pm instead of 14:00. If we use
clock symbols instead of numbers like Fig. 13, nobody can make a mistake of
this sort.
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Fig. 13. Using clock images for specifying time

4.3 Using Faces Instead of Using Names

Instead of saying “Lena is coming today”, we can use her face, if “Lena” and
her image are defined in the dictionary. This is another example where using an
image is more intuitive than using a text.

Fig. 14. Lena is coming today

4.4 Using Internet Search

Basically, all the images and words should be stored in a local dictionary, but we
can also use a service like Google Image Search2 for finding images of celebrities
and famous places. Since it is almost sure that we can find President Obama’s
face from the Internet, we don’t have to register it in the dictionary beforehand.
(Fig. 15)

4.5 Dynamic Image Creation

We can also use images dynamically generated from the parameters given by
the user. In the example shown in Fig. 16, the user is trying to enter an image
which represents the RGB parameter. When the user enters “0000ff#”, a blue
rectangle image corresponding to the parameter is dynamicaly generated and
listed as a candidate. (Fig. 16)

2 http://www.google.com/imghp

http://www.google.com/imghp
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Fig. 15. Entering “obama!” to get images of President Obama

Fig. 16. Generating an image from RGB value

In the same way, it is possible to generate a Sparkline image or an analog
clock image from the parameters given by the user.

4.6 Composing Attractive E-Mail Messages

Using our IME, we can easily select beautiful images and paste them to e-mail
message (Fig. 17). A message with beautiful images are much more attractive
than a text-only message. People don’t use images in e-mail communications just
because they cannot enter images as easily as entering texts. Just like Web pages
became popular to the public after the introduction of the Mosaic browser which
could display images on Web pages, we expect that people use more images in
their everyday communication if input systems like ours become popular.

5 Implementation

5.1 Handling Images in IME

Our IME is implemented in MacRuby, using the IMKit text input library on
MacOS. Since IMKit does not support image handling, image data is copied to
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Fig. 17. Composing an e-mail message with beautiful images

the paste buffer and then pasted to editors and word processors every time it is
selected by the user.

5.2 Registering Images in the Dictionary

We are using the data on Gyazo image upload service3 for the images handled
in the IME. All the image data on Gyazo have unique MD5 IDs calculated from
the image data, and the images used in our IME are cached in an image folder.
If a user wants to enter an image from its pronunciation, he should register the
pair of the pronunciation and the ID in the dictionary.

We also provide a way to upload a clipped image on the desktop and register it
with the pronunciation. If we are browsing the ACE2012 Web page and we want
to use the image in the IME, we can invoke the clipping/registering application
(Gyazo), specify the clipping area, and enter the pronunciation for the image
(Fig. 18).

3 http://Gyazo.com/

http://Gyazo.com/
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Fig. 18. Registering the ACE2012 icon with pronunciation “ace”

After the image is registered in the dictionary, we can type “ace” to find the
image and paste it to the application.

Fig. 19. Using the icon of ACE2012 in TextEdit

6 Conclusions

Receiving a message with beautiful images is pleasant, but composing a message
with images has been a pain. Composing a message in Japanese and Chinese
used to be a big pain more than 10 years ago, but it was alleviated after the
introduction of dictionary-based IME, and now everyone is exchanging Japanese
and Chinese messages between mobile phones without pain. Using a dictionary-
based IME for entering images, we hope we can enjoy exchanging messages full
of images.
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The Japanese word “ ” has two meanings: “easy” and “to enjoy”. People
have been trying to develop easy-to-use IMEs for many years, but we think we
are now able to create IMEs with which we can enjoy text and image input tasks.

References

1. Masui, T.: An efficient text input method for pen-based computers. In: Proceed-
ings of the SIGCHI Conference on Human Factors in Computing Systems, CHI
1998, pp. 328–335. ACM Press/Addison-Wesley Publishing Co, New York (1998),
http://dx.doi.org/10.1145/274644.274690

2. Tufte, E.: Beautiful Evidence. Graphics Press (2006)
3. Yeh, T., Chang, T.H., Miller, R.C.: Sikuli: using gui screenshots for search and

automation. In: Proceedings of the 22nd Annual ACM Symposium on User Inter-
face Software and Technology, UIST 2009, pp. 183–192. ACM, New York (2009),
http://doi.acm.org/10.1145/1622176.1622213

http://dx.doi.org/10.1145/274644.274690
http://doi.acm.org/10.1145/1622176.1622213


Train Window of Container:

Visual and Auditory Representation
of Train Movement

Kunihiro Nishimura, Yasuhiro Suzuki, Munehiko Sato, Oribe Hayashi,
Yang LiWei, Kentaro Kimura, Shinya Nishizaka, Yusuke Onojima,
Yuki Ban, Yuma Muroya, Shigeo Yoshida, and Michitaka Hirose

The University of Tokyo,
7-3-1, Hongo, Bunkyo-ku, Tokyo, 113-8904, Japan

{kuni,sato,olive,kimuken,nshinya,onojima,ban,

yuma,shigeodayo,hirose}@cyber.t.u-tokyo.ac.jp,

yasusay@rcast.u-tokyo.ac.jp

http://www.cyber.t.u-tokyo.ac.jp/~kuni/

Abstract. A container for cargo use travels various countries with a
lot of kinds of goods. It arrives at a place with some goods, and then
it leaves to a different place with different goods. A container itself is
a kind of transportation in the viewpoint from goods. We imagined if
the goods were we, a container would be a train. We have proposed a
new experience-based artwork using a container to resemble to a train,
named Train Window of Container. In this paper, we discuss the system
implemented in a container that provides us to feel a sense as if we were in
a train. When you enter the container, you can see various kinds of scenes
through train windows and can also hear a sound of train movement.
You can see scenes of Japan, Korea, France, and so on. Inside of the
container is dark which provides you a new sense of moving with visual
and auditory information. For the implementation of the artwork, we
used 10 displays as windows of train and 10 speakers for the sound, and
showed video of landscapes. We exhibited the artwork for five days and
had about 13,000 audiences.

Keywords: Virtual Reality, User Interface, Simulation, Visualization,
Media Art, Entertainment, Video.

1 Introduction

A container is an object used for or capable of holding especially for transport or
storage. A container for cargo use travels various countries with a lot of kinds of
goods. We imagined that when we can feel a container is moving, we could find
the new viewpoint of container. A container itself is a static and heavy object.
When we add visual and auditory information, we assumed that we could feel
a container as a different object. It was our original concept of an artwork. In
the view point of goods or cargo, a container is a kind of transportation system.

A. Nijholt, T. Romão, and D. Reidsma (Eds.): ACE 2012, LNCS 7624, pp. 309–319, 2012.
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Thus, we wanted to make a transportation system using a container for us.
We selected a motif of transportation system as a train. Then we proposed an
artwork named ”Train Window of Container” that makes a container as a train.
The concept image of ”Train Window of Container” is shown in Figure1.

The concept of ”Train Window of Container” is to make a train using a con-
tainer with focusing on windows of train. In a train, there are windows that
provide landscapes. From windows and landscapes, we can know a train is mov-
ing or stopping. Thus our direction is to extract windows as essence of a train.
We have implemented windows of train in a container that makes us to feel as
if we were in a train.

When you are in the train, sometimes you will be confused when the opposite
train begins to move. It is difficult to get which train begins to move from the
scene of train windows. This is a hint for the artwork that stimulates audiences
visually in order to let them to feel movement of the train.

Fig. 1. Concept of Train Window of Container

2 Train Simulator

There are a lot of train simulators in the world. For example, the Railway Mu-
seum in Japan[2], they have train simulators by Ongakukan Co. Ltd.[1]. In the
museum, we can enjoy driving of steam locomotive that requires us to put coal
on a fire to drive it. It designed to drive it in order to feel real.

They pursue to develop train simulators as real as possible. It can use as train-
ing of drivers of train. It can also use as games. Some companies are focusing
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on software of train simulators, and others are focusing on both hardware and
software.

In this paper, we dont focus on developing a train simulator. We propose to
develop a system that is extracted an essence of train that provides us to feel as
if we were in a train. We focused on visual and auditory representation of train
movement.

3 Design of a Container

To develop a container as a train, we focused on windows of train. Our as-
sumption is that there is an essence of train in the relationship with windows
and landscapes go by. When the landscapes go by, we can feel the movement
and speed of train. The train should have several windows and the movement
of landscapes should be synchronized. We also think the sound is important to
enhance reality. Thus we designed Train Window of Container to put multiple
windows on a wall of a container. We also designed to set up speakers as an
auditory stimulation. We remove other stimulation except visual and auditory
information. Thus inside of a container is black color and there is no lamp in
order to be dark.

We designed a train window figures based on a real train car of Yamanote-line
that is the most famous line in Tokyo, Japan. We traced the ratio of the window
ratio from the Yamanote-line train car.

A container is a about 12 meters long, about 2.3 meters width, and 2.38
meters height. A real train car has about 20 meters length. Thus, we cannot
make a train of container as the same size. Thus we selected two doors with two
windows and four windows for one side. Total number of windows is eight for
one side, six-teen for both sides.

We also wanted to feel a container longer than a reality. Thus we introduced
a perspective design to interior of the container. That is, the width and height
of entrance is bigger than that of backside. The perspective design is shown in
Figure 2.

Based on this design, we have developed a prototype model (about one meter
length) in order to check our design (Figure 3 ). In the prototype model, we
changed the parameter of the ratio of perspective design. Then we set the ratio
of perspective design as 15%. The backside is 15 % smaller than that of entrance.
We aimed that audiences cannot feel the perspective design, but they can feel
longer than a real size, especially when they see the inside of the container from
the entrance.

We also put plasma displays and LCD displays as windows on a wall of the
container. There are eight windows, based on the size of the windows, we deter-
mined to use 5 displays for each side, 10 for total as shown in Figure 2.

Then we implemented a container as Figure 4.
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Fig. 2. Perspective Design of Train Window of Container

4 Design of a Software

We designed software of Train Window of Container with visual and auditory
representations. As shown in Figure 2, there were 10 displays and 10 speakers
in a container. We prepared 10 PCs to generate images for each displays and
also prepared sound controller for 10 speakers. We made one host PC for control
everything as a server and all other PCs were connected via a network (TCP/IP)
as clients

When a train starts to move, a landscape will go by. We propose to make this
effect by a very simple way.

For the contents of landscapes, we use videos that are taken from a real train
window. The videos should be played with time delay among displays in order
to show a landscape goes by. The first display plays a video at first then the
second display plays the same video a little later. And other displays play the
same video in turns. Then we can see a landscape is connecting each other and
a container is going forward and moving. We also put a time delay for playing
sound of video in synchronization with displays.

5 Exhibition of the Artwork

We have exhibited Train Window of Container at the Tokyo Designers Week
2010 that was held at Meiji-Jingu-Gaien, Tokyo, Japan. The event was opened
from October 29 to November 3, 2010. On October 30th, the exhibition was
canceled on the day because of a big typhoon in Tokyo. Thus it was five days
exhibition. Each day, it was opened from 11am to 10pm except the last day. In
the last day, it was opened from 11am to 6pm. The exhibition was told that
there were 80,000 to 100,000 audiences.
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Fig. 3. Prototype Model of Train Window of Container

Entrance Backyard

Fig. 4. Whole Design of Train Window of Container

The container from outside is shown in Figure 5.
During the five days exhibition, there were about 13,000 audiences to the

Train Window of Container. Each hour, there were from 120 to 490 audiences.
Sometimes, it was very crowded, but audiences are used to use crowded trains
in Tokyo. Thus, it did not a matter.

The image of entrance of the exhibition of Train Window of Container are
shown in Figure 6.

We prepared several contents. Contents were taken by a normal video camera
not only from a window of a train but also a window of a steam locomotive,
a ferry, an escalator, and an elevator. We took contents in several countries,
including Japan, Korea, France, and Hong Kong. We edited all contents that
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Fig. 5. Entrance of the Container

Fig. 6. Entrance Picture of the Container

have one to two minutes’ length. We prepared 15 to 20 contents. Audiences can
enjoy several landscapes, especially, foreign countries.
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There were two sides in a container. A normal way is to play one video for
both sides. Another way is to play two videos that have the similar train speed
for each side.

Figure 7 shows inside of the container. It was dark and audiences could see
windows and landscapes well. We put long chairs each sides. Audiences can sit
down the chairs like a commute train. Figure 8 shows a contents of ferry taken
in Hong Kong. Figure 9 shows a contents which is shown a video with an upside-
down scene. It makes us weird feeling.

6 Evaluations

Based on the number of audiences, more than 10% of audiences of the event
comes to our exhibition. We can say it was a popular exhibition.

We also asked audiences to answer several questionnaires. We prepared eight
questionnaires as a following Table1.

Table 1. Questionnaires

Q1 Could you feel as if you were on a Train?

Q2 Could you feel that the container is moving?

Q3 Was the container longer than expected?

Q4 Could you enjoy the landscapes go by from the train window?

Q5 Could you see the landscapes from the windows were in series?

Q6 Could you feel as if you were moving?

Q7 Could you feel sick in the container?

Q8 Could you find that the size is smaller in the back than that of the entrance?

We prepared 5 levels evaluation choices. The results are shown in Figure 12.
There were 94 respondents. Based on Figure 10, number of male and female

are almost the same. From Figure 11, 20s were the main population among
respondents.

Q1 indicated that many people could feel as if they were riding a train. Of
course, the container was not move at all. So, it is hard to feel the movement
physically. However, the answer indicates they could fell riding a train. It shows
that we could extract an essence of a train. Q2 indicates that it is a little hard
to make a physical movement by only using windows of train. Thus the result is
not so obvious.

Q3 is a question related to the perspective design. The perspective design
works audiences to feel a little longer. When we look up Q8, audiences could not
find changing of the size between entrance and back. We put 15% reduction of
the size, we can say the effect is a small but it did not bother audiences because
they could not notice it.
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Fig. 7. Inside of Train Window of Container

Fig. 8. Contents of Ferry in Hong Kong

Q4 and Q5 are questions related to the method of playing videos with time
delay among displays. The result was good scores. It could show the landscapes
go by from the train windows in series. Audiences could enjoy the landscapes.
We asked audiences to put some comments other than the eight questions. Many
people mentioned that they could enjoy the landscapes, especially, foreign scenes.
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Fig. 9. Contents of Train with an upside-down scene

In the container, it is dark and only displays and speakers worked. Visual and
auditory information were directly showed to audiences. We were worried about
sickness of virtual reality. We asked the sickness in Q7. The result was very good
that audiences were not sick in the container. We put multiple displays in the
container but we could avoid audiences sick.

We could get some comments from audiences. They could enjoy the artworks
as if they travel somewhere. Several audiences comments that contents were
good because they could enjoy the landscapes of foreign countries and could
feel extraordinary experiences. Others said that they could enjoy the sound as if
the container is vibrating like a real train. Several audiences commented it was
interesting experience because they could feel visual and auditory information
but they can feel vibrations or moving scene. These comments indicate it was
success to archive our concept of the artwork.

An audience mentioned that when he took photos in the container, the photos
were as if they took the photos from a real train. It is true that when we took
pictures for archiving, we felt the same impression.

Some audiences indicated that they could not feel oppression when they en-
tered the container. I think there were many containers at the exhibition, thus
audiences know the size of containers. However they did not feel pressure so
much. We think it is because the perspective design and landscapes.

Many audiences commented that ”interesting” or ”enjoyed”. These were good
feedbacks for us.

We can say that we could archive our purpose to make a feeling of a train in
the container using visual and auditory information.
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Q5. Could you see the landscapes from 
        the windows were in series?

Fig. 12. Answers of the Questionnaires (n=94)

7 Conclusions

We proposed an artwork ”Train Window of Container” which aims to extract an
essence of train. We introduced visual and auditory stimulation into a container
in order that audiences can feel as if they were on a train. In addition, we
proposed a simple video playing method with a time delay using multiple displays
to show landscapes from a train window in a container.
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We implemented the artworks and exhibited the artworks for five days. We had
about 13,000 audiences. They could enjoy the exhibition from our observation
and subjective investigation.

In terms of a design of a container, audiences could feel that the container
is a simulator of train. We designed the train window based on a real train,
used LCD and plasma displays as windows, and shows videos in windows at
the exhibition. Many audiences indicated that they could enjoy the landscape
of foreign countries as if they were in a train. Thus we can say that the first
concept of our artwork worked well.

We also introduced the perspective design which ratio is 15 % for the inside
of the container in order to show the container longer than real. The ratio of
perspective worked well in the viewpoint that almost audiences could not notice
the perspective. However, the effect is small from the questionnaire.

From questionnaires, the result weakly indicates that our visual and auditory
stimulation worked well. The simple video playing method also worked well that
audiences could see the landscapes from the windows in series. We think it was
because the videos were synchronized in terms of movement. The sound was also
effective to feel presence, especially feeling of vibration.

The contents itself were received well. Audiences tried to figure out where
the contents were taken. Video of a steam train was also good, especially the
sound. It is easy to understand the content is a steam train that it is hard to
ride recently. A ferry contents was interesting. We could feel rocking movement
of a ferry. Audiences also enjoyed the upside down scene because it was the first
experience to ride an upside down train.

The hardware setup itself was a simple virtual reality system, however the
effect was more than expected. We are thinking to apply this simple method
to a real museum that doesn’t have enough budgets to introduce realistic train
simulators. We succeed to extract an essence of a train ride, thus we can use this
proposal to an experienced based exhibits.

For the future work, we want to have a further survey of essence of a train
or other things. It is a kind of deformation of simulator. When we can make an
effective simulator, it will be useful in various fields.
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Abstract. We devised a new user interface that relates applications run-
ning on multiple mobile devices when the surfaces of juxtaposed screens
are merely pinched. The multiple-screen layout can be changed dynam-
ically and instantly even while applications are running in each device.
This interface can introduce a new kind of interaction: rearrangement of
devices triggers a certain reaction of contents. We expect this interface
to show great potential to inspire various application designs, and we
expect to enrich the contents by offering interaction that a single dis-
play or a static multi-display environment cannot provide. To prove and
demonstrate that the interface is functional, we implemented a frame-
work for using the interface and developed several applications using it.
Although these applications are simple prototypes, they received favor-
able responses from audiences at several exhibitions.

Keywords: User Interface, Multi-Display, Interaction, Mobile Device,
Touch Screen, Dynamic Reconfiguration, Face-to-Face.

1 Introduction

Through our experience of creating interactive applications on multi-display en-
vironment, we felt it would be possible to create more interesting representations
using multiple displays if we were able to add more dynamical features to them.
Multi-display systems are generally static in their composition, and are mainly
used for offering a very large screen or high-resolution display [1][2]. If interac-
tive applications such as media-art works run on a multi-display system, then
multiple displays can be expected to give more impact to an audience than when
running on a single display. However, if the usage of multi-display stays in form-
ing a larger but single virtual screen, then the designs and the interactions of
applications are not expected to be too much different from those designed for
a single display. Although that is suitable for scientific visualization purposes,
we believe that using multiple displays has greater potential as a platform for
interactive applications.

In pursuing the potential of multi-displays, we decided to ascertain the ways
that the displays’ layout can be changed interactively even when applications
are running. We sought an interaction as such that changing of displays’ lay-
out causes an application’s reaction. First, we created applications that achieve
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such interaction with notebook PCs [3], by attaching sensors to them. However,
because notebook PCs are still large and heavy to carry around casually, we
were not able to find appropriate application scenarios. Because mobile devices
such as smartphones and tablet PCs have become popular, we decided to import
the idea and mechanism to these platforms, which are ideal candidates for our
purposes because of their mobility and popularity.

We do not want to attach sensors to mobile devices, and it would not be toler-
able if it were done by opening a configuration panel on a screen and registering
the devices manually one by one. We want to create a more interactive interface
to achieve the action. We propose a simple and intuitive interface to do so, us-
ing a “pinching” gesture accomplished by putting the forefinger and thumb on
juxtaposed screens and swiping them as if to stitch them together. This linking
of displays is possible by choosing mobile devices with a touch screen for our
platform. We also use “shaking” of a device to break the connection. We pre-
pared the framework using the interface’s functions and created three prototype
applications to demonstrate that this interface can be a foundation of various
representations.

As described in this paper, we present the concept and the mechanism of our
interface, its implementation, and the applications developed using the interface.

2 Related Work

Several reports in the literature have described research using dynamically recon-
figurable multiple display devices.“Data Tiles” consists of a flat display and tiny
transparent tiles [4]. Each tile has an RFID tag, and reading sensors are mounted
on the panel, so that the system can recognize when a tile is placed on the panel.
When a tile is placed, contents associated with each tile’s category are displayed
automatically on the panel in that area. This research demonstrates a kind of
interface in that multiple displaying units are used, and making physical interac-
tion as placing a unit onto a panel to trigger content to react. Other studies have
investigated the use of physically independent displaying devices.“ConnecTables
[5]” is a work that develops a system that dynamically connects two displays and
makes them a single virtual screen to produce a collaborative workplace. A dis-
play unit, called ConnecTable, is built using a graphic tablet and built-in-sensor.
They detect each other when they are moved close. Then their screens are con-
nected to form a single display area. On the connected screen, users can share
information by moving displayed objects between devices. Hinckley proposed
the use of a bumping of displays to trigger a connection [6]. An acceleration
sensor can detect a vibration by the bumping motion. Then display regions are
connected to form a single workplace. “Stitching [7]” is a similar method that
has been examined for building a collaborative workplace by multiple displays.
This method uses a stylus pen for connecting displays. The system recognizes
the pen’s continuous movement that spans over multiple displays, and forms a
temporary single screen by deducing relative positions of displays by making
the pen’s trail be drawn as continuous line. These studies show variants of the



322 T. Ohta and J. Tanaka

approach, some use sensors to detect the physical contact of displays, some use
a gesture to know it occurs, and other approaches use a pen’s trail to ascertain
positions more precisely.

Some works uses mobile devices. “Junkyard Jumbotron [8] is an application
that combines devices including smartphones or/and PC displays, and binds
them into single large virtual screen. It configures the relative positioning of
each device by detecting specific graphical markers displayed on each display
using a camera. “Shiftables [9] designs a specific tiny block device with a dis-
play, equipped with a built-in-sensor on its four sides to detect the others. That
approach can be characterized as similar to ConnecTables and Hinckley’s work.

Differences of the research objective explain the differences between these
projects and our work. Our approach is similar to “Stitching” at taking a relative
display’s position by the drawn trail on screens, but we weighed more on the
aspect of changing the display layout dynamically. We use the gesture not only
for prompting connection of the displays, but making it as an interface to invoke
a reaction of applications. Additionally, we chose the gesture of “pinching” as a
physical analogy of gluing two things together, so that a user can have a feeling
of actually connecting devices manually. Junkyard Jumbotron was designed to
create a single large screen with temporarily assembled devices, whereas ours
work is intended to produce an application platform that uses the change of
display layout as a means of interaction. Therefore, Junkyard Jumbotron detects
and configures the display positioning as a whole at one time, whereas ours does
not use such a configuration approach.

An important difference from Shiftables is that our system uses ubiquitous
devices such as smartphones. Shiftables are designed for one player possessing
specifically tailored devices, whereas we expect a person to call friends to bring
their devices to play together. Using temporarily assembled devices is our ap-
proach’s major feature.

3 “Pinch” Interface

We would like to use multiple displays not for building a static large virtual
screen, but for creating fascinating interactions of contents triggered by rear-
rangement of the display layout. For that purpose, we need an interactive and
instant means to reconfigure the display layout. We also want to change the lay-
out repetitively, and to be able to add or remove devices at any time. We do not
seek a configuration tool to do that. We want a certain interaction that prompts
connecting of displays and which also triggers the reaction in contents simulta-
neously. When we choose smartphones (iPhone) and tablet PCs (iPad and iPod
Touch) as our platform, we came up with the idea of using a “pinching” gesture
because these devices are typically equipped with touch screens, which we think
we can use.

What we call “pinching” is an action of putting a forefinger and thumb on
each display surface of two juxtaposed devices, and making a swiping gesture
of them until they meet. The salient advantage of the pinching gesture is that
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it is extremely simple and intuitive. One can be reminded easily that this is
an action to stitch something together. It is also extremely easy to deduce the
physical position of screens by the gesture if we assume that it is applied by the
forefinger and thumb of the same hand: we can safely expect that these fingers
move along the same straight line, in opposite directions, applied at the very
same time, on screens facing the same direction. Such information is obtainable
by detecting a touch on the screen. A pinched pair can be determined by sharing
this information among devices and finding a pair of information that meets the
conditions explained above. Consequently, a pinching action on the touch screen
enables the connection of displays without extra sensors.

Fig. 1. Connect displays using a pinching gesture

The gesture is not useful only for making a connection of displays. We want an
interface that relates the displayed contents, rather than that for connecting the
devices. For example, as shown in Fig. 1, when two displays are pinched, these
displays are connected. At the very same time, the image appears throughout
the screens. In other words, we want to achieve interaction of contents, which
will occur by moving displays around. Designing a reconfigurable multi-display
system itself is not the direct objective of this research.

To realize such an interaction, it is necessary that an application to react to
an event of connection or disconnection of displays with the pinching action.
We design these two events to occur spontaneously without requiring an extra
step to relate the application’s content. We expect that this approach can pro-
duce fascinating applications that make users feel as though they control digital
contents by physically handling objects.

4 System Design

In this section, we explain the design and implementation of the interface sys-
tem. Our intention is to have a dynamic interaction of a gesture and content.
Therefore, one can apply a pinching gesture while the application is running.
The entire procedure for connecting displays and letting applications react to
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the event can largely be done in three steps: find the pinched pair, determine the
screen positions, and call an appropriate reaction in an application. We explain
here how these steps are implemented and what tasks are done in each step.

4.1 Determine a Connected Pair

When an application starts, it seeks others on a network. Once finding the other
devices on which a compatible application is running, the application registers
their network addresses and establishes a connection with them. Finding others
on a network is done automatically using Apple’s Bonjour protocol. This protocol
is useful for publicizing a network service to other devices. The bonjour protocol
deals with the identifier designating a kind of service and the type of transport
protocol, in a format like “ pinch. tcp”. In this way, the application can find other
fellow “Pinch”-able applications on the network. We prepared the function for
network connection so that it can use either Wi-Fi or Bluetooth. Each has its
merits and shortcomings in terms of performance, which we discuss in a later
section.

Once a group of devices establishes the connection, they are ready to send and
receive information of a pinching action. On each device, the application observes
whether a swiping motion is applied to its screen. When the application notices
that a swiping occurs, it sends out information related to that motion to all
other devices (Fig. 2).

Fig. 2. Broadcasting of motion data

Information on the motion consists of data listed as shown in Table 1. If
a swiping motion results from a ”Pinch” action, then the swiping motion can
be expected to occur at two devices simultaneously. Therefore, if an application
receives swiping information and also has its own at that duration, it can deduce
whether it results from a pinching action by comparing the time stamps in
the respective devices’ information. A pair of swiping motions is identified as a
pinching gesture when data or these motions satisfy the following conditions.
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– if motions occur simultaneously
– if a screen’s surface is directed to the same orientation
– if swipes move in opposite directions

As might be apparent from the explanation above, no central architecture ex-
ists for managing the information entirely. Network communications are done by
peer-to-peer among devices, with no server delivering application contents. The
processes are running on each device independently, only exchanging necessary
information on necessary occasions with corresponding devices. Additionally, it
does not need any extra devices such as sensors attached to the display device.
Detecting a motion applied onto the touch screen can provide sufficient informa-
tion to configure the connection. These features of having no centric server and
no extra attachment provide greater advantages in realizing the use of multiple
displays by temporarily gathered commodity devices.

Table 1. Broadcasting of motion data

4.2 Connection of Screens

After a pinched pair is discovered, because we allow an arbitrary screen layout,
the need exists to determine each device’s screen coordination relative to the
others. The pair has the information of the swipe motion of the other device
of the pair. Therefore, each can deduce the relative position by analyzing that
data.

To explain the process, we assume the swipe motions shown in Fig. 3. The
procedure to determine the relative screen coordination is conducted as depicted
in Fig. 4. The following are what are performed in each step.

1. position screens A and B as overlapping completely
2. move screen B by the distance between swipe A’s location and screen A’s

center position
3. rotate screen B by the difference of the two devices’ directions
4. move screen B further by the distance between swipe B’s location and screen

B’s center position
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Using these procedures, an application run on each device can know the other
connected screen’s relative location and can convert the position of the objects
on the other screen to its own coordination, and vice versa. This process is also
applicable to screens of different sizes. Therefore, the mechanism works with the
combination of smartphones and tablet PCs.

Fig. 3. Swipe motion and screen coordinates

Fig. 4. Process to determine relative screen coordinates

4.3 Application Programming Framework

We designed a programming framework for the benefit of developing the appli-
cations compatible with the interface. It handles the procedures of networking,
detection of pinching action, conversion of screen’s coordinates, relaying mes-
sages among multiple devices, and disconnection by a shaking gesture, and so
forth. It covers most of the system work and saves a developer from coding these
parts. Fig. 5 shows that the framework’s layer is constructed. With the frame-
work, developers can concentrate only on the coding of graphics and reactions.
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Fig. 5. Framework layers

The class structure of the framework is shown in Fig. 6. The framework is cur-
rently implemented in Objective-C for iOS 5 and after, for the use on iPhone,
iPod Touch, and iPad. Most of the functions are gathered under the PinchCon-
troller class. Therefore, a developer can appreciate the Pinch interface’s functions
only by using the class and designating one’s own View object in it.

Fig. 6. Class structure of the framework

Other important classes in the framework are PinchControllerDelegate and
PinchControllerMessage. The former is the class that receives a message when a
device is connected with others. Using this class and set reaction in the methods
it provides, an application can react when displays are connected. Each applica-
tion’s specific reaction should be called by here. PinchMessage is for a container
of a message and is used for sending and receiving it between devices. It also
supports the relay of a message through multiple devices.

5 Applications

We developed applications that employ the “Pinch” interface to examine whether
the system is actually as functional as we expected. In addition, we designed three
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applications to demonstrate that the interface can afford to create the variety
of interaction. In this section, we also explain what should be prepared in each
application side to have a proper reaction to a display’s layout change.

5.1 Traveling Crickets

This is a very simple application example with which a graphic object can move
among multiple displays when they are connected. When the application is
started on one display, a cricket appears in a grass field that appears on the
screen. When tapping just behind the cricket, it jumps and moves forward. The
movement is, however, restricted by the screen’s boundary. When the insect
reaches an edge, it bounces and retreats. Connecting a new display provides an
additional field onto which the cricket can move beyond the edge of one screen.
When the cricket goes beyond a boundary to a different screen (Fig. 7), the
chirping sound of the cricket moves together with it and is heard from the next
device as well.

Fig. 7. Cricket moves beyond the edge to a different display

Making a graphic object move between devices is done in the following way
(as shown in Fig. 8). Here, we proceed to an explanation by assuming that an
object is originally located on the screen of device A.

1. set positions of the cricket’s original location and destination in device A’s
screen coordination

2. deduce these positions in device B’s screen coordination
3. create a copy of the cricket object in device B, at the cricket’s original posi-

tion converted to device B’s screen coordination
4. move cricket objects on both screens simultaneously
5. remove the cricket object from device A after the animation is completed

As explained above, motion of an object between the displays is done by copying
the object instance to a new device when the object moves over to a different
screen. This differs from the approach by which a central device does all the
calculation on the graphical object’s movements, and broadcasts them to other
devices. This benefits our choice of platform because none of the devices becomes
indispensable, which means that any device can be removed from the connection.
This application design therefore lends flexibility to the system and the interface.
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Fig. 8. Convert coordination between screens

5.2 Dynamic Canvas

This is an application that creates a single virtual screen by multiple displays,
as is generally done with an ordinary multi-display approach. The difference is
that the virtual screen is formed and reformed dynamically by attaching or re-
tracting displays. The size of an image or a movie shown there is also adjusted
dynamically to appear as large as it can be within the virtual screen’s larger
allowed direction size (Fig. 9). The size of the entire virtual screen is recalcu-
lated repeatedly and the shown image or movie’s size is adjusted at the instant
whenever a display is added or removed from the entire formation. When the
connection is broken, the image appears on every screen so as to fit into a single
display size.

Fig. 9. Image displayed throughout multiple displays

To realize this effect, we let all devices retain information related to the vir-
tual screen’s size, and the local screen’s origin point in that virtual screen’s
coordination. When an additional device is joined to form the virtual screen,
the device to which the new device is attached directly renews its information
related to the virtual screen. Then it sends out the renewed information to its
direct neighbors and makes them update their information. Subsequently, they
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also send information again to their own neighbors. The updated information
related to the virtual screen’s size is therefore relayed to all devices by repeating
this. To prevent the information circulated endlessly, the framework prepared
the function to relay the information among many devices. That function pre-
vents sending of the same information repeatedly to the same device by adding
a unique identifier to the information. A device stops sending the information
forward when it receives a message that arrived earlier. The routing of messages
is depicted in Fig. 10. Sending messages stops at the devices where a message
has already been sent via another device.

Fig. 10. Relaying message to entire devices

For displaying an image or a movie, determine which device holds the virtual
screen’s central position. Then decide the size of the image from the virtual
screen’s size. Then each device draw its own part, which is possible because each
device knows its own position in the virtual screen coordinates.

5.3 Tuneblock

The third application is for composing and playing music. At the start, a rectan-
gular space with a tiny dot appears on screen. Fig. 11 shows that the player can
place a tiny silver circle on these dots by touching the screen. A sound is played
when a scan line traverses the screen and hits these tiny circles. The sound pitch
is determined according to each circle’s position.

Fig. 11. Screen image of Tuneblock
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Although the single device’s screen affords only a very short melody, it can
be elongated by adding another display later. When the scan line reaches the
end of one device, it sends a message to the next device to begin its turn. When
the scan line reaches the end of the last device, scanning begins again from the
first device. Relaying of a message is necessary to realize this looping of playing
sound. Connecting the devices works not only to elongate a musical note: tunes
set in each screen are played in chorus if another display is connected in parallel
in relation to the scanning line’s direction of movement (Fig. 12). Although the
same setting of circles remains on each device, we can play a different melody
or sound by altering the display layout.

Fig. 12. Relaying message to entire devices

5.4 Variation of Application Design

These three applications (Fig. 13) represent different aspects of the feature of
dynamically changeable multiple display. One allows graphical objects to move
beyond screen boundaries to the other device. The other one uses multiple dis-
plays to form a single virtual screen, whereas the last one uses an event of
connecting displays for prompting the applications to run cooperatively. The
applications are simple and straightforward in representing each aspect, but we
think we were able to show different usages of the function the interface can offer,
and demonstrate the potential of such system as a platform for interactive ap-
plications. However, we would like to develop applications of more sophisticated
idea and design in the future.

All of these applications are designed not only for multiple displays. In prin-
ciple, the applications are designed so that they are playable on a single screen,
and so that they have extra interaction when connected with others. This design
principle can enable people to play the application both alone or with friends. In
addition, interaction of more different types can be expected with the interface.
For example, the connection is done only on the same plane currently. How-
ever, with a slight tweak, we think a three-dimensional display construction is
possible. This would enlarge the possibility further.

When considering the situation of how people play applications using this
interface, a group of friends or colleagues gather to play because one person
might not afford so many mobile devices. In such a situation, we would be able to
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Fig. 13. Image of applications employing Pinch interface actually running on iPod
touch: left, Tuneblock; right top, Traveling Cricket; right bottom, Big Canvas

develop social type applications of a new kind. The applications require face-to-
face communication. Therefore, it is useful for encouraging viral advertisement.
Pursuing such an aspect for using this interface and applications for encouraging
people to have communication with physical contact is a future objective.

6 Evaluation

In this section, this report describes the system performance including a test
of elapsed time in connecting the devices. We also report feedback from the
audiences at conferences where we exhibited the applications.

6.1 Device Response

First, we examine whether the connection is actually established and whether
the system can deduce a correct direction for the connection. Many combinations
exist in the orientation of devices for a connection like that shown in Fig. 14, and
more when one considers four sides to put other devices. We examine by obser-
vation if a virtual screen’s coordinates are built consistently with the displays’
physical placement. We use the application of a moving cricket to verify that the
combinations of two or three devices are handled properly. We confirmed that
all of these are processed correctly.

We observe that a little discrepancy of finger size exists in the matching
of screen coordination from physical placement. This cannot be avoided when
trying to ascertain a position by touching the screen with a finger. About 2.5
mm of slip is observed, on average, with a maximum value of 5 mm, although
this number is expected to differ among people and the mode of moving fingers;
especially a touch by a thumb induces greater slippage. However, we need no
such high accuracy for our purposes. A small slip between the juxtaposed screens
does not deter us from regarding the two displays as connected.

As a pinching action not only for connecting displays but also for prompting
applications to react, the response time to the action is critical for realizing
the sufficient interaction. We measured the elapsed time for connection and
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Fig. 14. Variation of the display layout

disconnection of different protocols. Response is almost instant with UDP and
Bluetooth, while it takes about a second with TCP via Wi-Fi.

Lastly, we examined howmany devices can join the connection simultaneously.
With the Wi-Fi protocol, we observe that the connection is successful for up to
six devices, but Bluetooth fails with more than four devices. This is perhaps
attributable to the restriction of the hardware or the system framework. The
number of communications increases drastically because the system currently
uses all-to-all communication to find a pair where a “pinch” action is applied.
Although the mechanism itself allows any number to join simultaneously, it
takes longer to find a pair. Therefore, it takes longer to react. The connection
sometimes becomes unstable according to network conditions. We must establish
a networking algorithm that provides a faster and more stable connection, and
which makes the system more robust for allowing the connection of a larger
number of devices.

6.2 Audience Feedback

We have presented the applications at several conferences and exhibitions. Re-
sponses from the audience members when they actually try the application by
themselves are favorable and show their great enjoyment. The applications even
received an award at a certain conference as the most impressive demonstration
by attendees’ votes. At such occasions, we administered questionnaire surveys
and interviewed some audience members about how they evaluated the contents
and the interface.

We wanted to ascertain by the questionnaire if the interface is accepted as
natural for the purpose, and if users felt that it inspired various new application
ideas. Table 2 shows results of the questionnaire survey. We asked if they felt
that the interface is natural for connecting displays (Q1), and if it inspires new
ideas of applications (Q2). Additionally, we asked respondents if they want to
develop applications individually (Q3) when the audience develops applications
individually (which is expected because many researchers and students were in
the audience at that conference). We obtained extremely positive answers to all
of these questions. We were especially gratified to learn that a majority of people
answered that the interface inspires new ideas and that they want to develop
their own applications themselves.
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Table 2. Questionnaire about the “Pinch” interface

7 Conclusions

We devised a new interface that connects displays of mobile devices dynam-
ically, and have applications to react automatically to the change of display
arrangement. The objective of our approach is the creation of a dynamically re-
configurable multi-display environment as a new platform for interactive media
contents. Using “Pinching” action to prompt connection of the displays provides
an intuitive interface because the gesture is an analogy of stitching things. Addi-
tionally, we created applications to react to the change of display arrangement,
which means that the pinching action is useful not only as the interface for
connecting displays. Simultaneously it is a trigger the causes an application’s
response. The fun with our approach derives mostly from the fact that no ex-
tra step is necessary to have a reaction of applications other than connecting
displays.

Along with that interface concept, applications should be designed so that the
action of connecting and disconnecting of displays triggers responses in them,
which will bring a possibility of creating various new ideas in application design.
In theory, no limitation exists for the number of displays; an application will
have benefit if it is designed to run either on single display or with any number
of multiple displays.

We produced three prototype applications of different types to demonstrate
that the interface and applications are actually functional. By creating three
applications, we also sought to show that the interface can become a platform
that can produce various applications. We presented these applications at some
conferences and exhibitions, and received favorable feedback and comments from
the audience. Although applications are simple in terms of their contents, the
idea of the interface and actions is apparently as appreciated as we had expected.
Although it only accommodates display arrangements in-plane, the interface is
applicable to three-dimensional placement with minor alterations.

Other merits of our approach are the selection of the application platform.
Because mobile devices such as smartphones and tablet-PCs are now sold and
owned as commodity gadgets of which many people own one or two, there are
plenty of occasions during which several devices can be gathered at the same
spot, without the need to purchase a set of devices. This aspect engenders an-
other possibility of the applications. One might call friends or colleagues to try
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the application using this interface even if one person is unlikely to own several
smartphones. Consequently, the application will encourage face-to-face commu-
nication, unlike SNS or chat applications offering a communication over network.
We are considering applying this interface to offer face-to-face social networking
applications or advertisement purpose. We are planning to pursue that aspect
and to design applications encouraging such communication as subject of future
work.
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Abstract. Social network games in Facebook are played by millions of players 
on daily basis. Due to their design characteristics, new challenges for game 
design and playability evaluations arise. We present a study where 18 novice 
inspectors evaluated a social game using playability heuristics. The objective is 
to explore possible domain-specific playability problems and to examine how 
the established heuristics suit for evaluating social games. The results from this 
study show that some implementations of the social games design 
characteristics can cause playability problems and that the established heuristics 
are suitable for evaluating social games. The study also revealed that inspectors 
had problems in interpreting cause and effect of the found problems. 

Keywords: Social Games, Free-to-Play, Playability, Heuristics, Evaluation, 
Facebook. 

1 Introduction 

Social games, i.e. games played on social network services such as Facebook, attract 
millions of players [25]. These games are mainly based on the free-to-play revenue 
model where the game can be acquired and played free of charge. Monetization is 
realized through micropayments, which allow access to exclusive content and offer 
faster progression in the game [25]. The term “social game” was coined by the game 
industry and, rather than highlighting the social nature of these games, it emphasizes 
in the gaming platform, the social network service [6]. 

The heuristic evaluation method together with playability heuristics have been used 
successfully in evaluating games on different platforms [11, 12, 17]. In heuristic 
evaluation, the inspectors evaluate the game design and search for problems 
according to heuristics, which are rule of thumb statements or guidelines [22]. If the 
game design violates these heuristics, it can lead to playability problems and 
diminished enjoyment. Playability heuristics are used to support the evaluation and to 
help pay attention to certain aspects that are known to have influence on playability 
[10]. The heuristic evaluation method has been acknowledged to be a successful 
method for finding playability problems [3, 9]. 

This paper presents results from a study where 18 novice inspectors did a heuristic 
evaluation on the social game Island God (Digital Chocolate, 2010) using existing 
playability heuristics [11, 12]. The primary objective was to study social games from 
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the perspective of playability, and to explore possible domain-specific problems. The 
secondary objective was to evaluate how well the established playability heuristics are 
suited for evaluating design characteristics of the social games. The results from this 
study reveal that some implementations of social game design characteristics can 
cause playability problems and they should be acknowledged. The established 
playability heuristics are suitable for evaluating social games as they are able to 
describe also domain-specific problems of the social games. 

2 Social Game Design Characteristics 

To evaluate the playability of social games, we must take an in-depth look on social 
games design characteristics in theory and practice. By understanding these 
characteristics, we are able to study their inherent effect on the playability and player 
enjoyment. 

The social games design values resemble those found in casual games. Kultima has 
defined casual games design values as Accessibility, Acceptability, Simplicity and 
Flexibility [14]. Like casual games, social games are easy to access, featuring 
acceptable themes and simple gameplay while offering flexibility in regard to 
different motivations for spontaneous play. 

Järvinen [6] has defined five design drivers for social games: Spontaneity, 
Symbolic physicality, Inherent sociability, Narrativity, and Asynchronicity. 
Spontaneity, for example, means that in social games complicated sets of actions are 
simplified into a single mouse click. Similarly, Inherent sociability opens up 
possibilities for team formation through the social network [6]. Ventrice [27] has 
defined three objectives for social games: 1) build a persistent society, 2) maintain a 
consistent sense of discovery, and 3) spread the game virally. Sense of discovery, in 
this context, means that there is always something new for a player to acquire and 
experience [27]. 

Paavilainen [18] has analyzed Järvinen’s and Ventrice’s models and proposed ten 
initial high-level heuristics for the design and evaluation of social games: 
Spontaneity, Interruptability, Continuity, Discovery, Virality, Narrativity, Expression, 
Sharing, Sociability and Ranking. Social games are easy to access and they support 
sporadic, spontaneous gameplay. They progress continuously, updated with new 
content as the game advances. Viral messages are used for acquisition and retention 
purposes through narratives which are posted on the social network feeds. Social 
games support player expression in various ways and provide means for reciprocity in 
the network. The game mechanics are tied into the players’ social network, thereby 
fostering collaboration and competition between friends. 

In practice, social games are continuously updated services rather than stand-alone 
products [6] and they can be acquired and played free of charge. The developers are 
continuously monitoring players’ interaction through metrics and the gameplay is 
adjusted accordingly, aiming to monetize the players via micropayments and sustain a 
viral growth in the social network. Through micropayments, the players can progress 
faster in the game and acquire exclusive content. In regard to the social network 
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utilization and viral growth, the game design tries to attract people who are not 
currently playing the game. This happens by incorporating players’ friends from their 
social network into the game to play together. Successful games rely on a large player 
bases as only five to ten percent of the players will make in-game purchases.  [16] 

An example of a common monetizing method is the offline progress mechanic, 
which comes in two different types; appointment and energy. The appointment 
mechanic dictates that a player must wait for certain game tasks to be completed, e.g. 
crops take time to grow before they can be harvested. The player can speed up the 
growth through micropayments. The energy mechanic works similarly. The player 
has a certain amount of energy and game actions consume that energy. When all 
energy is depleted, the player must wait until the energy is replenished or the player 
can fill in energy resources through micropayments. Both mechanics funnel the player 
into in-game purchase decision situations, which are usually prompted with pop-up 
windows.  

Developers also need to pay attention to how the game is played and how the game 
design encourages players to continue playing the game. Luban [16] presents a 
sequence of events that propel the player in a game: 

1. The player understands what he or she needs to do in the game 
2. The actions can be performed easily 
3. The player succeeds in performing the actions 
4. The player receives a reward 
5. The player discovers short term objectives and knows how to reach them 

In addition to this, the game design often creates a continuous loop of tasks which 
will attract players to return to the game. If a player does not return and complete the 
tasks, they may be discarded and the player is not rewarded for her efforts. This will 
create a need to return to the game regularly and complete the tasks. [16] 

The aforementioned design characteristics of social games influence the user 
interface design, and the interface should be easy to understand by different player 
groups. Main controls usually stand out and are centralized. Navigation is simplified 
and usually contain less than three navigation layers. Game objectives and progress 
indicators are also clearly visible on the screen. The challenge of user interface design 
is that all controls, indicators and game content should be fitted into a small window 
on the screen as social games run in windowed mode by default. [16] 

Tyni et al. [25] present a detailed gameplay analysis from the social game 
FrontierVille (Zynga, 2010) and their findings on the effects of free-to-play revenue 
model, sociability and rhythmic design reflect well the aforementioned design 
characteristics. FrontierVille represents the simulation genre of social games, where a 
player completes simple quests by building houses, raising livestock, helping friends 
and doing other tasks which are tied into the game’s theme. 

3 Playability Heuristics 

For the heuristic evaluation we needed a playability heuristic set that would cover the 
design characteristics of social games. First, we reviewed the social game heuristics 
from Paavilainen [18] but they were not concrete enough to be used by novice 
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inspectors effectively. Then, we reviewed some of the well-known playability 
heuristic sets [3, 4], [11, 12], [20, 21] that have been published in this research 
domain. After a review, the playability heuristics from Korhonen and Koivisto [11, 
12] were selected for the study as they cover usability, gameplay and multiplayer 
aspects exclusively (Table 1). It was interesting to note that even though these 
heuristics have not been designed for social games, most of the design characteristics 
can be found in these heuristics and their descriptions. In addition, the selected 
heuristics have been used, validated and reviewed in several other studies [9, 10, 11, 
12, 17, 18]. 

The selected heuristics are organized into three modules: Game Usability, 
Gameplay and Multiplayer. The Mobility module from the original heuristic set was 
left out as these heuristics were not applicable in this study. 

Table 1. Playability heuristics organized in Game Usability (GUx), Gameplay (GPx) and 
Multiplayer (MPx) modules 

GU1 
Audiovisual representation supports 
the game. 

GU7 
Control keys are consistent and follow 
standard conventions 

GU2 
Screen layout is efficient and visually 
pleasing. 

GU8 
Game controls are convenient and 
flexible. 

GU3 
Device UI and game UI are used for 
their own purpose. 

GU9 
The game gives feedback to the 
player’s actions. 

GU4 Indicators are visible. GU10 
The player cannot make irreversible 
errors. 

GU5 
The player understands the 
terminology. 

GU11 
The player does not have to memorize 
things unnecessarily. 

GU6 
Navigation is consistent, logical and 
minimalist. 

GU12 The game contains help. 

GP1 
The game provides clear goals or 
supports player-created goals. 

GP8 There are no repetitive or boring tasks. 

GP2 
The player sees the progress in the 
game and can compare the results. 

GP9 The players can express themselves. 

GP3 
The players are rewarded and 
rewards are meaningful. 

GP10 
The game supports different playing 
styles. 

GP4 The player is in control. GP11 The game does not stagnate. 

GP5 
Challenge, strategy, and pace are in 
balance. 

GP12 The game is consistent. 

GP6 
The first time experience is 
encouraging. 

GP13 
The game uses orthogonal unit 
differentiation. 

GP7 
The game-story supports the 
gameplay and is meaningful. 

GP14 
The player does not lose any hard-won 
possessions. 

MP1 The game supports communication. MP5 
The game provides information about 
other players. 

MP2 There are reasons to communicate. MP6 
The design overcomes a lack of 
players and enables soloing. 

MP3 
The game supports groups and 
communities. 

MP7 
The design minimizes deviant 
behavior. 

MP4 
The game helps the player to find 
other players and game instances. 

MP8 
The design hides the effects of the 
network. 
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4 Method 

4.1 Inspectors 

The inspector group consisted of 18 novice inspectors (9 male, 9 female) and they 
were between 20 and 58 years old with an average age of 28.3 years. Ten inspectors 
had some experience on usability evaluations, mainly from prior university courses. 
Two inspectors stated having work-related experience as well, while none of the 
inspectors had evaluated video games before the experiment. We decided to use 
novice inspectors as they were readily available and the lack of their expertise was 
countered with the sheer number of inspectors and additional training. 

The gaming preferences and time spent on gaming varied among the inspectors, 
and the inspectors represented various different gamer mentalities in casual, social 
and committed categories [7]. Almost all had some gaming experience, as 16 
inspectors had played video games at least sometimes. The reported gaming 
preferences covered all of the most popular platforms and all major game genres, the 
most popular ones being adventure games, followed by sports games. As social games 
target a wide audience of people with different gaming backgrounds (or no prior 
experience in games at all), the variability among inspectors is seen to be beneficial. 

The inspectors’ experience with social games was much scarcer than in video 
games in general. Eleven inspectors had never played social games before the 
experiment, and one inspector had only tried them out once. Among the six inspectors 
who played social games, the most popular games were FarmVille (Zynga, 2009) and 
FrontierVille. The inspectors had no previous experience with the game evaluated in 
the study. 

4.2 The Social Game Evaluated 

The game evaluated, Island God (Figure 1), is a free-to-play tribe simulation game on 
Facebook. The game was selected because at the time of the study, it was one of the 
newest social games, the inspectors had no experience on it, and the initial 
examination by the authors suggested that there would be discoverable playability 
problems. Island God’s gameplay and design characteristics also resemble 
FrontierVille and other highly popular social games, like FarmVille, CityVille (Zynga, 
2010) and CastleVille (Zynga, 2011). Island God uses offline progress mechanics 
similarly to these games. The primary mechanic is energy-based and the appointment 
mechanic is used as a secondary mechanic for completing time-consuming tasks like 
chopping woods, cutting rocks and worshipping the god.  

In Island God the player acts as a god on an island with the purpose of expanding 
the island, increasing the number of worshippers, and perfecting the island with 
buildings, totems and other decorations. The player can play as a good or evil god, 
depending on whether she blesses or smites her minions. Thematically the game 
borrows these conventions from the classic god game Populous (Bullfrog, 1989) and 
like the aforementioned social games, Island God is played on an internet browser 
and uses Flash technology. 
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Fig. 1. Island God in full screen mode 

The player has an axonometric perspective into the game world and the game is 
controlled with a mouse. Being free-to-play game, it features micropayments for 
exclusive content and gameplay accelerators for progressing faster in the game. The 
game is designed to funnel the player into situations in which the player is encouraged 
to pay micropayments or virally spread the game inside of her social network. 

The versatile functions of the social network platform are used extensively in the 
game design. Players can visit their friends’ islands and do various chores to help 
them out. The players are also able to send gifts to both playing and non-playing 
friends. The game emphasizes reciprocity by suggesting the player to “send gift back” 
when the player receives a gift. Sending gifts to non-playing friends works as viral 
marketing, as the non-playing friends can become playing friends by clicking the gift 
link. Player’s achievement narratives such as gaining new levels can be posted on the 
Facebook wall, which aims to elicit curiosity among non-playing friends, thus luring 
them to install the game on their account. 

4.3 Procedure 

Before the inspection of the game, the inspectors participated in two 90 minute 
lectures on the heuristic evaluation method and two four hour workshops where they 
acquired hands-on experience of conducting heuristic evaluation for website 
interfaces and video games. In the second workshop the inspectors evaluated a city 
management game EnerCities (Paladin Studios, 2010). This exercise evaluation was 
done with the same heuristics as used in the study, alongside with the white paper that 
describes the heuristics in more detail [8].  
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EnerCities resembles Island God in some extent as both games run in a browser, 
use a similar axonometric perspective and focus on management tasks with a similar 
control scheme. EnerCities is not purely a social game, though it can be played on 
Facebook and it features minimal viral aspects (e.g. posting score to the player’s 
wall). EnerCities is completely free and does not feature micropayments or offline 
progress mechanics. The heuristic evaluation of EnerCities was considered a success 
as the inspectors found and discussed 54 unique playability problems, but the results 
of this training workshop are not in the scope of this paper. 

The inspection of Island God was given as a home assignment to the inspectors 
and they were instructed to play the game for approximately two hours during one 
week. Due to offline progress mechanics and other design characteristics of social 
games [6, 25, 26], it was crucial that the inspection consisted of several play sessions 
during an extended period of time. On average, the inspectors reached levels 7 or 8 by 
the end of the study. There were no specific scenarios given, instead the inspectors 
were instructed to play the game according to the in-game tutorial and later on freely 
as they wished. The inspectors were instructed to write down all encountered 
playability problems and assign violated heuristics to these problems. 

After the evaluation reports were returned, three meta-evaluators analyzed the 
findings together. The meta-evaluator group consisted of one method expert, one 
domain expert and one double expert. The analysis of the playability problems was 
based on the descriptions that the inspectors provided. Problems were verified by 
playing and studying the game, and mutually agreeing upon violated heuristics. The 
meta-evaluators studied the descriptions of the heuristics [8] and used their  
own expertise on similar types of problems. The meta-evaluators categorized  
169 reported issues, and identified 50 unique playability problems and all of  
them were assigned with one violated heuristic. The ability of finding descriptive 
heuristics is an indication that the heuristic set covers the design characteristics of 
social games.  

As this is the first evaluation study on social games using playability heuristics, 
only one game was evaluated. We wanted to ensure that the established playability 
heuristics are applicable for the evaluation. This study also gives insights if the 
procedure should be modified for the future studies on social games’ playability. 

5 Results 

In this section, we focus on the seven most common playability problems found  
in Island God (Table 2) in detail to see what kinds of problems the inspectors  
found and what playability heuristics were used to describe them. We also present the 
meta-evaluators’ analysis of the problems and the violated heuristics as assigned by 
them. The seven problems were reported by at least 27% of the inspectors (5 out  
of 18) and the two most common problems were reported by 10 out of 18 inspectors 
(55%). 
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Table 2. A list of most common playability problems found from Island God.  

No. Problem Title Found 
by 

Assigned Heuristics  
by the Inspectors 

(number of inspectors  
in parenthesis) 

 

Meta-
evaluator 
Heuristic 

#1 
Boring Tasks, Quests 
and Gameplay 

10 GP8 (10)  GP5 (1) GP8 

#2 
Pop-ups Interrupt the 
Gameplay 

10 
GU1 (1) 
GU2 (2) 
GU8 (1)  

GU12 (1) 
GP4 (1) 

Unassigned (4) 
GU6 

#3 
No Difference between 
Good and Evil 

8 

GU5 (1)  
GU9 (1) 
GP2 (1) 
GP7 (1)  

GP9 (2)  
GP10 (2)  
GP13 (1) 

GP10 

#4 
Selecting Overlapping 
Objects is Difficult 

7 
GU1 (1) 
GU2 (2) 

GU8 (3) 
Unassigned (1) 

GU1 

#5 Help is Not Available 7 GU12 (7) GU12 

#6 
Awkward Cursor 
Interaction Mode 

6 
GU6 (1) 
GU8 (4) 

GU10 (1) GU6 

#7 
Friend Requirements 
for Progress 

5 

GP4 (1) 
GP5 (1) 
GP8 (1) 
GP8 (1) 

GP10 (1) 
GP11 (3) 
GP12 (1) 
MP6 (1) 

MP6 

5.1 Boring Tasks, Quests and Gameplay 

Ten inspectors considered that the game features boring tasks and quests, which in 
turn leads to boring gameplay. Similar tasks repeated over and over again like lighting 
up torches and gathering massive amounts of resources for no apparent reason. The 
violated heuristic was assigned consistently and both the inspectors and the meta-
evaluators concluded that it is GP8 “There are no repetitive or boring tasks”. 

One inspector additionally assigned GP5 “Challenge, strategy, and pace are in 
balance” to describe the problem but the lack of balance in challenge, strategy or pace 
is actually the consequence of repetitive and boring gameplay, and the analysis of the 
heuristic descriptions support the selection of heuristic GP8. 

5.2 Pop-Ups Interrupt the Gameplay 

Ten inspectors felt that the constant pop-ups, which act as a funnel to monetize or 
distribute the game virally, are disturbing gameplay. The pop-ups appear frequently 
and caused frustration as they must be addressed before continuing gameplay. The 
meta-evaluators agreed with the inspectors that the pop-ups are problematic and they 
require an unnecessary navigation step. Therefore, the violated heuristic was assigned 
to be GU6 “Navigation is consistent, logical and minimalist”. 
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Assigning the violated heuristic to describe the problem was a tricky task. Four 
inspectors left the violated heuristic unassigned and six inspectors assigned a different 
heuristic than the meta-evaluators. The assigned heuristics were related to both Game 
Usability and Gameplay categories. One inspector assigned two violated heuristics; 
GU2 “Screen layout is efficient and visually pleasing” and GP4 “The player is in 
control”. Other inspectors suggested heuristics GU2, GU1 “Audio-visual 
representation supports the game”, GU8 “Game controls are convenient and flexible”, 
GU12 “The game contains help” and GP12 “The game is consistent”. 

None of these heuristics address the problem according to the heuristic 
descriptions. GU1 and GU2 describe problems related to audiovisual aspects in the 
game world and in the user interface. GP4 and GP12 are gameplay heuristics related 
to player control and consistency of the game and therefore do not describe this game 
usability problem accurately. Assigning GU12 to describe the problem was probably 
an unintentional mistake because the problem and the heuristic have no resemblance. 

5.3 No Difference between Good and Evil 

Eight inspectors reported that although the player can choose to do good or evil deeds, 
it has no meaning in the game. These acts effect on morality points, but the inspectors 
did not experience any influence beyond that in the gameplay. The inspectors were 
left unsure if there is a real difference between the two paths. Based on the heuristic 
descriptions, the meta-evaluators assigned the violated heuristic GP10 “The game 
supports different playing styles” for the problem. 

Two inspectors assigned the violated heuristic congruently with the meta-
evaluators. Other suggested heuristics were GU5 “The player understands the 
terminology”, GU9 “The game gives feedback on the player’s actions”, GP2 “The 
player sees the progress in the game and can compare the results”, GP7 “The game 
story supports the gameplay and is meaningful”, GP9 “The players can express 
themselves” and GP13 “The game uses orthogonal unit differentiation”. 

As the problem descriptions revealed that the inspectors felt unsure of whether 
good or evil deeds had any influence in the game or what they actually mean in the 
game, they assigned heuristics GU5 or GU9 to describe the problem. However, as this 
is primarily a gameplay problem, heuristics addressing game usability issues should 
not be used to describe it. 

The rest of the suggested heuristics are related to gameplay, but they do not 
describe the problem accurately either. GP2 refers to an issue that the game should 
show the player’s progress and present it either explicitly or implicitly. In this sense, 
constant behavior as a good or an evil god should be visible to the players. This is 
actually manifested through the morality point indicator, but it has no clear influence 
on the gameplay. The heuristic GP7 could be justified as the game world indicates the 
possibility of being good or evil in the game, but there is no narrative story to support 
such behavior. GP9 is a somewhat reasonable choice, but it describes what happens 
after the problem occurs, i.e. the players cannot express themselves by being good or 
evil. GP13 refers to the game entities that a player can manipulate in the game and not 
the thematic role of the player. 



 Exploring Playability of Social Network Games 345 

 

5.4 Selecting Overlapping Objects Is Difficult 

Seven inspectors reported difficulties in selecting graphical objects in the game world 
as they overlap or are close to each other. Items and minions tend to get behind trees 
and sometimes the inspectors had to remove trees out of the way, which was 
considered tedious and a waste of the energy resource. The meta-evaluators 
concluded that the violated heuristic GU1 “Audio-visual representation supports the 
game” describes the problem accurately. 

One inspector assigned the same violated heuristic as the meta-evaluators. Three 
inspectors assigned heuristic GU8 “Game controls are convenient and flexible” to 
describe the problem. Two inspectors selected GU2 “Screen layout is efficient and 
visually pleasing” and one inspector left the violated heuristic unassigned. 

Heuristic GU2 refers to the layout of user interface components on the screen and 
not to the game world objects. Assigning the heuristic GU8 to the problem is an 
example of mixing up the cause and the effect of the problem as although the 
overlapping game objects are hard to select, it is not because of inconvenient game 
controls, but because of the game’s visual representation. 

5.5 Help Is Not Available 

Another playability problem that was consistently reported by seven inspectors was 
the absence of in-game help. For example, the inspectors were not able to find help to 
explain how to acquire certain resources or how using the good or evil god power 
affects the gameplay. All the inspectors and the meta-evaluators agreed congruently 
that the violated heuristic is GU12 “The game contains help”. 

The developers added the in-game help later after our experiment and there was a 
dedicated user interface component to access the help directly. 

5.6 Awkward Cursor Interaction Mode 

Six inspectors considered the cursor interaction mode in the game problematic. The 
default mode selects and activates objects in the game world. When building new 
constructions in the game world, the cursor changes to a silhouette of a building and 
the mode is active until a player has finished the task. However, there was no obvious 
way to revert back to selection mode. During the study, the inspectors found a 
loophole where setting up the building into an illegal building area, e.g. on the ocean, 
would change the cursor interaction mode back to the default mode, thus canceling 
the construction. The meta-evaluators concluded that the violated heuristic was GU6 
“Navigation is consistent, logical and minimalist”, because the user interface requires 
illogical steps to change the mode. 

One inspector assigned the violated congruently with the meta-evaluators. Four 
inspectors assigned GU8 “Game controls are convenient and flexible” and one 
inspector assigned GU10 “The player cannot make irreversible errors”. GU8 does not 
describe the problem well, because the problem does not stem from the game 
controls, but from the navigation interaction. The heuristic GU10 is related to 
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consequences of the cursor mode, as the player might accidentally set up unwanted 
buildings. 

Later on this problem was addressed by the developers by adding a user interface 
component for changing the cursor interaction mode. 

5.7 Friend Requirements for Progress 

Five inspectors felt that the game stagnates if the player does not have enough friends 
in the game. For example, finishing certain buildings becomes difficult and the game 
stagnates if the player does not have friends who can send the required items to 
complete the construction. The meta-evaluators agreed that the heuristic MP6 “The 
design overcomes lack of players and enables soloing.” describes the problem 
accurately. 

One inspector assigned the heuristic congruently with the meta-evaluators. Two 
inspectors suggested GP11 “The game does not stagnate”, one suggested GP4 “The 
player is in control” and the last one suggested multiple heuristics; GP5 “Challenge, 
strategy, and pace are in balance”, GP8 “There are no repetitive or boring tasks”, 
GP10 “The game supports different playing styles”, the aforementioned GP11 and 
GP12 “The game is consistent”. Again, GP11 represents the effect, not the cause, of 
the problem. The design prevents progress without friends, thus resulting in a 
stagnated game as progress is halted. GP10 could be considered as the violated 
heuristic, if playing without friends was considered to be a playing style per se. The 
rest of the suggested heuristics do not reflect the problem accurately. 

6 Discussion 

Based on our findings we argue that social games design characteristics can cause 
playability problems when implemented in their current form. In Island God, these 
design characteristics were implemented in such way that they disturbed the game 
play, thus causing playability problems to appear. The problems presented in the 
previous section reveal that three of them emerge from the design characteristics of 
social games, making these problems domain-specific. These three playability 
problems, namely “Pop-ups Interrupt the Gameplay”, “Boring Tasks, Quests and 
Gameplay”, and “Friend Requirements for Progress”, cover all the evaluated heuristic 
categories: Game Usability, Gameplay, and Multiplayer. 

The four Game Usability problems were related to pop-up dialogs, overlapping 
graphical objects, missing help and cursor interaction modes. The pop-up dialogs are 
used in many social games to induce the player to pay micropayments or to execute 
viral actions such as sharing points or inviting friends to play. If the game relies 
heavily on using pop-up dialogs, this may become a playability problem as these 
dialogs constantly interrupt the player’s interaction flow with the game. In Island 
God, the pop-up dialogs were used in key gameplay events (e.g. when leveling up) 
and they also appeared at regular intervals on their own. From a broader design 
perspective, pop-up dialogs are generally frowned upon as they interrupt the user and 
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demand additional interaction [19]. As these pop-up dialogs stem from the free-to-
play model due the need for monetization and virality [25], it can be stated that this is 
a domain-specific problem in social games. 

The problem with overlapping graphical objects is common among social games. 
For example, all of the popular simulation games (FarmVille, FrontierVille, CityVille, 
CastleVille) suffer from the problem as they feature a similar axonometric perspective 
as Island God. As these types of games have a lot of clickable content fitted into a 
small space, it is inevitable that graphical objects get hidden behind each other. As the 
games have evolved, developers have added more content as well as more impressive 
graphics and animations, which have made this problem even more evident. The 
problem lies in the axonometric perspective, which represents a 3D world on a 2D 
plane. In a true 3D world, the problem could be overcome with a change of the 
viewing angle, but none of the aforementioned games feature such an option as they 
are not true 3D worlds. Many social games allow the player to rotate or move objects, 
but this does not fix the problem. As the problem originates in the perspective type 
and how the game world is represented, it cannot be stated that it is domain-specific 
per se. However, it is notably common among social games as the axonometric 
perspective is more casual and smoothly running alternative to a true 3D world with 
possibly even more complex interaction scheme. 

It was a bit surprising that so many inspectors saw the missing help as a playability 
problem. Social games often follow the design value of Simplicity [14], which means 
that the gameplay mechanics are easy enough to be understood by playing the tutorial. 
It is possible that some of the inspectors looked for the help section because there is a 
heuristic referring to it, not because they needed help themselves. However, some of 
the inspectors did mention not finding specific information that they were seeking, 
suggesting that there was a lack of information in the game. After the study, the 
developers included a separate help section to the game. The missing help is not a 
domain-specific problem and many social games have separate help sections. 

The cursor interaction mode problem has its roots in the development technology. 
Island God, like many other social games, is based on Flash which allows for a very 
simple control scheme, usually restricted to moving the cursor on the screen and left 
mouse click for selecting objects and executing tasks. If the gameplay features more 
complicated tasks, there is a need for a toolbar where the appropriate cursor mode can 
be (de)selected. This feature was also implemented later into the game. Solving this 
problem with additional user-interface element brings up a tradeoff situation as the 
more complex interaction possibilities will reduce the accessibility of the game. 
Another option would be the use of right click to cancel actions but this is not 
possible with Flash as by default it will open up the Flash menu. As this problem 
stems from the features of Flash, it cannot be seen as a domain-specific problem. 

The two Gameplay problems were related to boring gameplay and indifference of 
being good or evil in the game. Social games tend to be simple and repetitive, which 
leads to loss of interest in the gameplay. This can be examined from two perspectives. 
First, social games’ development cycle to initial launch is very short when compared 
to traditional video games [1]. This means that there is less content and complexity in 
these games. Second, there is the tradeoff between accessibility and depth. As social 
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games try to appeal to a very broad and heterogeneous audience with different skill 
levels, the learning curve and the threshold to play must be low. The free-to-play 
model forces the developers to aim their game to mass audiences to create viable 
revenue streams [16]. Thus, the game cannot be too complex or it loses its casual 
nature, the design value of Simplicity [14]. The overall simplicity and boring 
gameplay can be seen as a domain-specific problem for social games as it is  
interlinked closely with the design characteristics [6, 18] and this has been 
acknowledged by others as well [2, 13, 23, 24]. However, simplicity does not 
automatically mean boring gameplay, as games like Chess, Mahjong, Solitaire and 
Tetris (Pajitnov, 1984) can prove. These classic games offer simple game mechanics 
but they also offer variable challenge levels and emergence, which results in good 
replay value. 

The lack of difference between good and evil arises from Island God’s narrative 
and gameplay features which imply that there are two sides to choose from. Although 
this is not a domain-specific problem, it does stem from the simplicity and shallow 
content of social games [24]. Furthermore, as social games are typically published 
quickly and evolved while online, it is possible that this feature of the game was 
meant to be developed further later on, or the players were not able to reach high 
enough level to see the differences. 

The one Multiplayer problem related to playing without friends is a domain-
specific problem. Social games aim for viral growth and they include features that 
encourage recruiting friends to play the game (e.g. [16, 25]). If a player does not have 
enough playing friends, the game progresses slowly or requires money to advance. It 
may also mean that the player has to send requests to friends in order to advance. This 
feature in social games has received critique in more recently published social games 
as well [13]. 

Our results provide interesting findings regarding the use of established playability 
heuristics for finding playability problems in social games. The 18 inspectors found 
total of 50 unique problems from Island God and the coverage of the playability 
heuristics to describe the problems was good as the meta-evaluators were able to 
assign a single violated heuristic to all unique problems. Although the inspectors 
sometimes had difficulties in analyzing the problems, the meta-evaluators were able 
to either confirm or correct the inspectors’ analysis and the playability heuristics 
clarified the reasons for the problems.  

For some problems, assigning a violated heuristic was straightforward as the 
identified problem and a playability heuristic description were similar. This was seen 
in problems #1 and #5 (Table 2) in which the inspectors and the meta-evaluators 
assigned the violated heuristic consistently. 

The difficulties in describing the problems using playability heuristics can be seen 
in two different cases. In the first case, considering problems #2 and #6, the problems 
were more difficult for the inspectors as the assigned heuristics varied and usually 
they did not correspond to heuristics that the meta-evaluators finally assigned. Both of 
these problems required an in-depth analysis of the problem and knowledge of the 
heuristics. Especially difficult was problem #2 about constant pop-ups, which caused 
additional navigation steps for a player. 
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In the second case, the inspectors had difficulties in differentiating between the 
cause and effect of the playability problem. This was especially visible with the 
problems #3, #4 and #7 where the inspectors assigned heuristics which addressed the 
consequence of the problem and not the actual problem itself. For example, in 
problem #4, some inspectors focused on the difficulty to click the right object. 
However, the problem originated from the game’s visual representation as the objects 
overlap each other due the axonometric perspective. 

It was surprising to find out that the inspectors had difficulties in interpretation of 
the playability problems and analyzing the root cause of the problem. This is a known 
challenge for analytical inspection methods and it has been referred as an evaluator 
effect in the literature [5]. The evaluator effect might originate from multiple reasons 
such as evaluation expertise of the inspectors, but it might also be related to 
inspectors’ cognitive styles [15]. It is also possible that in game evaluations such 
interpretation problems are more common than in other products because both 
gameplay and user interface influence how a problem appears and make it more 
difficult for inspectors to judge what is the cause and the effect of the found problem. 
Addressing a problem with violated heuristics from both Game Usability and 
Gameplay categories is a clear indication of this because playability problems usually 
originate either from the user interface or gameplay, but not both. In previous studies 
playability experts typically assign only one violated heuristics to describe the 
problem [10, 17] and the meta-evaluators in this study were able to do the same.  

Although our inspectors had difficulties analyzing the problems, they were able to 
find substantial amount of playability problems by playing the game. This indicates 
that novice inspectors are able to find problems, but experts are needed to understand 
the problems thoroughly as the novice inspectors lack the analytical expertise. 

The social games domain sets new design challenges as the players can pick up and 
discard games easily and free-of-charge. In this kind of environment, ensuring good 
playability is important from the perspectives of acquisition, retention and 
monetization of players. Our study has shown that heuristic evaluation with the 
established playability heuristics has potential for finding and analyzing playability 
problems in the social games domain. Being agile and cost-effective [17] qualitative 
method, we believe it is well suited for the fast development cycle of social games. 

7 Conclusion and Future Work 

In this paper we have presented a study to explore playability of social network 
games. The objective was to find out possible domain-specific problems and to test 
the applicability of using established heuristics when evaluating social games. In the 
study 18 novice inspectors conducted a heuristic evaluation on playability for the 
Island God social game. The inspectors found 50 unique problems and the seven most 
common problems were presented and discussed in detail. 

Three out of the seven most common problems were domain-specific for social 
games and they were related to gameplay, user interface and multiplayer aspects of 
the game. These domain specific problems are derived from design characteristics of 
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the social games. The results also indicate that the established playability heuristic set 
was capable of describing these domain-specific problems.  

In the future, we will continue exploring the playability problems of social games 
in larger scale studies. As these games are constantly updated after the initial launch 
[25], the inspection time should be extended to get a more holistic view from the 
game. This would require additional longitudinal inspection methods, such as 
experience diaries to be used during the evaluation. 
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Abstract. Decreasing the energy consumption is an important goal for 
environmental sustainability. This paper describes MAID (Motion-based 
Ambient Interactive Display), an interactive public ambient display system, 
driven to motivate behavior changes regarding domestic energy consumption, 
through a persuasive game interface based on gesture recognition technology. 
The developed prototype guides players through the different rooms of a house, 
where they have to find out what is wrong and practice the correct actions to 
save energy, using similar gestures to the ones they would use in the real world 
to achieve the same goals. The system provides feedback regarding the 
consequences of each action. The paper also describes and presents the results 
of a user evaluation study performed during an open day event, attended by 
6000 high school students, at our University Campus.  

Keywords: Persuasion, Behavior change, Public Ambient Displays, Kinect, 
gesture interfaces. 

1 Introduction 

Many environmental problems occur due to our erroneous and exaggerated use of 
Earth resources. Recent studies suggests that, within USA, 22% of domestic energy 
consumption could be eliminated, if people engage in more appropriate behaviors, 
such as replacing traditional light bulbs with low-energy or adjusting thermostats and 
turning off lights when leaving rooms [13]. Each one of us can contribute to reduce 
domestic energy consumptions and consequently CO2 emissions. Small individual 
actions may seem insignificant, but together everyone's efforts can have a great 
impact on the environment. Persuasive technologies [5] can be used to make people 
aware of the consequences of their actions and teach them how to proceed, helping 
them to change their attitudes and behaviors. MAID is a game deployed on an 
interactive public ambient display (PAD) system, which explores the use of natural 
hand gestures. The system delivers a persuasive interface, using gesture recognition 
and presence detection. The main objective of MAID is to instruct (or remind) users 
about simple procedures to save energy, showing them how easy it is to have a huge 
impact on the environment by taking simple actions in their daily lives. MAID 
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provides users with an interactive scenario, which can be manipulated simply by hand 
gestures. Users need to browse the scenario, trying to find out what is wrong and 
applying the corresponding changes. The impact of those changes is explained by 
audio feedback and it can also be visualized by the corresponding saved amount of 
money and reduction in CO2 emissions. MAID is intended to be deployed in public 
areas, persuading users that walk by, to learn and adopt pro-environmental behaviors 
in their everyday lives.  

This paper follows the previous publication related to MAID [25], offering further 
and updated details on the inner workings of the prototype and presenting the results 
of user tests. 

MAID has been developed in the scope of Project DEAP, which aims to introduce 
new paradigms for environmental awareness, helping to motivate citizens to become 
more environmentally responsible in their everyday lives and engaging them in 
environmental preservation activities. 

This paper is structured as follows: section 2 describes the state of the art related to 
the main areas covered by the presented work; section 3 presents MAID prototype; 
section 4 deals with the planning, realization and results of the user tests, and finally, 
section 5 presents conclusions and directions for future work. 

2 Related Work 

Persuasive technology is the general class of technologies that purposefully applies 
psychological principles of persuasion to interactive media, aiming at changing users' 
attitudes and behavior [11]. The term captology was coined by BJ Fogg, and is 
derived from computers as persuasive technology [5]. It focuses on the design, 
research, and analysis of interactive computing products created to change people’s 
attitudes and behaviors.  

Persuasion technologies can and have been applied within several contexts, such  
as commerce, health care [3], education [17] and environment [4, 7, 16, 21, 15].  
Several approaches explore the use of games as persuasive tools to influence players 
to change certain behaviors. Regarding domestic energy consumption, some 
applications have been developed. Power Agent [1] is a mobile pervasive game for 
teenagers, designed to influence their everyday activities and electricity usage patterns 
in the household. Power Agent is played on standard Java-enabled mobile phones and 
uses real power consumption data collected via existing metering equipment used by 
the energy company. The underlying design idea is to let players (one for each house) 
compete in teams (cooperate with their families) and learn hands-on how to save 
energy in their homes. Power Explorer [8] builds on the previous research on Power 
Agent and uses a similar technological set-up, but focuses on real-time feedback.  
The game design teaches the players about the consumption of their devices  
and encourages them to adopt good habits. Some other applications focus on 
providing feedback based on real-time domestic energy consumptions measurements 
[10, 14, 18].  
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Although these approaches seem to produce positive results, they rely on the use of 
mobile devices and the deployment of specific energy consumption devices 
(connected to the home central electric power meter or appliances), which involves 
additional costs and set-up.  We aim at using players’ free time in public spaces, such 
as shopping centers or waiting rooms, to both motivate and educate them towards 
home energy saving behaviors. Our approach is based on the assumption that a 
change in behavior requires both motivation to act as well as knowledge of what to 
do. According to Fogg [6], behavior changes can be achieved through the conciliation 
of three main factors: Motivation, ability and trigger. Thus, our design exposes 
several common inappropriate behaviors that must be noticed and corrected by the 
players through a public display. Actions that can be taken to reduce energy 
consumption include turning lights off, unplugging standby equipment, as well as 
replacing traditional light bulbs with low-energy ones. The interaction with the public 
display is performed by hand gestures similar to the ones required to perform the 
appropriate action in real life, so players can learn and rehearsal these actions and 
may easily recall them later. Additionally, to make players aware of the consequences 
of their actions, the system provides feedback regarding the costs saved and the 
quantity of CO2 emissions avoided. To have a more impressive effect and emphasize 
how individual actions can have a significant contribution to the global achievements, 
feedback is based on what would be saved or avoided if everyone in the country 
would take a certain action. 

Hand gestures were chosen to avoid the need for any additional device, as well as 
to allow players to perform actions as similar as possible to the real ones. According 
to [9] gestures are a viable method of interaction with public digital. Their work 
contributes to the understanding of how people perceive, respond to and interact with 
interactive gesture based public displays outside the controlled environment of a 
research lab.  Their findings support both the observe-and-learn model [19] and the 
Honeypot effect [2] and we followed some of their recommendations that were 
appropriate for our case study. A public display allows for a broader dissemination of 
a message, since besides the user directly interacting with it, all members of the 
audience can receive the output from the public display.  

We also considered the four-phase framework” proposed by Vogel and 
Balakrishnan [23] which covers a range of activities from distant implicit public 
interaction to personal interaction, motivating users to get close enough to interact 
directly with the public display.  

Diverse technologies have been explored to recognize gestures for interacting with 
public displays. Vogel and Balakrishnan [24] explored the use of free-hand 
interaction by employing a sensor data glove. Shoemaker et al. [20] introduced the 
shadow reaching technique that uses a perspective projection of the user’s shadow on 
the display surface, controlled directly by the user through body positioning, to allows 
him to adjust the effective range of interaction over the a large area. However, Kinect 
sensor of the Microsoft Xbox console [11] represent a non-invasive technique for 
acquiring hand gestures which allows the creation of a natural interface that do not 
require user manipulation of additional devices. 
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Implementing a successful gesture-based interface also requires the challenging 
task of designing a set of effective gesture commands that allows users to interact in a 
natural, familiar and effortless manner. This is particularly important in the context of 
sporadic interaction with public displays when users have limited time to learn and 
explore the application [22]. As we mentioned before, our gesture set was designed to 
resemble the corresponding real world actions, so the gestures would be easier to 
understand and recall. 

3 System Description 

MAID (Motion-based Ambient Interactive Display) is a game deployed on an 
interactive public ambient display (PAD) system, which explores the use of natural 
hand gestures. It is driven to motivate behavior changes regarding domestic energy 
consumption, through a persuasive interface based on gesture recognition technology. 
The main objective of MAID is to instruct (or remind) users about simple procedures 
to save energy, showing them how easy it is to have a huge impact on the 
environment by taking simple actions in their daily lives.  

The developed prototype guides players through the different rooms of a house, 
where they have to find out what is wrong and perform the correct actions to save 
energy, using similar gestures to the ones they would use in the real world to achieve 
the same goals. The impact of those actions is explained by audio feedback and can 
also be visualized by the corresponding saved amount of money and reduction in CO2 
emissions. MAID is intended to be deployed in public areas, capturing the attention 
and persuading passing-by users to learn and adopt pro-environmental behaviors in 
their everyday lives. 

It would be expected from a Public Ambient Display System that the main 
component would be the display itself. In most common implementations of a PAD, 
in order to add interactive components to the interface, the interaction method used is 
integrated in the display itself (touch-screen), or attached to it, in the form of button 
panels or controllers. To the common user, the main component will still be the 
display, but the center piece of the MAID's architecture is a motion-detection 3D 
sensor device - “Kinect for Xbox 360” by Microsoft - that is used to obtain the 
ambient contextual data. MAID is implemented in C++, using OpenGL technology 
for graphics processing, following a highly modular and configurable development 
strategy and allowing gameplay scripting. It can also be connected to a Facebook 
application, which allows users to share their experiences and increase the exposure 
of the project. 

3.1 Architecture 

The MAID development was done on a Linux based operating system, since early on 
most of the software development involving the Kinect was only available for this 
platform. So most of the technological options for the development process were 
based on what the Linux platform had to offer. The application is built over the NITE 
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middleware, using the FreeGlut implementation of the OpenGL framework for 
graphics processing, being one of the most widely supported 3D graphic platform 
available for Linux. The textures applied in the application are loaded from png files, 
allowing transparency support. For configuration file management, the development 
was supported by the libconfig Linux library, following a modular and configurable 
development strategy in order to allow gameplay scripting. Most of the interface 
components, like all the textures used for the graphic rendering, the size and type of 
the fonts applied, the sound tracks used, the interaction parameters, the textual 
content, among many other options of the interface are configurable. The gameplay 
itself can be modified, by adding or removing rooms from the scenario, as well as by 
adding or removing interactive elements from each room.  

Another component of the MAID is a sound engine that serves as a complementary 
mean of communication, speaking out loud most of the textual information presented 
in the interface, via Festival text-to-speech engine. It also manages the playback of 
soundtracks using the FMod framework, supporting multichannel direct playback of 
multiple audio formats, like wav and mp3. Figure 1 shows MAID’s architecture. 

 

Fig. 1. MAID's architecture 

3.2 Gameplay 

To play the game, users need to approach the public display and interact with the 
system by hand gestures. Several rooms of a house can be explored. Users should 
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The first three stages are articulated in order to build momentum and anticipate the 
final stage. In this final stage a typical video game interface format is presented, 
composed of a game terrain, a head-up display (HUD) and a pointer (Figure 2). As 
explained below, it also features a direct interaction mode, which allows users to 
perform actions, like changing a lamp, by using hand gestures. 

Game Terrain 

The game terrain is a 2D representation of a home scenario. The user will start in a 
room of the house, and at any given time, he can select another room from the house 
plan in the lower right corner of the display. Each room has a set of interactive 
areas/objects, in a gameplay model similar to what could be found in a point-and-
click adventure game. These areas correspond to situations that should be corrected, 
representing desirable user behavior changes. The players should scan the scenario 
and search for these situations, controlling the pointer (see 3.3.3) through hand-
gestures. Some clues are provided by the system: pop-up balloons point out each 
situation and an assistant speaks out a description of the situation when the 
corresponding area in the game terrain is appointed by the user.  

HUD 

The HUD is composed by a configurable set of gages translating the current game 
status into a graphical representation that the player can easily assess (figure 2):  

• A classic needle gage showing the current consumption of the home in Kw/h. 
• A counter gage presenting the daily CO2 emissions that would be avoided if the 

actions were taken in every home in the country, in t/m2. 
• A counter gage showing the home annual costs saved when taking the current 

actions, in euros. 

These gages help to deliver the persuasive messages, urging the users to realize that 
together small individual behavior changes can have a significant impact in the 
environment and to change their behaviors in real life.  In the HUD there is also an 
interactive house plan that allows the user to move to a different room in the house. 
The final component is the MAID assistant that delivers information to the user when 
the context demands so, in the form of a pop-up speech balloon that is also read 
through a text-to-speech system. The MAID assistant gives instructions that help the 
users to complete tasks and hints leading the users to accomplish the objectives of the 
game. 

Pointer 

The pointer is directly controlled by the hand of the user during the exploration of the 
2D scenarios. In each scenario, there is a set of hoverable areas. When the pointer 
hovers over one of these areas, a circular progress bar pops up, representing the 
hovering elapsed time. While hovering, a tooltip pops up with information related to 
the actions that could be taken to optimize that particular situation (figure 2). The 
MAID assistant, in the HUD, also delivers a speech regarding the hovered area. If the 
hovering lasts for the full load time, the user then enters the direct interaction mode. 
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Fig. 3. Direct Interaction Mode: Turning off a Thermostat 

Direct Interaction Mode 

When entering the direct interaction mode, the interface changes: the HUD 
disappears, and the center stage is cleared to house an enlarged version of the chosen 
situation/object (Figure 3). Here the user is asked to perform a specific hand gesture, 
which triggers a reaction on the object. For example, the user could enter the direct 
interaction mode by selecting a Thermostat in the game scenario (Figure 2), he would 
then be asked to perform a circular gesture to turn off the thermostat (Figure 3). The 
correct gesture is illustrated by the ever present MAID assistant (an animation depicts 
the correct gesture) and it is intended to match the gesture that should be done to 
perform the corresponding action in the real world. Upon the completion of the 
challenge, a congratulatory message is displayed along with complementary 
information, like fun facts, related to the action performed. Finally the interface 
returns to its previous state, allowing the user to explore another situation/object. At 
this point the counter gauges are updated to reveal how much would be saved in costs 
and CO2 emissions if this action was performed in every house in the country. To 
make these changes in the counter gauges noticeable, the sound of changing gauges is 
played to match the gauge animation resembling a classic split-flap display. 

Gesture Commands 

There are four distinct gesture types that are implemented in MAID and can be used 
to create new interactive objects. The gesture recognition is based on single hand 
position detection. The length of the hand movements is configurable, but generally it 
should not go beyond an arm’s reach, so the user doesn’t have to move around to 
produce the target gestures. This is done to reduce the complexity of the gestures, to 
reduce the clutter free area needed for the detection and also to increase the reliability 
of the hand position recognition. 
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The following gesture types were implemented (figure 4): 

• Pushing or pulling hand motion, used for objects’ manipulation such as pulling a 
power adapter from a wall socket or tapping a light switch. 

• Vertical sweeping hand motion, used for objects’ manipulation, such as opening 
window shutters. 

• Horizontal sweeping hand motion, used for objects’ manipulation, such as opening 
sliding windows.  

• Circular hand motion, used for objects’ manipulation, such as unscrewing a light 
bulb and screwing in a new one or adjusting a thermostat. 

The gesture commands were designed to resemble the corresponding real world 
actions, so they could provide a more natural interface and be easier to understand and 
to recall later. 

 
(a)     (b) 

 
(c)    (d) 

Fig. 4. Gesture commands: (a) Pushing and pulling; (b) Vertical Sweeping; (c) Horizontal 
Sweeping; (d) Circular motion 

Facebook Interaction 

At any given time, while exploring the game terrain, the user can publish a picture 
with the current game status to the Facebook social network, sharing them with the 
world. The interface that guides the user through the process is based on the direct 
interaction mode, where a hoverable Facebook icon is integrated in the interface 
(figure 2), outside the frame that contains the game terrain. After hovering over the 
icon the interface moves to a mode similar to the direct interaction mode, where a 
mirror image of the Kinect RGB camera feed is presented, with a circular progress bar 
painted over. While the circle fills in the user has time to strike a pose and get ready 
for the shot. As soon as the circle is fulfilled (Figure 5), a picture is taken and the user 
is informed that the picture was published in the project DEAP’s Facebook wall. In 
order to send the information to the social network, a Facebook Application was 
created, and together with the association of the application with the DEAP project 
Facebook page, access tokens were generated to allow us to publish the pictures 
directly from the MAID to the DEAP Facebook page photo gallery. This mechanism 
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is implemented using a cURL command that sends the pictures and the corresponding 
descriptions to the photo gallery, using the generated access token for authentication. 
The picture is published in the MAID gallery of the DEAP project Facebook page, 
with a description that reflects the player’s current progress in the game, for example 
(Figure 5): 

“Action-shot taken by the MAID: At the time of this picture, the user had optimized 
the power consumption of the MAID home, in order to save up to 64Kw per month.”  

 

Fig. 5. Facebook picture capturing interface 

 

Fig. 6. MAID photo gallery picture 

In this case the user had optimized the MAID home in order to save 64Kw per 
month. After this data is published, the result isn’t presented to the user, in order to 
persuade him to visit the project’s Facebook page (figure 6), where he can “like” or 
even “tag” any picture, exploring the social network graph structure to spread the 
information and divulge the message behind the MAID.  
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4 Evaluation 

A user study was conducted to evaluate MAID usability, gameplay and effects on 
users. Twenty six users aged 15-28 (average of 17.5) participated in the evaluation 
procedures (21 male and 5 female). All of them were familiarized with new 
technologies. 

MAID was deployed on a large event for teenagers, an open day at our University 
Campus attended by 6000 high-school students. They were free to participate in the 
MAID evaluation as well as to experiment other activities in the event. 

The MAID has three basic factors to take into account for the setup process: space, 
lighting and audience. Regarding space, the Kinect needs the player to be at least 
1.8m away from the sensor and a 1.8m wide area around the player that is clutter free 
[11]. Concerning the audience, the display system used has to take into account the 
size of the potential audience, so for a large audience we use a projector, but for a 
small audience we can use a large wide-screen display. Regarding lighting, regular 
projectors need low lighting to deliver an acceptable definition and also the Kinect 
sensor should not be exposed to direct sunlight. For this evaluation study we had 
enough space and control over lighting conditions, which allowed us to use a 
projector and get a projection area large enough so that the audience does not need to 
crowd the user interacting with the MAID. The projector was overhead mounted to 
maximize the unobstructed area needed for the projection. The Kinect was mounted 
below the projection screen, and the users were positioned at a minimum distance of 2 
meters from the sensor, with about 1.8m radius with no obstruction, allowing freedom 
of movements. Due to space constraints (other activities were occurring in the same 
room), audience was kept on the right side of the MAID deploying area.  

The test sessions were conducted by two researchers, who played the roles of 
facilitator and observer. The first one had a more active role, giving an initial briefing 
and instructions to the participants and providing assistance for any problems that 
users might face. The second researcher focused on observing the way the tests 
unfolded, and how users reacted and interacted with the system. 

Before starting to use the application, users were informed about the objectives of 
the test. After a short description of the application and an explanation of the goals to 
be achieved, users were encouraged to explore MAID. They could do it for as long as 
they liked, as in a real setting. During the tests the observer took notes of the users’ 
behavior and verbalizations, providing a record of any issues explicitly mentioned by 
users. 

At the end of each test, participants were asked to answer a questionnaire to assert 
their reactions, gather some personal information and collect their feedback and 
comments. 

4.1 Questionnaire 

The questionnaire captured users’ personal data, experimental feedback and 
comments. The first part covered basic personal information like the participant's age, 
gender, familiarity with new technologies and frequency of use of Microsoft Kinect.  
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The second group of questions was related with general feedback and usability 
issues, as well as with the appropriateness of the gestures (figure 8 e 9). Users were 
asked to rate statements, using a five-point Likert-type scale, which ranged from 
strong disagreement (1) to strong agreement (5).  

The third part of the questionnaire included questions about the users’ energy 
consumption attitudes and how the experience motivated them to change their behavior. 
The fouth part of the questionnaire was based on the Microsoft "Product Reaction Cards", 
in order to capture the user’s feelings towards the MAID. Users were asked to choose the 
words that best described their experience while using the application from a list of 20 
words, a set that included about 60% of words considered positive and 40% considered 
negative. The participants could choose any number of words that they deemed adequate 
to describe their reaction. Finally, the questionnaire also included an open question, in 
order to gather comments and recommendations regarding future developments of 
additional features and to obtain a more general evaluation of the system. 

4.2 Results and Discussion 

Many participants had never used the MS Kinect before (54%), as shown in figure 7, 
and MAID had took on the rule of introducing them to gesture based interfaces. 

 

Fig. 7. Kinect usage 

Regarding the second group of questions, the results are very positive, as it can be 
observed in figure 8 and 9. The majority of participants liked to use MAID and found 
it easy to learn and to use. They considered the feedback and the information provided 
by the application useful and they were willing to use MAID in public spaces. 
Observations revealed that users had fun while using MAID and their friends, in the 
audience, were commenting and giving suggestions.   

 

Fig. 8. Summary of results from general feedback and usability 
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Results regarding the gesture commands were also very positive (figure 9). 
Participants considered the gestures natural and appropriate to mimic the real action, 
as well as easy to perform. Horizontal sweep was the gesture that marginally achieved 
the most positive results. 

 

 

Fig. 9. Summary of results regarding gestures commands 

The questionnaire also included questions about the users’ energy consumption 
attitudes and how the experience motivated them to change their behavior. All 
participants except two, considered that MAID provided them with new useful 
information and knowledge regarding domestic energy consumption and that their 
experience using MAID made them aware of the consequences of their appliance 
usage patterns. Half of the participants were already following some of the MAID 
suggestions in their everyday lives before the user tests. But most importantly, 50% of 
the participants reported that they were motivated by MAID to implement the given 
suggestions, and 46% answered “maybe”. So, MAID seems to have a persuasive 
effect and may potentially influence people to change. 
 

 

Fig. 10. User experience feedback 
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From the analysis of question based on the Microsoft “Product Reaction Cards” we 
concluded that all participants held positive feelings when classifying their experience 
using the MAID (figure 10), 85% of the users selected the word “Fun”, which is an 
important quality of an application of this kind to be deployed in public spaces. Other 
positive top selected words were: Easy (58%), Attractive (46%) and Useful (46%). 
All positive words included in the set were selected by the users, and given the word 
choice, the users valued the overall look and usability aspects of the application. Even 
though most of the feedback was positive, some negative words were also selected by 
only one or two participants: Complex (8%), Tiring (4%) and Irritating (4%).  

A few users reported that the hand gesture interface became tiring after a few 
minutes of interaction. Applications like MAID should not be used for a long time 
and users must be able to accomplish the game objectives in a few minutes. 

The Facebook interface was also well received by the users, but only two 
participants took individual pictures. Most participants took group pictures with their 
friends. Fourteen photos were published, but most participants seem to forget to later 
visit the project Facebook page to check their pictures. A different mechanism must 
be explored to connect MAID with Facebook, preferentially without requiring users 
to login to their Facebook account when using MAID. 

5 Conclusion and Future Work 

This paper presents MAID, an interactive public ambient display system, driven to 
motivate behavior changes regarding domestic energy consumption, through a 
persuasive game interface based on gesture recognition technology.  

The system was evaluated during a large event for teenagers, an open day at our 
University Campus attended by 6000 high-school students. Results were very 
positive. Most participants in the user tests liked to use MAID, found it fun and easy 
to use and considered that MAID provided them with new useful information 
regarding domestic energy consumption and that they were motivated to implement 
the suggestions provided by MAID in their everyday lives. Therefore, MAID seems 
to have the potential to influence people to change. However, we are aware that 
further tests need to be conducted in order to measure the persuasive effect of the 
game in the long term.  

According to the evaluation results, the designed gesture commands seem to be 
appropriate for the purpose and easy to perform. 

The Facebook interaction component of MAID would also benefit from some 
improvements, like giving the user the possibility to confirm or retake a shot, before it 
is sent to Facebook, or even cancel the whole process without taking any shot. This 
would increase the usability of this functionality. It also needs a mechanism that 
would allow the user to link the photograph taken directly to his account. This could 
be done with a QR code, were the MAID after taking the shot and sending it to 
Facebook, would generate a unique QR CODE that would link to the picture, so that 
the user could use a handheld device, such as his mobile phone to open the link and 
see the picture through his Facebook account. 
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Abstract. This paper presents a form of interaction with virtual char-
acters. A virtual character can play the role of a user’s sidekick. Sidekicks
interact with real and fictional characters helping them to overcome chal-
lenges. UBI, the Guardian Dragon, is a virtual sidekick that can help a
user explore a space. UBI is part of vuSpot. With vuSpot we aim to
design and develop an infrastructure, adaptable to a space that uses ex-
isting video cameras networks to provide means for augmenting spaces
and supporting interactive experiences. vuSpot has several components,
being the interaction with virtual characters one of the most important.
With this component we intend to explore new forms of interaction us-
ing Augmented Reality and mobile devices. The interaction consists of
performing physical actions that are captured on video and are recog-
nized. The reaction of the characters to those actions is superimposed on
the video stream that the user will visualize on the mobile device. This
action-reaction environment allows a more interesting space exploration
and provides means for gaming.

Keywords: Mobile Applications, Augmented Reality, Interaction,
Virtual Characters.

1 Introduction

Many real and fictional characters have sidekicks. Doctor Watson is Sherlock
Holmes’s sidekick since late 1800 but there is also Don Quixote’s Sancho Panza,
Batman and Robin and Conan O’Brien and Andy Richter among many. Who
hasn’t dreamt of having a sidekick like these? Sidekicks help the characters de-
velop the plot of a fictional story and contribute to making it more interesting.
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People are more technologically aware than ever. As such we can take ad-
vantage of users enjoying to explore new technologies to develop new forms of
visiting places. When exploring a space, technology can aid in the quest for find-
ing more information or in making the exploration more fun. Nowadays, new
forms of user interaction are emerging that can lead to alternative ways of ex-
ploring spaces.

vuSpot provides a virtual sidekick to help the user explore a space. Space
exploration can be done by following a certain route or by playing games. The
use of wireless networks make it possible for the information captured by a video
camera network to be transmitted to mobile devices. This information can be
augmented with information related to the space and users, providing means for
the user to explore the space and obtain more information about it, which can
be filtered by areas of interest.

The virtual sidekick UBI is superimposed on the video stream of the area
where the user is located and this stream is sent to the user’s mobile device
so she can see UBI and where he is virtually at the space. The user interacts
with UBI by performing actions around his surroundings. Augmented Reality
provides additional information and means to create a virtual environment that
meets the user’s interests and encourages exploring a space and interacting with
it. Users can interact with virtual characters, other users and with virtual and
real objects of the space, creating a collaborative environment.

The remainder of this paper is structured as follows. We review related work
in Section 2. In Section 3 we discuss the desired characteristics of the sidekick
character. In section 4 we describe how interaction with the sidekick can take
place. The architecture of the system is explained in Section 5 and a scenario of
use is outlined in Section 6. We conduct a user test, based on the ”Wizard of
Oz” approach, to evaluate interaction with the sidekick in Section 7. Finally, we
draw our conclusions and describe future work in Section 8.

2 Related Work

Video streams can be enriched with information relevant to the user or the
context, which is chosen according to location, profile and activities. In [2] is
presented a survey of technologies used in Augmented Reality and its applica-
tions. A video-conferencing system is proposed in [11]. The virtual viewpoint
system for the video-conferencing is also used to generate live 3D avatars for
collaborative work in virtual environments, for example, a guide in a virtual art
gallery.

The virtual characters have to be carefully designed. In the same way as
avatars need the user to be able to identify with them [17], the design of a vir-
tual character can obey the same guidelines.

The use of video equipment is becoming increasingly more accessible, often at
the expense of purchasing low-resolution video capture equipment which poses
difficulties for the recognition of objects and the space. A major challenge faced
in this type of systems is the recognition of the space. The use of Microsoft Kinect
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cameras [8] facilitates the space recognition but the video camera networks we
find present at the spaces are traditionally part of the surveillance system and do
not use Kinect. In some cases additional cameras have to be installed in specific
locations to make sure details are captured and some of these cameras can be
Kinect cameras.

The UMass Smart Space [10] combined virtual reality with real video informa-
tion that is handled locally by the smart-camera, which then communicates the
necessary information to the system of virtual reality to mirror the real world.
Speed is gained as the bandwidth used is much smaller and the transition be-
tween cameras is facilitated.

For virtual and augmented environments, it is essential that the equipment
is the least intrusive possible and wireless [12]. In the pioneer project NaviCam
[13] the use of PDA with a small built-in camera allows the user to receive more
information about the environment, through the recognition of colorful markers
placed in the environment. The use of markers for the recognition of the location
of the user and points of interest is common [15], but there are situations where
it is not desirable to alter the environment and the detection and location is
made by using the natural elements present in the space [9].

The use of mobile devices for viewing and manipulating video requires an
increased computational capability that most mobile devices do not have. A so-
lution to this problem is to search, in the vicinity of the device, for other suitable
machines and use them, opportunistically, to perform the computation instead
of the mobile device [3,18].

The POLYMNIA project [1,4] goal is to develop a platform for entertainment
in leisure parks. Users visiting the park, register themselves and provide a face and
full body photograph. With the use of cameras scattered throughout the park vis-
itors are tracked using cloth and facial recognition techniques. At the end of the
visit it is possible to produce a video of the visit by combining the video footage
where the visitor was recognized. This techniques can be used to locate a user in a
space without the use of a GPS.

The use of the information acquired is a controversial issue even when used
by law enforcement agencies and other entities for crime control and it is often
alleged to breach the privacy of citizens [7]. This is an issue that may limit the
use of the information and has to be carefully thought.

In [5], a study on how to design avatars was conducted, the values for 2D and
3D characters on the ”Time to perform a task” and the ”Average number of
correct answers” have no significative differences. In [14] it is stated that a 3D
model is not much more appealing than a 2D model but 2D models should only
be used when there is little interaction of the avatar with the environment.

3 The Sidekick Character

A sidekick is a character that is attractive, charismatic and reliable. The user
needs to feel comfortable with the sidekick and it should induce a feeling of trust.
We created UBI, the Guardian Dragon (Figure 1).
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Fig. 1. UBI, the Guardian Dragon

The dragon was chosen because of the image of strength and wisdom it pos-
sesses. In the interviews conducted, 69% all of the interviewees responded pos-
itively to the use of a dragon (see Figure 13). The interviewees that responded
negatively preferred an animal image and none preferred a humanoid character.
In the interviews, the qualities most frequently chosen for the sidekick were:
happy, nice, colorful and discrete. In fiction writing [6] there are several types
of dragons. A Guardian Dragon is considered a playful and curious dragon that
likes to observe humans and enjoys their company. They are faithful protectors
and have powers that grow as they interact with humans. They are invisible and
quiet, except for some moments in which they can be very exuberant making
noises and becoming visible to some people. They have a good sense of humor
and love pranks. Because of these characteristics the guardian dragon was chosen
for the sidekick character.

Dragon characters tend to show some aggressiveness, which is not a good
characteristic when we want the user to interact with the character. We chose
to make it look childish since it is supposed to inspire happiness and not fear
and yet maintain the dragon personality. Dragons come in all kind of colors. The
color green was chosen because it is a color associated with calmness and nature
(and hope).

The sidekick is not a user avatar so it does not have to follow avatars’ de-
sign guidelines although some of them can be used as hints to what facilitates
interaction [5,14]. As a first approach for the animation we chose a 2D graphics
of the dragon. It simplifies the computation and is able to provide the user the
necessary information for the tasks. In the future, experiments with 3D dragons
will be performed.

4 Interaction

When visiting a space some objects or locations might turn the attention of the
visitor, that wishes to find more information about them. A fast way to provide
this information is using the visitor personal mobile devices to ask for informa-
tion and visualize it. Mobile devices can be used to guide a visit, just provide
extra information or be a tool to interact with the space and other visitors.



372 R. Santos and N. Correia

Augmented Reality can be used to give additional high detailed information
about the environment. With the creation of virtual objects and virtual charac-
ters, the space can be augmented to contain information that might be available
in other spaces and that complements it (for example, in other exhibitions). This
information has to be superimposed on video so the video cameras network used
for surveillance along with other cameras strategically placed can be used to cap-
ture the user action and superimpose the reactions. This enlarged video stream
is sent to the user mobile device providing the additional information the user is
searching. The information given can be adapted to the user age and interests,
which must be supplied to the system. The visitor can see her sidekick by visu-
alizing the augmented video stream (see Figure 2 (a)) displayed by the mobile
device. These characters might introduce historical or science fiction elements
and exist to add extra context to the visit. By performing actions in the sur-
roundings of the sidekick or with the use of the mobile device input capabilities,
a visitor can interact with it. The system recognizes those actions, by processing
the video stream, and produces a reaction of the sidekick that is superimposed
on the video stream and can be visualized on the mobile device (see Figure 2
(b)). A guided tour can be taken by following the instructions of the sidekick
and receiving from it additional information about the space and points of in-
terest. Taking such a guided tour has advantages like avoiding crowded points
of interest.

Fig. 2. Interaction
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Other information can be superimposed onto the video stream. Additional
virtual characters can be found along the tour to give emphasis to the context, for
example, how people dressed or how an handcraft was done. A more interactive
way of visiting the space is playing a game. The sidekick plays an important role
while playing a game. Beside the virtual information available for all visitors, the
user can get more information through the sidekick that can give hints that help
the visitor to discover hidden details of the space and guide the visitor through
the space in the quest for answers to enigmas.

5 vuSpot Architecture

The system is structured as a client-server architecture (see Figure 3). The client
is responsible for receiving from the server the augmented video stream and dis-
playing it. It is also responsible for sending to the server the user input and any
information from sensors present in the device. Besides communicating with the
clients, the server is responsible for the communication with the video cameras
surveillance system and the database, that stores all the information needed for
the system and contains several modules.

The Information Manager is responsible for gathering, and storing in the
database, all information to visualize and information about user requests. The
Communications Manager exchanges with the clients all information needed by
the system. When a user selects a location to explore, the Positioning Manager
finds the cameras with views relevant for the coordinates given and the Video
Capture Manager returns references to the video streams of those cameras. The
Video Stream Composer composes a video (using the relevant video stream of
the location) with additional and relevant information about the space and other
users. This information is received from the Detection Module, Overlay Module
and Application Logic Manager.

The Detection Module is used to detect other people in the location and their
actions, objects of the space and virtual objects and characters. When in the
outdoors the information from the user mobile device’s GPS can be used along
with blob detection and tracking. When no GPS information is available track-
ing of the user is made by inferring the user position from the video steams using
face recognition algorithms and detection and tracking of blobs. This approach
is prone to errors. These errors can be overcome with the use of Microsoft Kinect
[8] cameras in order to get a notion of depth. The Detection Module also detects
user movements. This is necessary for the superimposing of reactions to those
movements. The detection of the movements is achieved by calculating optical
flow averages at specific locations (for example, in the area where the surround-
ings of the sidekick intersect the user blob)1.

The Overlay Module overlays on the video the information relevant for the
user visit, like information about sidekicks, points of interest in the space, vir-
tual characters and virtual objects. The Application Logic Manager generates

1 Using openFrameworks with OpenCV and the addon ofxCvOpticalFlowLK from
Flightphase.



374 R. Santos and N. Correia

Fig. 3. vuSpot architecture

information about the context, user actions and interaction results. The result-
ing video is sent to the Communications Manager to be delivered to the client.
The client receives the video stream so that the user can visualize her sidekick
and other virtual elements present near her location. Interaction can be done
by using the input capabilities of the mobile device or by performing actions
near the sidekick. This will trigger a reaction to be superimposed on the video
stream.

Delivering video streams to mobile devices depends on the speed of the wire-
less networks and computational power of the mobile device. The video stream
adapts to the mobile device capabilities dropping frames if needed. This strategy
will lower the performance of the application but will make it possible to use
with slower wi-fi networks and mobile devices.

6 Scenario of Use

It is possible to interact with a virtual character, called UBI (Figure 1). UBI is the
Guardian Dragon of one of the authors (Rossana). When Rossana is recognized
in the video stream, UBI is superimposed (see first image of Figure 4) and very
basic forms of interaction are being recognized making UBI react. In the future
more complex actions will be possible and UBI can act as a helper, tour guide,
mystery solver. To use the system, a visitor, has to be identified through a
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Fig. 4. User recognition and superimposing the sidekick. Example of interaction:
poking.

pre-registered username. The information about the user interests has to be also
provided. When looking at the display of the mobile device, a video stream of
the location where the user is will be visualized. This video stream is captured by
the video camera network present at the space and augmented with information
relevant to the user. In this video stream the user will also visualize her sidekick
(see second image of Figure 4).

Interaction can be done by performing movements within the location where
the (invisible) sidekick is in the space. Using algorithms to recognize user actions
(for example, tapping or waving hello in the surroundings of the sidekick) in the
video stream [16], a reaction to those actions can take place (see Figure 5). If
the user looks at the display of the mobile device and sees UBI to her left,
she can wave at UBI, and he will say ”Hello!” and flap his wings. If the user
starts moving, UBI can suggest the best route to avoid crowded places. When
a user stops near a point of interest, UBI gives more information about it. UBI
doesn’t like to be poked (or bumped into) (see third image of Figure 4). When
this happens he gets anfry and breaths fire. The UBI’s reactions can be seen

Fig. 5. Examples of interaction with the virtual character UBI, the Guardian Dragon
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in the mobile device display also superimposed onto the video stream. Other
virtual elements can exist and enhance the visiting experience providing extra
information to the visitor. They can give information about themselves or about
the space.

7 Evaluation

The goal of this user test is to evaluate how users interact with the virtual char-
acter in the proposed video based environment. Participants were asked to visit
the simulation of an art gallery and play a word guessing/quiz game. Afterwards
they were asked to answer a paper questionnaire regarding the experience of
interacting with a virtual character ”UBI, The Guardian Dragon” present in the
game.

The word to guess was ”lollipop”. Each POI had an enigma related to that
POI for the participant to solve (see Figure 7). If the participant answered the
enigma correctly (using the touch functionality of the mobile device to choose
her answer from a multiple answer list) she would earn a letter. The goal of the
game was to guess or earn all the letters of the word. UBI’s role in the game is
to show the enigmas, tell the participant if she got the answer right, give hints
if she requests it and guide her through the exhibition.

7.1 Participants

The test was conducted with thirteen participants. The participants were three
females and ten males with ages ranging from 24 to 42 years old, being the aver-
age age 32,2 years. All the participants are used to use mobile phones and eight
own smart phones.

7.2 Test Description

The setup of the test simulates a gallery showing an exhibition about famous
people. In this gallery there are five Points Of Interest (POIs) scattered through-
out the space for the participant to visit: Joan Miró, Don Quixote, Pythagoras,
Steve Jobs and Lúıs Vaz de Camões. Each POI is physically represented by
images and text on a wall or object (see Figure 6). The test was conducted fol-
lowing a ”Wizard of Oz” approach. Some architecture modules were not used
to ensure a stable behavior of the dragon. This means that the actions of the
participant are not automatically recognized from the video stream and that
the superimposed reaction of the dragon is not done by the system. Instead the
reactions of the dragon are triggered by one of the authors while observing the
participant. With this test we intended to evaluate if the gestures the partici-
pant has to make (see Figure 5) are adequate and comfortable and if interacting
with an ”invisible” character present at the space would be a good experience.
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Fig. 6. Test setup

The participants were also questioned about the characteristics of the virtual
character.

We created an iPhone application called ”UBI, the Guardian Dragon”. This
mobile application allows the user to play a puzzle game called ”Guess the
Word”. In the game, the participant has to guess the eight-letter word ”lollipop”.
Each of the four distinct letters is a reward or is guessed by solving enigmas that
are provided while visiting the space. In this game there is a virtual character
called UBI, which is a guardian dragon. UBI is visualized using the display of the
iPhone. When the participant approaches a POI, UBI shows an enigma, which
consists of text written on the display of the iPhone (see Figure 7). POIs can
be visited in any order. All POIs except Lúıs Vaz de Camões POI have a puzzle
each, one for each distinct letter of the word. The Lúıs Vaz de Camões POI is the
location of the end of the game, so it doesn’t have an enigma. When you solve a
puzzle, UBI shows a letter. If you do not know the answer and you need a hint
you can ask the dragon (see Table 1) by waving at the location he appears to be
at the space. The participant has to estimate that location by visualizing UBI
in the video stream, being shown in the mobile device, and imagine the virtual
character at that location in order to be able to wave correctly. Multiple choice
values for the answer are shown at the display of the mobile device and one has
to be selected using the touch screen. When the participant discovers the four
letters she heads to the final location (POI Lúıs Vaz de Camões) to get a prize.
UBI helps the participant to go to the end (see Table 1) by wagging his tail if
she is going on the right direction or breathing fire if not. When UBI wants the

Fig. 7. Visualization of an enigma and reaction to the correct answer
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Table 1. Participant’s actions and correspondent UBI’s reactions

attention of the participant he flaps a wing. If at any point the participant does
something that UBI doesn’t like he breaths fire and if the user does something
he likes (like pet him) he wags his tail.

The equipment used in the test was an iPhone, a 13” MacBook Pro, a Mi-
crosoft Kinect camera and a firewire video camera. An ad-hoc wireless network
was created for the iPhone and MacBook to communicate with each other.

7.3 Results

In this section we will discuss the results of the user test.
Hints were obtained from UBI by waving at him. Since waving is a common

human gesture we wanted to assess if waving would be an adequate gesture for
obtaining information from the virtual character. Only 8% of the participants
considered that waving for hints was difficult (see Figure 8). 69% considered it
easy or very easy and 23% had an average difficulty. We considered that waving
can be used for interaction although participants aren’t comfortable being seen
waving at an invisible being. Not all participants (31%) tried to make UBI angry
(see Figure 9). The ones that tried did it by poking or slapping him. We noticed
that one of the first reactions of some participants was to try to make him an-
gry. We concluded that a reaction to violence has to be always implemented to
indicate to the participants that they are not being nice to the sidekick. 23%
considered easy to make UBI angry, 31% had an average difficulty and 15% con-
sidered it difficult. 61% of the participants had fun interacting with UBI (see
Figure 10). 31% considered it average. Some of these participants did not use
all means of interaction with UBI available (see Figure 9) and considered that it

Fig. 8. Question: Is it easy to obtain a hint from UBI?
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Fig. 9. Question: Is is easy to make UBI angry?

Fig. 10. Question: Is is fun to interact with UBI?

Fig. 11. Question: Is it fun UBI interacting with the user?

would have been funnier if they did. UBI also interacts with the participant. He
accomplishes this by breathing fire if the participant is doing something wrong
or wagging his tail if the participant is performing a task correctly. 31% of the
participants considered it funny, 38% moderately funny and 31% average (see
Figure 11). With these results we concluded that interaction with the partici-
pant is very important and a big part of the attractiveness of interacting with
a virtual character comes from the expectation of it interacting unexpectedly
at some point in time. The results show that the large majority of the partic-
ipants prefer to play the game while interacting with a virtual character (see
Figure 12).

Another question asked was ”Would you recommend an application with in-
teraction with virtual characters to your friends?”. 77% of the participants would
recommend it and 23% might recommend. Interaction with virtual characters
can be an added value to a game played in a space and participants had a posi-
tive reaction towards the concept. We wanted to know if the participants would
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Fig. 12. Question: Is the interaction with UBI an added value to the game?

Fig. 13. Question: The virtual Character of the game is a dragon, an imaginary crea-
ture. Would you prefer another kind of image?

Fig. 14. Question: Is the communication of the enigmas and hints (using text) adequate
to the context of the game?

prefer that the character were a different image than a dragon. 69% of the par-
ticipants consider that a dragon image works well for the purpose (see Figure
13). 15% might prefer a different image and 16% prefer another image. These
last participants prefer the image to be of an animal. The communication of the
enigmas and hints was done using text that could be read from the display of the
mobile device (see Figure 7). Other possibilities like audio could be used. The
great majority of the participants consider it adequate or somewhat adequate
(see Figure 14). The comments they gave were that if audio was used it would
be difficult to memorize the enigmas and hints but it would be helpful to hear
them. Another disadvantage would be that the hints could not be images. A mix
of both forms of communication appears to be the best solution. Participants
were asked if they were willing to carry more devices with different sensors if
it would give more functionalities to the application. In this question, opinions
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Fig. 15. Question: Are you willing to carry more devices with different sensors if it
would give more functionalities to the application?

divide, 31% of the participants are not willing to carry more devices and 23%
would (see Figure 15). 28% answered maybe. The most common reason for the
rejection or doubt was the size and weigh. If the extra devices could be small
and light more users would be willing to use them.

92% of the users considered that the vibration functionality would be a major
added value to the interaction and 8% are in doubt. When visiting a space the
attention should be focused on the space and points of interest of the space and
not on the mobile device. Without a way of getting the attention of the user
to the virtual character, participants tend to keep on looking at the display to
check if the character is interacting. This action is distracting and has to be
avoided.

8 Conclusions and Future Work

The work proposed aims at exploring and developing alternative solutions for
interacting with virtual characters.

The computational capacity of the network of computers linked to a video
camera network system is used to support the computations needed for the in-
formation augmentation that cannot be done by mobile devices.

Augmented information allows the creation of virtual characters providing
additional information and means to create a virtual environment that meets
the user interests and encourages exploring the space.

Studying how visitors are able to interact with the space, virtual elements
and with each other, is one of the main goals of vuSpot. This information will
be used to design better interfaces and new forms of interaction.

To make a visit of a space more interactive, games can be played and virtual
characters and objects can give hints to guide the visitor to another location in
the space and point out interesting details of the space that could not be noticed
easily. If playing a game or taking a guided tour, the information given can also
depend on the stage the visitor is in.

We evaluated how users perceive interacting with virtual characters. The re-
sults showed that the participants are fond of interacting with virtual characters.
The words: innovative, fun, easy to use, pleasant and simple were used to de-
scribe the experience of using the application to play a game and interact with
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a virtual character. They also thought that a dragon is an adequate image for a
virtual character such as a sidekick.

Although the 2D dragon character meets our requisites, we consider that a
3D model is more appealing. A 3D dragon is under design. We also need to work
on the Microsoft Kinect video streams to minimize errors on determining the
user location.

There are some issues concerning the frame rate of video streaming to the
mobile device. We used the TCP protocol to stream the video frames. In a near
future a faster video streamer will be needed.

The applications for this system include gaming, virtual tours, entertainment
and education.
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Abstract. Recently there have been many works of research and prod-
ucts which make use of electronic and information technology to equip
a piece of paper with interactive functions. Examples include picture
books which output animal noises, and the use of electric circuits drawn
on paper, in conductive ink, to facilitate the output of light and sound.
However, these technologies do not have a function that enables cus-
tomization of the output that is linked to an input interface. The in-
strument’s sound is composed of various kinds of tone and pitch and the
effect of a single note is different from that of chords and melody. When
users are designing a painted musical instrument they find out problems
with the instrument and then discuss and test the design using the cus-
tomize function, which selects and outputs the sound of the instrument.
Therefore, the goal of our study is to construct a prototyping support
system for painted musical instruments. By drawing shapes on the paper
with conductive ink users create input interfaces to which they can then
assign different sounds flexibly and intuitively.

1 Introduction

Recently there have been many works of research and products which make use
of electronic and information technology to equip a piece of paper with interac-
tive functions. Examples include picture books which output animal noises, and
the use of electric circuits drawn on paper[1,2], in conductive ink, to facilitate
the output of light and sound. Integrating interactive functions and the physical
environment, such as a piece of paper, some fabric or a wall, enhances our ca-
pacity for self-expression. It enables us to comment on our experience of life, our
situation and even our dreams. However, these technologies do not provide the
option to customize the output which is linked to an input interface, referred to
as a switch in this paper.

A. Nijholt, T. Romão, and D. Reidsma (Eds.): ACE 2012, LNCS 7624, pp. 384–397, 2012.
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Fig. 1. A snapshot of the proposed system

Users design a musical instrument by drawing their own design on a piece of
paper which is wired to a device that will produce the sound of the instrument.
The user can refine the sound of the instrument through a process of trial and
error. The instrument’s sound is composed of various kinds of tone and pitch
and the effect of a single note is different from that of chords and melody. When
users are designing a painted musical instrument they locate problems with the
instrument and then discuss and test the design using the customize function,
which allows them to alter configurations of the instrument such as pitch and
tone.

There are some general-purpose devices used in physical computing which
have a sensor board that connects sensors, switches and sliders. These devices
are good tools for enabling customization of painted musical instruments. How-
ever, users are required to design an electric circuit, program the action of the
microcomputer and prepare switches of various different shapes. Conventional
general-purpose devices have difficulty meeting these requirements and respond-
ing flexibly to change.

Therefore, the goal of our study is to construct a prototyping support system
for painted musical instruments.

Users can create various kinds of musical instrument with the proposed sys-
tem, as shown in Figure 1. When the user touches the piano and leaf that are
drawn on the paper, the sound is output. Tone and pitch can be altered by touch-
ing different fruits. By drawing shapes on the paper with conductive ink, users
create input interfaces to which they can then assign different sounds flexibly
and intuitively.
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The remainder of this paper is organized as follows: section 2 describes the
design of the prototyping system, section 3 explains its implementation, section
4 explains our evaluation and discusses the results, section 5 describes actual use,
section 6 explains related work, and finally section 7 describes our conclusions
and outlines our future work.

2 Design

The proposed system outputs the sound of the instrument when a user touches
the design drawn on a piece of paper. Additionally, it has a customize function,
which enables users to alter the instrument’s sound, so that they can create the
kind of instrument they desire. The proposed system is intended for use by one
or several people who design and discuss a musical instrument as part of home-
work or as a personal work of art. The process involves drawing the shape of
the instrument and then adding switches of various shapes. Users are assumed
to have knowledge of tone, pitch, and the usage of conventional musical instru-
ments such the piano and guitar. There are four requirements for constructing
a prototyping system which are listed below:

(i) Diversity: To make switches of varying shapes and sizes
There are not only rectilinear switches but also artistic curvilinear switches on a
painted musical instrument. Users draw various kinds of switches in the beginning
stage of creating a painted musical instrument. Therefore, the systemmust enable
the switches to function as input interfaces on the painted musical instrument.
Additionally, the system must be able to work with various kinds of switch.

(ii) Adaptability: To add, remove, or adjust switches and alter the
sound assigned to the switches quickly and intuitively
As many creative ideas arise in the prototyping stage, the shape of the switches
and the mapping between a switch and its sound will be altered several times.
Additionally, to allow creative freedom, it is important that users are able to edit
the switches quickly and intuitively. In this way, users can create higher quality
and more refined painted musical instruments through a continuing process of
trial and error.

(iii) Seamless change: To alternate between the allocation of switches
and drawing of the musical instrument seamlessly
As the design of the switches is important to the appearance of the painted
musical instrument, it is most practical to design the switches and the main
body of the instrument simultaneously. Therefore, it is vital that users are able
to switch easily between allocating switches and drawing the musical instrument.

(iv) Situation independence: Being able to use the system in any
situation
Ideas arise in various situations, not only when users are working on the design
of a painted musical instrument at home or in the office, but also when doing
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everyday activities such as commuting, cooking or cleaning. In order that users
can test out ideas as they arise, the system must be able to be used anytime and
anywhere, regardless of situation.

2.1 Consideration of the Input Interface

Conventional input interfaces such as buttons and sensors have difficulty re-
sponding to design alterations flexibly. Therefore, to satisfy the need for diversity
(i), our system utilizes conductive ink to make input interfaces. Parts painted
with conductive ink act as the antenna of a capacitive sensor, and they are ac-
tivated like digital buttons. Pencil, black paint, LessEMF CuPro-Cote[3] and
Y-SHIELD HSF54[4] can all be used like conductive ink.

Pencil is a highly flexible medium. An object drawn lightly with a pencil has
high resistance, and it does not work as an antenna, but an object drawn thickly
with a pencil has low resistance, and it works as an antenna. Additionally, when
using pencil, users are able to change the design of switches flexibly, as it is
easy to alter or remove them with an eraser. These features satisfy the require-
ments relating to adaptability and seamless change which were mentioned earlier.
CuPro-Cote and HSF54 have superior conductivity. Users are able to paint over
switches that have been painted with CuPro-Cote or HSF54 in advance, with
all-purpose paint, which is useful when it comes to finalizing the design of a
painted musical instrument.

2.2 The Creation Process of a Painted Musical Instrument

The creation process of a painted musical instrument is as follows:

1. Drawing the desired design
2. Painting the switches of the musical instrument with conductive ink
3. Using connecting pins, which the proposed device provides, to create a bridge

between the drawn switches and an electric circuit, which is part of the device
and which calculates capacitance as shown in Figure 1.

4. Mapping the sound of the instrument to the pins
5. Touching a switch to output sound

The proposed system is very simple to use. The system is able to output sound
from a switch of any shape or size and because users create switches simply
by drawing shapes onto paper no knowledge of electronics is needed. Further-
more the only materials required, besides the proposed device, are paper and
conductive ink.

However, users cannot control the volume of sound from a painted musical
instrument dynamically because of limitation of a capacitance sensor. Painted
musical instruments cannot give tactile feedback to users in the same way that
pressing a piano key or twanging a string can.
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Table 1. List of the function pins

Name Explanation

Plus Pin Incrementation of the pitch
by a value of one

Minus Pin Decrementation of the pitch
by a value of one

Pitch Pin To set pitch
Octave Pin To set octave
Tone Pin To set tone
Volume Pin To set volume
Group Pin To create a group
Keyboard Pin To create a keyboard
String Pin To create a stringed instrument
Percussion Pin To create a percussion instrument
Copy&Paste Pin To copy and paste the assigned

sound of a pin to a different pin
Recording Pin To record the sound of

several pins and assign it to one pin

2.3 Mapping Method

The proposed system has a wide range of instrumental sounds, which is com-
posed of a lot of tones and pitches, allowing users to create various painted
musical instruments. Mapping between the instrument’s sound and the switches
must be completed with only the proposed device to satisfy the requirements
for situation independence (iv). However, the number of pins which is equipped
with the proposed device is limited and the sole output interface is a speaker to
output audio. Therefore, to satisfy the adaptability requirements (ii) despite the
limitations of the system, we propose flexible and intuitive methods of mapping
between the switches and sounds of the instrument.

The proposed device has two types of pin: an instrument pin connected to a
switch for outputting sound, and a function pin for the mapping of an instrument
pin as shown in Table 1). A user can draw switches for not only an instrument pin
but also a function pin as shown in Figure 1. Additionally, the proposed system
has a unique sound effect for each function pin to enable the user to recognize
the activation of the function. The default setting of all the instrument pins is
that the instrument setting is piano and the pitch is Middle C, which has a MIDI
note value of 60.

Adjustment Method

To alter the pitch of a switch, a user connects the Pitch Pin to the switch. When
the user taps the Plus/Minus Pin while holding the Pitch Pin, the pitch increases
or decreases by a value of one as shown in Figure 2(a). Furthermore, the pitch of
multiple switches is altered at the same time by connecting the Pitch Pin to the
switches as shown in Figure 2(b). The user can alter the octave, tone or volume of
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a switch in the same way as that of pitch setting with the Octave/Tone/Volume
Pin. In regard to setting of multiple switches, there are two possible methods,
one which constructs a physical connection and one which constructs a virtual
connection. When the user taps switches while pressing the Group Pin, the
switches become a group. The operation of a switch which belongs to a group is
applied to all the switches which belong to the group as shown in Figure 2(c).

This method is simple, but it may take a lot of time to assign a desired sound
to a switch.

Musical Instrument Usage Method

The Musical Instrument Usage Method mimics the playing of traditional musical
instruments such as the piano, guitar and drum. This allows users to create
painted musical instruments that resemble traditional instruments. The method
for creating a traditional-style musical instrument using the proposed system is
as follows:
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[Keyboard-based Instruments] A keyboard-based instrument consists of a row
of black and white keys, and the pitch of the keyboard increases from left to
right. The mapping process of a keyboard-based instrument is as follows:

1. The user must hold down the Keyboard Pin during mapping.
2. The user must tap the keys in order from the lowest to the highest pitch.
3. A white key is one tap, and a black key is two taps.

The system determines the pitch assignment for each pin/key pair automatically
from the order of black keys and white keys. The default voice is piano and the
default octave is middle C.

[String-based Instruments] String-based Instruments consist of a fret on which
users control pitch with their left hand, and a pickup which is played with the
right hand. String-based instruments have multiple strings, and each string is
assigned a different pitch. The pitch of the fret increases from top to base. The
mapping process of a stringed instrument is as follows:

1. The user must hold down the String Pin during mapping.
2. The user must tap the strings or frets in order from the lowest to the highest

pitch.
3. A string is one tap, and a fret is two taps.

The default voice is guitar and the pitch of each open string is “E(52)”, “A(57)”,
“D(62)”, “G(67)”, “B(71)” by default.

A musical instrument constructed using theMusical Instrument Usage Method
can make use of to the Adjustment Method. For example, when a key of the
keyboard instrument drawn on the piece of paper and assigned an instrument’s
sound using the Musical Instrument Usage Method is connected to Pitch Pin,
the pitch of all the keys of the keyboard instrument is shifted by tapping the
Plus Pin while holding the Pitch Pin as shown in Figure 2(d). Moreover, when
the user connects Switch D to a key to which sound has already been assigned,
as shown in Figure 2(d), the pitch of Switch D becomes the same as that of the
key connected to it.

A user needs basic drawing skills and knowledge of the structure of the musical
instrument in the Musical Instrument Usage Method. However, the user easily
and intuitively understands how to adjust the instrument’s sound.

Recording Method

With the Recording Method, a user can create an original sound source using
switches to which sound is already assigned, and then assign that sound to other
switches. This method enables the user to assign not only a single note but also
chords and musical phrases.

To use the Recording Method, the user must hold down the Recording Pin and
then press the new switch (a triangle E in Figure 2(e)) to which the user wants
to assign the original sound source. The user is free to press any switch to which
sound is already assigned as shown in a keyboard in Figure 2(e). When the user



A Prototyping Support System for Painted Musical Instruments 391

Fig. 3. Prototype device

releases the Recording Pin and the new switch, the system assigns the recorded
sound to the new switch.

Copy&Paste Method

Copy&Paste Method is a function which assigns the sound of one switch to that
of another switch.

To use the Copy&Paste Method, the user first presses the source switch, which
is the switch that they want to copy the sound of (Triangle switch F in Figure
2(f)). After that the user presses destination switch, which is the switch that
they want the sound to be copied to (Rectangle switch F in Figure 2(f)). In this
way, the sound of the source switch is copied to the destination switch.

3 Implementation

We implemented a prototype of the prototyping system for painted musical
instruments, as described in Section 21. Figure 3 is a snapshot of the prototype
device. We used an Arduino Uno as a microcomputer for the prototype device,
and a Musical Instrument Shield[5] to produce sound. This shield includes 189
instrumental voices such as piano, woodwind, brass and percussion, and the
shield is also capable of playing up to 127 pitches in melodic instruments. We
developed an original electric circuit module to calculate capacitance as shown

1 A demonstration video has been uploaded to
http://www.youtube.com/watch?v=oXgKFfHfl8s

http://www.youtube.com/watch?v=oXgKFfHfl8s
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in Figure 4. This module can be mounted onto the Arduino Uno directly, like the
Musical Instrument Shield. The body size of the prototype device is 3” (W) by
2.2” (L) by 1” (D) inch, and the body weight is 10oz. There are various types of
input pin, such as alligator clips, paper clips, pin badges, press-studs and magnet
clips, as shown in Figure 5.

The capacitance module has a RC Low-pass filter which utilizes human ca-
pacitance, and calculates the value of capacitance based on reply of an input
pulse. A rectangular wave shown in Figure 4(1) changes to a rectangular wave
which has a time delay of Δt. The time delay of Δ t becomes longer when a user
touches a switch. To calculate the delay of Δt, the wave (2) is reformed by pass-
ing a Schmidt trigger circuit, and the pulse with width of Δt is made through
an exclusive OR gate between wave (1) and wave (2). The capacitance value of
each switch is calculated by time-sharing with an analog switch (ADG609).

The electric current that passes through the human body when using our
proposed device is up to 5uA. The user does not feel electrical stimulation, since
the minimum current that the human body can sense is 0.2mA (60Hz)[14].

4 Evaluation

We conducted a simple evaluative experiment to assess the usability of the pro-
posed mapping methods with the exception of the Recording Method. This is
because we had not yet finished implementation of the Recording Method when
we conducted the evaluative experiment. We used a test group of eight peo-
ple, all of whom are university students in their early 20s who have played the
piano and the guitar for over three or four years, and thus have knowledge of
musical instruments. First of all, we explained the usage of the mapping methods.
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Next, the testers drew their desired picture and assigned their favorite sounds
to the switches using the mapping methods. We did not set a time limit for this
evaluative experiment, and we instructed the testers to try and give equal use
to each of the mapping methods. We asked the questions shown in Table 2 after
the testers had finished creating their painted musical instrument.

Table 2 shows the average result for each question. The results show that all
the mapping methods are very easy to use. Furthermore, the testers were satisfied
with the assignment of the instrument’s sound. However, we have to reduce the
delay of the output sound. One tester commented after the evaluation that,
especially when she played an arpeggio composed of three or four notes with the
painted musical instrument that she had made, she found it sounded awkward
because of the delay of the output sound.

The test group created highly original painted musical instruments. On one
instrument a musical scale was output from the ears of cute characters, and on

Table 2. The questionnaires and the results

Item Result

Did you find Adjustment easy to use? 4.8
Did you find Musical Instrument Usage easy to use? 4.2
Did you find Copy&Paste easy to use? 4.8
Were you able to create your desired sound? 4.6
Did you notice any sound delay? 1.9

All answers are Based on a rating scale of one to five,
where one is “NO” and five is “YES”.
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Fig. 6. Snapshot at the exhibitions

another each circle of a polka-dot dress output a note of a different tone and
pitch. All the testers commented that they could realize their desired designs
due to our customize function.

5 Actual Use

We created the painted musical instruments shown in Figure 6 by using the
prototype system. The designs are a huge piano, a guitar held by a cat and a
tambourine held by a frog. The design and the usage of these painted musical
instruments are similar to those of conventional musical instruments. We also
created a painted musical instrument of new design. This instrument had a
function that enabled conventional staff notation. When the user touches a black
line, an area in the middle of the black lines, or an area of cloud, the appropriate
sounds are output based on the rules of staff notation. There are wires on the
back of the painted musical instrument, and users are able to affix stars which
have tiny magnets and whose role is musical notation. The starts are held on by
magnetic power. When users tap the stars, sound is output.

We have exhibited these painted musical instruments three times in the Boston
Children’s Museum and once in the Elizabeth Seton Residence.
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The mapping of these painted musical instruments was completed with the
Musical Instrument Usage Method described in Section 2.3. Visitors to the ex-
hibitions, especially children, were able to enjoy playing these painted musical
instruments without instruction because the usage method is the same as that
of conventional musical instruments. The staff of the Boston Children’s Museum
passed on comments such as “Children liked the animal design, and this helped
maintain their interest and relax them.” Furthermore, in regard to old people,
some had given up playing acoustic musical instruments as their muscles had be-
come too weak, but they enjoyed playing the painted musical instruments since
they could use them with only a light touch action.

On the other hand, there was a problematic delay between inputting action
and outputting sound on the guitar instrument. This is because children often
thrummed multiple strings on the guitar instrument but the prototype system
has difficulty detecting multiple touches over a short time. As a result of this
some children were dissatisfied with the lack of output sound. Fortunately, the
delay problem can be solved by using a higher quality micro computer and by
increasing the number of detectors on the string part.

6 Related Work

Capacitance Sensor

SmartSkin[6], Theremin, Freqtric Drum[7] are all examples of interactive systems
which have a capacitance sensor. SmartSkin recognizes multiple hand positions
and their shapes using a mesh-shaped antenna which calculates capacitance, but
this does not have a mapping function because this is just an input interface.
Thermin controls the pitch and volume of sound using distance calculation be-
tween two antennas, one of which is Thermin and the other the hands of the
user. This system outputs a single note and does not have a function that assigns
sound to multiple antennas. Freqtric Drum is an electronic musical instrument
which uses Body- to-body contact, and thus enhances communication between
users, but does not consider the mapping of sound as well. The above systems
cannot facilitate the creation and alteration of original switches of various shapes
and sizes.

In contrast, our proposed system enables the creation of a wide range of
switches by using conductive ink. Furthermore, we proposed various kinds of
flexible mapping methods between the switches and the sound of the instrument.
However, the usage of the proposed device became more difficult than that of
the aforementioned devices. Therefore, it is important to create a more highly
intuitive m apping method.

Conductive Ink

DrawSound[8], DrawDio[9] , PaperPiano[1], and ElectronicOrigami[2] are inter-
active systems which use conductive ink. DrawSound and DrawDio transforms
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the electrical resistance of drawing onto a piece of paper with a regular pencil
or pastel into a musical note. Several kinds of switch can be made using them,
but the output sound depends on the resistance of the drawn switches. In our
proposed device, the size and shape of a switch are independent of its output
sound. PaperPiano and ElectronicOrigami use electronic circuits drawn in con-
ductive ink on a piece of paper, and switch mechanisms made from folded paper.
Users can make various kinds of switch, but the mapping method between the
switches and the sound of the instruments is not flexible. As a result of this,
creation becomes restricted.

Optics Sensor

Twinkle[10] and LiveScribe Pulse Smartpen[11] are examples of systems that
output sound by using an optics sensor to recognize objects drawn on a piece
of paper. Twinkle reads various kinds of mark, which may be of different colors,
using an optics sensor, and represents each note by a different color. This ap-
proach lacks scalability because the number of available colors is limited so that
the system can acquire high color recognition accuracy.

Pulse Smartpen combines Anoto Digital Pen[12], which has a function that
recognizes drawn objects using a camera, and is capable of sound recording repro-
duction. The sound of the piano is output according to Smartpen’s instructions
meaning that it is difficult for users to make original switches which do not follow
the instructions.

Tablet

UPIC[13] is a computerized musical composition tool, and represents sound using
objects drawn on a tablet. This system allows users to create various kinds of
switches and mapping methods with a touchscreen, but it is difficult to combine
it with real world materials such as paper.

7 Conclusions

We constructed a prototyping system for painted musical instruments. The pro-
posed system allows users to draw various kinds of switches using conductive
ink, and to assign drawn switches to the instrument’s sound intuitively. The re-
sults of evaluative experiments confirmed that the proposed mapping methods
are useful and intuitive.

Future work will focus on the implementation of sound effects, control struc-
tures of conditional expressions and loops.
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Abstract. Currently, many AR/MR researches and applications are based on 
visual information presentation with narrow field of view HMD.  For example, 
some AR/MR systems navigate users by showing visual information signs or 
notification messages as needed.  However, these information presentations 
occlude user’s limited field of view with HMD and bother user’s primary 
activities.  In this study, we proposed a novel approach to navigate users by 
using user’s inconscientious reflex motion with novel type of HMD.  First, we 
construct Head-mounted Vection Display (HMVD) to induce self-motion 
perception (Vection) by presenting optical flow on peripheral vision.  Next, we 
evaluate this effect of induced self-motion perception by observing user’s 
walking behaviour with HMVD.  The results indicate the proposed approach 
have possibility of automatic navigation without user’s awareness and 
recognition. 

Keywords: Vection, Self-motion Perception, Reflex movement, Head-mounted 
Display. 

1 Introduction 

In urban areas, people see huge amount of signage, signs and announcements without 
looking.  Once someone wants to go elsewhere, he/she find proper signage from 
them and decide his/her action after recognizing its meaning.  This process caused 
the stressful task in large and complex urban area.  Mobile/portable devices such as 
smart phone provide navigation services which showing proper information according 
user’s position and destination[1].  And many AR/MR systems are proposed to 
navigate user more intuitively by overlaying direction such as arrows on user’s 
view[2].  However, these cues require user’s reorganization and decision process and 
sometimes bother user’s thinking and communication to promote awareness.   

To reduce such user’s stress under navigation system, many kinds of multi-modal 
displays are proposed.  Most popular approach is utilization of haptic sensation.  
Many researcher proposed hand-held or wearable haptic device signals the user the 
directions by presenting vibration or inertial force [3-5].  Amemiya et al.[6] 
proposed pulling sensation device which can navigate as if someone pulls user’s hand 
in the certain direction.  However, force and tactile feedback are the main sensory 
inputs and these devices prevent user’s main task such as talking, thinking and etc.   
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To overcome this disadvantage of such devices, several devices which elicit user’s 
movement unconsciously are proposed.  Maeda et al.[7] has proposed galvanic 
vestibular stimulation which stimulates the vestibular organs electrically to affect the 
user’s sense of balance (vestibular sensation) for walking navigation.  Kojima et 
al.[8] proposed portable ear-pulling device which can influence walking direction.  
Narumi et al. [9] proposed thermal feedback as a new channel for the transmission of 
imaginary characteristics.   

To convey proper direction without user’s awareness and recognition, AR/MR 
system should avoid occupying user’s mainly used sensations like above mentioned 
approaches. In this aspect, we focus on peripheral vision as frontier for AR/MR 
application.   

2 Reflex-Based Navigation 

2.1 Vection (Self-motion Perception) 

In this paper, we propose a method to navigate unconsciously by applying visual 
illusion. Illusion is inducted with perception process of brain. There are many visual 
illusions found by cognitive psychologists. Vection illusion is one of visual illusion 
which is induced self-motion perception visually. When the brain perceives visual 
motion without sufficient other cues, the brain adapted the cue as body motion.   

The visual motion, called optical flow in vision field, we experience as a result of 
walking, running, or driving is a powerful signal to control the parameters of our own 
movement [10,11]. People modify their walking speed depending on optical flow.  
In stationary subjects optic flow induces the illusory feeling of self-movement and 
causes motion sickness after prolonged exposure. 

In virtual reality field, many researchers have evaluated and utilized this illusion 
and the kinesthetic feedback. Lishman et al. [12] has demonstrated that vision is more 
dominant than somatic sensation with respect to controlling one’s physical posture.  
Maeda et al. [13] have evaluated relationship between the vection produced by optical 
flow and that created by galvanic vestibular stimulation by measuring strength of 
body sway. Properly coordinated with visually produced vection can suppress motion 
sickness and enhance the VR experience without an expensive motion platform 
[14,15,16].  

2.2 Our Approach 

Vision provides a major source of information for the control of self-movement. 
Vection is important for recognizing relationship between own body and 
environment, and is important for controlling own posture and planning bodily 
motion. Furukawa et al. [17] proposed “Vection Filed” which is expected to influence 
walking direction as a type of intuitive walking guidance that requires no attaching or 
removing of any devices.   
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Our concept is visually augmentation of such self-motion perception on peripheral 
vision (Fig. 1). By using large screen or immersive display technology, researcher can 
present controlled visual stimulation and can evaluate the visually produced vection 
on both central and peripheral visual fields of view [18-21]. Results indicated that 
optical flow presented on peripheral vision have influence on vection.   

By developing head-mounted vection display (HMVD) as shown in figure 1, the 
display can provide different self-motion stimulus simultaneously on both central and 
peripheral visual fields of user while walking in real environment. In this paper, we 
evaluate the influence of visually produced vection on user’s walking behavior, in 
particular walking speed (section 3) and walking directions (section 4).   

 

Fig. 1. Induction of self-motion perception with head-mounted vection display (HMVD) 

3 Preliminary Experiment 1: Induction on Walking Speed 

Based on this concept, we developed prototype system of HMVD with smart phone 
devices. By mounting two smart phone (Apple iPhone) on helmet as shown in Fig. 2, 
user can see directly on central visual field and receive generated visual stimuli 
simultaneously on peripheral visual field.   

In preliminary experiment, we focus on relationship between walking speed and 
vection. As shown in Fig. 2, stripes come up to user’s face smoothly. From user’s 
viewpoint, stripes looks like edge on corridor wall. Thus, moving speed of stripes on 
iPhone screen is determined by distance between corridor wall and user’s eyes as 
shown in Figure 3. Because the corridor, as experimental space, is 3 [m] width and 
subjects walk the center of the corridor in this experiment. For instance, when 
subject’s walking speed is 1.5 [m/s] and presented optical flow speed is 7.5 [cm/s], 
user perceive synchronously self-motion stimulus on both central and peripheral 
vision.   

We investigated how walking speed would change when the speed of the visual 
flow shown to a peripheral vision was changed.  In each trial, subjects walk along 50 
[m] distance wearing the prototype HMVD which show still striped image or the 
visual flow of a speed selected out of five speed at random, 2.5[cm/s], 3.3[cm/s], 
5.0[cm/s], 7.5[cm/s], 10[cm/s]. By measuring the time required for walking every 
10m, we evaluated the influence of visually produced vection on subject’s walking 
speed. The measurement was performed a total of 15 times at every 3 times of each  
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Fig. 2. Prototype 1 of HMVD for changing walking speed 

speed, and five steps of speed. Also we measured the time required when still image 
was shown on the HMVD between intervals of each trial.    

There was no definitely relationship between subjects’ walking speed and 
presented visual flow speed. However, there was change of walking speed by 
presenting visual cue for perceiving vection. Thus, the proposed approach cannot 
control of walking speed, but have a possibility of changing walking speed induced 
by optical flow presentation.  

4 Preliminary Experiment 2: Induction on Walking Directions 

4.1 Experimental Setup 

In next experiment we evaluate effectiveness of vection to walking direction, because 
illusionary self-rotation is more powerful [16,17].  In previous experiment, when 
iPhone which present optical flow are arranged obliquely downward to user’s face, 
user perceives vection more effectively. Thus, we constructed prototype 2 of HMVD 
as shown in Fig. 4. 

For this experiment, we generated six types of visual flow as shown in Fig. 5.  
These patterns are classified with two groups, random-dotted pattern and striped 
pattern as visual stimuli. In each group, we prepare three motion pattern, a going-
straight flow, a flow from the forward right to the left rear, and a flow from the 
forward left to the right rear. These patterns are rendered random dots or straight lines 
located on the floor from subjects’ viewpoint height as 3D patterns.  When 
participants see through iPhone screen presented these patterns, they feel as if they 
walk straight, rightward and leftward on dot or stripe patterned floor.  

To evaluate the influence of visually produced vection on user’s walking 
directions, we investigated how the direction where a subject avoids an obstacle 
would change, when visual flow was changed.   

Subjects reciprocated between two turn-around points 10 [m] distance wearing the 
prototype HMVD as shown in Fig. 5. In each trial, subject walk toward an obstacle 
from a starting line and avoid the obstacle freely. Patten of visual flow was changed 
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to the right/leftward pattern from going straight pattern at the point 2 [m] far from 
start line. In case of random dotted pattern, visual flow was changed from type (a) to 
type (b/c), and in case of striped pattern, that was changed from type (d) to type (e/f).   

For each five sets of flow changing pattern including control set, each subject do 
20 trails. A total of 100 trials were performed 20 times for each subject, respectively. 
To induce subjects’ unconscious motion, subjects do main tasks during walking. In 
experiment 2a, subjects gaze at the screen of a cellular phone as main task. And in 
experiment 2b, subjects do calculation task on the cellular phone as high load task.   

  

Fig. 3. Prototype 2 of HMVD and user’s view 

  

Fig. 4. Six types of visual flow on iPhone display and experimental setup  

4.2 Result and Discussion 

4.2.1 Experiment 2a: Walking under Low Pressure Task 
First, we evaluated effectiveness of vection to walking direction under low pressure 
task. In experiment 2a, seven subjects do 100 trials in which visual flows changed are 
selected on above mentioned five sets at random. As low pressure task, subjects read 
text on cellar phone screen during walking. Figure 6 show the result of way for 
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avoiding obstacle. Four subjects avoided in the same direction in all the 100 trial, and 
we cannot found the role decided form other three subjects’ data. Also the result of 
questionnaire after 100 trails shows that subjects ware making intentional direction 
selection at the time of low pressure task.   

4.2.2 Sub-experiment 2: Walking Under High Pressure Task 
Next, we evaluated effectiveness of vection to walking direction under high pressure 
task. In experiment 2b, six subjects also do 100 trials as same as experiment 2a. And 
as high pressure task, subjects do a mental arithmetic test using cellar phone during 
walking. In this case, subjects focus on the cellar phone screen and concentrate on 
calculation task spontaneously. Figure 7 shows the result of experiment 2a. As 
compared with the trials in which a flow image is not shown on HMVD, the 
probability of avoiding leftward by flow presentation of the direction of the left rear 
went up from the method of the forward right.    

4.2.3 Discussion 
The result of Experiment 2b indicates that the contrary tends to become easy to avoid 
to a reverse side with the direction of movement of a flow similarly. Table 1 shows 
the percentage of subjects the tendency which becomes easy to avoid to a reverse side 
would be applied with this direction of movement. This means that the fitting rate of 
avoidance tendency under high pressure task is higher than that under low pressure 
task in all types of the flow presentation.   

 

Fig. 5. Typical result of experiment 2a: walking direction under low pressure task (subject 
WA’s 100 trial) 

 

Fig. 6. Typical result of experiment 2b: walking direction under high pressure task (subject 
KS’s 100 trial) 
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Under low pressure task, users of this system determine avoiding directions 
intentionally, and results cannot show any roles of tendency. On the other hand, under 
high pressure task, users walking and selecting avoiding direction unconsciously, and 
this tendency depend on the presented vection flows on the HMVD. Based on this 
result, there is possibility that walking directions of users can be guided by presenting 
optical flow on peripheral vision. Moreover, the score of the mental arithmetic test did 
not depend on types of presented optical flow (including black out). From 
questionnaire after each experimental case, user can do main task (reading text and 
doing mental arithmetic test) undisturbedly.   

Table 1. Percentage of subject‘s trail which subject avoid to a reverse side 

 Experiment 2a Experiment 2b 
Dotted  14% 100% 
Dotted  14% 67% 
Striped 14% 50% 
Striped 29% 83% 

5 Conclusion 

In this study, we proposed a novel approach to navigate users by using user’s 
inconscientious reflex motion by presenting optical flow on peripheral vision. Based 
on this concept, we developed Head-mounted Vection Display for inducing vection 
during walking. We conducted two types of experiments for observing user’s walking 
behaviour under presenting vection stimulus with the HMVD, and evaluated the 
effectiveness of vection to change walking behaviour. The results indicate the 
proposed approach have possibility of automatic navigation, especially in selecting 
walking direction, without user’s awareness and recognition.    

In future work, we will continue evaluation of our approach in variety of walking 
behavior and presented optical flows. And also we will construct experiment in 
outdoor and wide area space. By finding versatile optical flows, our approach 
becomes possible to use also for an actual navigation system in daily life.   
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Abstract. This research proposes a postcard that transforms into a paper craft 
model after being heated by a microwave oven, named "POPAPY".  POPAPY 
is made from a combination of paper, heat shrink sheet, and very thin aluminum 
sheet. The aluminum sheet can provide heat to the heat shrink sheet effectively, 
and the heated heat shrink sheet will shrink and the paper will bend, then, the 
paper model will stand. In this paper, POPAPY, along with an application that 
allows the designing of the shape of the paper figure and a simulator of the 
transformation are implemented. Users can make their own original POPAPY 
easily using the application and the simulator helps to design the bending angle 
of the figure by the combination of the size of the heat shrink sheet and the 
aluminum sheet. “POPAPY” can provide a surprising feeling to the receiver as 
well as amusement of sending a card to the sender. 

Keywords: Paper, microwave oven, heat shrink tube, aluminum sheet, 
postcard, paper craft, paper figure, user interface, simulation.  

1 Introduction 

We often send cards. For example, greeting cards, birthday cards, Christmas cards 
and New Year cards. We can send compliments, thanks, delight and enjoyment by a 
simple message written on a small paper.  

On the other hand, three-dimensional paper object like pop-up book and paper craft 
are widely supported. Many cards that transform to paper craft models are marketed 
as commercial products since early times, and still exist. Recently, there are many 
kinds of cards that have an electric circuit and a battery for the purpose of making 
music or emitting lights.  

In this paper, we propose an instant paper craft card made up in a microwave oven, 
named “POPAPY”. Everyone can enjoy making this card because it does not require any 
special skills to make the card. Sender can finish making the card in just five steps. 
Choose, print, cut, stick and write some messages. The sender can decide how much the 
paper will bend after heated by a microwave oven, before sending it. The finished 
message card can be sent by mail because the card is a very thin two-dimensional object.  

Also anyone can enjoy the transformation from two-dimensional card to three-
dimensional paper craft model that set up in advance by the energy from the 
microwave oven. It can enhance not only emotion but also surprise and entertainment 
of the card. 
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Fig. 1. POPAPY: a postcard that transforms into a paper craft model after being heated by a 
microwave oven 

2 Purpose 

This study aims to realize a physically transformable paper. Planer thing like a paper 
is suite for an instant tangible display because of its flexibility, variety and low cost. 
The flexibility of the paper shows not only an ease of processing using hand or 
scissors but also a small actuators can bend, fold and transform.     

If a control and design method of planer things is realized, paper is no longer just a 
media of information, but is also a media of tangible motion. We can send three-
dimensional paper craft in a form of two-dimensional post card.     

3 Related Works 

3.1 Paper Based Works 

There are some works that deal with controlling the motion of soft materials such as 
paper and textiles. “Sleepy Box” developed by Saul et al. is a paper robot that is made 
from folded cube-shaped paper of varying sizes [1]. It utilized shape memory alloy 
(SMA) wires to provide actuation, gold-leaf circuits to connect components, and 
embedded electronics to provide interactive behavior. Jie Qi and Leah Buechley at 
MIT Media Lab developed an interactive paper based object [2] that sparkles, sings, 
and moves, as controlled by switches and sensors. In order to blend the electronic 
components into the paper to make them as imperceptible as possible, they made 
switches and sensors out of pop-up mechanisms and kept the circuitry thin and 
flexible.  

In these works, as it is necessary to include electronic components (for example, 
embedded sensors and actuators), the motions and the interactions of the materials are 
limited, and this property may also restrict the diversity of the design of these works. 

3.2 Noncontact Energy Transmission 

On the other hand, there is a technology to supply energy to the object contactlessly. 
Shibata et al developed an energy supply system for micro robots in metal pipes 
utilizing microwaves, consisting of rectifying circuits, a receiving antenna and 
Schottky barrier diodes [3]. The system supplies the energy required by micro robots 
through the rectification of microwaves received by the micro robot antenna. Koizumi 
et al developed a non-contact energy transmission system to controlling paper figure 
[4]. The system combines paper, SMA, retro-reflective material, and copper foil. The 
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laser can provide energy to the paper figure precisely and wireless. The paper figure 
can be animated without placing any sensors or actuators. 

3.3 Microwave Works 

In addition to that, there is a Japanese patent on using a special kind of ink that will 
shrink after being heated, in order to make the paper craft in microwave oven [5].  
But this patent does not contain design method of folding the paper precisely.  

In this study, to establish a method of transforming in microwave oven, we 
clarified the relationship between the size of heat shrink sheet, aluminum sheet and 
bending angle of the paper to make the paper figure not only fold but also stand up 
from a flat state. 

3.4 Origami Design Tools 

To design three-dimensional objects by paper, there are some tools that help to design 
origami. Origamizer [6][7] can generate two-dimensional folding pattern from any 
types of three-dimensional polygon.  ORI-REVO [8][9] can generate not only shapes 
consisting by straight lines like a box, but also shapes that have curved surfaces. 
These software provide us the really precise folding pattern. So, if we have time and 
nimble fingers, we can get any shapes of paper figure. 

4 Method 

POPAPY is a post card that will transform into a pop-up card with only 10 seconds of 
heating by microwave oven. All the user has to do is simply stick the heat shrink tube 
and the aluminum sheet onto a piece of paper. The aluminum sheet behaves like an 
antenna. It is controlled that the provided heat to the heat shrink sheet by changing the 
size and shape of the aluminum sheet.  

If the heat shrink sheet is too small, it will be removed from the paper when it is 
heated. On the other hand, if the heat shrink sheet is too large for the paper, it fails to 
stand because of the weight. POPAPY is designed as a postcard, so two necessary 
questions needs considering, 1) maximum size and 2) repeatability. 

4.1 Maximum Size 

POPAPY is designed with the size of a standard post card (140mm x 100mm); 
therefore the maximum size of the paper figure is determined. 

4.2 Repeatability 

Repeatability is very important. Since In the scenario, the sender is a different person 
from the receiver. That means people who put the card in a microwave oven and 
watch the motion is a different person from the designer of the motion. If it fails or 
the motion is different from the motion that the sender designed, it will be 
unfortunate. 
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Fig. 2. Case of Failure. If those materials are not suite for the paper, that paper figure cannot 
stand and sometimes the material will come off from the paper. 

4.3 Structure 

POPAPY is designed with the size of a standard post card (140mm x 100mm), and 
made up of 4 layers: paper that will transform after heated, heat shrink sheet, an 
aluminum sheet that is suitable for use in microwave ovens, and the base (Figure 3).  

The card does not need any batteries, lines or processors which add hardness and 
weight, that interrupts paper’s motion, because the microwave oven provides the 
energy required for changing the shape of the paper remotely. Accordingly, this 
movable paper does not have to consider about the battery weight. The paper only has 
to put small material that changes its shape with temperature as an actuator. This 
method realized wireless control of paper.   

 

Fig. 3. Structure of POPAPY. POPAPY is designed with the size of a standard post card 
(140mm x 100mm), and made up of 4 layers: paper that will transform after heated, heat shrink 
sheet, an aluminum sheet that is suitable for use in microwave ovens, and the base.  
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The top layer of the card is a piece of paper (Gramm age: 80g/m2).  
The second layer is a cut opened piece of heat shrink tube which is a material that 

is made of nylon or polyolefin. Heat shrink sheet shrinks when heated, and do not 
return back to their original shape. In this research, heat shrink tubes manufactured by 
“Sumitomo Electric Fine Polymer, Inc.” (Sumitube TM B2, No. 826) was used. The 
minimum radial shrinkage ratio is 50%, and the longitudinal shrinkage ratio is +/-15 
%. The tube will be completely shrunken once the heating temperature reaches around 
90℃ [10]. Based on this longitudinal shrinkage ratio, strips are cut with the length of 
the tube and taped horizontally onto the first layer of paper with double-sided tape. 
When heated with a heating device, the paper curves and bends with the tube.  

The third layer is a piece of aluminum sheet. This very thin aluminum sheet does 
not make any spark or fire because this sheet is produced as a commercial product 
that is usually used to roast pizzas and fish in a microwave oven [11][12]. It is 
designed for more than 20 minutes baking in microwave oven. By using this 
aluminum sheet, the heat shrink tube is able to shrink faster, thus shortening the 
heating time from 1 minute to 10~20 seconds (heated in a 500W microwave).  

Finally, the fourth layer is the base of the postcard with a piece of thicker paper 
that is thicker than the first layer, where the sender can write a message. 

Paper has a very quick response speed to heat because plane object has an 
extremely high ratio of surface area to volume compared with a solid object. Thus, we 
can touch it with our bare hands instantly because it is not scalding hot even if it is 
immediately taken out after heating by microwave oven.  

There are a few reasons why we chose microwave oven as the heating device.  
First is safety. Microwave oven is a product that is conformed to standards of safety. It 

can provide high density of energy in a box that has firm steel guard for microwave.  
Second is prevalence. Microwave oven has already become a common home 

electronic appliance at households around the world. Especially in Japan, more than 
90 percent of households have a microwave oven in their kitchen.  

4.4 Simulation Model 

The shrinkage ratio of the heat shrink sheet used in this study is 50%, and the 
thickness gets doubles after the heating.  
 

 

Fig. 4. The Bended Heat Shrink Sheet and Aluminum Sheet 
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Accordingly, a lattice model of the heat shrink material is designed as pictured in 
the (fig. 5).  

 

Fig. 5. Simulation Model 

Additionally, a virtual heat source is set at the point of the center of the surface of 
the heat shrink material (A0) , to make the calculation simple. After 10 seconds of 
heating by microwave oven, the center of the heat source gets a temperature (Ta0), 
and the temperature is calculated from the following formula. The bigger the 
aluminum sheet (Al) is, the higher the temperature. 

 (1)

 (2)

 (3)

Depending on the temperature of the heat source and the distance from the heat 
source, temperature of each point (Tan, Tbn) is determined. As a result, the distance 
between the two heated points on interior surface (An - An+1) gets reduce at the rate 
of the data sheet. But, for the cause of the anisotropy of the material, distance between 
the interior point and exterior point is fixed.  

Simultaneously, the model is designed that the difference between the temperature 
of the point on exterior side and interior side (Tan - Tbn) determines the bend angle 
(αn) of the interior surface with careful consideration of the inhomogeneous shrinkage 
ratio. Because the heat shrink material is in the shape of a tube originally, the 
shrinkage ratio is slightly different between inside and outside. The constant of 
proportion is defined based on actual measured value. 
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  (4)

 

Fig. 6. Model of Bending Angle Variation 

4.5 Simulation Software 

We developed a simulation software based on these formulas and the data. User can 
change the size of paper, heat shrink sheet and aluminum sheet and see the way that 
the paper transforms during the 10 seconds, and see the shape and angle after the 10 
seconds.  

When the size of heat shrink sheet is too small compared to the aluminum sheet, an 
error message that says, “stripped” will appear. 

When the size of aluminum sheet is too large and the system judges the paper 
figure cannot stand, “fallen” will appear. 

User can know the most suitable size of heat shrink sheet and aluminum sheet for 
the paper figure. 

 

Fig. 7. POPAPY simulator  



 POPAPY: Instant Paper Craft Made Up in a Microwave Oven 413 

5 Evaluation 

To evaluate the performance of the simulation software, we designed an experiment 
for comparing between theoretical value and actual measured value. The experiments 
were conducted under several conditions described below. 

5.1 Condition 

We set nine conditions for the experiment and the numbers of trials are five times for 
each condition. In this experiment, the size of the paper is fixed and the size of heat 
shrink sheet and aluminum sheet is changed because this experiment is designed for 
clarifying the relationship of the size of those materials and the fold angle of the 
paper. The POPAPY under the test was heated 10 seconds by 500W microwave oven 
on the cardboard with the surface that the heat shrink sheet attached down.  

5.1.1 Size of the Paper 
The size of the paper is fixed to 40mm by 80mm.  

5.1.2 Heat Shrink Sheet and Aluminum Sheet 
We prepared 3 different widths of heat shrink sheet; 3mm, 5mm, and 7mm, and 3 
different width of aluminum sheet; 9mm, 15mm, and 21mm. All sheet are the same in 
length; 40mm, the same as the length of the paper. So, the test material sheet was 
attached in the middle of the paper (Fig. 8).  

 

Fig. 8. POPAPY Under the Experiment  

5.1.3 Measurement 
After heated, the folded paper taken out from the oven was shot by a camera 
orthogonal oriented, to measure the angle folded. The images taken by the camera  
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Fig. 9. Test of Transforming of POPAPY 

 

Fig. 10. Measurement of the Angle 

was analyzed and calculated average and variance score of the bending angle of the 
paper.  

5.2 Result 

These three graphs show that the angle under the each conditions. The blue dot ◆ 
shows the average of the experiment result, and the red dot ■ shows the angle that 
simulated by the software. The gray dot ■ is the angle that the simulation calculates 
with an error message of “stripped” or “fallen”.  

It is clear from these graphs that the simulation worked under the condition of 
narrow width of aluminum sheet. In the condition of a large size of aluminum  
sheet, the experimental value is smaller than simulated value. It would appear that 
frictional influence or weight influence because the surface that the heat shrink sheet 
attached down. The developed simulation model is really simple. It does not include 
friction and weight influence. To make more precise simulation of more complex 
figure, the simulation model should deal with the detailed data of materials and 
environment.  

The variance shows that accuracy of the simulation is low under the conditions that 
the heat shrink sheet size is large. It is thought to be aftereffects of dispersion of the 
heat shrink material and the microwave. Though this simulation software does not 
alert that “this heat shrink sheet is too long”, it is better to inform the users to that the 
relationship between accuracy and the length of the heat shrink sheet.     
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Fig. 11. The Experimental value and the Simulation value 
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6 Application 

We also developed an appl
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imulator and editor provides the experience of design
ard instantly. Because of the making time and original
orkshops. The participants can make an original pop 
t to their home or send it to their family or friends. T
ated to these three steps (fig. 13).  

own 
and 

nted 
rink 

mage 

ning 
lity, 
 up 
The 



 POPAPY: Instant Paper Craft Made Up in a Microwave Oven 417 

 
Fig. 13. The workflow of POPAPY workshop 
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7 Discussion 

7.1 Benefits  

The benefits of this method are instancy, cheap prices, and safety. Anyone can have 
fun with POPAPY in safety and it only costs less than 1 dollar per a piece of 
POPAPY. And there are so many kinds of paper in the world. If it is not too heavy to 
fold and the paper have perforation, the bended figure will be stronger. And the 
shrunk sheet is harder than before heating. That helps maintain the shape of the folded 
paper figure.  

Additionally, the most characteristic point is that the process of making paper 
object is divided to an experience of the sender and that of the receiver.    

The sender can design the shape of the paper figure, and bending angle. 
Furthermore, using a printer and thermochromic ink, sender can design a message that 
appears only after heated. But, the receiver only have to do is to heat that in a 
microwave oven. The receiver can get a three-dimensional paper object in few 
seconds, in safety.  

7.2 Limitation 

The size of the paper figure is limited by the size of a microwave oven. Also the 
heating time depends on the power of a microwave oven. The simulation model is 
designed for 10 seconds heating in 500 W. But the power and microwave exposure 
depends on the manufacturer. It is important to adjust the heating time by looking into 
the window to see the folding angle of the paper figure.  

In this system, to fold folded paper like origami is difficult because the shrunk 
sheet is too hard to fold again. That is the limitation of designing paper craft. The 
designer has to be careful to the conflict, folding shape and folding sequence.  

But that is, at the same time, the possibility of improvement of a tool that can 
design more complex POPAPY. 

8 Future Work 

In this paper, the bending angle is controlled by the width of the aluminum sheet and 
heat shrink sheet. But we already confirmed the energy conversion efficiency depends 
on the length of the aluminum sheet because the aluminum sheet is a kind of antenna 
to catch the microwave. By changing the length of the antenna, we can control 
bending timing and design bending sequence, and can design more complex paper 
craft (fig. 14).  We will be able to control the motion of paper time frequency as well 
as spatial frequency before too long.  

In this system, transformation is only one time because of the feature of the 
actuator. Also, it is known that SMA can shrink in microwave oven if its length is 
enough. SMA can return to the previous shape after being cooled. Combination of 
these two materials expands the range of transformation. 
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Fig. 14. Example of Complex Figure : Robot 

This POPAPY technology can apply to postcards, advertising media and toys, as 
well as packages of food. If the frozen food package transform and some handgrips 
pop up, we do not have to bear the heat of the food.  

9 Conclusion  

This research proposes a postcard that transforms into a paper craft model after being 
heated by a microwave oven, named "POPAPY". In this paper, we developed a 
simulation software and compared with actual angle of the folded paper.  

Additionally, We developed an application named “POPAPY editor”. User can 
create his/her own POPAPY by choosing parts instantly. 

Acknowledgement. This research is supported by the Japan Science and Technology 
Corporation (JST) under the CREST project, Foundation of Technology Supporting 
the Creation of Digital Media Contents." 

References 

1. Saul, G., Xu, C., Gross, M.D.: Interactive paper devices: end-user design & fabrication. In: 
Proceedings of the Fourth International Conference on Tangible, Embedded, and 
Embodied Interaction (TEI 2010) (January 2010) 

2. Qi, J., Buechley, L.: Electronic popables: exploring paper-based computing through an 
interactive pop-up book. In: TEI 2010, Cambridge, Massachusetts, USA, January 24-27, 
pp. 121–128. ACM, New York (2010) 

 



420 K. Yasu and M. Inami 

3. Shibata, T., Tashima, T., Tanie, K.: Emergence of Emotional Behavior thruough Physical 
Interaction between Human and Robot. In: Proceedings of the 1999 IEEE International 
Conference on Robotics and Automation, ICRA 1999 (1999) 

4. Koizumi, N., Yasu, K., Liu, A., Sugimoto, M., Inami, M.: Animated Paper: A Moving 
Prototyping Toys. In: 7th International Conference on Advances in Computer 
Entertainment Technology (ACE 2010), Taiwan, November 17-19 (2010) 

5. Japanese Patent 4260549  
6. Origamizer, http://www.tsg.ne.jp/TT/software/index.html#origamizer  
7. Tachi, T.: Origamizing Polyhedral Surfaces. IEEE Transactions on Visualization and 

Computer Graphics 16(2), 298–311 (2010) 
8. ORI-REVO, http://mitani.cs.tsukuba.ac.jp/origami_application/ 

ori_revo_morph/ 
9. Mitani, J., Igarashi, T.: Interactive Design of Planar Curved Folding by Reflection. In: 

Pacific Conference on Computer Graphics and Applications - Short Papers, Kaohsiung, 
Taiwan, September 21-23, pp. 77–81 (2011) 

10. Sumitomo Electric Fine Polymer, Inc., Sumitube B2, http://www.sei-sfp.co.jp/ 
products/pdf/SUMITUBE-B2.pdf  

11. KOBAYASHI Pharmaceutical Co., Ltd.,  
http://www.kobayashi.co.jp/seihin/tn_ksp/index.html  

12. Japanese Patent 4170460 



Games Bridging Cultural Communications

Adrian David Cheok1, Narisa N.Y. Chu2, Yongsoon Choi1, and Jun Wei3

1 Keio University, Japan
2 CWLab International, USA

3 National University of Singapore, Singapore
nchu@cwlabi.com,

{goodsoon96,weijun924,adriancheok}@gmail.com

Abstract. This paper presents Phase I development and Phase II en-
hancement of a Game platform for inter-generation cultural communi-
cation. The first application is demonstrated in a game called Confucius
Chat which teaches family responsibility in conjunction with Singapores
government policy. Phase I has been tested with positive and encour-
aging acceptance from parents and children. The purpose of Phase II
development is to engage social media picture exchange and to build
database learning into the system for catering to younger generations.

Keywords: user interface, intergeneration communication, database sys-
tem learning, cultural promotion via social networking.

1 Introduction

The effort to introduce Confucius Computer for intergeneration communication
started in 2006, in response to social needs in Singapore, advocating family re-
sponsibility [1–3]. Confucius(551 479 B.C) teaching has been well established
in many Asian countries with Chinese cultural background advocating a har-
monized society/government. Significant research and development results have
been demonstrated in an interactive computer game: “Confucius Chat” Phase I,
where a child player is joined with a parent or a teacher. This paper elaborates
the on-going effort, taking into account trial feedback to improve acceptance
particularly among children, evolving into a Phase II study. Multimedia inter-
face is enabled to make the user both philosophically and practically engaged.
Many layers of processing are used to digest and translate ancient philosophies
such as Confucius to a form that is easier for children to comprehend. These
enhancements are essential particularly when virtue learning is competing with
prevailing temptations of numerous computer entertainment options which can
present the opposite value of Confucius sayings.

Of noted difference between Phase I and the continuing endeavor, Phase II,
is the structure that allows interpretation of the ancient Confucius wisdom with
explicit pictures and stories in many forms, away from abstract and condensed
formal text statements. Chapters in The Analects of Confucius, etc., are em-
ployed as the fundamental database of the interactive chatting. However, it also
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attempts to realize the evolving value resulting from various interpretations from
specialized scholars dedicated to Confucius teaching over the last 2500 some
years. Furthermore, as most interpretations are of an academic nature, stories
and pictures are necessary to relate with plain meaning in a dynamic changing
time. The effort of such elaboration in plain terms is important as the traditional
Chinese communication style, both in terms of oral and written formats, tends
to be abstract, and thoughts are more implicitly presented rather than explicitly,
to provoke pondering, or simply due to the Chinese custom of humbleness and
obedience. Precision is often deliberately swayed and meaning is subtly hidden
to avoid confrontation, sometimes discouraging critical thinking. Many thoughts
are inherently hard to apply to modern lives without decent scholastic training.
Confucius, so much practiced throughout Chinese societies, however, has car-
ried a distinctive difference between philosophy and religion, partially because
of its various derivations by different dynasties with political purposes; yet its
fundamental value has been preserved through openness and balance. Thus, the
objectives of our game research are meant to overcome these challenges of lit-
eracy pre-requisites and historical complexity, and to foster a friendly family
dialog without indifference or abandonment by the young generation.

The digital game,ConfuciusChat, has been verifiedby a few trials that relevance
is more important than accuracy.This important finding directs the Phase II effort
to focus onuse of pictures and parental feedback inmaking the knowledge database
learn and grow.

2 Core Knowledge Manifestation

Phase I development of Confucius Chat incorporates Confucius knowledge
database. Chapters in the Analects of Confucius and other related books can
be primarily grouped into universal concepts: starting from loyalty, filial piety,
benevolence, devotion, leading to a life-long practice of a gentle human, with
ritual. Adding 4 more pursuits: trust, justice, harmony and peace, Confucius
sayings have been credited as a superb stabilizing philosophy for an utopian so-
ciety. These concepts are populated into a flat database and fed into 23 topics
shown in Figure 1.

Each topic, further equipped with 108 entries, can contain many layers of
interpretation. Phase I work, based on software elements shown in Figure 2,
has demonstrated the game of Confucius Chat with trial results of a selective

Fig. 1. 23 topics in the database
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group [2]. User’s web browser, working through the web server and chat server
to access 3 databases that contain Confucius knowledge, chat history and chat
rating. The core database, Confucius knowledge is built based on work of 5
selected Confucius scholars with their combined experts interpretations.

Fig. 2. Software Elements in Confucius Chat - Phase I

It is experienced, without surprise, that Confucius answers, although authen-
tic and academically superb, are not exciting to children. For example:

Input: What would cause the instability of a family and how should we stay united?

Output: A family must first destroy itself before others can destroy it.

This answer, in full text form, is difficult for a child of 7 - 1 years old (target
group) to comprehend. It also demises chances for adults to re-tune themselves
if they have not adhered to Confucius teachings in prior lives. Another example:

Input: What kind of action should a son uphold for him to be considered filial?

Output: If the son for three years does not alter from the way of his father,

he may be called filial.

This answer is no fun as the task seems insurmountable by todays standards.
There has to be more of an interactive mode in teaching to allow kids to ask
straight-forward questions and get an answer that is less rigid and ambiguous,
e.g.,

Input: Why do my parents argue with each other?
Output: Maybe you would beg your parents to compromise for the family goodness as a
whole. Suggest to your parents that you need a harmonized family to do yourhomework.
Help out with more family chores to ease their stress level.
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Phase I carries the ancient face of Confucius appearing on the opening user
interface. It is not appealing to kids. Without parents “forcing” them to play,
it is unlikely for kids to be drawn into this Confucius Chat game. Phase II
thus introduces a cartoon version of Confucius, resembling the Santa Claus, in
Chinese costume in the opening page.

Fig. 3. Software Modules in Confucius Chat - Phase II

Phase I system is evaluated as capable to identify the keywords and topics
with an accuracy of 88.72% and 81.20%, respectively. With the size of code and
processing power, this is considered remarkable and economical [4] as per the
finding below that relevance is more important than accuracy.

The positive correlation between relevance and enjoyment is indicated when
user ratings for relevance increase, the enjoyment ratings also increase. It be-
hooves us to work on improvements of relevance where more friendly user in-
terface is necessary together with guidance feedback from a parent or a teacher.
Multimedia user inputs are to be instilled into the Confucius knowledge database
to make it smarter, more fun and relevant.

3 System Internals

A virtual Confucius is created by working with a few noted Confucius scholars
who have the domain knowledge to build a knowledge base containing all the
sayings by Confucius from the classics the Analects, the Mencius, the Book of
Rites and the Classic on Filial Piety. A Confucius thinking engine is developed
utilizing various Natural Language Processing (NLP) techniques to analyze user
inputs and extract answers from the knowledge database. An adapted A.L.I.C.E
(Artificial Linguistic Internet Computer Entity) program [5] was used to handle
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small talk. This method relies on pattern matching to find a suitable reply in pre-
stored question and answer pairs. If user enters long questions, a grammatical
parser [6] is applied to understand the structure of the sentence, extract the
important words in the sentence [7], and match their semantic closeness [8, 9]
with the topics in the Confucius knowledge database, with the help of a lexical
database called WordNet [10]. The entry with the closest similarity is calculated
and the answer string is selected as the output. In addition, a simple word-
matching module was also implemented, to cover situations where A.L.I.C.E.
and WordNet failed to find an answer.

4 Test Results Led to Phase II Specification

Initial trials indicated that adult users acceptance out-weighs childrens. This
finding does not advance the purpose of aiding the government social respon-
sibility policy. Two areas are observed as key factors to improve the games
attractiveness: user interface and system self-learning based on user feedbacks.

Phase II thus architects elaborate user interface to introduces pictures in
conjunction with Confucius reply in text [11]. As illustrated in Fig. 3, direct
quotes from Confucius are still placed in text form, however, greatly manifested
with pictures that reflect stories associating with positive and negative behaviors
for more lively interactions. Further user self-expression will be incorporated via
brain computer interface and smartphone bump tools. Fig. 3 shows the software
enhancement modules and elaborate interfaces of the entire Phase II plan.

The user is guided to interact with the multimedia database through database
interface modules. When database interface processing result presents the au-
thentic Confucius statement with an associated picture, the user is perceived as
having explored with interest in accepting Confucius teaching and confirmation
is sought together with feedback from the parent/teacher. Every interexchange
of Q&A, in the form of text or graphic form, is saved and the database is re-
ordered and relevance enriched accordingly. The database is able to learn based
on user input and rating choices to improve the acceptance of the answers.

5 User Interface

As user interface is one of the 2 key factors motivating Phase II study, its in-
tricacy is summarized below, which includes text input and output, plus rating
input buttons.

5.1 Phase I User Interface

As shown in Figure 4, Confucius Chat has gone through a few modifications from
the initial text based version to a smart phone display where user can input a
rating of “top”, “funny”, “profound”, and “bad” [2, 3].
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Fig. 4. User interface snapshots for Phase I Confucius Chat game

5.2 Phase II User Interface

Phase II User input is upgraded with picture input to allow fun interaction
with children. The answer to a question is delivered in text and picture format.
Continuing dialog is encouraged by prompting “Whats on your mind?” or the
like, when the question is answered. Fig. 5 shows the opening of the chat.

6 System Learning

Phase I answer retrieval is built on Artificial Intelligence Markup Language
(AIML), a natural language parsing technique and scoring evaluation. A Simi-
larity module calculates the highest similarity score.

Questions can be input in any form, not necessarily follow our Topic group-
ing. Thus, Stanford Parser is used for identification of keywords in a casual text
string, aided by Inverse Term Frequency method. User input is parsed through
Word Sense Disambiguation, followed by a WordNet::Similarity comparison. Re-
trieval of Knowledge database is based on k-NN classification algorithm [12].

Test results show accuracy hovered around 80%. This is challenging, however,
it is also found the answer with relevance is more important than with accuracy.
Phase II design is thus focused on how to increase relevance of the answer based
on user inputs and feedbacks. The rating inputs in Phase I: “top”, “funny”,
“profound”, and “bad” are simplified to “agree” and “disagree” in Phase II.
Pictures are presented in conjunction with answering each question in text to
avoid abstraction and to draw relevance. The picture that receives feedback
as “agree” will be reordered to the top of the database. The player’s input
picture, which is obviously relevant, will be included in database updates as
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Fig. 5. Starting a Confucius Chat

Fig. 6. Phase II interface with both pictures and text

“agree” element, carrying a basic value of “1”. The rating of the parent/teacher’s
feedback, carrying the highest value of N, where N is the number of pictures
stored in the Topic, will be constantly updated in the database.

As no single tool can recognize the content of a picture easily, on-line feedback
from the parent/teacher is crucial in making database learn for ever increasing
relevance. This learning scheme starts with simple evaluating value from the
players and their parent or teacher, however, further enhancements are expected
based on experiments and trails we run. Initially, we take advantage of the en-
tertaining nature of pictures, not to be too much concerned about whether they
match exactly with the theme of Confucius sayings. It is served as an amus-
ing tool to the player and convincingly a fashionable communication tool with
the popularity of Facebook, YouTube, etc. The traditional philosophy/culture
discussion can be then perceived as a fun, positive experience with the children.
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7 Conclusion

Intergeneration communication through mediated experience is demonstrated
in the digital game of Confucius Chat, Phase I and II. As its trial performance
evaluation reveals that relevant chats are worthy more than precise (accurate in
a scholars judgment) chats, Phase II of this game platform research has been
elaborated to introduce multimedia user interface for the young age and system
learning capability to enlighten the ancient Confucius culture.

Said platform and approaches are expected to be applicable for other cultural
promotion, not limited to Confucius teaching, for reaching the majority of the
population who is often engaged in social networking. Measurement of success is
yet to be addressed, but game technology application is a sure promise to foster
intergeneration culture exchange and communications.
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Abstract. Water possesses an extraordinary expressive power, which has 
already been extensively exploited in the arts and in common sense thinking. 
Water can evoke deep feelings of purity, unity, and happiness, but also of dirt, 
drowning, and despair. We have explored this expressive power for a theater 
play, with an interactive simulation of water that was set into motion by the 
actor, and that expressed the inner feelings of his soul. We have employed the 
Ogre game engine for the simulation. We also believe that virtual reality 
technologies possess yet uncovered expressive potentials, among others for 
creating “existential games”, which means games where only main existential 
vectors such as life, beauty, death, love are represented. 

Keywords: Computer Graphics in Theater, Computer Art, Interactive 
Storytelling, Games as Philosophy, Emotional Computing. 

1 Introduction 

Think of a painting by William Turner or Caspar David Friedrich, cf. Figure 1. You 
may want to recall certain videos of Bill Viola, images of “the Room” in Tarkowski´s 
Stalker, or simply Titanic with DiCaprio, by James Cameron. There are countless 
examples in all other art forms as well, and we all know of numerous proverbs like 
“still waters run deep”. Thus, many examples can be found where water is employed 
as a means of expression, creating and evoking emotions and existentially dense 
situations.  

Our immediate challenge has been to transpose this expressive power into the 
digital, interactive realm, in order to obtain an expressive artwork that better 
accompanies the story of a theater play than a non-digital artifact would be able to. 
We will present our response to this challenge in the following paragraphs. Additional 
fascinating and demanding opportunities for exploiting the expressive power of 
computer graphics simulations lie ahead. At the end of this document, we will present 
the creation of “existential games” as an example.  
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Fig. 1. Water in paintings of C. D. Friedrich and W. Turner  

2 Related Work 

There are many examples of digital art being employed within theater and dance, e.g. 
by Tamiko Thiel [11], João Martinho [3], or SIRO-A [12]. However, we are not 
aware of any interactive video installation dedicated to a theater play that had a focus 
on speech, in our case being even a monologue, and that would have employed the 
interactive projection as a “mirror of the soul” of a story person, commenting on and 
unveiling his/hers inner states according to the narrative. Our projection is more than 
only an amplification of movements or of a dance. We also do not know of any 
similar approach that would have had recourse to the expressive power of the digital 
elements such as water, fire, wind, etc., to express meaning and story, in an attempt to 
induce feelings as immediately as possible. Our artwork wants to employ the 
computer graphics of a game engine for novel and powerful atmospheric instruments 
to be used in theater, complementing traditional stage means such as music or 
lighting. But we also believe that such instruments will at the end possess a much 
wider range of applications.  

Our main inspiration source was fine arts (some references are mentioned in the 
Introduction) and literature; most important have also been some video works by Bill 
Viola [1], the work of Gaston Bachelard on the psychological meaning of the elements, 
in particular [2], and works of phenomenological (“existential”) philosophers such as 
Heidegger or Lévinas (e.g. [4] and [5]), who set out for a description of the main features 
of human existence and arrived at a language full of expressive, poetic, invocative figures 
of speech. 

3 Expressing the Soul of the Cannibal 

The original theater script is named “Un Acto de Comunión”, by the Argentinian 
author Lautaro Vito, and the enactment was in Portuguese, which amounts to “Um 
Acto de Comunhão”. This is the narration of the life of Armin Meiwes, the “Cannibal 
of Rotenburg”, who himself recalls it in the first person, chronologically, in a 
monologue.   

Mr. Meiwes is German and has acquired international prominence by arranging a 
meeting with a certain Mr. Brandes, in order to eat the later, by mutual consent.  
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Mr. Meiwes has then eaten the flesh of the corpse of Mr. Brandes over many months, 
until he was arrested when looking for his next victim.  

The enactment is an initiative of the well-known artist Marcos Barbosa, who took 
over both the roles of director and of actor. The premiere was in Guimarães, Portugal, 
in October 2011, and the play has since then been presented in Felgueiras and Porto, 
here as part of the international theater festival FITEI; further releases are expected to 
be set into scene in Lisbon.  

In this drama, the author does not depict Mr. Meiwes as a monster. He shows a 
certain inner logic of the act of cannibalism, and the script tries to unveil these 
reasons. The director has chosen to stress this aspect of the naturalness of the act, 
which, from the murderer´s point of view, was beautiful.  

The authors of the present document were in charge of the digital art for this 
drama. Because this was a monolog, the digital art was expected to create some 
additional movement and to inspirit the enactment, without bringing itself into the 
frontal plane too often, which would distract from the story and the acting.  

We have decided to focus, with the digital art, on the rather shocking aspect of the 
subjective normality and intelligibility of the act of cannibalism, as suggested by the 
script. We wanted our digital artifact to express this, and to present this very peculiar 
point of view of the story person to the spectator, where cannibalism is a sexually 
overloaded necessity. We wanted to evoke feelings of an emotional catharsis in the 
spectator; we wanted him to feel empathy with the rejoicing that the act of eating 
another man must have meant to Mr. Meiwes, and with the beauty and purity which 
this horrifying act must have possessed to him. We wanted the digital art to be the 
mirror and representation of his soul, as it emerges from the script, without 
commentaries, distance, or moral judgment. 

4 Digital Water as Mirror of the Soul 

We have decided to place the rear projection at the back of the stage, occupying a 
prominent visual place. The light emitted by the projection was not exclusive, but it 
provided usually most of the illumination of the stage, so that color and intensity of 
the water dominated the lighting. We have chosen to place the virtual camera of the 
virtual world strictly at a right angle looking down at the water, and not to move it. 
This results into an intentionally artificial, minimalist perspective that keeps only the 
expressive power of the water, and that disregards any horizon, any “beyond the 
water”; the spectator looks frontally at the surface of the water all the time. This 
artificiality should also facilitate the interpretation of the water as mirror and 
representation. 

The motions of the actor, captured by a camera, subtly set the water into motion; 
his profile and the contour of the movements could be discerned as the source of the 
surface disturbances that propagated as waves through the screen, cf. Figure 2. This 
was intended to establish a link between actor and water, and show that this was “his” 
water, that they belonged together.  
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Fig. 2. Different expressive states on stage, set into motion through movement 

The main expressive parameters of the water were its color and color properties, 
the texture of its surface and of the water ground, the viscosity of the surface, the 
velocity of propagation of the waves, and their size. We have discerned around ten 
main parts of the piece that required a different setting of the principal parameters to 
represent and express the emotional meaning of the story situation, and the transition 
from one part to another required exact synchronization to the events on stage. An 
assistant was responsible for triggering the correct parts at the right moment. 
Between, but also to certain extend within these parts, the parameters changed 
gradually. For example, at the beginning of the enactment, assuming purity of early 
childhood, the water is shining blue, transparent, and its movements are free and 
agile. After the passage through some of the major of Mr. Meiwe´s life´s burdens, 
when he speaks of the death of his mother, the water becomes dark, turbid, slow, 
numbed. We wanted the difference between the states of the water to be strong and 
clearly perceptible to the spectators, but the transitions to be nevertheless in the sum 
subtle and gradual; it should be discernible that the expressive transformations of the 
water are accompanying exactly the paths and the timing of the narrative. Figure 4 
depicts some more water states belonging to different story situations.   

The climax of the piece is the eating of the other, and the catharsis that this 
represents to Mr. Meiwe´s, as he is seen here. To express this transformation though 
cannibalism, this “act of communion”, from the dead waters of before to the 
happiness of after, we needed an appropriate transition effect that would reinforce this 
process of a peculiar self-cleaning, which should be accompanied by purifying soul 
turbulences. At the end of this step of personal conquest, we wanted to show again the 
rejoicing purity of the beginning of life that was achieved again.  

In order to express this transition, the climax of a life, we have made the water to 
produce a visual celebration of this “glorious moment”, with symmetric forms of 
rhythmically varying velocity, as in a dance or in a romantic fountain. This feast of 
the water was to be very artificial, in the sense that the water did not behave according 
to physical laws at this moment, as if it could now finally transcend its elemental 
limitations. This is the only situation where we have decided, upon consultation with 
the director, to employ figurative means. Out of this rejoicing water, slowly, and 
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elaborately, a hanging, swaying cadaver emerged, cut as if it where meat at the 
butcher´s – but even here, when depicting in huge size an allegedly authentic gore 
picture of the real events that we had found in a dark corner of the internet, we have 
chosen to manipulate the photography to produce a most beautiful presentation, with 
vivid colors and smooth forms, in order to not challenge the loyalty of the water to the 
master it represents – we had to think of paintings of Francis Bacon under this 
circumstance, with their combination of horror and decorativeness. After its long, 
festive emerging, the cadaver stays fully visible only for a few seconds, and then 
dilutes into the water, becoming part of it, and the transubstantiation, the integration, 
the “communion” of the other, is then accomplished and over. Towards the end of the 
enactment, the water is again pure, calm, and shining. Cf. Figure 3 for examples of 
the catharsis, with a view of the stage.  

 

Fig. 3. The catharsis of the cannibalistic communion  

This human corpse amidst an abstract representation focuses the visual narrative on 
the climax of the act of cannibalism, and suggests a first-time surpassing of a life-long 
solitude.   

 

Fig. 4. Very different water states represent different story situations 

Informal feedback from spectators on the digital art and its effects, including a 
public discussion after an enactment at the theater festival FITEI, and expert verdicts 
from the involved theater professionals, including principally the director, was very 
encouraging and positive. Up to now, it seems that indeed feelings can be transmitted 
and atmosphere for a theater play can be created with the help of virtual elements. 
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Possibly, we might need to readjust the parameters for the link between water 
movement and actor motion, in order to increase the effect, because some spectators 
reported that they were not aware of this correlation – it would have been very 
interesting to study possible subliminal effects of this link that we would indeed 
expect to exist. 

5 Reproducing the Technologies 

We have employed the Ogre3D [8] graphics engine for rendering, and our water 
simulation software had its start at the examples that can be downloaded together with 
Ogre. We have chosen Ogre because of these examples, and because it is open source, 
thus allowing us to manipulate any required detail. We are not aware of any 
comparable cost-free alternative for this task. The computer vision was accomplished 
with the help of the JMyron [7] libraries for Processing [10], which we used for 
motion and blob detecting. Cf. Figure 5 for a scheme of the technical configuration. 
There is no particularly strong justification for our choices related to computer vision 
software, which brought along additional complications of integrating Java and C++ – 
we simply had some code ready for JMyron, and time was short. OpenCV [9] or 
another C-library would otherwise have been a more natural choice here. As 
hardware, we had a single, recent laptop with a dedicated graphics card, a cheap 
webcam, and a projector together with a large back projection screen.  

 

Fig. 5.  

We had little more than one month only to carry out this project, from concept to 
premiere, and our joint efforts might have amounted to a total of six man-weeks of 
work for concept, programming, designing, fine tuning, and testing. The visual effects 
resulted from a combination of creating and adapting water textures and their image 
properties, and of programming and defining the simulation parameters. Most of the 
programming effort was invested into developing beautiful transitions between 
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different water states, but there were also other demanding C++ tasks on the way. For 
triggering the transition between one state and another during the play, an assistant 
had to press a key in the right moment (for this we connected an off-the-shelf remote 
that usually controls presentations to the computer). We developed a XML-script that 
defined the narrative, i.e. the sequence of water states and textures, the transitions 
between them, and eventual special effects. The script contained at the end dozens of 
sub-states and transitional states, grouped together by around ten main parts (cf. 
above). The water simulation that we employed consisted only of surface effect 
algorithms, and did not allow for “entering” into the water. Originally, we intended to 
employ the Ogre plug-in Hydrax [6] at the beginning and end of the story, which 
would have allowed for “emerging” from the water at the beginning, and “entering” 
and “dwelling” into it at the end, but we could not finish in time for this. 

6 The Challenge of Existential Games 

We believe that it is possible to further exploit and intensify the individual experience 
of the virtual elements, in different contexts. For example, this could be done by 
introducing responsibility for their states, and failure and success when influencing 
their course, i.e. by devising novel kinds of games; such an existential game world 
would consists only of highly expressive elements such as the virtual water, and 
would represents, more immersively and with greater emotional intensity than ever 
before, existential situations. Thus, the expressive power of the digital elements is 
certainly not confined to being a visual commentary to a story. Games could build 
upon the expressive power of the elements, and they would touch the players and 
create sensations of immersion in yet unknown ways. We can only roughly sketch the 
ideas here.  

A game requires mechanisms of responsibility (or “agency”) for the user. For 
example, this may mean that the user has to thrive not “to drown” into the simulated 
water, but to “emerge” from it, and at the end of the game to bath into it, to enjoy it. 
The game play then becomes a metaphor for (aspects of) life, if the responsibility for 
the elements reflects real dependencies. It becomes a kind of “philosophy” of life.  

For instance, we may want to represent how man can get lost in too much 
irrelevant information, publicity, and others stealing one´s attention and time; and 
how it is possible to regain focus and thrive at a substantial, sensible individual 
perspective. We can think of a simple game that implements this: Imagine drowning 
into the water of a storm, and each beating of a wave is accompanied by such an 
irrelevant but loud, dissonant voice or scream. Imagine that there is a single relevant, 
harmonic, authoritative voice amidst this. The challenge is to focus on this particular 
voice (for example on its ever changing directions) – when this succeeds for a time, 
the storm evades, and peace, the horizons and directions emerge again.  

This sketch is based on [4]. For it, we have taken up the theme of Heidegger´s 
analysis of “being lost in the Man”, of recognizing the “voice of one´s conscience”, 
and such regaining “integrity” (Ganzheit). We believe that the expressive power of 
the elements will eventually lead to games that are “philosophical”, if the game logic 
succeeds in representing existential structures and responsibilities, and in evoking 
feelings of existential situations. When this happens, we are confronted – not with an 
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illustration of a philosopher´s philosophy, but with a true philosophy and 
philosophical experience for the player – something that extends and continues certain 
philosophical traditions technologically, and is able to create experiences that refresh 
and clarify our understanding, feelings, and options. 

7 Conclusions 

Our running example was based on the simulation of water. This simulation will have 
its own rules that need not be realistic; the water may speak, change colors, or even 
“fall up”; the metaphor may mix with other figures and elements, if required by the 
figurative logic that we create. And water is certainly only an example among many, 
albeit an important one; but an “element” in the present context can be virtually 
anything, or any aspect of being, that can evoke deep feelings, and that can be adapted 
as a metaphor for complex expressions – earth, fire, up, front, weight, equilibrium, the 
body and face of the other. 

We believe that recent advances in computer graphics, computer vision, and other 
technologies, open up opportunities for employing “the elements” as means of 
emotional expression, both illustratively, as in the theater piece “Un Acto de 
Comunión”, as well as in “philosophical” games, where the user is immersed into 
these elements and deals with them. There are many other possible usages, though, 
for instance as an “intelligent ambient” that reflects and influences emotions. But 
since the technologies are very recent, in a cultural perspective, we believe that there 
is still some way to go until we learn how to best use and adapt them within different 
contexts, and until we have learnt how to exploit their full expressive potential. 
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Abstract. Computer gaming has often represented a fertile ground for
the implementation and testing of novel and engaging human-computer
interactions systems. Such phenomenon has occurred first with mice and
joysticks and keeps on going, increasing in complexity and realism, with
body-based interfaces (e.g., Wii, Kinect). Now, many fields and appli-
cations could benefit from these advances, starting with those where
interactions, rather than physical objects, play a key role. Relevant exem-
plars can be found within many specimen of intangible cultural heritage
(e.g., music, drama, skills, craft, etc.), whose preservation is possible only
thanks to those tradition bearers that patiently bestow their knowledge
upon new generations. Italian luxury crafts, which range from sports
cars to high-end clothing, for example, often obtain their high quality
and consequent reputation from a mix of intangible artistic and techno-
logical skills. The preservation of such skills and the persistent creation
of such handcrafts has been possible, in time, thanks to those “master-
apprentice” relations that have retained the quality standards that stand
behind them. Nowadays such type of relations remain no longer easy to
implement, as creation and production paradigms have undergone rad-
ical changes in the past two decades (i.e., globalization of production
processes), making the transfer and preservation of skills challenging.
Inspired by the advances made in human-computer interaction schemes
for gaming, in this work we propose a non-invasive encoding of artisans
manual skills, which, based on a set of vision algorithms, is able to cap-
ture and recognize the gestures performed by one or both hands, without
needing the use of any specific hardware but a simple video camera. Our
system has been tested on a real-world scenario: we here present the pre-
liminary results obtained when encoding the gestures performed by an
artisan while working at the creation of haute couture shoes.
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1 Introduction

Craftsman skills are the result of experience and technique learned over time
through consolidated careers in designing and manufacturing a specific prod-
uct, where tradition is often mixed with art and the use of new technologies,
just as envisioned long ago by the Bauhaus scholars [1]. However, the “master-
apprentice” teaching model, which has been at the basis of the transfer of such
skills, is no longer as common as in the past. Hence it is not easy to teach and pass
on knowledge and skills learned by specialized craftsmen who create and develop
sophisticated and unique craft products, in a perfect balance between tradition
and modernity. For these reasons, it is clear that, within a crafting enterprise,
it is very important to find ways of archiving the most relevant collections of
intangible assets and knowledge. This is a process where technologies that have
been devised in the realm of computer gaming can make a difference and lead
to the preservation, through digital encodings of gestures and movements, of the
knowledge and experience required in the craft industry [2].

Such benefits, in addition, can be extended beyond the preservation of knowl-
edge, and also be utilized to analyze and assess the processes and gestures that
are employed to design and create particular products, for example. Also for
this reason, the use systems that can track and recognize human movements
within the context of handcrafting opens up to a new range of opportunities and
applications that would have been unimaginable before now.

Now, the contribution of this work is the design and implementation of a
system capable of tracking and encoding the actions performed by an artisan
at work. It operates in two steps. The first is that of recognizing and tracking
the features of a human body, while performing coarse movements. The second
is the recognition and tracking of the actions performed by one or both hands,
while making fine, but also fast, gestures within a restricted area. With these
two steps we are able to follow the complete set of movements and gestures,
which an artisan can perform while working.

Before ours, a few works have been proposing the idea of preserving cultural
heritage with the use of modern technologies, for example in the context of
knitting [3]. However, the cited stream of work principally leveraged on all those
technologies that can support and emphasize the social aspects that intervene
while crafting (e.g., exchange of information with social networks) rather than
on obtaining, through the tracking and recognition of gestures, a digital coding
of experiences and skills. An interesting technique, in this latter sense, has been
proposed in [4], [5], where the authors demonstrated the feasibility of tracking
and recognizing handmade gestures with the sole use of a video camera and a
pair of special gloves, specifically customized (i.e., colored with a give pattern)
for such purpose. However, when applied to haute couture crafting enterprises,
the requirement of wearing special gloves can represent a disturbing factor for
an artisan, thus jeopardizing the performance of the natural gestures executed
while creating.

Following the recent achievements that have been got in the field of gestural
gaming interfaces, in the remainder we will show that it is possible to encode
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and maintain the knowledge of craft skills through a gesture recognition system
based on non-invasive technology. Starting from the idea that any interaction
with our system must be realized without the use of any tangible device or
equipment, i.e., without using dedicated and specialized hardware ([2], [6]), we
realized a system that can encode craft gestures, with the sole use of a single
video camera and a set of specialized software algorithms. As we shall shortly
see, such system has been successfully applied to the tracking and recognition
of the gestures involved in the creation of haute couture shoes.

2 Our Approach

The actions performed by any artisan can be roughly of two types, depending
on the gesture that it performs: fine and coarse. Intuitively, actions that involve
fine gestures are performed in all those cases where a high degree of precision is
required, as in the cases where a shoe is stitched or when a mechanical wristwatch
is tweaked, for example. We consider coarse all the remaining actions where,
instead, the same precision is not mandatory (e.g., moving an object from one
end to another of a lab). In the following we will first focus on how fine-grained
gestures can be tracked and recognized, and then move on to how coarse ones
can be followed as well, in the context of the production of haute couture shoes.
The production of shoes involves a long set of steps which range from, choosing
the leather of which they will be made of to stitching together the midsole, the
sole, the vamp and the heel sections that compose them. Among all the possible
actions, we selected two significant gestures in the production of shoes: carving
and stitching a sole (Figs. 1.a and 2.a). These two actions are typically performed
in a sequence, one after the other: at first, a sole is carved in order to create a
groove; then the obtained groove is used as a track to sew together the remaining
leather parts of the shoe to the given sole. The coding of these gestures lies in the
determination of: (a) the number of times that a particular gesture is repeated
and (b) the path that is followed while performing that gesture. Our system
supports this type of coding through the tracking of the hand movements of a
craftsman at work (Figs. 1.c and 2.c).

Technically, our system operates as follows. A video camera is placed in front
of the areas where an artisan works, at a close distance from where gestures and
movements are typically performed (we tested our system with this distance
set to 50 cm and to 120 cm). After capturing two consecutive video frames,

Fig. 1. Left to right: (a) carving the sole, (b) distance of the center of clusters, (c)
tracking one hand, (d) system performance while carving



440 G. Marfia et al.

Fig. 2. Left to right: (a) sewing leather to a sole, (b) distance of the cluster centers,
(c) tracking two hands, (d) system performance while sewing

the system first of all applies a Gaussian filter to remove any high-frequency
noise. Every second frame is then subtracted from the first one in order to
obtain the difference frame between the two. Such frame, in fact, contains the
information pertaining any change that occurred in time, between the moment
when the first frame was captured and that when the second was acquired.
Within the difference, hence, our system searches for any macro area where the
two frames effectively differ, as this may be indicating that, single movements, or
also multiple movements, have been performed. This step is performed dividing
the difference frame into a grid where a square becomes active when it contains an
active macro area. However, an active square may not represent a solid indication
of motion, if it lies in an isolated position (the motion of one hand also involves
the motion of the connected arm, for example). For this reason we also apply
a filter that eliminates all those active squares that fall into isolated positions,
since they cannot be representing significant movements.

Now, once the areas where motion has occurred have been individuated, an
interesting problem is that of determining whether an artisan is working, utiliz-
ing one or both of its hands. In order to detect whether both hands are used,
we adopted the following approach. In particular, we first utilize a k-means clus-
tering algorithm (with k equal to 2) that takes as an input all active squares in
order to separate them into two clusters. In fact, with k = 2 we are considering,
a priori, that any movement may have been performed by two hands. Obviously
this is not always the case: in fact, there may be actions, which require a single
hand and others, which require both. Hence, in order to discriminate whether
one or both hands accomplished a given movement, we adopted the following
heuristics based on the distance between the two cluster centers that have been
individuated at the preceding step (Figs. 1.b and 2.b): a distance that exceeds a
given threshold value indicates that both hands accomplished a movement (Fig.
3.a, frames 1 through 7), while if that distance is less than that threshold value
the movement is probably performed by a single hand (Fig. 3.a, frame 8, and
Fig. 3.b). Finally, after having determined whether one or two hands are moving
in front of the camera, their position is computed as follows. If only one moving
hand is detected, its position will be identified as the cluster center positioned
higher in the grid (Fig. 3.b); otherwise, if two hands are in motion, their po-
sitions will be estimated as the center of the two separated clusters. Clearly,
with such approach discontinuities may appear, yielding situations where, due
to a number of reasons (e.g., illumination level), first one and then two hands
are detected, and vice versa; to overcome such type of problem, we integrated



Reframing Haute Couture Handcraftship 441

Fig. 3. Left to right: (a) tracking two hands, (b) tracking one hand

a Kalman Filter in our system, whose role is that of tracking consistently and
gracefully the trajectories along which a particular movement is carried out.

Now, the tracking and recognition of any coarse gesture can be performed
utilizing a video camera that is placed at some distance from an artisan, hence
capturing its whole figure. The algorithm that we implemented to carry out this
task lies along the lines of the one that has been presented in [7] and works as
follows. The basic idea that is implemented is that of determining the position of
five crucial points of the human body: the head, the hands and the feet of a person
(Fig. 4.a). In brief, this is performed by first determining the positions of the two
feet, which may be detected as the two minimum points of a human blob which
has been separated from the static background. After this first step, and utilizing
anatomical proportions, the same human blob is divided into four sectors (Fig.
4.b), two that include its bottom part (i.e., below the hip line) and two that,
instead, incorporate its top (i.e., above the hip line). Within the top sector, our
algorithm proceeds searching for three maxima: if these are successfully found
our algorithm has detected also the hands and the head of the moving person.
If not, our algorithm assumes that the global maximum represents the head of
the person and adopts additional strategies to find the remaining positions (i.e.,
those of one or both hands), again leveraging on the idea of searching for the
maximum of the blob in a given direction. This said, this methodology can be
adopted to track and recognize a wide set of actions that are performed when
crafting a shoe, ranging from those where an artisan transports any leather or
other material to its workstation, to those that are executed while interacting
with different machinery and tools (e.g., automatic stitchers, leather polishing
machines, etc.).
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Fig. 4. Detecting coarse actions. Left to right: (a) detected points, and, (b) human
body sectors

Obviously, once the data has been obtained, the goal can be twofold: (a) use
this as a benchmark and compare it against individuals for performance feed-
back, and, (b) use the acquired information as a training set that can be adopted
by unskilled apprentices. All this leaves an open set of questions unanswered,
which require further research and investigation. In fact, how could it be possible
to efficiently compare the gestures performed by two different artisans working
at the same task? These gestures comprise actions that are not only based on
simple repetitions, but also synthetize creativity aspects that could give differ-
ent, but similarly remarkable, results. To this date, our approach to this problem
has only relied on a geometrical analysis and comparison of the trajectories that
are returned by our tracking activities. In particular, two gestures are consid-
ered to be similar, if their corresponding trajectories begin (and end) in nearby
areas. More precisely, our algorithm recognizes as correct all those trajectories
that flow within a stripe of a given size (the idea is that a certain degree of
tolerance is admitted to capture any difference produced by creativity). Finally,
each given trajectory must terminate within a given period of time, after which
that gesture has been performed too slowly to be considered correct. This mech-
anism was devised to make our recognizer able to consider as correct a wider set
of movements with slightly different trajectories that differentiate only on the
basis of a few geometric differences, nonetheless there is awareness on our side
that this methodology is rough and needs to be refined, for example inspired by
relevant intuitions provided in [3].

3 Empirical Results

The performance of our system has been assessed in reality, thanks to the col-
laboration with a renowned Italian haute couture shoe brand. In particular, we
were able to assess how our system behaved while performing fine gestures when
two different actions were being carried out: (i) carving the sole of a shoe, which
required the movement of a single hand, and, (ii) sewing the leather to a sole,
which, instead, required the use of two hands.
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Table 1. Single hand

Euclidean distance (pixel) Camera distance (cm) Match (%) Uniqueness point (%)

35 50 96.65 98.08

35 120 96.8 100

45 50 96.15 100

45 120 93.57 100

All the results discussed in this Section were obtained utilizing a camera whose
frame rate was set to 30 fps. The performance figures pertaining our algorithm
while the first movement was executed are shown in Table 1. In particular, when
dealing with a single hand, we notice that it is possible to encounter situations
where, erroneously, two hands are detected. However, when choosing a threshold
value for the distance between the two centers that fell in the 35 to 45 pixels
range, we obtained a very close match and a good estimate in determining the
movement of a single hand (Fig. 1.d).

Table 2. Two hands

Euclidean distance (pixel) Camera distance (cm) Match (%)

35 50 94.54

35 120 84.78

45 50 83.82

45 120 90.9

The results pertaining movement (ii) are, instead, shown in Table 2. Also in
this case the threshold value between the cluster centers (i.e., distance between
the two hands) plays an important role. In particular, the closer are the hands
to a camera, the larger is the size of the motion-sensible areas. As a consequence,
the distance between the cluster centers will be small/large when the hands are
close/distant from the camera. This means that the threshold value needs to be
small in all those cases where the camera is kept close to an artisan, and large
in all other cases. We hence can better determine if we have one or two hands
involved during the performance of a given movement (Fig. 2.d).

4 Conclusion

We implemented a prototype, which, with sole use of a webcam, is able to track
and encode the trajectory of a movement made by a craftsman at work. Our first
results indicate that there is a good accuracy in following fine gestures, as well as
coarse ones, when a video camera is both close or far from a craftsman at work.
What is relevant is that all this has been made possible thanks to techniques
and experiences drawn from the computer gaming field and allied technologies
[8], [9], [10], [11].
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Abstract. This paper describes the two phase development of the digital art 
piece PURE FLOW. The first deployment of this work was as a gallery based 
exhibit in which digital noise sampled from the Global Positioning System was 
exposed as dynamic sound and projected visual displays. The second piece 
extended these initial themes onto a handheld platform (iPhone) whereby the 
user could continually sample digital noise from positioning systems at their 
surrounding environment and generate an audio and visual experience 
specifically created for their immediate location. Aesthetic considerations are 
described along with implementation details leading to general reflections 
relating to collaborations between artists and technical specialists. 

Keywords: Visual Arts, Sound and Music Design, Aesthetics, Mobile and 
Ubiquitous Entertainment, Cultural Computing. 

1 Introduction  

1.1 Artist’s Statement 

From the artist’s website (Connor 2011): 
“PURE FLOW reveals the noise generated between GPS data systems and multiple 

satellites, 3G networks and Wifi hotspots as a tangible presence in the environment. 
The APP visualises the instability and fragility of Live signals, passing through 

cloud cover and urban architecture; absorbed by bodies, reflecting off concrete and 
refracting through glass. The user can directly manipulate the outcomes, by touching 
the visual and sonic patterns triggered by fluctuations in the data. Once activated, 
PURE FLOW reveals these signals as a sliver of fluctuating white noise, responding 
directly to the movement and immediate environment of the device.  

PURE FLOW subverts the use-value of GPS as a surveying and navigational tool; 
revealing these invisible data streams and highlighting their increasing ubiquity, as 
sophisticated military technologies become key components in daily life.” 

The artistic desire here is clear. There is, around us, an invisible field created by 
the many wirelessly collaborating technical devices, and the artist would like this 
exposed. This feeling is not new, and there is a good deal of previous work in this 
area. Indeed, it is general human nature to dislike things being hidden from us, and so 
it is therefore not surprising that there is this pervading wish for such invisible forces 
to be revealed. 
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1.2 Background 

Since the late 1970s Christina Kubisch has produced a series of sound installations 
based on the sonification of electromagnetic fields [1, 2]. In some pieces, electric wire 
is deliberately positioned around a space and used to construct fields based on pre-
defined audio material. As the sounds are ‘played’ down the wires, the visitor is able 
to wirelessly ‘mix’ between the different sources by altering his location and 
orientation. To generate the audio, early implementations required the visitor to 
manipulate a small cube containing an inductance-coil and a loudspeaker. Later, 
Kubisch developed wireless headphones that better succeed in centring the user 
within the experience, “[where] every movement, even a slight turn of the head, 
results in a different sequence of tones”. The headphones contain a built-in inductance 
coil which picks up not only the intended signal emanating from the wires, but also 
noise produced by unrelated nearby electrical activity (‘naturally’ occurring fields 
such as those produced by lights, transformers and indeed most modern electrical 
equipment). Originally Kubisch sought to filter out the hum of this electromagnetic 
interference, but in 2003 the continual increase of this ‘noise’ in the environment 
forced a reconceptualisation of her work [3]. She began to treat these fluctuations as 
‘signal’, revealing these hidden fields as sounds as the user progressed along an 
‘Electrical Walk’. 

More recently, two projects by Timo Arnall et al have explored the visualisation of 
fields associated with RFID and WiFi technologies [4,5]. Both projects use long 
exposure photography together with a probe to record properties of the field at various 
locations. As the probe is moved through space it reacts to the signal at its current 
locations and emits light designed to reflect this. This allows a picture of the field to 
be built-up over time as the probe is relocated to multiple positions. The probe 
“Immaterials: the ghost in the field” consisted of an RFID reader and green led 
configured to illuminate when within readable range of the RFID tag. This allowed 
the image of a “readable volume” to be produced, i.e. the volume surrounding the 
RFID tag within which its data could be read. In a subsequent project, “Immaterials: 
light painting WiFi”, a series of lights were placed along the length of a long pole and 
configured to sequentially illuminate in proportion to the available WiFi signal 
strength (in a way analogues to the signal strength bars on a laptop or phone, only 
with more precision). This pole was carried vertically through an environment such 
that the long exposure image recorded a glowing bar-chart like graph embedded in the 
environment. 

PURE FLOW draws on both collections of projects for context and relates to their 
goals in the following ways: 

Analogue Immediacy vs. Digital Mediation 

In Kubisch’s audio creations there is a direct analogue mapping between the fields 
present in the environment and the sounds generated as an associated sonification. 
There is no digital signal processing, there is no analogue to digital conversion. This 
close mapping affords the sense of immediacy indicated by the claim that a “slight 
turn of the head” affects the quality of the sound. Although with updated technology it 
may now be possible to sense the field strength, convert this to a digital value and 
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subsequently use this to produce an audio rendition. This may introduce delay, losing 
the sense of immediacy, but more importantly the direct mapping would be 
effectively lost, since the digital value could be used to trigger any variety of events. 
In contrast, the digital approach employed by Arnall et al has no such sense of 
immediacy. Whilst during the production of the images there are points in time when 
the light is either on or off (corresponding to whether a signal is either detected with 
sufficient strength or not), but during the long exposure this temporality is lost. Also, 
the mapping of signal strength to LED activation is entirely arbitrary, and exists 
solely for the production of the final image. Since this image is built over time, the 
image is effectively recording (or ‘buffering’) the data and representing it as an 
instance collapsed across the sampling period. A key consideration here is the amount 
of information available for sonification or visualization (i.e. the analogue and digital 
bandwidth). In the analogue case, Kubisch has at her disposal such a large amount of 
information that it can be streaming in real-time through the headphones straight to 
her visitor’s ears. This is not the case in Arnall et al’s digital environment where the 
data flow is so small it takes a good deal of time to build up even a single image. A 
contrast could be drawn with the often sonified Geiger–Müller tube, where the 
detection of ionizing radiation is used to generate a popping noise. The more 
radiation, the more pops, up until a point whether there are enough pops to generate a 
crackle with a discernable pitch. In the case of RFID and WiFi signal strength the 
available data is the result of a good deal of signal processing and updates are in the 
order of one data point every few seconds. In terms of our Geiger counter this will 
correspond to a frequent pop, but nothing that would be interesting to view or listen 
to. As a consequence the data needs to be buffered although this results in an 
inevitable loss of immediacy. The case is even more severe for Global Positioning 
System signals. 

The Global Positioning System (GPS) 

Initially developed for military purposes, GPS applications are now commonplace. 
From SATNAV routing systems on vehicles and the geo-tagging of images on  
smart-phones, to more esoteric pursuits such as mobile and pervasive media art (for 
example, Blast Theory’s ‘Can You See Me Now?’ and ‘Uncle Roy All Around You’ 
[6]), the uses for accurate positioning data is growing. In essence the system is very 
straightforward. A number of satellites orbiting the earth are constantly broadcasting 
the current time and their present location. When this message is received, the time 
elapsed since it was sent tells the listener how far they are away from that specific 
satellite. This process is repeated for multiple satellites so that the location of the 
listening device can be estimated. Error appears in this estimation from a number of 
sources including: inaccurate values sent from the satellite (although these values are 
known to a very high degree of accuracy, it is possible the values are deliberately 
distorted), noise in transmission (i.e. something that interferes with the signal on 
route, such as it bouncing off a building or being blocked totally by a wall), however, 
one of the largest source of error is likely the GPS receiver’s own clock which is 
considerably less accurate that the atomic clock on the satellites. 
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By watching the fluctuations of the values of a stationary GPS receiver is it 
possible to suggest that this is ‘noise’ in the data, and indeed, this is the very 
information which PURE FLOW uses in its visualizations. However, it is not possible 
to say exactly where this noise has come from, indeed our conceptualization of 
“noise” here is at the holistic level and so we do not even know (nor mind) if the 
noise stems from an analogue or digital source. An alternative solution would be to 
directly use the analogue signal (cf. “radio field”) to generate the visualization as 
opposed to the digital data (cf. “readable volume”) in a manner more similar to 
Kubisch’s work. This may indeed produce interesting possibilities for RFID and WiFi 
and it is definitely possible to ‘listen’ to the GPS signal directly (as opposed to the 
pattern produced by the digital error). Unfortunately, this technique would require 
specialist hardware and so would not be deployable on a consumer phone. 

Signal, Noise and Error 

Katy Connor has previously exhibited a video installation “Snow, TV Snow” in which 
two identical black and white televisions show ‘noisy’ visuals [7]. One screen 
displays a looped video footage of swirling snow, with eddies and circling birds, 
while the other shows contrasting TV static. 

PURE FLOW attempts to generate a similar visual aesthetic by generating a ‘noisy 
looking’ pattern from the error in GPS data. The guiding principle for the 
implementation is that the algorithms deployed should not introduce any random 
elements; rather all displays (audio and visual) should be driven solely by the detected 
error. This is rather a fine point, since a system could be implemented that uses the 
error as a seed for some non-deterministic function. During discussions with the artist 
it was not felt that this was in the spirit of the piece (exposing that which is hidden) 
since the display would have little correlation to the error data. Instead, the small 
amount of available error data should be reused in multiple ways to create sounds and 
images that are directly connected to the source, hence the algorithms deployed are 
predictable in the  intuitive sense and do not introduce any pseudo-randomness. In his 
work on Algorithmic Information Theory (AIT), Gregory Chaitin provides a 
meaningful working definition for randomness [8], but as Kubisch illustrates, both 
signal and noise are entirely context dependent and antithetical (signal is that which is 
not noise, and conversely, noise is that which is not signal). In the design of PURE 
FLOW the goal was to expose the error without introducing noise (randomness), 
hence stochastic algorithms were rejected. 

2 Implementation 

From the design remit and aesthetic considerations two pieces were created via 
remote collaborations. The first, as a gallery installation, was created entirely 
remotely (with the exception of an initial introductory meeting) with sporadic 
discussions taking place via Skype as required and much ‘remote debugging’ 
performed by logging into and controlling the artist’s Macbook through iChat. The 
second, as an iPhone app, involved two additional meetings with the artist to fine-tune 
the look-and-feel of the application. 
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2.1 Gallery Installation 

To collect the GPS error information, the gallery installation made use of a Bluetooth 
GPS device (Holux M-1200). This was situated such that it regularly obtained a good 
GPS signal, but was close enough to the Macbook running the display for a reliable 
Bluetooth connection to be established and maintained. The Macbook drove a 
projector which cast an image onto a suspended semi-opaque Perspex sheet. This 
provided a direct visual image from the projector but also reflected a portion of the 
received light to generate a back-projection. As a result, a visitor situated in the space 
was enveloped in the light-field (to reflect the manor in which the GPS signal 
permeates space). 

Visual Programming 

Pure Data (Pd-extended) is a free visual patch programming environment for creating 
audio/visual displays [9]. It was selected partly for the ease with which it can be used 
to create synchronized audio and visual displays, but mainly as a method through 
which system functionality could be exposed to the artist in a familiar way (i.e. both 
through a visual representation of the system and its data flow, as well as through 
parameter control via sliders and other standard interface elements). 

The Macbook ran a bespoke native application to collect the positional error from 
the stationary GPS device and generate 512x512 grayscale images. The image data 
(normalized error information) was used by the Pd patch in a number of ways. The 
texture information was displayed six times on the screen (with various degrees of 
transparency and transformation). Translation was used to create a rapid flickering 
effect by sequentially using the values present in the gray-scale image to control the 
horizontal and vertical offsets of the texture. The frame-rate (and rate with which each 
pair of pixel values were read from the image) was set by the artist via a slider, as 
were the rotation, transparency and scale of the textures. A similar technique was used 
in the generation of the audio where a series of interlinked oscillators had various 
parameters controlled by the values of the gray-scale image data. The same values are 
used synchronously as those employed to control the texture offset, and this ensures 
the visual movements on the screen are mirrored by the fluctuations in the sounds.  

Post-mortem 

Although the gallery piece was well received [10, 11] (as it helped secure funding for 
the subsequent mobile development) there were several issues that arose during the 
implementation that were not foreseen. Remote working was more of a hindrance that 
expected, particularly during demonstrations where showing work-in-progress was 
hampered because the development environment was not easily portable, and due to 
bandwidth/frame-rate limitations remotely logging into a Macbook did not accurately 
reflect what the display was showing. Ultimately the solution employed was to 
courier the Macbook to the developer, install the software, configure it for the gallery 
and then courier it back. This worked well except for late problems that occurred in 
the gallery itself when the Macbook totally failed and needed to be replaced (it is 
possible that couriering the Macbook about may have contributed to its demise). 
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Although the goal of using Pd was to develop a solution that could be adapted by the 
artist after development had finished, ultimately this was only achieved through the 
use of sliders. The complexity of the Pd patch made it unmaintainable, possible 
mostly through the inexperience of the developer with the medium, but also down to 
inadequacies of the visual programming system itself which did not seem to scale 
well and appeared difficult to debug. For the second implementation it was resolved 
to rely on text-based (rather than visual) coding, to deploy on a standard platform well 
known features, to use appropriate project management tools, and to meet more often. 

2.2 Mobile Application 

A second implementation “PURE FLOW [mobile edition]” sought to relocate the 
experience out of the gallery setting. Just as “Electrical Walks” and “Immaterials” 
reveal the fields present in every day places, the new work exposes the pervasive 
nature of GPS data. Apple’s iOS platform was selected for deployment because it 
provided an established user-base with known features and a well understood 
interface paradigm. Although it was not possible to exactly replicate the functionality 
of the gallery piece (the iPhone application uses fluctuations in the accelerometer 
values in place of GPS noise) the essence of the experience is maintained through the 
artistic framing (if not through the actual mechanical operation of the 
implementation). 

3 Discussion 

The technical goals of PURE FLOW were twofold: first to sense the electromagnetic 
‘noise’ in the environment created by navigation systems; and second, to create an 
audio/visual display that exposed this according to a given aesthetic. This was 
successfully achieved for the initial gallery artwork, and a workaround using 
accelerometer noise meant the mobile edition was accomplished as a reasonable 
compromise. Because of the small amounts of sensor information, all solutions 
required the buffering of data in order to produce a visual display and associated 
sounds capable of generating interest in the viewer. This produced an inevitable lack 
of immediacy in the experience. Alternative solutions to access GPS satellite 
transmissions directly would require bespoke hardware to be constructed and so 
would not be reasonably deployable to consumer phones; however, this is clearly an 
interesting avenue for future work in a gallery setting. Contemporary art has always 
used contemporary materials in its practice, and at present there is a growing interest 
in the use of modern electronic technology [12] (take for example, the expanding 
international network of dorkbot events [13], for “engineers who want to be artists, or 
artists who want to be engineers, or the otherwise confused”). This trans-disciplinary 
(or post-disciplinary) thinking has fostered an emergent culture of collaboration 
where the distinction between artist and technology specialist is becoming blurred. 
Artists are keen to understand the capabilities afforded by the new media and 
technical experts benefit from exposure to new use scenarios. Culturally though there 
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can be very different expectations and an attempt to simultaneously progress 
knowledge in different disciplines (satisfying multiple, often conflicting agenda) can 
be difficult to accomplish (e.g. with credit often not given to the technical role in the 
creative process and vice versa). Attempts to repurpose the novel functionality of a 
new technology platform through artistic collaborations needs careful orchestration. A 
technical expert will often present technology in the way that it is traditionally 
understood in their field, and an artist new to the area may have unrealistic 
preconceptions about any capabilities. In addition, to push technology into new areas 
an artist must often gain a high level of technical knowledge to converse meaningfully 
and this can be counter productive as interest is forced away from artistic concerns. 
The games industry has recently begun employing ‘technical artists’ to bridge this gap 
[14], and as the middle-ground between art, science and technology opens up  more 
roles can be expected in this boundary-crossing area of facilitation. 

4 Conclusion 

Participation in an artistic collaboration such at PURE FLOW is a rewarding outlet 
for technical creativity - free from the constraints of more prescriptive projects - there 
are sure to be areas of cultural discord, but with experience these can be foreseen and 
planned for with careful role definition and expectation management. Post-
disciplinarily collaborations are now common, with collaborative working practices 
empowering artists through the democratisation of technology, and the engagement of 
technical experts with the more human concerns of art and its practitioners. Ideally, 
all contributors benefit from these collaborations where traditional discipline 
boundaries are transgressed to broaden the experience of all involved. PURE FLOW 
is a successful example of such a post-disciplinary project. 
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Abstract. This paper proposes a piece of interactive art installation
named the “Juke Cylinder” to augment sound images through hand in-
teraction and to metamorphose hands into a musical instrument. To aug-
ment a sound image onto users’ hands, we used a parametric loudspeaker
because it can localize a sound image on a reflecting surface. When users
interact with our system, they perceive that their hands are metamor-
phosed into various musical instruments such as a guitar, a piano, or
a synthesizer. Users can control the pitches of the sounds depending
on their hand interactions such as with real musical instruments. In a
demonstration at a media art exhibition, this system provided visitors
with extraordinary sound experiences, and we received positive feedback
from them.

Keywords: Sound image localization, Parametric loudspeaker, Musical
instrument, Media art.

1 Introduction

If a person strikes an object, a sound is produced and a sound image is localized
on the place where he does. However, when people play some electronic musical
instruments such as synthesizers, a sound comes from loudspeakers and a sound
image is not localized on the place where they interact. For users, it is natural
that the sound comes from the place where they interact.

The parametric loudspeaker makes it possible for people to feel that the sound
comes from actions or objects that would not produce audio output, because the
parametric loudspeaker can localize a sound image on a reflecting surface and
virtually produce audio output from any actions or objects[1][2]. By using a
parametric loudspeaker, the sound image can be localized where people inter-
act. A parametric loudspeaker works in entirely differently from a conventional
loudspeaker. It generates ultrasound which travels outward in a narrowly focused
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column analogous to a flashlight beam. When it strikes a surface, it turns into
ordinary sound that people can hear.

In the field of virtual reality, various virtual objects are augmented into the
real world. However in many cases, the objects are augmented only visually.
Using a parametric loudspeaker, one can produce a sound spot and localize the
sound image at a given position.

We developed a prototype system as a piece of interactive installation art
named the “Juke Cylinder,” which can localize sound images on users’ hands
and play various tones depending on their actions. By localizing sound images
on users’ hands with a parametric loudspeaker, the sound image is augmented
onto their hands, and they perceive that their hands metamorphose into sound
sources. In the demonstration at the “iiiexhibition13” media art exhibition held
at the University of Tokyo, this system was highly acclaimed.

2 Related Work

Dobler et al. proposed augmented sound reality (ASR) [3]. ASR enables one
to place sound sources in a virtual or real room, and three-dimensional sound
is created there by a stereophonic sound system. However, the sound image is
virtual and not real. Our attempt is to augment a real sound image onto the
position where users interact.

Parametric loudspeakers have found several applications. Nishimura et al.
developed the “Bird of Luggage” system and exhibited it in a baggage claim
area at the Haneda Airport, one of the biggest airports in Japan[4]. This artwork
uses a parametric loudspeaker and a projector to project a fluttering sound along
with bird images onto luggage. The sound projected onto the luggage is reflected,
and people can hear a fluttering sound coming from it. However, this system is
not designed to interact with users.

Kimura et al. developed a visualization system for interaction with transmit-
ted audio signals (VITA)[5]. VITA uses LEDs to provide visual feedback to the
user in real time in the same space and enables the interaction between the user
and the sound by detecting ultrasonic sound beams from a parametric loud-
speaker. In this system, the parametric loudspeaker is used to convert the sound
wave into electrical energy, and it is not used to augment the sound image.

Alexis et al. proposed Invoked Computing, which is a multi-modal ASR system
that enables the use of everyday objects as computer interfaces or communica-
tion devices by simply using a projector and a parametric loudspeaker[6]. For
example, by localizing the sound image on a banana, people are able to use the
banana as a phone. However, in the case of invoked computing, users cannot
control the content of the sound by themselves.

The parametric loudspeaker can be useful for some interfaces. Harrison et al.
proposed wearable computer interface called the “Omnitouch”[7]. This system
allows the surfaces of everyday objects to be used for graphical multi-touch
interaction. For example, users’ hands can become the input interface. Wilson
et al. proposed “LightSpace,” an interactive system that allows users to interact
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on, above, and between interactive surfaces in a room-sized environment[8]. By
adding parametric loudspeakers to these systems, users can project visual as well
as audio information.

3 Proposed System

In this study, to augment sound imageswith interactionwepropose the localization
of sound images on users’ hands. By localizing sound images on users’ hands using
parametric loudspeakers, users perceive that their hands are metamorphosed into
sound sources.

3.1 System Concept

The concept of our study is to metamorphose hands into sound sources by lo-
calizing sound images on the hands and to make it possible for users to con-
trol the content of the sound. For the contents of the sound, we selected the
sounds of various musical instruments. When users interact with our system, a
sound image is localized on their hands, and they perceive that their hands are
metamorphosed into various musical instruments such as a guitar, a piano, or
a synthesizer. In addition, they can control the pitch of the sound as with real
musical instruments.

There are two requirements for this system. First, the sound images must
be localized on the users’ hands. To localize the sound images on their hands,
parametric loudspeakers are installed where they can project audio output onto
the users’ hands. Secondly, the pitch of the sounds is controlled by detecting the
position of the users’ hands.

3.2 Implementation

We developed a piece of interactive installation art called the “Juke Cylinder”
which can localize a sound image on users’ hands and play various tones de-
pending on hand position. Figure 1 and Figure 2 show the whole view and the
structure of Juke Cylinder respectively.

The Juke Cylinder consists of four parametric loudspeakers, two Microsoft
Xbox Kinect game consoles (henceforth referred to as Kinects), eight dimmable
LEDs, and four humidifiers. All parametric loudspeakers, all Kinects, and 4 of
the 8 LEDs are installed in the upper part, and the other components are in the
lower part.

Design of Interaction. Figure 3 illustrates how to interact with the Juke
Cylinder.

There are three steps in the interaction. First, users hold their hands up to
the light. Second, the parametric loudspeakers project the audio output of the
assigned musical instruments. Finally, users move their hands up and down.
Figure 4 is a photograph of a user interacting with the Juke Cylinder.
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Fig. 3. How to interact with Juke Cylinder

To enable users to hold their hands to the light, the rays from LEDs are
visualized at the humidifiers. The mist diffused from users’ hands makes it appear
that the sound is emanating from them. This effect lets users recognize that the
sound image is located on their hands. The parametric loudspeakers project
audio output onto users’ hands, and the sound spreads from their hands.

When users play musical instruments with other people, it is considered pleas-
ant to act in concert. One to four users can play the Juke Cylinder simultane-
ously. When multiple users play the Juke Cylinder, a drum sound is generated
with the assigned sound from the parametric loudspeakers. Thanks to the drum
sound, the users feel a sense of cooperativeness with each other.

Hand Detection. The Kinects are used to detect the depth of the users’ hands.
When users hold their hands up to the light, the Kinects obtain depth data from
them. Figure 5 shows an image taken by one of the Kinects. The black areas in
Fig. 5 are the error data. The depth data has a lot of noise contamination due
to the mist.



Juke Cylinder 457

Fig. 4. A user interacting with Juke Cylinder

To obtain depth data from the hands, the depth data window is divided into
16 sections. In Fig. 6, the red circles indicate the positions where users can hold
their hands. The positions of users’ hands are acquired by taking the average
depth of the white areas in each window.

Fig. 5. A depth data image taken by one of
the Kinects

Fig. 6. The divided windows and the po-
sitions that users will hold their hands

Audio and Visual Output. The pitch of the sound and the brightness of the
dimmable LEDs are determined based on the depth data. In the case of audio
output, the scale of the depth data is converted to a MIDI note number from
60 to 80 every 200 milliseconds. If the depth data is lower than the threshold,
audio output is produced. Each parametric loudspeaker is assigned an output
sound of a software instrument such as a guitar, a piano, or a synthesizer.

For the visual output, the scale of the depth data is converted to an integer
which is sent to a dimmer. Each instrument is assigned to a red, yellow, green,
or blue LED.
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4 Experiment

4.1 Exhibition

We demonstrated our system at the “iiiexhibition13” media art exhibition held
at the University of Tokyo from December 2 to 7, 2011, as shown Fig. 7. Our

Fig. 7. Users playing with Juke Cylinder

system was set up in an exhibition room at the university. Ambient sound or
the sound from other exhibits did not affect our system as long as it was not
too loud. At least one employee was beside the system during the exhibition to
describe the system to visitors. More than 800 visitors came to the exhibition.
We distributed a questionnaire and observed their reactions.

4.2 User Study

The visitors enjoyed the experience that their hands were metamorphosed into
musical instruments. There were some visitors who played the Juke Cylinder
with their friends and enjoyed the harmony.

A questionnaire of free description was distributed to the visitors, and 62
visitors answered it. Approximately 90% (56 visitors) were positive as follows:

– The experience that the sound comes from my own hands is weird and pleas-
ant.

– The experience of this system is novel.
– The relationship of the pitch of the sound and the position of my hands is

interesting.
– This system can be used as a musical instrument.
– I want to see the commercialized version.

However, approximately 10% (6 visitors) suggested further improvements as fol-
lows:



Juke Cylinder 459

– If more interactive functions were included, the project could be more at-
tractive.

– If it were possible to detect the detailed movement of hands, this system
could be more interesting.

– If the reaction speed were slightly faster, this system could be more inter-
esting.

4.3 Discussion

We observed the reactions of more than 800 visitors. They were surprised at
the experience that audio output was produced from their hands and that their
actions controlled the sound. There were some visitors who checked the difference
of the sound reflection depending on the angle of their hands.

According to the feedback, most of the visitors described the experience of
audio output being produced from their hands was novel, and the mechanism
that the height of their hands could control the pitch of the sound was very
interesting. Some visitors wrote that their hands metamorphosed into a musical
instrument. From this, it could be said that the aim of this project, to project a
sound image onto users’ bodies and to produce audio output depending on their
actions, was achieved.

Furthermore, some visitors said our system could be used as a musical in-
strument and played with their friends or other visitors simultaneously. This
showed that our system not only provided visitors with a novel experience, but
it could also be used as a musical instrument. According to the feedback, more
interactive functions and faster detection are required, but most visitors enjoyed
playing our system.

5 Conclution

We developed a piece of interactive installation art called the “Juke Cylinder” to
augment a sound image through hand interaction and metamorphose hands into
musical instruments. When users interacted with our system, the sound image
was localized to their hands, and they could control the pitch of the sound.
Parametric speakers were used to localize the sound source on users’ hands, and
Kinects were used to detect the depth of users’ hands. By holding their hands
up to the light and moving them up and down, users could interact with the
Juke Cylinder.

We demonstrated our system at a media art exhibition held at the Univer-
sity of Tokyo, and 62 visitors answered our questionnaire. According to them, it
could be said that the sound image was projected onto their hands, and they felt
that their hands were metamorphosed into musical instruments. The paramet-
ric loudspeaker provided users with extraordinary sound experiences and could
contribute to new computer entertainment systems.
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Abstract. We are developing Puppet Theater system which enables both the 
hearing impaired and the normal hearing to enjoy a puppet show. This system 
projects puppet’s lines in balloon on the background. In addition, the system 
has a function that presents branches of the story to audience and allows them 
to select. We performed the system to elementary school pupils with hearing 
impairment and found that the pupils enjoyed it. Effects of the function were 
investigated with questionnaire. This paper describes the function and the result 
of questionnaire. 

Keywords: word balloon, interactive content, Kinect sensor, body movement. 

1 Introduction 

Puppet show is effective in language education and emotional education of children. 
Thus it has been incorporated into the field of education. But it is very difficult for the 
hearing impaired to enjoy the contents of the puppet show as the normal hearing. The 
hearing impaired gets the contents of the conversation from shape of face and mouth. 
In normal puppet show, they can’t get information about shape of face and mouth. 

Therefore, we are developing Puppet Theater system to entertain both hearing im-
paired and normal hearing [1]. In this system, the lines are displayed as letters with 
voice. The system enables the hearing impaired to understand the contents [2]. Figure 
1 shows overview of the Puppet Theater and Figure 2 shows a stage. In addition, the 
system has a function that presents branches of the story to audience and allows them 
to select. 

We performed Puppet Theater to elementary school students with hearing impair-
ment and investigated effects of the function. In this paper, we describe the function 
and the experiment. 
                                                           
* Corresponding author. 
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Table 1. Response of children to participate in the story using body movement 

Items SA A N D SD 

It was interesting to select  6 3 1 1 1 

story by body movement.* 

It was easy to select story 2 6 3 1 0 
by body movement.           

*p<0.05 SA:Strongly Agree   A:Agree   N:Neither agree nor disagree   
D:Disagree   SD:Strongly Disagree 

Data obtained from the Likert evaluation was divided into two groups: positive 
evaluations and neutral or negative evaluations. The difference between the positive 
and neutral/negative evaluations was computed using Fisher’s Exact Test (1 x 2). 
Results are summarized in Table 1. 

For affective, there are many affirmative answers. Significant difference was ob-
served between the neutral or negative answer and affirmative answer (p < 0.05). For 
the simplicity of how to use, the significant difference was not observed. 

3 Conclusion  

In this paper, we described the function of Puppet Theater system which branch the 
story and allow audience to select choices. We performed this system to elementary 
school student and investigated effects of this system by questionnaire. The results of 
questionnaire show that the function entertains the audience. 

Acknowledgmants. This research was partly supported by the Grants-in-Aid for 
Scientific Research (B) (No. 23300309). 
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Abstract.  Interactive technologies are being introduced into urban children’s 
lives in developing countries. It is critical that these children have an active 
voice in the process of developing such technologies. Towards these aims we 
describe the research goals, process and outcomes for an action research 
project. The overarching goal of the research is to investigate and better under-
stand how edutainment-based interactive technologies might change or improve 
the lives of urban Nepalese children, their families and their communities. In 
this paper, we describe the preliminary phase of the research in which in which 
we design and run a creative design workshop with Nepalese children.  

Keywords: action research, empathic design, design for developing countries, 
participatory design for children. 

1 Introduction 

Involving children in developing countries in the design of interactive technologies 
can improve the likelihood that applications and products will address challenges and 
needs faced by these children, their families and communities. However, children’s 
ideas and input must be carefully elicited to ensure they accurately reflect real oppor-
tunities and inform the production of viable solutions. In this short paper, we present 
our action research approach to a creative design workshop for urban Nepalese child-
ren. The focus of the research is to elicit and capture value propositions about how 
challenges and needs in urban Nepalese children’s lives may be improved through 
edutainment-based interactive technology. In line with action research, our intention 
is to lay the foundation for a lasting relationship between the research participants and 
researchers. We will also obtain information that can be represented in child-personas 
and used in subsequent design and evaluation of edutainment applications for this 
audience (see [1] for information on this type of child-persona development). 

2 Research Goals  

The primary goal of the research is to elicit and understand issues of importance  
to Urban Nepalese children that may be enabled, enhanced or augmented with  
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edutainment-based interactive technologies. Specifically, we aim to determine one to 
three ways that interactive technology applications may improve urban Nepalese 
children’s lived experiences informed by the children’s own reflections. We also aim 
to compile a set of personas that can be used to inform the design of working proto-
types once the research team returns to Canada. 

In order to support an action research paradigm, our approach includes several 
goals related to relationship building and the processes of working with children in a 
developing country. One goal is to create an ongoing bridge between our research 
team (which may include Canadian children) and the Nepalese children we are work-
ing with, developing relationships intended to strengthen the impact and efficacy of 
our research. Another goal is to enable Nepalese children to participate in a creative 
process of ideation and expression in ways that they find meaningful and authentic. A 
meta goal related to these two goals is to better understand the challenges of participa-
tory designing with children in developing countries.  

Preliminary Research Process 

The research process will begin with several key activities working directly with Ne-
palese children on our first visit. Building on the outcomes of this preliminary process 
(outlined below), we will determine the next phase of the research.  

The preliminary process of working with the Nepalese children will begin with a 
survey to determine language background, education level, and technology experience 
in order to better customize our initial workshop and future research phases. Data 
from these surveys will be used to organize a participatory design workshop for eight 
to sixteen Nepalese children aged eight to twelve. The main outcome for the work-
shop is a shared understanding of issues that are important to the children, families 
and communities of the workshop participants, as well as an understanding of which 
of these issues could be addressed with edutainment-based interactive technologies. 

The workshop will begin with a relationship building exercise. The activity will 
involve each participant and researcher telling the group about the best and worst part 
of a typical school or work day, what they want to do when they grow up, and some-
thing they think the other cultural group wouldn’t know about their community or 
culture. The process will involve the group taking turns talking, and/or drawing part 
of the answer with simple art materials. This activity is an important step to begin 
finding common ground between ourselves, local helpers, and workshop participants, 
and to set the stage for the creative and discursive group activities that will follow.  

The second workshop activity will involve working in small groups to discuss 
challenges and needs from children’s daily lives. We will spark conversation and seed 
reflection using information from the previous relationship building exercise. We will 
also look for commonality between children (e.g. who else has faced this challenge?). 
Children will be especially encouraged to discuss challenges that relate to an issue of 
importance to them in their personal lives.  
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The third workshop activity will involve an interactive technology demonstration. 
We will show several iPad edutainment applications (e.g. a literacy game, a memo-
ry/matching game, an art application) with a focus on the activities and experiences 
that interactive technology can provide. For example, we will discuss how these tech-
nologies can enable kids to learn new things, to communicate with others across the 
world, and it can be used to express ideas. The final workshop activity will involve 
working in small groups to ideate how interactive technology might be used to en-
hance children’s lives based on a challenge or need they expressed in the second ac-
tivity. We will guide each group to express and capture the essence of their idea with 
a visual storyboard. These storyboards may involve drawings, collage (cutting and 
pasting pictures), photos and words that express how the challenge or need might be 
addressed. The children will leave with paper (and/or digital) post-cards with follow-
up questions, which they will be asked to work on later and mail (or email) to us. This 
may help transition the relationship from a face to face one to a remote one.  

After the workshop, we will summarize 1-3 key ideas that emerged from the child-
ren’s participation in the workshop. We will also use observations and information 
from all the activities to design a set of basic child-personas. For example, informa-
tion about children’s daily lives, challenges, needs and ideas about how they would 
like to use interactive technologies will be included in the personas. We will also 
capture children’s ideation and design process in order to better understand the chal-
lenges of participatory design with children from developing nations. This will  
complete the preliminary phase of the research. 

3 Research Challenges  

Our creative design workshop is informed by participatory design practices developed 
by the author and others for working with children (e.g. [1, 2]). The workshop design 
is also informed by practices from empathic design and experience design [3]. The 
workshop is intended to enable workshop participants to express themselves through a 
structured creative process. The workshop structure includes key “triggers” that sup-
port the elicitation of propositions that are both empathetic to the lives of participants 
and aligned with possibilities afforded by interactive technologies. Our approach is 
also consistent with Wright and McCarthy’s discussion of designing with a dialogical 
understanding of empathy that embraces both the designer’s goals and perspectives, 
while enabling expression and understanding of the participant’s perspectives [6].  

One of the key workshop challenges cited in previous literature is the unequal 
power differential between adults and children. This may be heightened by cultural 
differences. Inadequately addressing this challenge will hinder building an effective 
design relationship [2, 5]. We have structured the workshop to build on an initial rela-
tionship building activity by repeating some of the relationship-building structure in 
subsequent activities (e.g. sharing personal stories, drawing/using pictures to 
represent ideas). We will also use activities that children are already familiar with 
(e.g. sharing stories from their lives, creating pictorial representations of ideas) rather 
than asking them to work with new technologies or new forms of expression.  
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Further challenges identified in the literature are that children often try to satisfy 
the expectations of adults and have difficulty expressing their own ideas in co-design 
processes [4]. In general, this is a result of being given too little structure and having 
too few boundaries within which to work. We will address this challenge by follow-
ing a well-structured creative process of context setting, problem identification,  
opportunity and constraint setting, and ideation. 

4 Research Outcomes  

The workshop outlined here is intended to create a bridge between the research team 
and the child workshop participants, which may be built on with future work. It  
provides the workshop participants with an active voice in articulating their needs and 
issues of importance; a supportive creative process in which to express those needs; 
and an introduction into an active role in interactive technology development. The 
workshop participants will also benefit from being exposed to a creative design 
process and to forms of interactive technology that may be new to them (e.g. iPad) 
and which may be more feasible options for personal, family and community compu-
ting than traditional desktop based systems. The workshop will enable us to better 
understand the daily lived experiences of the participants, capture these in personas, 
and come away with potential avenues for technology applications. The preliminary 
phase will set the stage for a working relationship between the research team and the 
child participants. It will provide several seed ideas for ways that interactive technol-
ogies can improve urban Nepalese children’s lives. Another key outcome will be a 
rough cut of a set of child-personas, focusing on abilities, needs and experiences that 
can be used in future design. 
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Abstract. This paper presents a solution to the growing problems connected 
with bad driving specially with over-speeding.  This paper outlines a persuasive 
mobile solution ‘DriveRS’ that is designed to change the speeding behavior of 
male novice drivers in a persuasive manner. The ‘DriveRS’ application targets 
both weak and strong habit young male drivers between the age of 18 and 26 by 
giving them various incentives to change their speeding behavior. Results show 
an overall acceptance of the application, mainly due to its unique rewarding 
mechanism, and its ability to demonstrate the actual speeding behavior with 
major impact on safety, fuel cost and possible fines. Results also indicate 
behavior change for weak habit users and attitude change for strong habit users. 

Keywords: Speeding behavior, persuasive technology, mobile persuasion. 

1 Introduction 

Speeding behavior is at least partially responsible for one out of three accidents that 
end in death. It also significantly increases injury severity for all parties involved in 
an accident [1]. In the Netherlands, men between the age of 18 and 26 are six times 
more likely to get involved into accidents than older drivers and females [2]. The 
current measures of the government to stop speeding largely consist of punishment. 
Drivers receive fines, or a more severe punishment when they excessively break the 
speed limit (e.g. jail sentence). On the other hand, rewarding proves to be an effective 
measure to change driving behavior but it does not make drivers understand why their 
behavior is bad, nor does it change behavior permanently [3]. In 2011 7,403,549 fines 
were issued [4] and this huge number shows that the current measures to discourage 
bad driving habits particularly over-speeding are not working properly.  

Currently there exist a number of mobile applications, and research initiatives that 
focus on inappropriate driving behavior of drivers but other than few exceptions 
where researchers focused on in-car feedback based on driving behavior [5], most of 
these systems largely aimed at stopping distracted driving by mainly taking a long-
term approach [6]. There is hardly a solution either short-term or long-term, which is 
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designed for monitoring the in-car speeding behavior, for intervening and assisting in 
changing behavior at the right time by giving immediate persuasive feedback. 
Furthermore, hardly any existing solution provides an opportunity to reflect and learn 
from mistakes after a bad driving session. This article therefore presents an approach 
through persuasive technology, aimed to persuade drivers into willingly changing 
their speeding behavior and as well as gaining awareness of their bad behavior. 

2 User Research 

An extensive user research was conducted to investigate rationales for speeding, 
attitude towards speeding, and actual speeding behavior. Semi-structured interviews 
and a diary study based on the Speeding behavior model [7] were used as user 
research methods.  Seven over speeders were selected based on their age and speeding 
behavior (i.e. habits of receiving fines), and subsequently participated in the three 
phases of the user research: 1) a detailed interview, 2) longitudinal diary keeping and 
3) a follow-up interview with questions regarding the diary. The main results showed 
that participants’ attitude towards speeding was careless, although they did set 
boundaries for not speeding excessively (up to 30 km per hour). Most of them 
experienced positive feelings when speeding (e.g. satisfaction), and appeared immune 
for social influence from significant others. Most participants had a weak habit of 
speeding and couple of them had a strong habit of speeding. All participants were 
particularly worried about negative consequences of speeding (e.g. accidents), but did 
not see any harm in their speeding behavior. According to them, they only speed 
when they feel the situation is safe. Furthermore, a comparison between the diary and 
statements from the first interview confirmed their reliability; statements were equal 
to actual speeding behavior recorded over time. Participants found it easy to keep the 
diary, and for some it even gave them a new insight into their speeding behavior. 
Thus, not all participants were as aware of their speeding behavior as they assumed.  

3 Design and Implementation 

Design requirements were derived from findings of the user research and literature. 
Based on those requirements, five design alternatives were developed to use during 
driving (‘in-car’) and ‘after a driving session’. Based on user evaluation, multiple 
concepts from these alternatives were combined which resulted in the final design. 
The final design was developed as a paper prototype and tested with end users to 
evaluate the usability of the interface. Subsequently, findings from this test were 
processed in a high fidelity design (Figure 1), which was developed for an iPhone (to 
use in-car and for reviewing the driving session outside car) and iPad (for reviewing a 
driving session outside car). The main purpose of the “DriveRS” application is to 
discourage speeding behavior by stimulating users. The app runs on a smartphone and 
users can interact with the system whenever they want. The design of the app requires 
drivers to take the smartphone with them in the car to track their speeding behavior. 
The main screen shows four key goals to be achieved in order to obtain a reward and 
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these goals are CO2 emissions, overview fines costs, petrol costs, and chance for an 
accident. The main goals show both positive and negative consequences of speeding; 
they communicate negative feedback when users do not adjust their behavior (e.g. 
damage to environment), and positive feedback when users do adjust their behavior 
(e.g. saved petrol costs).  

The in-car ‘live screen’ shows real-time goal progress while driving, possible fine 
cost at the current speed, damage at the current speed represented by a dented car, and 
possibility to personalize the car. This ‘live screen’ is the most important aspect of 
this app, as it tracks actual speeding behavior and presents it to users who can 
immediately change their behavior if necessary. The app has five other features or 
visual sections and out of five only one feature is designed to use in the car namely 
tracking speeding behavior. The hands-on interaction with the app in the car is 
extremely limited. Other sections consist of a traffic game as fun-factor, profile 
including inviting friends, overall goal progress and previously obtained rewards. 

 

Fig. 1. “DriveRS” sections: main screen and tracking speeding behavior 

4 User Evaluation and Results 

A combination of usability test, usage diary, semi-structured interviews were used for 
user evaluation with seven participants. The technology acceptance model and 
behavior change framework were used for this evaluation. Before handing over the 
application for actual use to end users, users performed an exercise to get acquainted 
with the operations of the app. The evaluation consisted of tasks execution and a post-
test semi-structured interview. The post-test interview measured evaluation in terms 
of perceived ease of use, perceived usefulness, and perceived acceptance. Results 
show an overall positive evaluation of the app. Users had no major problems while 
interacting with the app and they overall liked the simplicity of the interface. They 
were willing to evaluate it on long-term basis.  

After the preliminary round, actual behavior-change assessment was done with 
same users. Results show that users rated the app quite positive, mainly because of its 
usefulness. Users were the most influenced by the reward and the four goals. They 
liked the idea of ‘four key goals’ on the main screen and they reported that ‘dented 
car’ picture and impact of bad driving on the ‘wallet’ really persuaded them.  
The impact on environment is a good add-on, though not the primary factor. They 
informed evaluators that they would also recommend the app to others based on the 
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fun-factor, competition with friends, and reflection (learning from mistakes) factor. 
Users stated they had more control over their speeding behavior (i.e. confronts users 
with their actual behavior), which subsequently makes it easier for both weak and 
strong habit users to adjust their behavior. The app additionally stimulated less 
speeding because of anticipated regret such as ‘points deduction’.  

5 Discussion and Conclusion 

The aim of this study was to investigate whether a persuasive application could 
change the speeding driving behavior of 18 to 26 year old male novice drivers. The 
evaluation results support this, as the app influences all types of users through the 
different sections. Every user had a preference for at least one section or goal. 
Although weak habit participants were more persuaded to immediately change their 
behavior, strong habit participants experienced a change in attitude. The latter could 
eventually lead to less speeding. The four main goals and reward particularly made 
participants see the value of the app, but other aspects such as competition with 
friends and the game also contributed to the overall positive evaluation. Users were 
no longer neglectful towards their behavior, but perceived it as a type of bad behavior. 

The “DriveRS” application differs from existing solutions because it uses a multi-
level approach for changing behavior, rather than solely focusing on punishing or 
rewarding. Moreover, rather than merely influencing the user while driving, the app 
influences users outside the car by giving them an opportunity to reflect on their 
driving habits. Finally, this work is still in progress and only short-term user 
evaluations were performed in the first round. In future, it would be interesting to run 
an in-car long-term user evaluation for monitoring the behavior change over weeks. 
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Abstract. WeApplaud is a multiplayer mobile game that takes remote users to 
participate in the applauses happening in a sport event venue, increasing their 
levels of fun and immersion while remotely watching a live event. Through the 
use of persuasive technology concepts, WeApplaud encourages fans to applaud 
their favourite sports team during specific key moments of a match. 

1 Introduction 

The level of thrill and excitement felt during live sports is a unique experience: 
performance happens in front of our eyes in real time and we can cheer, chant and 
support our team. We can perform similar supporting actions at home; however, we 
do not have the same feeling of connection with the performers and the in-venue fans, 
therefore not reaching the same emotional level. Moreover, our home actions are not 
reflected in the live event, so the objective of supporting our team is never really 
accomplished. 

Since there are usually much more spectators remotely watching a match, at home 
or in a café, than at the live venue, we feel that there is room to introduce a new 
paradigm to bring the venue atmosphere, its immersion and emotional level to the 
users' homes. This concept would increase remote fans’ interest to watch sports 
events. To achieve the previous goals, we started by developing WeApplaud, a 
multiplayer mobile game that takes users to participate in the applauses happening in 
the stadium. WeApplaud is strongly based on two persuasive technology concepts: 
social facilitation and competition [1]. Social facilitation suggests that allowing 
observation of the owner’s performance by others increases the effectiveness of 
persuasion [1]. Competition motivates users to adopt a target attitude or behavior by 
leveraging human beings’ natural drive to compete [1]. Thus, our system allows 
remote users to use their mobile phone to choose one of two teams, and applaud  
their team during key moments taking place in the sports event. WeApplaud aims to 
study if this concept helps people remotely watching a sports event to have more  
fun and feel more engaged in the stadium experience and atmosphere, as mentioned 
before. 
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2 Design and Gameplay 

We aimed to provide an intuitive and non-intrusive as possible interaction, allowing 
users to just clap. By using a mobile phone while clapping, for example by holding a 
mobile device on one hand, and then moving the device as if we would hit the palm of 
the other hand Figure 1 (a)), it is possible to detect claps by combining sound analysis 
and accelerometer data (more details about this on Section 3). This can be done by 
using either the front or back side of the device while clapping. 

In the current version of WeApplaud we created a multiplayer mobile game where 
players are challenged to applaud during key moments of a football match. There are 
two different kinds of challenges included in our prototype, involving two kinds of 
applauses: free and synchronized applauses. During free applauses, players just need 
to keep clapping, like they would do in a normal applause action, to be rewarded with 
points. During synchronized applauses, like in rhythmic games, players need to be 
synchronized with the tempo to score points. Examples of synchronized applauses are 
the slow clap (which happens often on the triple jump, or before a free kick in 
football) and the claps that mark the rhythm of some football chants. These challenges 
are triggered by the application at key moments of a match when fans at the venue 
would start performing the same action. In a real life environment, the number of 
triggered key moments is determined by a human operator (which can be at the 
stadium to have a better perception of the crowd’s actions), in order to not become a 
tiring action for users. 

While watching a sport event (a football match in this case, both teams of 
supporters are presented with the two kinds of challenges. Each time a team member 
performs a correct clap, the team is awarded points and a consecutive streak count is 
started. The consecutive streak count is associated with a score multiplier, intended to 
reward the team that is synchronized with the tempo during a period of time. The 
developed prototype simulates a football match broadcast, displayed on a TV screen, 
or projected on a wall, complemented with additional interface elements that point out 
the key moments, challenge users to applause, and reveal results (Figure 1 (b)). 

  

Fig. 1. (a) Game screen on the main display and (b) clapping action 
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The mobile devices are used for user interaction, allowing claps recognition and 
count. To visualize the supporter teams’ performance we have added two bars to the 
display: one for the red team and other for the blue team. Each time users win points 
for their team the score bar increases accordingly. The team that fills the score bar 
quicker wins the challenge. To win the game, a team needs to have more points than 
the other team, at the end of the simulated broadcast. This is intended to motivate 
users not to give up, because there is always a chance to win, even after losing some 
of the challenges. 

To make users aware of a current challenge (alert users when they should applaud), 
we use three kinds of feedback mechanisms: a visual message on the top of the video 
(match displaying window), a hand inside a circle that keeps spinning on the mobile 
device display until the end of the challenge and we set the mobile device to vibrate, 
so it can get user’s attention in a simple and seamless manner. Furthermore, during 
the first moments of the synchronized challenges, we have also synchronized the 
vibration with the rhythm that users are required to follow.  

To better explain how a game unfolds, we present the typical game flow: 

1. Users are initially presented with the instructions on the main display. During this 
phase, users can select one of the two teams of supporters on their mobile devices. 

2. After everyone has chosen theirs teams, the game starts. 
3. The video is displayed on the main display. After a short time, the first challenge 

appears, where users are prompted to applaud after a dangerous attacking play. We 
started with a simple challenge, since it would allow users to understand the 
concept of the game. 

4. When the key moment ends, a message stating which team won that challenge 
appears on the main display, while on the mobile devices a message shows how 
many points the their owners won in the challenge. 

5. The video keeps playing until another challenge appears (either a free or 
synchronized applause challenge).  

6. The process repeats until the video ends. 
7. A final screen appears showing the final results, both on the display and on the 

mobile devices. The main display shows more detailed information regarding both 
teams of supporters, while on the mobile devices users can see how many points 
they won for their team. 

3 Clap Detection 

We took three approaches to identify claps on the mobile devices: by analyzing 
accelerometer data, by sound analysis and by merging both methods. We started by 
following the approach implemented in [2]: to use the mobile device accelerometer to 
detect whether there is a movement in a particular direction. While this approach 
works, users would be able to do a “clap” without the need to hit the other hand, just 
by wagging the mobile device. Next, we decided to analyze the sound to detect a clap. 
Every time there would be a volume peak, we would count as a clap. However, this 
approach has also its flaws, because a loud noise, like talking aloud, blowing into the 
microphone or snapping the fingers, would also count as a clap. 
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Both of these approaches also have a common issue: it is necessary to find some 
good values as thresholds to tweak the algorithms, in order to have good rates of clap 
detection. This means that both of these approaches are very rigid, because they do 
not leave much room for error. Therefore, we combined the two previous approaches 
so they could complement each other. In this new approach, when the mobile device 
detects a sound peak, it checks if there was a recent movement in a particular 
direction. If so, then it is counted as a clap, otherwise it is not. This way we have a 
more flexible system, where we do not resort so heavily on thresholds. 

4 Implementation 

WeApplaud was developed in Objective C and the client application was developed 
to be compatible with iOS 5.0 (or higher) running on iPhone 3GS, 4 and 4S and iPod 
Touch (4th generation). The server application was developed to be compatible with 
Mac OS X 10.7 (or higher).  

WeApplaud is based on a client-server architecture, which allows to quickly notify 
clients so they acknowledge when to interact with the system. We used the Bonjour 
protocol to quickly identify the clients and the server. This means that this version of 
the prototype only works if both the server and the mobile devices are on the same 
wireless network. In order to not be dependent on third-party networks and to keep 
the process simple, the computer running the server application creates a wireless 
network for the clients to connect to. To handle the network communication, we used 
the UDP protocol through CocoaAsyncSocket (a TCP/IP socket networking library). 

5 Conclusions 

We described a new concept of using mobile devices to remotely interact with live 
sports. This demo constitutes an important milestone within our global project for 
enhancing the users' experience during a sports event, creating a connection between 
the fans at the venue and the ones watching on TV. 
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Abstract. We present building blocks equipped with electronics for ed-
ucational purposes. The blocks have changeable colors, a simple LED
screen, and a mechanism for decentralized communication between blocks
that touch each other. Using these simple elements, we introduced func-
tionality to implicitly support the development of prenumerical skills of
preschool children without detracting from the primary value of the toys:
building towers and structures of blocks.

1 Introduction

When designing an educational toy there is a basic decision between the design
of a new, dedicated toy that focusses on a learning objective, or the design of a
regular toy in which the educational content comes in addition to a well proven
playing aspect.

We discuss how we equipped robust building blocks with technology to implic-
itly support development of prenumerical skills in preschool children (aged 5-6),
in such a way as to not interfere with the basic play functionality of the blocks.
Usability was a key concern, not only for the children but also for the teach-
ers who have to work with the blocks. We aim at simple, off-the-shelf usability,
without the need for a central server PC, and no complicated installation or
configuration processes. The toy is implemented in such a way that it is feasible
to make it into a commercial product. This includes aspects such as robustness,
battery life, producability and manufacturability. The various elements of the
design should lend themselves to large scale manufacturing and the components
should be affordable.

2 Related Work

Playing blocks and electronics are a popular combination in related research.
Here, we discuss a small, representative collection of related work.

TileToy1 — TileToys are a dynamic, electronic platform for tangible LED
games. They consist of tiles with a LED matrix to display simple images and
shapes, communicating with each other by wireless radio through a host com-
puter. Various games such as word games and jigsaw games are available.

1 http://tiletoy.org
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The authors also describe a game in which the tiles show numbers and have
to be grouped in order to sum up to a desired outcome.

MB Led2 — The MB Led toy originated from the idea to create a dynamic
jigsaw, where an animation instead of a static picture has to be formed. The
difference with TileToy is that communication is done through IrDA transceivers
at the edges and therefore does not rely on a host computer, and that a speaker
is included. Games available include a dynamic puzzle, a snake game where the
tiles need to be repositioned in order to avoid the snake touching an edge and a
tetris game where the falling blocks are controlled by blocks at the sides.

Siftables [3] — Siftables are square tiles with a graphical display instead of
a LED matrix, which allows for more flexible visualization. Interaction with
Siftables relies on gestures such as shaking and tilting, in addition to the 2D
layout of the blocks next to each other. Communication is also through IrDA
transceivers at the edges of blocks. The flexibility of the product has led to a
huge variety of mostly educational applications.

Interactive Tiles [4]— “Interactive Tiles” are toys for children about 3-4 years
old. Their goal is to encourage and support social interaction between playing
children. The toys are robust tiles with different colors lighting built in. The
different colors are activated by applying different pressures on the tile. Tiles
can be combined to build stacks, pathways, floors, etc. An important aspect of
the design is the fact that there are no predefined game rules imposed on the
children. All ‘games’ that the children played with the tiles emerged naturally
from their playful exploration of the possibilities of the tiles.

3 Design

We chose to work in the area of mathematical skills. The mathematical ideas
that preschool children are taught are called “pre-numerical skills”, and can
be classified in awareness of numbers and counting, quantities and quantity-in-
variety (“two half cookies are not more cookie than one whole cookie”), sorting
and grouping, series, memory, and spatial vision [2].

It has been shown that realistic objects motivate children to reenact real-life
scenarios, whereas geometric objects encourage abstract thinking [1]. We chose
to work with building blocks (abstract geometrical objects such as cubes, cuboids,
cylinders, arcs, and triangular prisms), because they are popular, well known and
understood, can be used in large amounts at the same time (useful to present
quantities), are rearranged frequently (useful for sorting and grouping concepts),
and are large enough to fit electronics.

The concept of quantities and of classification/grouping are very important
for children at this age. Quantities are of course very easy to emphasize with
blocks as units. Our blocks can change color, which makes it possible to distin-
guish blocks from each other, better facilitating concepts of classification and

2 http://mbled.wordpress.com/

http://mbled.wordpress.com/
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grouping. Detecting when blocks form a group requires “neighbor sensing” and
communication between the blocks. The blocks can deliver feedback in various
ways. They can signal “right or wrong” (e.g., activated/not activated). They can
also “point out information”, by showing a number on a screen denoting the sum
of all blocks connected in a group.

Fig. 1 shows a photo of our prototypes. They are cubic in shape, because this
yields the most possibilities in building structures, and are about 6x6x6 cm. The
blocks are semi-transparent and can shine in different colors. Tapping a block
will make it change color. All blocks are equipped with a display. This display
always shows the number of blocks grouped together with the same color. Groups
are formed by blocks of the same color, partially or fully connected to each other
(side by side or stacked, see Fig. 1(a)).

(a) Stacked and
grouped

(b) Pre-school children playing
with the blocks

Fig. 1. The prototype blocks

4 Implementation

The electronic system consists of microcontroller, communication system, tap
and orientation sensing, RGB LEDs, LCD display and power section. The blocks
are controlled by an Atmel AVR series microcontroller.

A contact detection mechanism and protocol has been developed that allows
for detecting not only when blocks are fully aligned, as with the IrDA solutions
of related systems, but also when blocks are connected only on half or quarter
of the surface of one side (see also the purple blocks in Fig. 1(a)). The blocks
use six inductive wire loops, one loop on every face of the block, allowing for
3D constructions, instead of the 2D layouts allowed for in the related works.
The wire loops allow for short distance (face-to-face) communication between
blocks. Bits of data are transferred by modulating the bit signal on a 1Mhz
carrier. The loops are wound according to Fig. 2, to also allow half-sided and
quarter-sided communication. Stacking the blocks pyramid wise, three of even
five different blocks can talk to each other on the same loop connection. A
decentralized communication protocol allows the blocks to know when they are
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(a) Winding pattern (b) Inside of a block

Fig. 2. Implementation of the wire coils used for communication

grouped with other blocks of the same color. Therefore, in contrast to related
work, this communication does not require additional communication with a
central host.

5 Discussion and Evaluation

We designed and built blocks that can be used for “regular” play, but that also
implicitly support the development of prenumerical skills of preschool children.
In a small, first evaluation, several pairs of children (aged 5-6) played with the
blocks, and their play behaviour was observed (see also Fig. 1(b)). Questions
of interest were whether the children understood the interaction concept, un-
derstood the counting mechanism, used the building blocks also for “normal”
construction, and whether they mentioned the counting aspects in their play.
Although the evaluation was preliminary, all of these questions could be an-
swered affirmatively from the pilot observations, leading us to believe that the
basic concepts behind this project are viable.
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Abstract. Drive Mind is a unique electro-acoustic system, which offers an au-
dience a new sonic experience produced by the refraction of light. The main 
feature of this system is to visualize abstract figures of sound using a ray of 
LED light and to manipulate the system using acrylic objects. By this manipula-
tion, the system creates a refraction of light and attendant positional data. This 
positional data is used to produce sound. The complexity of refraction of the 
light and the frame rate of the camera cause subtle fluctuations and produce dis-
tinctive sounds. The object is to enhance an audience’s imagination by enabling 
them to identify with the performer's action visually, and help understanding of 
complex digital expression, using not only physical material but also physical 
phenomena when operating the system. This system helps the audience to  
become familiar with complex digital expression and experience the new possi-
bilities of sound art. 

Keywords: sound art, tangible bits, Max/MSP/Jitter, electro-acoustic, sonifica-
tion, sound sculpture, media art. 

1 Introduction 

The computer has become an indispensable part of modern life. Furthermore, the 
computer has now become a tool that can enrich human life imaginatively and crea-
tively. Based on these facts, this research aims to explore a new expressive method 
for music, which has the audience experience something new. 

2 Background 

Advances in computing have led to achievements in complex virtualization. Also, 
with the development of peripheral devices, such as touch panel screens and remote 
controllers, it has become easy for anyone to have a virtual experience. These tools 
are actively utilized in the field of media art.  

One such tool is called reactable [1], which enables users to physically control 
sound with their hands and with objects. The objects have some marks to identify 
them, and the system recognizes which object is moved by these marks. The user can 
understand how the sound is changing through movement or the distance between 
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objects. Data produced by the manipulation is abstracted as computer graphics and 
displayed on a table.  

However, operation for modulations and the changing parameters of the sound is 
manipulated by a GUI, where displayed on the table. The display on this GUI is simi-
lar in appearance and operation to a basic software synthesizer like a slider. For this 
operation, the user has to understand what kind of shapes or signs (ex. slider) are con-
nected to the parameters. Also, this system requires knowledge of how to manipulate 
a typical software synthesizer, which uses a controller like a touch panel. 

Another example of a tool is FLEXIBILITY EXPERIENCE [2]. This system uses 
Microsoft Kinect [3] and it has been used in the promotion of Nike sportswear. The 
basic operation of this system merely involves the moving of the operator’s own 
body. When the user is standing on a specific point, the system plays music. In this 
position, when the user moves his or her body to the music, the avatar on the screen 
moves like the user, and produces some visual effects generated by the movement of 
the user’s body. This means that it is the user who is the controller of the avatar on the 
screen. The user does not require any other devices, because the camera and sensor in 
Kinect has caught the movements of the user. 

3 Aim 

Despite these advances in virtualization none of the tools have been able to expand 
the audience's understanding. The important thing is for the audience to understand 
what kind of data has been used for the performance, although in reality most of the 
data for the operation is invisible or too complex to grasp [4].  

In addition, in order to help an audience's understanding, the system has to give the 
concrete tactile and visual information. For example, when a user is using gestures 
while performing an operation with motion graphics, ideally the user should feel the 
weight of the operation, not just air resistance.  

At present, there is not enough information provided for easy recognition and  
understanding if one is just viewing the operation. Because of these problems, an 
audience has difficulty empathizing with the performer or system and does not have a 
full experience that can be expanded by their own imaginations.  

In order to solve these problems, the performer has to manipulate objects physical-
ly, and the system has to use more familiar physical phenomena for the audience's 
understanding. To overcome these difficulties I have developed an electro-acoustic 
system named Drive Mind. 

4 Approach 

In Drive Mind, the abstract figure of sound takes concrete shape by using a shining 
ray of light in the darkness, which is made up of an LED light. The system is manipu-
lated physically through the use of a number of acrylic objects placed in the path of 
the ray of light. The acrylic objects have to be moved or rotated to manipulate the 
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A wavetable synthesizer, FM synthesizer, and noise oscillator produce the timbre. 
The horizontal moving numbers control the pitch of the sound, the modulation of the 
FM oscillator, the superposition of noise, and the vowel type of formant filter. The 
vertical moving numbers control the timing of sound emission, the type of waveform, 
the start position of the waveform, and the frequency of the formant filter. With these 
modulations, the software synthesizer plays an irregular beat through the speakers. 

6 Solution 

This system provides the user with a way of understanding the connection between 
tactile, hearing and visual sensations by providing visualized data and tactile informa-
tion for easy recognition by both performer and audience of the manipulated digital 
data.  

The important factor is that the performer can imagine the next step of how to 
compose with sound using tactile sensations at the moment of playing. This means 
that at the very least the system stimulates the performer's imagination with informa-
tion derived by touch.  

Regarding content matter, the LED light and the frame rate of the camera have a 
cyclic pattern. Furthermore, each pattern has a different cyclic pattern of its own, and 
mostly these patterns will never be synchronized. This arrhythmic rhythm, produced 
by cyclic patterns, gives subtle fluctuations to the sound. The sound produced gives 
the audience the illusion of becoming an engine of combustion derived from its own 
energies. 
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Abstract. We present a framework that allows for simulating a cloud
gaming architecture with any DirectX-based video game. The gamer’s
screen is captured and compressed as a video stream using the VP8
codec and sent over the network using UDP. We use this framework to
evaluate the influence of frame-rate and encoding bit-rate on the Quality
of Experience, as perceived by a panel of human test subjects.

Keywords: Cloud gaming, Quality of Experience, Video coding, VP8.

1 Introduction and Related Work

Cloud gaming is a new alternative for online gaming that does not require the
user to buy expensive hardware or specific gaming consoles. The game is no
longer executed locally, but on a distant host with dedicated hardware in a large
data center [1]. The graphical output is encoded using a video codec and sent via
the Internet to the gamer. The gamer only needs a simple low-power terminal
to receive and present the video stream. The client then collects the user input
and sends it back to the game in the data center, which can react by changing
the game environment.

Cloud gaming is gradually developing into a serious industry branch, targeting
at millions of casual gamers [1]. However, the limited resources on the server
side in terms of processing power as well as network restrictions might affect the
QoE on the gamer’s side. For instance, the delay in the interactions between the
game server and the client is known to be perceived as annoying by the end-
user. Currently, the best cloud gaming providers such as OnLive1 add delays
up to 240ms [4]. The second main factor affecting QoE in cloud gaming is the
limited bandwidth. The encoding configuration, and more precisely the tradeoff
between frame resolution, temporal frame-rate and overall encoding quality have
an impact on the end-user experience. In practice, OnLive uses a proprietary
video codec and a bandwidth on average around 2Mbit/s [7].

As of today, only few contributions exist regarding QoE in cloud gaming.
From 2006 to 2010, a European FP6 Project named Games@Large was con-
ducted aiming at developing new platforms for gaming in the home environment
[2]. A video-based approach was considered to address low processing power de-
vices such as mobile phones. QoE was not really addressed and remained in the

� The authors would like to thank the WWTF Viennese Science Fund for funding this
research.
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concluding remarks of the project as an opportunity for future work. In [3], a
metric was proposed, aiming at estimating the QoE based on the video encoder
configuration, the transmission delay and the packet loss rate. This contribution
used a custom built cloud gaming architecture and was based on an early video
codec which does not reflect current state-of-the-art compression techniques such
as MPEG-4 AVC/H.264 or VP8. In [5], the authors analyze the influence of net-
work and Quality of Service (QoS) parameters such as the propagation delay and
the amount of packet loss on the QoE. The main outcomes of this first study
show that user experience depends on a complex mix of network performance,
type of game, and also user personal preference. In [6], the same authors research
on key influence factors of cloud gaming, most notably delay and packet loss,
and evaluate the resulting QoE.

In this paper, we first present a simple framework that simulates a complete
cloud gaming archiecture. The graphical output of any DirectX 9-based video
game can be captured, compressed using the VP8 video codec and transmitted
over a network using a UDP link. The gamer’s input is collected and sent back to
the hosting computer, to close the interaction loop. Secondly, we use this frame-
work to study the impact of encoding bit-rate and frame-rate on the perceived
quality, for two types of games. We report the results of a controlled subjective
experiment identifying the transition points between good, acceptable and not
acceptable quality for both parameters.

2 Cloud Gaming Architecture Description

To simulate a complete cloud gaming architecture, we hooked a VP8 video en-
coder inside the DirectX 9 rendering engine. Instead of being sent to a local
screen to be displayed, each frame is captured and compressed using the video
codec. Each encoded frame is then sent to the client over a UDP link. On the
client’s side, the received and decoded frames can then be drawn on the screen.
Then, the user input is sent back to the server so that the game environment
can be modified. To this end, we used the XInput API for DirectX 9, designed to
communicate with game controllers. By hooking the code of XInput with custom
input functions, our framework allows using various input devices such as tradi-
tional game controllers, keyboards and mice, or even mobiles phones using the
orientation sensors and touch screen available on most current smartphones. For
the current demonstration, we used an Android-operated smartphone converted
into a game controller, using a custom application. The application emulates the
basic buttons and steering devices (e.g. steering wheel and throttle) needed for
the two games used for our evaluation.

In the next section, we demonstrate the power and flexibility of our framework
by building a subjective experiment aimed at evaluating the influence of encoding
bitrate and frame-rate on the quality perceived by human test subjects.
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3 Subjective Evaluation

We evaluate the influence of the number of frames per second (FPS) and the
encoding bitrate on the quality of the gaming experience, as perceived by hu-
man subjects. These two parameters affect both the gaming experience and the
amount of data to be transmitted over the network, and are therefore of great
interest from both technical and user points of view.

We conducted a subjective experiment under controlled conditions in order to
present a reliable evaluation of the considered parameters. Our framework was
extended to be capable of changing the FPS and the encoding bitrate dynam-
ically, without interrupting the game. Two types of games are involved: a first
person shooting game and an adventure game. The first person shooting game
is based on quick movements of the main character, with relatively few details
in the images. The adventure game is based on more static images with a high
amount of details.

The experiment starts with a free-play phase for 5 minutes on each game, for
the participant to get used to the game itself. Next, the experiment consists in
progressively decreasing or increasing the two parameters, first separately, then
jointly. Our goal is to determine the transition points between three levels of
quality of the gaming experience. In the first scenario, the FPS only is varied.
The game starts with the FPS set to 40Hz and the bitrate set to 1600kbps.
Based on our observations, these values give a visual quality equivalent to that
using a local hardware-based version of both games. The FPS is progressively
decreased by the experimenter. The test person is asked to state when the quality
of the game changes from good to acceptable in his opinion. At this point the
experimenter stops the decrease and reports the corresponding FPS value. Then
the decrease is continued, and the test person is asked to state when the quality
changes from acceptable to not acceptable. The second FPS value is reported.
The FPS is then set to a very low value (i.e. 5Hz), and progressively increased.
A symmetric process is repeated, increasing the FPS and reporting the transition
values. The second scenario obeys the same structure, while the bitrate only is
varied, starting from 1600kbps, down to 160kbps (the FPS is set to 40Hz). In
the third scenario, both the FPS and bitrate are varied simultaneously, using
the same procedure. In order to avoid order effects, we varied the presentation
order of the three scenarios from one test subject to another, as well as that
of the decreasing and increasing phases and the type of game. The experiment
was conducted with five test subjects, including males and females, with gaming
affinity ranging from none to high. The hardware configuration of the game
server and the client caused no uncontrolled impairments.

Figure 1 presents the transition points between the three levels of quality
for each game and each parameter. The values are averaged over each scenario
and over test subjects. The transition point between good and acceptable qual-
ity is referred to as the high transition point, whereas the transition between
acceptable and not acceptable is referred to as the low transition point.

On Figure 1 (a), the low transition point is equivalent for the two games. The
high transition point appears slightly lower for the adventure game, showing
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(a) (b) (c)

Fig. 1. Influence of bitrate and FPS on gaming quality. (a): FPS only, (b): bitrate only,
(c): joint. The plots display the average values over the five test participants.

that it suffers slightly more from a decrease in FPS than the adventure game.
Fluidity is indeed a critical feature in the shooting game, so the gamer can react
to the fast changes in his environment. On the opposite, the adventure game
can afford a slightly lower FPS value, as the amount and importance of motion
included in the game is lower. Nevertheless, we observed a relatively high vari-
ation in the transition points between test subjects, as well as a dependency to
the presentation order between decreasing and increasing quality. Reconducting
the experiment with more test subjects should allow us to verify the significance
of these results using statistical tools such as the student t-test.

On Figure 1 (b), we observe that the shooting game can afford lower bitrates
than the adventure game. The image quality is more important in the adventure
game, where the environment contains small details are useful for the gamer. On
the opposite, the shooting game can afford lower bitrates, as the main action
appears to be focused on motion fluidity rather than on image quality.

Figure 1 (c) illustrates interesting behaviours for the two games. As the bitrate
and the FPS are varied at the same time in this scenario, one could expect the
transition points to move towards higher values, in order to compensate for the
more drastic quality changes. However, we observe that the transition points
for the adventure game only slightly move towards higher FPS values, whereas
the bitrate values do not change. For the shooting game, both transition points
move towards higher bitrate. The low transition point moves towards higher FPS
values, whereas the high transition point moves towards lower values.

4 Conclusion

In this paper we describe a framework providing a high level of control on cloud
gaming. We use this framework to conduct a subjective experiment evaluating
the influence of bitrate and frame-rate on the perceived quality of experience.
The results show that both parameters have an impact on the quality, and call
for more detailed investigation on their joint influence, as well as the inclusion of
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other parameters such as the delay between the client and the server, the frame
resolution and variable bandwidth conditions.
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Abstract. Designing behavior patterns of video game agents (COM
players) is a crucial aspect of video game development. While various
systems aiming to automatically acquire behavior patterns has been
proposed and some have successfully obtained stronger patterns than
human players, the obtained behavior patterns looks mechanical. We
present herein an autonomous acquisition of video game agent behavior,
which emulates the behavior of a human player. Instead of implement-
ing straightforward heuristics, the behavior is acquired using Q-learning,
a reinforcement learning, where, biological constraints are imposed. In
the experiments using Infinite Mario Bros., we observe that behaviors
that imply human behaviors are obtained by imposing sensory error,
perceptual and motion delay, and fatigue as biological constraints.

Keywords: Strategy acquisition, Biological constraints, Video game.

1 Introduction

It is no exaggeration to say that the video game agent’s “strategy” and “behav-
ior” determine the player’s experience when playing the video game. Convention-
ally, game programmers have elaborately programmed the agents’ “behavior” and
“strategy” including “getting higher scores” and “avoiding enemy characters,”
using the cut-and-trial approach, as those simulate human players’ approaches.
In addition to following video game level design, programmers are obliged to en-
gage in extremely complicated and difficult tasks. In recent game design, an auto-
mated method called “procedural technology” has received attention as a method
to lower the programmers’ burden. Introducing machine learning algorithms is
a promising and rational way to automate designing the agents’ “behavior” and
“strategy.” Studies about automatically acquiring “behavior” and “strategy””
contain following related works, the approach using path finding for contest where
algorithms compete behavior patterns in “InfiniteMario Bros.”[1], the approaches
using reinforcement learning for “Hearts[2]” and “trading card games[3].” How-
ever, strong algorithms do not always create realistic human players feel like play-
ing with a human player. It is more difficult to make algorithms human-like than
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strong, because subjective criteria should be accessed for this goal. We must de-
termine other tactics, i.e., realizing human-like “behavior,” with as few required
exhaustive heuristics as possible.

This study seeks to realize the autonomous acquisition of video game agents’
“behavior” and “strategy,” thus making its players feel like they are playing
with a human player, instead of implementing straightforward heuristics. We set
a hypothesis that “biological constraints” are the origin of “behavior” that looks
human-like in its appearance. In this paper, we examine how human-like behav-
ior emerges based on machine learning techniques, where “biological constraints”
are introduced. Sensory error, perceptual and motion delay, and fatigue are con-
sidered biological constraints in the reinforcement learning evaluation process.

2 Reinforcement Learning Algorithm and Learning
Target

We adopt the reinforcement learning approach i.e. Q-learning, to make a video
game agent’s acquire behavior patterns as if human player plays a video game,
and we use the input information considered “biological constraints,” i.e., Sen-
sory error, perceptual and motion delay, and fatigue.

A learning target with the following factors is desirable: the human player
must control a character in real time under an environment in which “sensory
error” and “perceptual and motion delay” occur, though the game can regenerate
situations. In our study, we adopt the action game “Infinite Mario Bros.” as a
learning target.

3 “Biological Constraints” Definition

“Sensory error”, “perceptual and motion delay”, “fatigue” are defined as follows.

1. “Sensory error” of observable placement information
It is difficult for a human player to precisely recognize the position (coor-
dinates) of a character; a sensory error is thus included in the observable
placement information. The video game agent can observe the coordinates,
i.e., placement information, given a Gaussian noise for the correct coordi-
nates of Mario and enemy characters.

2. “Perceptual and motion delay” of key input
“Perceptual and motion delay” occurs until a human player moves, after ob-
serving and recognizing the game state. The observable information becomes
the past information when the human player inputs the key. The video game
agent can observe the game state in several previous frames.

3. “Fatigue” by key control
The human player should be tired when he/she controls a key in succession
while short time. The video game agent can learn strategy to get better score
with less key controls.
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4 Behavior-Acquisition under “Biological Constraints”

To implement behavior-acquisition system under “biological constraints”, our
system must learn about behavior patterns in non-ideal environments where our
system cannot observe the precise game states. In this chapter, we propose a
method to acquire such patterns despite this difficulty. We present how “biolog-
ical constraints” are handled in our reinforcement learning framework.

4.1 Feature Extraction from Mario and Observable Information

Our system extracts features from Mario and observable information thus. The
game state dimensions are reduced, and our system can learn behavior patterns
using Q-learning in realistic learning time.

– Ground information of the neighborhood within 7×7 blocks of
Mario

– Enemy characters in the neighborhood within 7×7 blocks of Mario
– Either “Super Mario” or “Small Mario”
– Mario’s moving direction.

4.2 Reward Function

The video game agent must obtain a higher score by capturing a longer stage
more quickly. Therefore, our system gives positive rewards for capturing a stage
and negative rewards for factors that obstruct capturing a stage, including dam-
aged and dying. Furthermore, our system gives negative rewards for key control
causing the fatigue.

reward = distance+ damaged+ death+ keyPress (1)

In Formula 1, distance indicates positive rewards that Mario go ahead a stage
by his action, damaged denotes negative rewards, as when Mario is damaged by
clashing with enemy characters in an action. death means negative rewards that
Mario is dead after an action, and keyPress means negative rewards when the
agent changes key control from previous frame. The parameters, used here, are
those adjusted based on preliminary experiments executed before this experi-
ment, i.e., damaged equals −50.0, death equals −100.0, keyPress equals −5.0
in our system.

5 Experiments and Discussion

We compare an agent in an ideal environment with an agent considering “bio-
logical constraints,” and we examine differences in the behavior patterns that
the agent acquires. We compare the patterns without biological constraints and
with biological constraints. Each agent learns the patterns on an invariable stage
generated by the same seed parameter every game to compare optimum behavior



Autonomously Acquiring a Video Game Agent’s Behavior 493

patterns. Each learning trial has 100,000 games, and we sample the play when
each agent can obtain the highest score in a learning trial.

Pictures of Figure 1 show difference in behavior pattern tendency when Mario
captures an enemy character that he cannot defeat. Though Mario without
biological constraints can capture this stage with minimal jumping and non-
stopping, Mario with biological constraints captures this enemy character with
a big jump and a motion that requires stopping.

Fig. 1. Comparison of the agent without biological constraints (Left) and with biolog-
ical constraints (Right) when the agent avoids untouchable enemies

6 Conclusion

In this paper, we proposed an autonomous behavior-acquisition system to obtain
the “behavior” and “strategy” of a video game agent that plays a video game
like a human player. Instead of enumerating heuristics, we realized the system
by introducing “biological constraints” in the reinforcement learning framework.
Experimental results of the simulation explored for an action game showed that
the proposed system can acquire appropriate behavior patterns that are adaptive
to the game world. When “sensory error”, “perceptual and motion delay” and
“fatigue” are introduced as biological constraints, behavior patterns that look
like those of a human player are observed.

We verified the possibility that reinforcement learning through introducing
“biological constraints” acquire rational and robust behavior patterns, and that
human players feel them as if those of human player’s. In future works, we
would like to conduct more detailed experiments, changing the “sensory error”
“perceptual and motion delay,” and “fatigue factor” parameters and apply this
method to various game genres.

References

1. Baumgarten, R.: The 2009 mario ai competition. In: 2010 IEEE Evolutionary Com-
putation (CEC), pp. 1–8 (2010)

2. Fujita, H., Ishii, S.: Model-based reinforcement learning for partially observable
games with sampling-based state estimation. Neural Computation 19, 3051–3087
(2007)

3. Fujii, N., Hashida, M., Katayose, H.: Strategy-acquisition system for video trading
card game. In: ACE 2008, pp. 175–182 (2008)



Chop Chop:

A Sound Augmented Kitchen Prototype

Veronica Halupka, Ali Almahr, Yupeng Pan, and Adrian David Cheok

Keio University Graduate School of Media Design,
4-1-1 Hiyoshi, Kohoku-ku, Yokohama-city, Kanagawa, Japan 223-8526

{veronica,alia,yupengpan,adriancheok}@kmd.keio.ac.jp
http://www.kmd.keio.ac.jp/en/

Abstract. In our fast evolving, highly technological world, sometimes
we don’t spend quality time cooking or eating together because our at-
tention is split. How can we find a way to bring fun back into the kitchen,
re-engaging people with cooking?

The aim of this research is to use Media Design to engage people with
food experiences by bringing fun into cooking and eating. Through the
design and implementation of a sound augmented kitchen prototype, we
have attempted to address this question.

Chop Chop is a sound augmented kitchen prototype system. It con-
sists of very simple commercially available hardware; A computer or mo-
bile device, headphones, a cutting board and knife. As a user performs
a simple everyday cooking task, chopping food, the sound is enhanced
with filters and combo events, allowing the user to experience the act of
chopping in a novel and exciting way.

Through demonstrations, surveys and user experience analysis, we
have tested our prototype and shown that using our Augmented Reality
system in a kitchen setting has no detriment over traditional tools and
techniques, and enhances user experience and positive affect.

Keywords: Augmented Reality, Multi-Sensory, Food Media, Sound, Kitchen.

1 Introduction

The setting for this research is a new and exciting field, Food Media. The Food
Media landscape is diverse, and through the introduction of new technology and
methods, is changing rapidly. Food Media is a common ground between the
food sciences, media and culture, a step beyond pure gastronomy into a new
multi-disciplinary field.

Previous Mixed and Augmented Reality kitchen prototypes have been largely
focussed on improving efficiency. Our prototype is different, in that we aimed to
enhance fun and entertainment and improve cooking experiences. Chop Chop
uses very simple off the shelf hardware, which we have employed in a novel way.
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2 System

2.1 Related Works

Cooking Games. In early infancy, we learn to play with our food. You may
remember your mother encouraging younger brothers or sisters to eat by saying
”Here comes the airplane!” accompanied by plane sounds and actions. This kind
of game is one of the first play interactions we have with our food. This is not
just for fun or to calm a cranky or fussy infant. Instinctively, mothers know
(or learn from their own mothers) that this is a good way to encourage healthy
eating behaviours. In fact, mothers who have good play interactions with their
babies are more likely to have infants with better and healthier eating habits[1].

In creating the Chop Chop prototype, we took inspiration from various ex-
isting cooking simulation games, such as Cooking Mama[2], Diner Dash[3] and
Cake Mania[4]. Our goal is to incorporate a fun element into every-day cooking
scenarios, drawing inspiration from these childhood games, and realising features
from cooking simulations. We want to encourage people to enjoy cooking more,
and perhaps even inspire them to cook more often.

Augmented Kitchen Systems. We examined several existing augmented
kitchen systems during the design process for our prototype. What we found
in common amongst these systems was that mostly they are aimed at improv-
ing kitchen processes and efficiency. While our goal is different, we were able to
learn several important points that influenced the design and implementation of
our system, for example, that users are willing to engage with augmented inter-
faces and find them no more difficult to use (if well designed) than a traditional
kitchen[5][6][7].

Our related previous augmented kitchen work, a flavour visualisation system
[8], used visual feedback to improve the user’s cooking experience and commu-
nication with a remote cooking partner.

2.2 Chop Chop - Design and Specifications

The hardware component of our system is simple and available off-the-shelf to
any end user. The system consists of an input device (microphone), processing
(computer or mobile device), output (headphones) and tools (chopping board
and knife).

The chopping sounds picked up by the microphone are processed by the com-
puter using a simple set of custom filters to change the sound. A flash-based
combo system rewards the user for sound sequences or ”combos” with a special
sound event.

2.3 User Testing

Our concept itself is very simple, cute, and straightforward. But the results we
achieved were far beyond what we first anticipated. Users were very engaged
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Fig. 1. Chop Chop Preliminary User Testing

with the system, and expressed surprise and delight. What was a simple idea
actually had a big impact.

We conducted preliminary user testing with 12 real users by giving them a
chopping scenario: cut the cucumber, crosswise into circles. The user performed
the test twice, with and without the audio feedback, and filled out a worksheet in-
cluding a standardised measure of positive and negative affect (I-PANAS-SF)[9]
to assess their emotional state. We concluded from our results that while chop-
ping vegetables in general decreases negative affect, chopping with our sound
augmented system increases positive affect. Users rated chopping with sounds
as more fun than chopping without, and also reported that using the sound
augmented system had no negative effect on chopping difficulty.

3 Conclusions

The Chop Chop sound augmented kitchen prototype is designed to make the
task of chopping more fun and entertaining. It consists of off-the-shelf hardware
and uses software processing to modify and enhance the sound of chopping using
custom filters and combo rewards.

We have made several conclusions about this system from the testing of our
prototype:

1. We can make the experience of cooking more fun and enjoyable using AR
technology;

2. While we have not yet proven that these systems can improve cooking skill,
we see no detrimental effect - that is to say, our AR kitchen scenario is no
worse than traditional tools and methods;

3. The activity of cooking in itself improves mood, and cooking with our AR
system enhances this effect.
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Abstract. We daily enjoy the visual effects of slow and fast motion content.  
Time telescopic techniques are useful in scientific research and provide new 
possibilities in art and entertainment. We suggest that tactile sensations can also 
benefit from the effect of time telescopic replay because of knowledge that we 
can generally recognize texture regardless of the stroking speed. We confirmed 
which resembles the visual during slow motion in previous research. In this pa-
per, we report a new system design to measure and present tactile phenomena 
accurately. We also describe some application ideas to enjoy immersion in the 
time telescopic world. 

Keywords: Tactile Sensation, Time Telescopic Replay, Collision. 

1 Introduction 

A technique that expands and contracts information in a time-wise manner has  
already been widely used in the analysis of various phenomena [1][2][3] and art and 
entertainment. Slow or fast motion is a popular visual effect in many movies and pro-
vides new perceptions [4][5][6]. However, this time expansion technique is currently 
limited to visual information. For audio information, since simple time expansion 
results in odd or inaudible sounds, this technique can only be used for such limited 
situations as dance training.  

The time expansion and contraction of tactile information raise interesting issues. 
We believe that with tactile sensations, the slow/quick motion effect may provide 
useful benefits for the following reasons. When we stroke a textured material, we can 
generally recognize its texture regardless of the stroking speed. Research has also 
developed tactile displays that respond to hand movements [7][8]. This suggests that 
we can use the effect of time expansion and contraction to acquire tactile information. 
We verified this hypothesis from the time expansion aspect and confirmed that the 
effect of tactile slow motion resembles visual slow motion. 

In this paper, we describe a new system to realize slow/quick motion replay and 
show some entertainment application ideas for these effects. We focus on collision 
phenomena as examples, since they are one of the most popular situations in visual 
slow motion content. 
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2 Princeple 

The principle of the time telescopic replay of tactile sensations is simple. First, the 
tactile phenomenon is recorded at a high sampling rate. Next, a tactile display replays 
the recorded data at a different sampling frequency. For instance, if the recording was 
done at a 50 kHz sampling frequency and the replay was at 5 kHz, the user will expe-
rience a 10 times slower tactile sensation. If the replay was done at 500 kHz, the user 
will experience a 10 times slower tactile sensation. 

3 System Design 

3.1 Overview 

In the previous research [9], we developed a record and replay system for tactile slow 
motion replay. However, this system has several problems that must be solved before 
it can be used for tactile fast motion replay.  

The first is that it can’t record slight pressure because of its measuring method. In 
the previous recording system, objects were dropped onto plastic boards whose vibra-
tions were recorded. This system depends on the bend of the board. Therefore, if 
slight pressure is added to the board, it is very hard to measure the bend of the board. 

The second is that the previous system had to record the board’s physical properties. 
Users experienced the collision sensation of objects and the board, but not the skin. 

The third is that we could not control all the devices from a one PC because the 
record and replay systems were separate. The high-speed camera wasn’t even con-
nected to a PC. Therefore, we manually combined video and vibration data from a 
sensor. However, this way is not accurate.  

We designed a new system to solve these problems (Fig.1). The details of each part 
are described below. 

3.2 Recording Part 

The recording part is composed of a pressure sensor (Nitta Corporation, FlexiForce 
A201-1), a high-speed camera (DITECT Corporation, HAS-L1), and an analog-to-
digital converter in a micro-computer (NXP, mbed LPC1768).  

The pressure sensor was covered by a human skin gel (Exseal Corporation, H0-2K) 
to record similar phenomena as is done by the human skin. The sampling rate of the 
pressure sensor was 50 kHz, and the camera’s sampling rate was 1000 fps (400 x 300 
pixels). 

3.3 Replay Part 

The replay part (Fig.2) is composed of a tactile display, an LCD display, an amplifier 
(RASTEME SYSTEMS CO., LTD., RSDA202), and a digital-to-analog converter in 
a micro-computer (NXP, mbed LPC1768). 
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The tactile display is composed of an audio speaker that faces down. The user cov-
ers the speaker with her palm while the speaker vibrates air between the speaker and 
the palm and feels various vibrations from the air pressure. The effectiveness of this 
method was confirmed by our previous study [10][11]. 

 

Fig. 1. Block diagram of our system 

 

Fig. 2. Replay part setup 

4 Application Ideas 

We believe that our method can be applied to most of the applications that have al-
ready been used in the field of vision, especially entertainment uses. We previously 
confirmed that tactile slow motion replay has an emotional effect [9]. Based on this 
knowledge, we are making several applications. For example, when a user watches a 
movie with our system, it presents time telescopic tactile sensations that match the 
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video’s slow or fast motion. As another example, when we slowly or quickly move 
and interact with objects as if in a fantasy world, our system presents tactile feedback 
to the movement speed. 

These examples will enhance the feelings of immersion in the time telescopic 
world and provide pleasure to discover new phenomena which we can’t notice for a 
sense of the time of the real world. 

5 Conclusion 

In this paper, we proposed a new application field for tactile display called time teles-
copic motion. After describing the problems of our previous system, we showed a 
new design of a record and replay system that can record similar vibration phenomena 
as done by the human skin using a pressure sensor covered by a human skin gel. Since 
all of the devices were controlled by one PC, we can easily exhibit our system. We 
also showed application ideas using it. Our next step is to verify a performance of the 
new system. We will also confirm the effectiveness of tactile fast motion replay and 
develop an appropriate system for art and entertainment. 

Acknowledgements. Grant-in-Aid for Creative Scientific Research. 
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Abstract. This paper introduces a compact device for noncontact interaction. It 
can push objects from a distance by utilizing focused ultrasound. The maximum 
output force at the focal point is 16 mN. The position of the focal point can be 
moved quickly and precisely. The device is small (19×19×5 cm3), light (0.6 kg), 
and compact so that one can pick it up with one hand and install it at various 
places. This easy-to-use device would lead to a wide variety of applications. 

Keywords: Noncontact interaction, Ultrasound, Acoustic radiation pressure. 

1 Introduction 

Noncontact interaction attracts a lot of attention of ordinary people and such a tech-
nology is expected to lead to a novel type of physical interface. Some tabletop  
systems with different principles are demonstrated in these years. Air jets are used in 
[1]. Three air jets surrounding an object moves it on a flat surface. ZeroN system [2] 
uses a solenoid coil attached on an XYZ stage. This system holds a spherical magnet 
in mid-air and moves it three-dimensionally. Ultra-tangibles system [3] utilizes fo-
cused ultrasound to control multi objects simultaneously. Four arrays of ultrasound 
transducer surround the workspace and move the objects two-dimensionally. 

In a noncontact interaction system, actuators (e.g. air jets, solenoid coils, and 
ultrasound arrays in the systems introduced above) are usually built in the surrounding 
structures mainly because a large space is occupied by their own bodies, driving 
circuits, and wirings. It is not easy for other people, especially who are not familiar to 
electronics, to give it a try to use such actuators for their own issues. The application 
area of nonlinear interaction (including entertainments) would widely expand if the 
actuators become smaller, lighter, and more compact. 

Our research group originally developed an ultrasound-based noncontact 
interaction device for the purpose of producing tactile stimulation from a distace [4]. 
The device pushes the surface of human skin by focusing airborne ultrasound. We call 
it "AUFD (Airborne Ultrasound Focusing Device)" hereafter. One of the most 
strengths of the AUFD is that it is noncontact and hence users do not need to wear or 
have stimulating devices on their hand. Additionally, the spatial and the temporal 
resolutions are both high and so various patterns of tactile feelings can be reproduced. 
The maximum output force is several dozen mN.  

This paper introduces a compact device of AUFD (Fig. 1) smaller and lighter than 
the previsou one in order to explore its application other than tactile display. Its size 
and weight are 19×19×5 cm3 and 0.6 kg, respectively.  
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(a) Flipping up paper strips.                           (b) Vibrating water surface. 

Fig. 1. Examples of possible applications of developed ultrasound focusing device 

2 Principles 

2.1 Acoustic Radiation Pressure 

The acoustic radiation pressure, which is a nonlinear phenomenon of ultrasound, is 
utilized to push objects in midair. When an ultrasound beam is reflected vertically at 
an object surface, the surface is subjected to a constant vertical force in the direction 
of the incident beam. Assuming a plane wave, the acoustic radiation pressure P [Pa] is 
described as 

 
2

2

ρc

pααEP ==  (1) 

where E [J/m3] is the energy density of ultrasound, c [m/s] is the sound speed, p [Pa] 
is the RMS sound pressure of ultrasound, and ρ [kg/m3] is the density of medium. α is 
the constant depending on the reflection coefficient at the object surface and α is 
equal to 2 in the case of total reflection. Equation (1) suggests that the spatial 
distribution of the radiation pressure P can be controlled by synthesizing the spatial 
distribution of the ultrasound p. 

2.2 Phased Array Focusing 

The phased array focusing technique is used to produce the radiation pressure up to 
several dozen mN. The focal point of ultrasound is generated by setting adequate 
phase delays of multiple transducers. In addition, the focal point can be moved to an 
arbitrary position by controlling the phase delays. 

The spatial resolution and the array size are in the relationship of trade-off. It is 
theoretically derived that the spatial distribution of ultrasound generated from a 
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rectangular transducer array is nearly sinc-function shaped. The width of the main 
lobe (w [m]) parallel to the side of the rectangular is written as 

 
D

R
w

λ2=  (2) 

where λ [m] is the wavelength, R [m] is the focal length, and D [m] is the side length 
of the rectangular array.  

3 Prototype 

The developed compact device (Fig. 1) consists of two circuit boards. One is an array 
board of ultrasound transducers and the other is a controller board including an FPGA 
and amplifiers. Both boards are 19×19 cm2. They are connected electrically to each 
other by pin connectors instead of wirings. 

285 pieces of ultrasound transducers (10 mm diameter, T4010A1, Nippon Ceramic 
Co. Ltd.) are arranged in a rectangular area whose D is 17 cm. As shown in (2), D is 
related to the resulting size of the focal point. The resonant frequency of the 
transducers is 40 kHz (i.e. λ = 8.5 mm). Then, w is 20 mm when R is set at 20 cm. The 
maximum output force is 16 mN (measured). 

4 Possible Applications 

4.1 Tactile Feedback 

The AUFD provides noncontact tactile feedback in mid-air. It is suitable to be 
combined with aerial image displays [5] and aerial interface systems [6]. Besides, the 
stimulation of the AUFD moves finely (sub-mm resolution) and so it can reproduce 
handwriting strokes as tactile stimulation [7]. This kind of tactile stimulation may be 
utilized for transmitting non-verbal information, giving passwords more safely than 
displaying them on a screen, and showing characters instead of braille. Furthermore, it 
could be utilized to "make sound touchable" as demonstrated in [8]. 

4.2 Entertainments and Arts 

The AUFD also has possibility to be used in the field of entertainments and arts. The 
output force is several dozen mN and so it can operate soft and/or light objects such 
as paper, smoke, water, particles [3], bubbles, balloons, etc. from a distance (Fig. 1). 
Mysterious and attractive effects would be demonstrated by using the AUFD.  

It is easy to install the compact AUFD on the ceiling, the walls, etc. because it is 
compact. It is even possible to make it wireless if the USB module is replaced with a 
wireless module and a battery is mounted. This is optional and depends on user's 
electronic skill. 
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4.3 Measurements 

The AUFD may contribute to develop a new measurement method in which the  
material surface is deformed or vibrated. It is used to deform the surface of elastic 
material and the deformation is measured by a laser displacement sensor to obtain the 
compliance distribution [9]. For another example, it is expected that the sound-based 
static electricity measurement [10] is expanded to 2D scan by employing the AUFD. 

5 Conclusion 

A compact ultrasound device for noncontact interaction was introduced. It is small 
and easy to pick up, bring, and install anywhere. The principles were explained and 
the possible applications were discussed. 

It is expected that this compact device increases the user population and expands 
its application area. We are planning to lend the compact devices to researchers who 
want to give it a try to use the ultrasound-based noncontact interaction device. 
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Abstract. This paper describes Pillow Fight 2.0, a physical game made as a 
suggestion on how to use technology to encourage physical human to human 
interaction in entertainment. 

Firstly the theoretical and social background and motivation for creating  
the game is introduced. Then follows a presentation of the implemented 
technological system and the final design. Hereafter comes an analysis of user 
behavior observed during the implementation of the game along with 
technological observations. Finally comes a brief description, evaluation and 
reflection upon the observed interaction and possible solutions and suggestions 
for the future development of the game are put presented. 

Keywords: Interaction Design, First Hand and Second Hand Experiences, User 
Centered Design, Creative Use of Technology, Entertainment.  

1 Introduction 

Technology is an essential part of modern life and is enabling us to do things we did not 
think possible 50 years ago. It supports and facilitates our general everyday life and 
provides new, staggering possibilities wherever implemented. Both science, research, 
communication and digital experiences—just to mention a few—have in the recent 
decades breached new grounds due to technology. But at the moment, when using 
technology for communication and entertainment, users are being separated by the 
interface—in most cases a screen—which causes immediate emotional response, touch 
and intimacy to be left out. Pillow Fight 2.0 is a suggestion on how to use technology to 
give its users a First Hand Experience when using technology for entertainment and 
aims to keep the face to face social aspect present in the game. It is hoped that the 
project will inspire others to implement higher levels of physical interaction in games. 
Pillow Fight 2.0 is made as a Bachelor project in Art & Technology at Aalborg 
University, Denmark by Anne Sofie Juul Sørensen with supervision of Daniel Overholt 
and exhibited at PlayForm Mobile Exhibition in Denmark.  

2 Theory 

The terms First-Hand and Second-Hand Experiences are presented by Associate 
Professor of Psychology at Franklin and Marshall College, Edward S. Reed, who gives 
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a constructive point of view in the discussion of the influence of technology in his book 
the Necessity of Experience. A primary experience is the ecological source from which 
the meaning of secondary experience derives from and is dependent on. [1] In general 
Reed encourages and requests a relation between the primary and secondary 
experiences where the balance is tilted towards the primary, which he exclaims “has 
been disrupted and degraded by modern life”. (Reed, 1996, p. 2) Pillow Fight 2.0 aims 
to give its users a primary experience by using implemented technology to encourage 
people to play face to face. 

3 Conceptual Design 

The use of social networks and mobile phones is allowing us to decrease the  
necessity of our physical, and to some extent mental, presence in non-virtual life.  
But texting and chatting only serves as simulations and representations of life  
and leaves out immediate emotional response, touch and intimacy. As Marco  
Trevino, Interaction Designer at IDEO explains: “while we are growing more 
comfortable with this latter way of communicating we are left with technology  
that creates a gab especially with the people we are closer to”. [2] His final  
project from Copenhagen Institute of Interaction Design, an application called “Feel 
Me”, touches on the subject. The app aims to facilitate interaction by opening  
a real-time channel that allows two people to show each others presence while  
texting. [2] 

Supporting the same viewpoints as Reed is Professor of the Social Studies of 
Science and Technology at MIT, Sherry Turkle. In her TED talk “Connected, but 
Alone?” she acknowledges the thrill that our experimenting and explorational life on 
the internet gave  us back in 1996 but also states that today we are letting it take us 
places that we do not want to go. [3] She explains that technology is providing an 
environment where we are able to take control, by editing and deleting, and present 
ourselves as we want to be. [3] She points out that technology may work for telling your 
special someone that we are thinking about them or even that we love them but it can 
not replace—especially for children growing up—the experience and skills that you 
gain from interacting in real life. [3] As a social individual it is important to be able to 
know and understand the people and environment that surrounds you and therefore we 
must not let second hand experiences become the priority. [3] According to Turkle we 
are, unnecessarily, using technology to clean up our human relationships and by doing 
that we sacrifice conversation for mere connection. This is how digital technology is 
influencing our social life at the moment but it is still early days in the development and 
there is plenty of time for us to reconsider how we use it. [3] Therefore we as 
developers and creators have the responsibility to be critical about how we are letting 
technology influence social life, our relations and life in general and create and 
develop—not only with financial profit in mind—but also with the wellbeing of real 
experiences and the users of our designs. 
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4 The System 

The game consists of six pillows equipped with resealable pockets made to fit a 
foam-padded Nintendo Wii Remote. It is programmed in Max/MSP [4] and uses the 
freeware “Darwiin Remote Extension” [5] and the Open Sound Control upsend/receive 
object in Max/MSP to get the data from the Wii Remotes. To connect the remotes to the 
receiver— a MacBook— the build-in Bluetooth function is used. See concept drawing 
below.   

 

Darwiin Remote sends Open Sound Control data and by using the upsend/receive 
object the data can be received by Max/MSP. To establish connection between multiple 
remotes and the MacBook multiple copies of Darwiin Remote must be downloaded  
and opened one at a time. To distinguish one remote from the other a number from  
0-5 is written both in the name of the copy of Darwiin Remote and directly on the 
remotes. 

When connection is established the accelerometer inside the remote will send x, y 
and z coordinate data. This data is used to control the hit count and the reset function in 
Max/MSP. For the hit count the peaks in the accelerometer data are set to trigger the 
score on an external flatscreen/projector and increase the number by one digit. One hit 
gives one point. To reset the score simply throw the pillow into the air—the 
accelerometer detects free fall, triggers a “bang” in Max/MSP and resets the score. The 
photo below is taken during the test of the prototype. 
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5 Design Rationale 

The game had to be self-explanatory and grasp a wide user group. Therefore Donald 
Norman’s six design principles [6] played an important role in the concept 
development. In relation to Norman’s principles Visibility, Affordances and Mapping 
using a well-known everyday object—a pillow—and adding a lucid name should help 
people associate the pillows with play. To let users know that their actions affect a 
technological environment they receive visual Feedback in the form of a drawn comic 
sound effect appearing on the flatscreen/projector when they hit something with the 
pillow. The image below shows the initial sketches. 

In terms of Constraints and Consistency the game is designed button-free and 
wireless to make it more durable and easy to use. All the pillows have the same color 
and the same typography which helps keep the design simple and consistent. The name 
is inspired by software upgrades and refers to the original Pillow Fight now with a 
technological upgrade—therefore it is named 2.0. 
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6 Analysis 

Ideally the game would be at a level of understanding where a wide group of users have 
a chance to participate regardless of their technological understanding. Most people 
understood how to use the game easily and nearly every age group was playing during 
the exhibition. Even very small children expressed that they would like to play as they 
reached out for the pillows. When a grownup handed them a pillow they instantly 
attempted to beat up a person familiar to them while squeaking of delight. To small 
children the implemented technology was insignificant but to children old enough to 
understand the system: hit, get points, win the technology became a factor of 
prestige—the higher score the better! To adolescents the technology provided the 
opportunity to set a goal—let’s play to 100! which enabled them to define when a fight 
was over. People investigated the pillows by feeling them through and tried to figure 
out how they were able to detect the hits. Those who knew of accelerometers and 
understood the underlying technology called the use of the Wii Remote “fascinating”, 
“creative”, “fun” and “innovative”, while people with extended technology knowledge 
showed a hint of disappointment. They explained that they had hoped that the tracking 
was done by new astounding technology or at least with the Microsoft Kinect Camera. 
To those who did not know of the underlying technology, or could not comprehend 
how it was used, it seemed like the pillows were magic. When explained about the 
implementation of the Wii Remote some even asked if it was illegal.  

Some players found themselves out of breath after playing and laughing intensely 
for a couple of minutes. In general signs such as smiles, laughter and triumphant 
outbursts were observed amongst the users and it is therefore assumed that people were 
having fun. It was also clear that most people would only play against someone 
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familiar. Some users suggested that the score could correspond to the power of the 
strike. However this feature is deliberately avoided as it would probably add aspects to 
the game—including severe pillow smacking—that neither the pillows nor the users 
would benefit from in the long run. 

From time to time a pillow would not reset. The minor malfunction was mostly caused 
by throwing the pillow so that the accelerometer could not detect the free fall—for 
instance by spinning it. The malfunction could be fixed by re-throwing. However not 
knowing the conditions, that the program needs fulfilled, people would simply re-throw 
in the same manor until they by accident matched the conditions needed for a reset.   

Every once in a while the remotes would be disconnected for no particular reason 
and difficulty in maintaining a stable connection would continue until the system had 
been rebooted. And even then a stable connection was not guaranteed. Five remotes 
seems to be the absolute maximum for a stable connection. The most rational 
explanation to the malfunction seems to be that the Bluetooth connection between the 
MacBook and the Wii remotes is interrupted by other devices that use Bluetooth. 

7 Discussion and Reflection 

To be able to use the game to its full extent a 3-step guide is printed on the backside of 
the pillows. 

To encourage creativity no further rules or regulations are put down. The players 
therefore have freedom to create their own rules and frames for the game and play as 
they wish. This can however cause limitation and frustration in individuals who are 
seeking rules. 
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To be able to connect six or more Wii Remotes to the MacBook a more stable, 
lighter and smaller alternative to the remotes would be preferred. However using only 
four remotes might also solve the disconnection issue. If the Wii Remotes are to be used 
for a commercially available version a more solid alternative to the foam cores is to be 
preferred. At the moment wear and tear can over time expose the Wii Remote and cause 
a severe safety hazard. 

People interacted with each other—Human to Human, in stead of Human to 
Computer—which was the aim of the project. However they did not interact with 
people they did not know in advance. This could be overcome by adding different 
colors to the pillows to create teams. If the players automatically join a team they might 
be encouraged to play against unknown opponents.  

Using Donald Norman’s design principles as a guide for the development helped 
create a concept that ties together user requirements, simple aesthetics, first hand 
experiences and Human to Human Interactivity. 

8 Future Development 

Students from Aarhus University have developed a piece of hardware/embedded 
software for physical interaction prototyping called DUL-radio [7]. It is wireless and 
communicates sensor data via FM-radio transmission but is not yet a commercially 
available product. To replace the Wii Remotes with DUL-radios would be a possible 
further development of the project. 

Another possibility is to add Human Computer Interaction by allowing the users to 
preset a final score and add a preferred sound effects. This will add possibilities in 
terms of customizing the game. 

Acknowledgments. A special thanks goes to my Bachelor Thesis Supervisor, Daniel 
Overholt, from AAU for skilled supervision throughout the project. Also thanks to those 
who have partaken in the realization of the project through feedback, discussions and tests. 
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Abstract. For whole-body interaction for computer entertainment, I propose 
applying electrical stimulations to tendons to create an illusory motion of the 
limbs so that real motion becomes unnecessary. Strong vibrations to joints in-
duce the well-known kinesthetic illusion, but electrically inducing this illusion 
has been rarely explored. An experiment is described showing that this illusion 
can be generated by electrical stimulation of the tendon, and suggesting a role 
of the Golgi tendon organ in the illusion. 

Keywords: Golgi Tendon Organ, Haptic Display, Kinesthetic Illusion, Muscle 
Spindle, Tendon Electrical Stimulation, Virtual Reality.  

1 Introduction 

Whole-body interaction is an intuitive and promising form of computer interaction for 
entertainment and virtual reality systems. In particular, in the computer entertainment 
field, the recent successes of the Nintendo Wii and Microsoft Kinect impressed the 
importance of this form of interaction. 

However, requiring input from movements of users is sometimes undesirable, be-
cause of limited workspace and physical capability or fatigue of the user. In such cases, 
the presentation of a kinesthetic sense without real motion is preferable (Fig. 1). Fur-
thermore, the artificial generation of a kinesthetic sense might open the door to a new 
super-natural sensation, which should contribute to the field of computer entertainment.  

 

Fig. 1. Immobile haptic interface by kinesthetic illusion 
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In summary, the experimental results established that the illusory motion by elec-
trical stimulation of the tendon is possible (H2), and the Golgi tendon organ does play 
a role in kinesthetic illusion (H1). 

5 Conclusion 

To achieve whole-body interaction without motion, this paper proposed using elec-
trical stimulation to tendons to generate illusory sense of motion. This kinesthetic 
illusion, a well-known phenomenon, is commonly created by vibratory, rather than 
electrical stimulation. 

The experimental result showed that this illusion can be generated by electrical 
stimulation of the tendon. Furthermore, the direction of illusory motion is the same as 
for the kinesthetic illusion, suggesting that our illusion caused by electrical stimula-
tion of the tendon is one and the same phenomenon. The possible contribution of the 
Golgi tendon organ to the illusion is also suggested. 
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Abstract. Exploration-like sightseeing is wandering around an unfamiliar 
place, and is a way of seeing sights and enjoying novel experiences that are not 
mentioned in guidebooks. However, the fear of getting lost prevents tourists 
from engaging in exploration-like sightseeing. Current navigation devices are 
capable of providing effective routes to specific places, which is not compatible 
for this mode of sightseeing. This is because tourists tend to focus on the rec-
ommended route displayed on the device and follow it faithfully. This prevents 
tourists from seeing surrounding sights. Here, we propose a new navigation  
method called stravigation. Stravigation is a vibrotactile mobile navigation for 
the tourist to be able to enjoy exploration-like sightseeing. We describe its basic 
concept and the results of evaluation experiments. These results show that stra-
vigation is capable of guiding tourists to specific places correctly without the 
need to watch navigation devices. Furthermore, the results also show that stra-
vigation enhances the sense of delight while wandering. 

Keywords: Navigation, Exploration, Vibrotactile, Mobile Device, Sightseeing. 

1 Introduction 

Wandering about an unfamiliar place, which is similar to exploration, is one of the 
ways to enjoy sightseeing. For instance, Venice is famous for its complex network of 
alleyways and many bridges across canals. Many tourists have found themselves lost 
while walking its islands, and have become irritated when unable to reach their desti-
nation easily. However, while wandering around the city, tourists often discover 
something new. Wandering and exploring unknown places often lead tourists to novel 
experiences that are not mentioned in guidebooks. Such unique experiences unders-
core the enjoyment in sightseeing. In this research, we call this mode of sightseeing 
“exploration-like sightseeing”. Although wandering itself is sometimes enjoyable for 
tourists, they do not want to find themselves in situations where they are unable to 
return, for example, to their hotel. Current navigation devices are able to display ap-
propriate and precise route information to guide tourists to their destination; these 
devices comfort the mind and enable the tourist to freely enjoy the walk. However, 
such devices are incompatible with exploration-like sightseeing. Displaying a precise 
route implicitly forces tourists to stay on a specific track, requiring that they maintain 
their focus on the displayed route. The enjoyment of sightseeing therefore diminishes.  
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Using visual displays to provide navigation-related information interrupts the  
enjoyment of wandering because it would still require the user to watch the display. 
To solve the problem, we propose a new vibrotactile mobile navigation called “stravi-
gation”. The basic concept of stravigation has two components. The first is reducing 
the amount of information. Too much information can annoy tourists and impede 
seeing the surrounding sights. Thus, only distance and direction to a specific place  
are provided by stravigation. This represents the minimum amount of information 
needed to prevent tourists from getting lost. The second is making use of vibrotactile  
sensation. Stravigation provides distance and direction by using vibrotactile signals 
enabling tourists to free their attention from their navigation devices. 

2 Related Works 

Much research related to vibrotactile navigation has been done. That research can be 
grouped into two methods: turn-by-turn or relative position-based. The turn-by-turn 
method indicates the correct direction every time the user reaches a specific waypoint 
or an intersection [1,2]. These systems are able to provide precise route information. 
However, vibrotactile signals at every intersection could annoy tourists. The relative 
position-based method only indicates spatial relationships, such as direction and  
distance, between current location and destination [3-5]. This method does not pro-
vide precise route information. However, users are able to understand these spatial 
relationships, enabling them to choose between routes to a destination freely, engag-
ing in what we term exploration-like sightseeing. Most systems based on this method 
are able to provide direction to the destination by having the user scan the surround-
ings with the device. A vibrotactile signal is generated only when the device points 
towards the destination. Stravigation is based on the same concept as this relative 
position-based method. However, previous systems do not have sufficient capability 
for navigation, and some are unable to provide distance information. This is not only 
essential for estimating time of arrival, but also directly affects reliability of such 
systems. The transition of such information, based on the tourist’s walking, is the 
basis for them knowing whether the system is working. In addition, the accuracy of 
directional information of these previous systems is almost ±30 [deg], which is far 
from being satisfactory. Stravigation is capable of providing distance information as 
well as providing directional information with an accuracy of ±5 [deg]. 

3 System Summary 

When providing directional information, stravigation indicates the angular deviation 
between the device’s axial direction and the direction to the destination. This means 
that specific vibration occurs according to the angular deviation (Figure 1 Left). If the 
angular deviation is greater than ±30[deg] [6], the device does not provide any vibra-
tional feedback. If the angular deviation is between ±15[deg] and ±30[deg], the device 
vibrates with a low frequency; an intermediate frequency is generated when the  
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Fig. 1. Left: The angular deviation and vibration period, Right: Switching information by using 
device orientation 

angular deviation angle is between ±5[deg] and ±15[deg]. If the angular deviation is 
less than ±5[deg], a rapid frequency vibration is generated. The same principle pro-
vides the distance information; specific vibrations are generated according to distance. 

Distance and directional information is provided through the same vibrotactile  
signal. Some sort of practical means is required for users to identify easily which 
information is provided. To solve this problem, we make use of the orientation of the 
device. By using a 3-dimensional accelerometer, we can determine whether the sur-
face of the device is parallel to the ground (Figure 1 Right). The users are able to 
switch information modes by gesturing. If its surface is parallel to the ground, the 
device switches to the direction-providing mode in which the user swings the device 
left and right to find the direction; otherwise the device switches to the distance-
providing mode.  

4 Evaluation Experiments 

4.1 Navigation Capability 

We performed an experiment to confirm the practicality of stravigation. Subjects were 
asked to walk towards a specific place, which was 400 [m] away from their starting 
position, using stravigation. They were not informed where the place was. The 
tracked routes and times taken are shown in Figure 2 Left. The result shows that stra-
vigation has sufficient capability to guide users to a specific place. 

4.2 User Test 

User tests were performed to confirm that stravigation is able to put users in an explo-
ratory-like mood while walking. We compared stravigation with a conventional map-
based visual navigation system (Google Maps). The participants were asked to answer 
a questionnaire after using these two navigation methods. The number of participants 
was 4. All participants use both stravigation and Google Maps two times each. The 
results are shown in Figure 2 Right. The result for Q2 indicates that our system re-
ceived better scores than navigation using maps. This means that stravigation does not 
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Fig. 2. Left: Time taken and tracked route walked by subjects, Right:Questionnaire responses 

hinder tourists from seeing the surrounding sights. At the same time, the result for Q5 
indicates that using stravigation is more exciting than using conventional systems. As 
a result, tourists should be able to enjoy wandering without losing their way. 

5 Conclusion 

In this research, we propose a new navigation method, stravigation, for tourists to 
enjoy exploration-like sightseeing. The experimental results show that stravigation 
has higher accuracy in providing directional information. Also, stravigation had suffi-
cient capability as a navigation aid and reliability to enable tourists to enjoy explora-
tion-like sightseeing. In the future, we will deliver stravigation via the web to conduct 
larger-scale user tests. 
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Abstract. Earth Girl: The Natural Disaster Fighter is an edutainment digital 
game featuring a girl who can save her family and friends from natural hazards. 
The scenario and game play are inspired by the challenges faced by communities 
living in the Asian regions prone to earthquakes, tsunamis, flooding and volcano 
hazards. The Earth Girl game is meant to help players to gain a better 
understanding of natural hazards through imaginative and fun game play. The 
game was developed in English and translated to Indonesian, Japanese and 
Chinese. It runs on any Flash-enabled browser and was user-tested in Southeast 
Asia with positive results and feedback. 

Keywords: Earth Girl, natural hazards, disaster prevention, computer game, 
edutainment, serious games, casual games, game play, non-traditional 
education, game prototype, character design, character animation, emotional 
connection, pre-teens, Asia, cultural traditions, community, sustainability, 
resilience. 

1 Introduction 

The Earth Girl digital game was developed for a mainstream non-scientist audience of 
all ages and particularly for children between the ages of 7-12. The game seeks to 
increase the regional awareness of natural hazards while providing simple but 
engaging game play that is as culturally sensitive as it is fun. (Fig. 1). The project was 
inspired and informed by our 2009-2012 trips to resilient communities in The 
Philippines, Indonesia, Thailand and China. The main goal of Earth Girl: The Natural 
Disaster Fighter is to provide players of any culture with a better understanding of 
natural hazards through simple but engaging and fun game play. The game is coded in 
Flash and can be played on a Flash-enabled browser. Earth Girl is a village girl who 
can save her family and friends from natural disasters. This fictional character is 
inspired by people who live in hazardous areas throughout Asia yet manage to find a 
way to survive by being in tune with Nature.  

The Earth Girl game is not a traditional science game but it is inspired by science. 
It is an initiative of the Artist-in-Residence group at the Earth Observatory of 
Singapore (EOS), a Research Center of Excellence located on the campus of the 
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Nanyang Technological University. The mission of EOS is “to conduct fundamental 
research on earthquakes, volcanic eruptions, tsunami and climate change in and 
around the region, toward safer and more sustainable societies” [1].  Interdisciplinary 
collaboration is at the core of this mission, and creating a game for children is a step 
in that direction. For project updates visit www.earthgirlgame.com. 

     

Fig. 1. (Left) Main menu where players can choose a disaster. (Right) School girls in Banda 
Aceh, Indonesia, discussing the best strategy for rescuing a villager floating in the flood. 

2 The Game Paradigm 

The game paradigm of Earth Girl combines skill and knowledge. Earth Girl: The 
Natural Disaster Fighter is a game of awareness, preparedness and survival. It offers 
three levels of side-scrolling action, plus factual information delivered in the form of 
quizzes. Each one of the three levels presents a different hazard scenario (tsunami, 
flooding and volcano) and starts with a cinematic animated introduction that helps to 
contextualize the action. 

Players move forward through the first part of each level by rescuing villagers. 
This is followed by a quiz that presents multiple-choice questions relevant to the 
hazard being played. Correct answers enhance the players’ scientific knowledge and 
also provide Earth Girl with additional health to save villagers more effectively and/or 
special skills or super-powers to combat the hazard. Multiple explorations were 
required during the development process before a suitable game play paradigm was 
found, one that splits each game level into three parts. The first and last parts are 
action oriented, and the middle one consists of a quiz that provides objective 
information about the hazard at hand. 

One of the biggest challenges of this project was finding the right tone to tell a 
story that can range from success to disaster. Players of the game, through Earth Girl, 
are able to save the villagers from death, or lose them all to a natural disaster. We 
stayed away from overly didactic or technical scenarios and naturally gravitated 
towards action-based dramatization. We were sensitive to depictions of death, touch 
on issues of preparedness and awareness, and occasionally infuse some dramatic 
situations with bits of humor when appropriate.  

Another early challenge was finding the best way to present scientific facts about 
natural hazards to a mainstream audience in the context of fun and simple game play. 
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We were interested in the tradition of edutainment and not in the traditional lecture/lab 
scientific game. We believe that the game provides engaging entertainment and it also 
fulfills an educational mission by reminding players the important role that awareness 
and preparedness play in surviving natural hazards. 

Unlike the traditional educational formats of geography or science lectures this game 
focuses on the emotional experience of the player, an approach discussed in [2, 3]. The 
Earth Girl game uses emotional impact as a teaching tool instead of relying on a purely 
rational understanding of the issues. Placing emotion above knowledge might seem like 
an unorthodox design approach for a serious game. But we found it to  
be an effective approach since the essence of the game is about saving people. Emotion 
and instinct are oftentimes as powerful as rational intellect when it comes to  
pulling people out of harm's way. Adrenaline provides an immediacy that technical 
explanations cannot. 

3 User Testing and Feedback 

We conducted three stages of user testing and feedback, and throughout it we learned 
many valuable lessons. During the first stage of testing we watched children and 
adults play the game. This stage of testing took place in Singapore where children and 
pre-teens are used to interacting with hand-held devices, particularly Apple iPhones, 
and tablets. This early stage of testing helped us to fine-tune the level of difficulty 
regarding speed and intensity of challenges, and the number of keys required to play 
the game. 

The second stage of testing was mostly about gathering feedback from the science 
experts at EOS. For these feedback sessions we used the early prototype of the 
tsunami level and in-progress versions of the flooding and volcano levels. We had 
talked to scientists informally earlier in the development process but this stage 
represented a more formal setting for exchanging opinions and points of view about 
our specific implementations of the original idea. These feedback sessions proved to 
be a good and fruitful exercise in interdisciplinary collaboration between sometimes 
clashing cultures. The majority of the feedback focused on scientific issues as the 
scientists' first-hand experience and understanding of games was limited. One of the 
scientists' main concerns was the issue of providing flawed information in the game 
that could lead players to making wrong assumptions about earth hazards. We made 
two significant changes to the original idea. 

The first change was a compromise. We split each level in two halves, and we 
allowed some super-powers in the second half but not in the first half. This way we 
could offer a feature that is standard in most action games but we would tie it to  
the reality of survival. We made the amount of super-powers conditional on the 
percentage of villagers saved in the first half of a level. We also minimized the force 
of the super-powers so that in the volcano level for example players cannot defeat the 
hazard with super-powers alone, they must also directly save villagers. Fine-tuning 
the right amount of fantasy and reality eventually helped to make the Earth Girl game 
engaging to play. The second change was an improvement. We enhanced the game 
cinematics in order to provide contextual information about the hazard.  
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The third stage of user testing and feedback took place when most of the 
functionality in the three levels was completed. This testing focused on playability, 
language and conceptual comprehension and it took place with school children in 
Singapore, Banda Aceh in Indonesia and rural Yunnan in China. Testing the game in 
Banda Aceh was an unforgettable experience as we knew that many of the kids in the 
classrooms were likely to have lost relatives in the 2004 Indian Ocean tsunami. We 
observed that children liked the flooding level because it provides for extended game 
play and it requires some strategizing in addition to action skills. The majority of the 
advanced players seem to enjoy the volcano level (Fig. 2). We translated the original 
game from English to Indonesian, Japanese and Chinese, and we had to work through 
a few language comprehension issues. This localization effort was significant and 
important to the overall strategy of reaching the widest possible audience.  

   

Fig. 2. (Left) In the volcano level cinematic Earth Girl sounds the alarm for the villagers to 
evacuate. (Right) The stylized representation of the flaming lava is not scientifically accurate 
but it helps to dramatize a volcano eruption in the context of a casual action game. 
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Abstract. This paper provides an outline of the persuasive mobile application 
‘Krachtvoer’ (In English: PowerFood) that encourages adolescents with 
moderate overweight to eat more fruit and fewer snacks. The key features of 
this solution are dynamic goal setting, personal reminders, progress monitoring, 
social interaction and competition with friends. Results of the evaluation 
indicate that the app enhances the user’s attitude and self-efficacy towards 
eating fruit and healthy food. In addition, social influences encourage users to 
eat more fruit and less unhealthy snacks.  

Keywords: Persuasive technology, overweight, adolescents, behavior change. 

1 Introduction 

According to the National Institute for Public Health and the Environment, 40 to 50% 
of the Dutch population is overweight, and approximately 10% is obese [1]. One of 
the major problems contributing to overweight in the Netherlands is the unhealthy 
food consumption of adolescents, which mainly regards low fruit consumption, 
skipping breakfast and consuming many high-fat snacks. Especially adolescents 
between the age of 12 and 15 with a lower socio-economic position are vulnerable for 
overweight [2].  

A substantial amount of research has already been conducted on the improvement 
of nutritional habits using mobile technology [3, 4], although not focusing on this 
specific target group. Adolescents who are just above their healthy weight (i.e. 
moderate overweight) are most relevant in this regard, as they have problems with 
their health but excessive overweight and clinical intervention can still be prevented. 
The goal of this study is to create a persuasive intervention that assists young 
adolescents in healthier food choices in fun manner. In particular mobile applications 
have great potential to influence adolescents at the appropriate moment. The hereby 
presented persuasive intervention focuses on causing an increase in fruit consumption 
and a decrease in snack consumption.  
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The conceptual framework of the study is primarily based on three theories. The 
ASE model states that an individual’s attitude, social influence and perceived efficacy 
influence the intention to perform a given behavior, which in turn determines the 
actual behavior [5]. Fogg’s behavior model further states that motivation, ability and 
triggers must all be present at the same time for behavior to occur [6]. Finally, the 
theory of change implies that people undergo several stages while changing addictive 
behavior, which are pre-contemplation, contemplation, preparation, action and 
maintenance [7]. Adolescents with moderate overweight are generally in the stage of 
contemplation, and this study aims to assist them up until the action stage. 

2 User Research 

A combination of interviews and longitudinal food records in the form of personal 
diaries, has been used for user research. A semi-structured interview was used to 
assess the determinants for fruit and snack consumption of the ASE model (i.e. 
attitude, social influence and efficacy). After participants had been interviewed, they 
were asked to record their fruit and snack consumption for seven consecutive days. 
After this longitudinal diet record, they were contacted for a second interview in 
which their awareness of the behavior and need for triggers, ability and motivation 
were assessed. Results show that participants are often tempted to eat snacks and they 
do not achieve the Dutch recommendations of two pieces of fruit per day.  

Findings of the interviews indicate that participants have a positive attitude 
towards fruit. However, adolescents often forget to eat fruit and prefer the taste of 
snacks. In addition, snacks are easier available compared to fruit, which especially 
applies to school situations. The positive attitude towards the ease and availability of 
snacks should make place for reminders to eat fruit. The motivation of participants is 
greatly determined by the availability and social influences of eating fruit and snacks.  

In general, fruit is not triggered at all, while there are too many triggers for snacks. 
Furthermore, participants are restrained in their ability to eat fruit because it is often 
not available at school and they forget to bring it with them. Participants generally 
find themselves between the stage of pre-contemplation and contemplation. They 
know why it is important to eat healthy but most of them do not have sufficient 
knowledge of the Dutch recommendations regarding fruit and snacks. Participants are 
generally aware of their own consumption, although many of their expectations 
differed from the outcome of their diaries. Keeping track of their habits helped them 
to create this awareness.  

3 Design 

Based on user research and literature, design requirements were derived and design 
alternatives were developed. Subsequently, a paper prototype test was performed. 
Based on the results of this test, a final functional design for an iPhone (extendable to 
iPad) was developed which was a combination of multiple concepts. The final design 
consists of a real life kitchen with multiple items that users can click on. Based on 
user research, these buttons contain several triggers to encourage healthy behavior.  



 PowerFood: Turns Fruit Eating into Fun and Makes Snacks Not Done 527 

These triggers include 1) an alarm as reminder, 2) a planner that includes adaptive 
goal setting and an agenda, 3) a fruit bowl and candy jar to enter snacks and fruit, 4) 
consequences of good/bad eating behavior in a mirror, 5) feedback through messages 
from friends and the system, 6) tips to improve behavior and 7) game-like interface 
for competition with friends. The app includes a game-like point system, which 
means that users earn points according to their snack and fruit behavior.  

Different functionalities of the app, such as the appearance of users and their 
ranking compared to friends, interact with this point system. The app is called the 
Krachtvoer app as it connects to an offline school program called Krachtvoer, which 
focuses on a similar target group and problem. This connection is unique as it is 
ensures support of an existing well-established program and creates behavior change 
both online and offline. The home screen and one of the sub screens of the Krachtvoer 
app is presented in Figure 1. 

 

Fig. 1. Home screen (left – colour icons are clickable) and screen to enter snacks 

4 Evaluation 

The final evaluation consisted of a usability test, usage diary, a post-interview and an 
online questionnaire with seven participants. Measurements were obtained regarding 
the attractiveness of the design, information quality, the ASE model, openness to 
influence, perceived ease of use and perceived usefulness. Results of the evaluation 
show that participants perceive the app as easy to use and useful. They are positive 
about the design and find information relevant and reliable. Some alterations need to 
be made in the next version, which are primarily regarding the much richer 
integration of social media platforms with the app. After a short-term use, participants 
expect that in long term they will have a more positive attitude towards eating fruit 
and a more negative attitude towards snacks as they can already see a positive change 
in their behavior.  

Confrontation with negative consequences and positive social influence especially 
contribute to this predicted shift in attitude. Furthermore, participants feel that the app 



528 L. Kroes and S. Shahid 

makes the behavior easier to perform because of subtle and fun reminders available in 
the app. Hence, all constructs of the ASE model have been either partially or fully 
supported by the evaluation. The point system also contributes on this part, as it 
serves as a point of reference and as a challenge for users. Finally, participants 
indicated it would be beneficial for credibility and brand awareness if school, which 
indicates the value of the connection to Krachtvoer, promoted the app. 

5 Discussion 

Findings from this study support the fact that the Krachtvoer app is able to change the 
attitude and behavior of young adolescents. The design of this app results from  
long-term interaction with the target group, whose input was essential. Existing 
applications focus on different target groups, media or problems and often focus on 
slimming, emphasizing the negative side of reducing overweight. The Krachtvoer app 
engages adolescents in a playful manner and assists them in choosing the healthy 
alternative. In the first development round, only the major concept of the application 
was developed and short-term evaluation was performed. In future, we would like to 
perform a longitudinal evaluation of one month, measuring actual behavior change. 
What the Krachtvoer app will eventually bring about for young adolescents in real life 
remains to be proven, but the hereby presented design and analysis create a strong 
foundation for the further development and evaluation of the Krachtvoer app.  
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Abstract. In this paper, we describe a concept of City Pulse, an urban public 
display that helps people find going-out locations of their taste. Relying on  
mobile context collected by going-out citizens, the display visualizes the imme-
diate situation in city locations. The sensors integrated into the citizens’ mobile 
phones gather data on people’s motion, pulse, and sound around. Based on this 
data, City Pulse display shows, for instance, how crowded and how loud the lo-
cations are, which music is playing, whether people dance or drink. In addition, 
users can request the display to highlight the places matching their preferences, 
such as specific cuisine or music style. It also allows finding locations where 
the user’s friends are currently going out. We present design and of City Pulse 
display, motivating the concept by the user study conducted with 20 interna-
tional participants.   

Keywords: Public displays, context awareness, mobile context. 

1 Motivation 

The advent of Web 2.0 [1] has significantly improved the way people plan their lei-
sure time activities. Relying on the user-generated content, such as online forums, 
eased and diversified the way we choose the locations for travelling, sightseeing or 
going out. In this work we focus on going-out activities in public locations, such as 
bars, cafés, restaurants, clubs, or discos. A public display reflecting the current situa-
tion in city locations can solve the problem. In this work we present City Pulse, an 
urban public display that visualizes the immediate situation in city locations. The 
display relies on real-time context data provided by the visitors of city locations. The 
context data is implicitly collected from sensors integrated into mobile phones of 
visitors. The data collected from numerous visitors going out in the city, is reflected 
by the display content.  

Considering people as ubiquitous sensors, “People are eight billion sensors” [2], 
enable modern technology to collect and generate large amounts of urban data. Such 
user-generated data can be used to understand and improve the situation in the cities.  

Most work doesn’t rely on real-time information but rather on the analysis of pre-
viously collected data, e.g. [3]. Often there is a necessity to have an urban picture 
based on real-time information.  
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City Pulse display, presented in this paper, utilizes various mobile sensors to collect 
the data on immediate situation in the city. Collecting the data on people’s motion, 
pulse, location, and loudness, it visualizes the current situation in going-out locations. 

2 City Pulse Design 

City Pulse is designed based on the insights gained from interviewing 20 participants, 
where the aim was to capture criteria to decide on the going-out location, difficulties 
people have when looking for a location, and their vision of the City Pulse display. 
The semi-structured interviews were conducted individually, in a form of a moderated 
discussion.  

We designed the visualization of City Pulse display to provide two views: standard 
and personalized view. The standard view presents the data critical for the majority of 
people (based on interviews). The opened locations are overlaid over the city map 
covering the neighborhood areas. For each location the display shows the density of 
people, loudness, people motion (dancing, standing or sitting), and alcohol consump-
tion. The design is illustrated with the example, Figure 1, of downtown Munich,  
Germany. 

 

Fig. 1. City Pulse display: downtown Munich 

The personalized view is shown when users interact with City Pulse display. The 
users can make a request according to their preferences, for example, highlight all 
Japanese restaurants, or request to highlight the locations of their friends. The  
requests can be done by means of a mobile client. The requests can include price cat-
egory, music style, non-smoking places, etc. Since such preference-based highlights 
are relevant only for the current requesting spectators, they appear only by demand, 
on the personalized view.  Below we describe the solution we chose for the visualiza-
tion of City Pulse display.  
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The standard view of City Pulse shows the downtown map in black and white. The 
location of the user (and the display) is marked with a contrast magenta icon. Colored 
spots, overlaid on the map, depict the context data obtained from the citizens. 

Density of people inside the location is mapped to the size of the colored spot: the 
smaller the spot, the less density inside. If the spot goes out of the building silhouette, 
the place is overcrowded.  

Loudness is mapped to the opacity of the spot. The opacity of 100% corresponds to 
a very loud place, while 0% makes the spot almost invisible. Indeed, if the loudness is 
registered as zero, the place is absolutely empty and is probably closed. Thus, there is 
no need to display it on the map (Figure. 2 (left)).  

Motion of people is presented by animation. Their activity reflects on the corres-
ponding spot, i.e. if people are active (dancing), the spot pulsates with high frequency, 
on the contradictory, if they are standing the spot pulsates slowly.  

The consumption of alcohol is encoded in color. A place with low alcohol con-
sumption is depicted with a yellow spot. The redder the spot, the higher alcohol  
consumption (Figure. 2 (right)). 

 

Fig. 2. Loudness is depicted by opacity of the spot (left), Alcohol consumption is encoded in 
color (right) 

The personalized requests are shown with contrast magenta highlights. For in-
stance, Figure 3 illustrates the request of Bavarian breweries in the downtown Mu-
nich. Such highlights provide a quick overview of the necessary places. A request to 
highlight the locations of friends yields the display of colored dot. Each dot stands for 
one friend, hiding however any information on the friend’s personality as illustrated 
in Figure 3. 

3 Conclusion and Future Work 

We presented the concept and design of City Pulse display, an urban public display 
which supports people in their going-out activities. The design of City Pulse was guided 
by the user study conducted as interviews with 20 international participants. The inter-
views inspired the design solution of City Pulse. We described the visualization design 
of the system. 
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Fig. 3. Example of locations that match a personalized request and friends’ locations 

Future directions are put towards conducting a user evaluation of the presented con-
cept to validate its use in public.  In addition, we plan to integrate a recommender sys-
tem that may initiatively propose locations based on the user’s previous going-out histo-
ry, the preferences of the user, and/or the preferences of their friends. The  
recommender system can also consider the environmental context, such as the weather, 
events in the city and daytime. Thus, in a cold winter day the display would rather pro-
pose cozy cafés, and in a hot summer evening – an opened terrace or a beer garden. 
Finally, the recommender system may take into account the emotional and social con-
text. For example, it would propose a loud social place with many friends inside, when 
the user is sad and alone; or a romantic place when the user is happy, accompanied by 
their partner. 
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Abstract. We present a fatigue prediction model for motion sensing games,  
dependent on the change of physiological signals including blood volume pulse, 
skin conductance, respiration, skin temperature and electromyography (EMG). 
After extracting a range of features followed by using sequential floating for-
ward selection (SFFS) to select features, support vector regression (SVR) was 
used to construct our prediction model that can predict how long participants 
enter fatigue states. The root mean square error (RMSE) and the relative root 
square error (RRSE) of our model are respectively 198.36s and 0.51 for subject-
dependent, and 522.94s and 0.97 for subject-independent. The results indicate 
each subject has individualized physiological pattern when they felt fatigue. 

Keywords: Physiological signals, fatigue, prediction, motion sensing games. 

1 Introduction 

Motion sensing games, e.g. Nintendo Wii and Microsoft Kinect etc., extends and 
combines gaming experience from digital world to physical world seamlessly. Also, 
players could easily experience some physiological states such as fatigue during mo-
tion sensing games. Motion sensing games intend to render people a healthier way for 
exercise but not excessive exercises. Therefore, predicting fatigue states is vital for 
improvements of motion sensing games. 

Currently, many literatures have focused on fatigue model applied to a range of  
directions. And physiological measures have been wildly used for studying the level 
of fatigue and intensity of activity [1-2]. Especially, our preliminary work [3] has 
studied the change of physiological signals during playing motion sensing games and 
proposed a discriminate model to recognize players’ fatigue states. 

However, these works mainly focused on fatigue recognition. To our best know-
ledge, no studies have proposed a fatigue prediction model. In this paper, we con-
structed a fatigue prediction model for motion sensing games, based on physiological 
measures. It can play a vital role in designing adaptive interactions of responding to 
the upcoming fatigue states.  

The main contributions of our work are: (1) proposed a fatigue prediction model es-
pecially for motion sensing games; (2) designed an experiment to collect a data set of 
physiological signals; and (3) performed evaluation for our model, based on the data set. 
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2 Method 

Figure 1 shows the overview of our fatigue prediction model. 

 

Fig. 1. Overview of the fatigue prediction model 

After the preprocessing stage, features are extracted and selected. Then, SVR was 
used to construct our fatigue prediction model which could output the real-time  
deviating time that defines how long it will take to enter the fatigue state. 

2.1 Feature Extraction and Feature Selection 

From the five original physiological signals (blood volume pulse (BVP), temperature, 
skin conductance, respiration and EMG), we calculated features from various analysis 
domains such as conventional statistics, time and frequency domain. 

In conventional statistics, the mean value (mean), standard deviation (SD), skew-
ness and root mean square of successive differences (RMSSD) of physiological  
signals were computed. In addition, as heart rate variability (HRV) was widely used 
as an indication of fatigue in adults, we further explored extra features of HRV from 
time and frequency domain, including power spectral density, consecutive beats that 
differ by more than 50 millisecond (pnn50) as well as fast and low power computed 
by detrended fluctuation analysis (hrdfa). Then SFFS were used to select the optimal 
features due to its consistent success in related works. Finally, we had 27 features as 
our physiological measures.  

2.2 Fatigue Prediction Model 

Unlike fatigue recognition models that detect users’ fatigue states, we predict how 
long it might take to reach the fatigue state. SVM regression was employed as it had 
been successfully applied for various problems. SVR can perform linear regression in 
high-dimension feature space by minimizing the ε-insensitive loss [5]. Introducing 
slack variables ξ  to measure the deviation of training samples outside ε-insensitive 
zone, SVR is formulated as minimization of the following function: 
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 ∑  (1) 

Subject to 
,, , 0  (2) 

where C is a positive constant. The formulation were transformed into dual problem, 
and the solution is given by  

 ∑ ,  (3) 

Based on the theory of SVR, we used selected features as training data and the cor-
responding deviating time as labels to train our fatigue prediction model.  

3 Performance Evaluation  

We have designed an experiment to collect a high-quality dataset of physiological 
signals where Nintendo Wii tennis sports were our induction game. At the first of our 
experiment, participants relaxed for roughly five minutes. Then they endeavored to 
play the tennis game, reported fatigue to the experiment administrator who wrote 
down the fatigue time and stopped playing after three more minutes since the report. 
Physiological signals of participants were recorded from the start to the stop. Using 
window length of 10 seconds with overlap of 9 seconds, we segmented the signals 
into about 23400 samples as our data set. 

For evaluating our fatigue prediction model, two prediction error indices are  
computed, including RMSE (root mean square error) and RRSE (relative root square 
error). These indices are defined as: 

 ∑  (4) 

 ∑ ∑  (5) 

in which N is the number of samples, x(t) is value of a sample’s deviating time from 
the fatigue report time and  is the predicted value of x(t). RMSE indicates the 
mean value of all samples’ prediction error while RRSE illustrates the relative predic-
tion error, taking each sample’ prediction error and deviating time in consideration.  

Table 1 shows the results of prediction error indices for user-dependent and user-
independent. We can see that the prediction error indices are significantly different 
when comparing the results of two different validation methods. For user-dependent 
results, RMSE by tenfold cross validation is about 27% larger than that by self-
validation while RRSE is roughly 45% larger. It might be because that RRSE takes 
each simple’s deviating time into account and regards samples individually. In  
comparison, the results of RMSE for user-independent by using tenfold validation  
are both about 12% larger than those by using self-validation. It might be because  
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user-independent results originally present the general performance of our model and 
to some extent reduce influences caused by samples’ different periods. 

Table 1. Results of prediction error indices for user-dependent and user-indepedent 

Validation method 
user-dependent user-independent 

RMSE (s) RRSE  RMSE (s) RRSE 

self- validation 155.96 0.37  466.37 0.86 

tenfold cross-validation 198.36 0.51  522.94 0.97 

4 Conclusions and Future Work  

In this paper, we presented a fatigue prediction model for motion sensing games, 
based on physiological signals. For evaluating our model, two prediction error index-
es (RMSE and RRSE) were computed. The significant difference in the results  
between user-independent and user-dependent to some extent indicates that the fati-
gue states during playing motion sensing games are individualized and different users 
may have different physiological patterns. As our model is at the first stage, much 
work remains to be done. We will discuss the selection of parameters and their effects 
on performance of our model. In addition, we will extend our model to multiple ap-
plications such as sports and virtual training.  

Acknowledgements. This work was funded by the Ministry of Industry and Informa-
tion Technology of China (No.2010ZX01042-002-003-001), Natural Science Founda-
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Abstract. This paper presents a creature-like tentacle robot, JECCO,
which is inspired by an imaginary artwork series. JECCO robot has five
robotic tentacles and a novel creature-like interaction mechanism. JECCO
responds to a user’s contact gestures and provides to users a sense of a liv-
ing creature. The tentacle expression of JECCO robot provides a unique
interaction style and impressive experiences.

Keywords: Interactive art, Robotic art, Interaction style.

1 Introduction

With the fast development of innovative technology, robots are becoming perva-
sive in factories, schools, museums and homes. Robots are now not only designed
for conducting a specific task instead of us, but also for emotional interaction
with us. There are many researches investigating different emotional interaction
styles between robot and human. Some robots are assigned psychological reac-
tions such as shyness[2]; Some robots are designed like a real plant[1]; While
some other robots can react to people’s intention and smile[3].

In this paper, we presents a creature-like tentacle robot, JECCO, which com-
bines artistic concept and engineering technology. We introduce the concept and
implementation of JECCO robot, and also discuss interactions with JECCO for
interactive artwork and entertainment purpose.

2 JECCO

2.1 Background

“JECCO”, which means “Jellyfish in Cosmos” , is a CG and installation artwork
series that illustrates imaginary alien tentacle creatures (Fig. 1: Left). JECCO
series was created under an experimental CG simulation project, which assumes
alien creatures from an undiscovered planet have some biological features that are
similar to earth creatures such as jellyfish tentacle and butterfly wings. JECCO
was initially born in a computer simulation and later had a physical installation
representation. However, both CG and physical installations have limitations.
CG artworks lack of sense of realism and presence, while installation artworks
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Fig. 1. Left: An installation artwork of JECCO; Right: JECCO robot prototype

lack of vitality. Combining the artist concept and engineering technology, we are
able to create a creature-like robotic installation of JECCO, which has a better
sense of living organisms (Fig. 1: Right).

2.2 Concept of JECCO Robot

As an imaginary alien creature, it is challenging but important to make the
JECCO robot provides a perception of a real creature. As the most important
parts, tentacles of JECCO should behave like a natural creature’s organ, be-
ing able to not only sense and move, but also express emotions. Biologically
speaking, unlike a higher mammal animal, a lower cephalopods creature has less
ability of thinking. However, it should respond appropriately to environment
change. This kind of “stress response” is one of the most important biological
identities of lower creatures. Tentacles and the ability of stress response are the
two fundamental biological identities of a JECCO robot.

3 Implementation

JECCO is a creature-like robot, which has five robotic tentacles on its swinging
body. It has a self-contained design that all sensors, actuators, controllers and
power supply are integrated together.

3.1 Robotic Tentacles

The design and development of robotic tentacles are inspired by cephalopods.
The tentacle of cephalopods consists of a tightly packed three-dimensional array
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of muscle fibers. The musculature of the arms of octopus not only generates
the forces required for movement, deformation and changes in stiffness, it also
provides the required skeletal support. Inspired by this mechanism, we designed
a string-spring structure for the robotic tentacle. Each tentacle consists of a
number of alternately placed springs and metal plates. In each metal plate,
three holes are drilled near the circumference and set 120◦ apart. Three metal
strings are thread through all the springs and metal plates in order to link them
together. The metal strings work like muscle fibers in the cephalopods tentacles.
Each metal string is tied to a retractor, which is driven by a cam. Once the
retractor drags a metal string, it bends the tentacle to the direction of the
dragged string. By separately controlling the three retractors, it is possible to
bend the tentacle to any direction.

3.2 JECCO Robot

We developed a simple swing mechanism for JECCO robot body. Two cams are
installed to a rotation axle with a angle difference of 180◦. When rotate, they
can alternatively promote two pillars of the upper body so that the body swings
left and right continuously. The swing margin is about ±5◦.

Five robotic tentacles are installed onto the swing body, each of which is driven
by a rotating cam. Once the cam rotates, it pushes the three retractors of each
tentacle one by one. As a result, the tentacle performs like it is exploring the
surrounding environment. A compact control unit with micro controller is used to
control both motors to generate appropriate behaviors of the robot. A number of
sensors are embedded into the robot in order to sense users’s touch. Sensors and
the motor controller are connected by a small circuit, which employes a certain
algorithm to realize creature-like interactions with users. The whole system is
powered by a 12V battery, which can last running for more than four hours after
a fully charge.

4 Interaction

JECCO robots has five robotic tentacles, which provide unique expressions. The
embedded capacitive sensors can sense a human’s contact gesture such as a
touch or a grasp. In order to provide to users a sense of a living creature, we
have implemented a simple “stress response” interaction mechanism for JECCO
robots. The idea of this interaction mechanism is to make the robot respond to
external stimuli such as human’s touch and grasp. Based on this concept, we
have developed a simple interaction scenario.

Usually, the JECCO robot stays quietly just like it is sleeping. When there is
someone touches it, it starts to swing its body and tentacles just like it is waken
up by the user. After the user’s hand left the robot, it then calms down slowly
and falls into sleep again. However, if the user continuously grasps the tentacle
of the JECCO, the robot swings faster and faster, just like it is getting rid of
the user’s grasping (Fig. 2).



540 H. Mi and Y. Kawaguchi

Fig. 2. Interaction with JECCO robot

5 Conclusions and Future Work

We have presented a creature-like robot, JECCO, which has five robotic tentacles
on its swinging body. A “stress response” interaction mechanism is implemented
to provide a sense of a living creature. The tentacle robot provided unique inter-
action experiences, and received surprise and high interests. However, the limited
number of actuators did not fully demonstrate the expression. In the future, we
plan to improve the expression mechanism of the tentacle robot. We also plan
to explore the possibility of applying JECCO robot for entertainment purpose
such as creating mixed-reality games. Furthermore, it is worthy to study human
interactions and perceptions regarding to a organic creature-like robot.

Acknowledgments. We thank Akiya Kamimura and Tatsuya Murakawa, who
helped developing and fabricating the JECCO robot; and Ai Ueda, who helped
making the video.
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Abstract. Text messages sometimes fail to communicate feelings appro-
priately and cause flaming. To solve this problem, we propose a messag-
ing tool, named “Yusabutter1,” that conveys the sender’s feeling through
animated texts, i.e., kinetic typography. The sender can make texts move
by shaking a handy terminal with a builtin accelerometer. We have also
implemented a Yusabutter server that generates a Web page contain-
ing the animated message and posts the message along with the URI
of the page on Twitter. Experiments showed that the senders’ feeling
attached to messages by shaking the terminal and the receivers’ feeling
upon reading the messages were approximately equivalent. This result
suggests that the proposed method can convey feelings appropriately,
easily, and pleasingly.

Keywords: Communications applications, emotion, kinetic typography.

1 Introduction

Text messages, such as those in e-mails, forums, and chat systems, are a popular
means of communication. However, misunderstanding and flaming often occur
since it is difficult to express actual feelings. Face marks and emoticons are used
to complement nuances of emotion, but it is troublesome to select the intended
marks. Kinetic chat that attaches motions to text messages by using a GSR
sensor [1] has been proposed, but it is not convenient to attach a sensor to the
user.

We thus propose a messaging application that attaches motion to text when
a user shakes a motion sensor embedded in a smartphone. The shaking opera-
tion is simple but highly flexible for expressing emotions. In addition, physical
performance may be entertaining.

2 Implementation

We implemented the client software for iOS, runnable on iPhones, iPod touches,
and iPads. Figures 1 and 2 show screenshots of the client. The white box in the

1 “In Japanese, yusa-buru” means sway or bump.
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Fig. 1. Example of large motion

Fig. 2. Example of small motion

middle is the text area for editing a message. The lower half of the screen is the
preview area for an animated message. The user edits a message and shakes the
terminal. Subsequently, the user confirms the animated message and sends it.

The motion of a text is determined by the motion sensor (accelerometer) data.
Movements of the motion sensor in the left-right and top-bottom directions
control the text motion, while movements in the forward-backward direction
control the text size. The intensity of the accelerometer data is reflected in
the intensity of text motion. The accelerometer data are obtained for 3.125s
(= 1/26s× 200), and the 50 data at the beginning are discarded in view of the
time lag between the time when the user taps the shake button on the screen
and the time when he or she actually shakes the terminal. Figures 1 and 2 show
examples of animated text.

Figure 3 shows a diagram of the system architecture. A sender client posts a
message and motion data to the server. A receiver client gets the message and
motion data from the server and displays the animated message. The server also
generates a Web page containing the animated message and posts the message
along with the URI of the page on Twitter. Twitter users can access the page
via the tweet and see the animated message.
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Fig. 3. System architecture

3 Evaluation

We evaluated the effectiveness of animated text in communicating feelings.

3.1 Procedure

The participants in the evaluation experiment were 10 undergraduate students.
They were grouped into five sender-receiver pairs.

First, the sender prepared a message according to a given situation. We sug-
gested the following situations corresponding to the three elemental feelings hap-
piness, anger, and sadness: tell your friend that you passed a certification exam
(happiness), convey your displeasure to your friend for him or her being late by
20 min for a rendezvous (anger), and tell your friend about the death of your
dog (sadness).

Next, the sender shook the terminal to add motion to the message. The par-
ticipants practiced preparing messages before the experiments, but we did not
instruct them on how to shake the terminal.

Then, the subject sent the message. At this time, the actual motion attached
to the message was one of the following three patterns: (1) original motion:
use the motion generated by the sender; (2) no motion: discard the generated
motion; and (3) dummy motion: replace with a previously prepared motion that
expresses strong happiness.

After the receiver read the message, we asked them to rate the intensity of
feeling using scores of 1 (not felt) to 5 (strongly felt) for each of the three feelings
(happiness, anger, and sadness).

Each participant performed both the sender role and receiver role. The com-
bination of the situation and the attached motion was varied in consideration of
counterbalance.
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3.2 Result

Table 1 summarizes the results. We did not apply a statistical test because the
amount of data was insufficient. Low average values of the differences in the scores
for the three feelings between the sender and the receiver indicate a good result,
that is, the receiver felt the exact feelings that the sender intended. The fact that
the value for pattern 2 (no animation) was small implies that the message itself
could communicate the basic feeling. However, in comparison, the value for pattern
1 (original animation) was smaller and the value for pattern 3 (dummy data) was
larger. This shows that motion of text can complement the feeling in the message.
The results thus suggest that the proposed system is efficient in communicating
feelings.

Table 1. Results of the experiment

Actual motion
attached to the message

(1) Original motion
(2) No motion

(3) Dummy motion

Average of the
differences in scores

0.50
0.57

0.57
(excluding data for the 
happiness situations) (0.81)

Standard deviation

0.45
0.45

0.67
(0.66)

In interviews conducted after the experiments, many participants stated that
they were satisfied with the generated animated messages (23 of the 30 trials)
but that they sometimes found it difficult to provide small motion for sadness.
All participants found the operation of (shaking) the terminal to be enjoyable
and easy.

4 Conclusion

We have proposed a novel messaging system that conveys feelings through ani-
mated text generated by shaking a terminal. An evaluation suggests that users
find the system convenient and enjoyable to use for expressing feelings.

Acknowledgement. A part of this work was supported by JSPS KAKENHI
grant number (24603028).
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Abstract. This paper presents HomeTree a prototype of an art-inspired mobile 
eco-feedback system. The system is implemented on a tablet PC and relies on a 
non-intrusive energy-monitoring infrastructure to access consumption and 
power event information. Our prototype addresses an important problem in eco-
feedback, which is the fact that users loose interest about their energy 
consumption after a period of several weeks. To accomplish this HomeTree 
implements a dual visualization strategy. Initially HomeTree presents users 
with a screensaver that shows energy consumption mapped in a dynamic 
illustration of the local forest. Through this strategy we leverage the emotional 
connection between the short-term energy consumption and the long-term 
effects on nature through the local depicted landscape. In a second mode of 
operation users can interact with HomeTree directly by checking the historical 
records of their consumption data, and check which days or weeks they have 
reduced or increased consumption. Furthermore a comparison with a more 
objective baseline, such as the city of Funchal energy consumption is provided, 
in order to give users a sense of the level of their consumption in a wider 
context. 

Keywords: ffective computing, Sustainability, Aesthetics, Art driven Eco-
feedback, User Interfaces, Prototyping.  

1 Introduction 

Eco-feedback technology is defined as technology that provides feedback on 
individual or group behaviors with the goal of reducing environmental impact [1]. 
Many studies argue that providing users with real-time energy feedback is an 
effective way of changing consumption behaviors. Savings reported in the literature 
range from 5% to 10% energy consumption [2].  To maximize the potential of the 
eco-feedback technology, information must be easy to understand, presented in a way 
that attracts attention and is remembered, and also delivered as close as possible to the 
time of the decision [3]. However, researchers also found that attention in eco-
feedback systems tend to decrease over time [4], and that can compromise the long-
term effect of eco-feedback technology. Inspired by this challenge we designed 
HomeTree, an art-inpired eco-feedback visualization based on changes happening 
over a landscape depicting the local endemic Forest (see Fig. 1). 



546 F. Quintal et al. 

2 Designing an Eco-feedback System 

Under the context of a sustainability research project we conducted three real world 
deployments across more than 20 households during 18 months in Funchal, Portugal. 
The system presented here is the result of reflection and design based on the 
experience, interviews and other qualitative studies with users of these deployments. 
Previously [4,5] the eco-feedback system was based on a netbook acting both as the 
non-intrusive energy sensor and the visualization device. For this version we opted to 
separate the sensor system from the visualization component that is implemented 
using a tablet PC that could be easily moved across the house, and accessible by all 
family members. Furthermore, this new version couples energy consumption with 
natural elements of the endemic forest in an attempt to leverage the emotional 
connection to keep users engaged with the eco-feedback. The system also provides 
detailed historical consumption reports as well as simple tips about energy 
conservation and best practices promoting sustainable behavior change. Finally our 
eco-feedback system provides a way for users to classify power events detected by the 
low-cost non-intrusive single-point sensor enabling the disaggregation of 
consumption per appliance (a power event is a change in the energy consumption, 
normally associated with an appliance ON/OFF transition). 

3 The Hometree System 

HomeTree is an art inspired eco-feedback visualization based on a low-costs non-
intrusive energy sensing platform developed under the context of an HCI 
sustainability research project. The sensing platform is capable of calculating 
electricity consumption from a single point sensor in the house by detecting when an 
appliance is turned ON or OFF once a set of training data is given. The framework is 
responsible for acquiring, storing and providing data via web-services to multiple eco-
feedback visualization systems, including HomeTree. 

3.1 Implementation 

HomeTree is implemented in a 7’’ android tablet using the android native SDK. It 
receives real-time consumption, power events and historical data from the sensing 
framework. This communication is made using sockets and a specific communication 
protocol. It requires the tablet to be connected to the Internet in the same local 
network. 

3.2 Operation 

The system has two main modes of operation. When it is not used for two minutes it 
goes to the energy awareness mode that shows the consumption mapped as an digital 
illustration of the local endemic forest. Once the user interacts with the tablet, by 
removing it from a stationary position, or pressing the back soft key the system goes 
to detailed consumption mode and shows daily, weekly and monthly information 
about the home energy use. 
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Energy Awareness Mode 

In this mode we aim at leveraging the emotional connection between natural elements 
of the local landscape and the energy consumption in the household. In this mode, the 
tablet resembles a digital photo frame displaying a digitally generated landscape 
depicting a real place in the local endemic forest. The color of the landscape will alert 
the user about the energy consumption ranging from green (low consumption) to a 
brownish red color, indicating very high levels of energy consumption (see Fig. 1). 
The consumption displayed here is a combination between real-time consumption and 
historical baseline data.  

 

  

Fig. 1. Energy awareness mode at extreme levels of consumption, low at the left and high at the 
right 

Detailed Consumption Mode  

This mode is triggered when the user grabs the tablet from a stationary position or 
presses the device back button. As a consequence the system presents a tabbed menu 
with four options: “Home”, “Day”, “Week” and “Events”. The “Home” (Fig. 2. Left) 
tab shows a summary of the overall consumption as well as the current consumption. 
The summary contains aggregated consumption of the current day/week and month, 
and comparisons between homologous periods. Also in this tab the user is presented 
with a tip of the day with general sustainable actions. The “Day” (Fig. 2 Right) 
“Week” and “Month” tabs present a chart displaying the consumption over that period 
and the total aggregated consumption. It also informs the user of where the peak 
consumption happened. By default the information presented here refers to the current 
day/week/month but the user can select previous periods. 

Finally, the “Events” tab presents information about the power events. The events 
are displayed as circles in a chart, the position on the vertical axis represents the 
consumption of that event, and the horizontal position represents time. The circle’s 
color expresses if our framework has enough training data to estimate which 
appliance caused that event. If the user selects an event in the chart the system 
displays its consumption, the time when it happened and which appliance triggered it. 
The user can always correct the system’s guess or identify the appliance (if the system 
did not have any guess). Doing this will produce more accurate estimates over time. 
By default the system only displays the last 10 events (but the user can change that 
value).  
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Abstract. We present Augmented Trading Card Game that enhances remote 
trading card game play with empathetic virtual characters used in fictional 
stories like popular animation and game stories.  

1 Introduction 

Augmented Trading Card Game (Augmented TCG) for playing the Yu-Gi-Oh! 
Trading Card Game (http://www.yugioh-card.com/en/) between two players who are 
located in different places is presented in this paper.  

We use popular virtual characters that have been used in Japanese animations and 
games as opponent players in Augmented TCG. The virtual characters replace real 
players whose movements are synchronized with the virtual characters. Especially, the 
Yu-Gi-Oh! TCG has been originally introduced in the Yu-Gi-Oh! comic and animation. 
One of the reasons why Yu-Gi-Oh! TCG is popular in Japan is the fact that almost all 
young people have first enjoyed the animation and comic story and then learnt how to 
play the game from the story. Moreover, the story teaches some important ideological 
concepts such as the importance of justice, friendship, bravery, positivity, and 
thoughtfulness. That is why we believe that the characters of the animation story can be 
used to enhance the playing style of the game through the stories they carry and recall. 
We conducted a user study in which we observed the participants’ behavior during the 
play, and interviewed them after that.  

In the current study, we adopted virtual characters used in game and animation 
stories in three ways. The first way is to use a favorite character unrelated to trading 
card game. The second way is to use a character appeared on a trading card. Finally, 
the third way is to use the characters that are appeared in the YuGiOh! animation 
story. Especially, the third way is useful to increase human positive attitude and to 
enhance their self-efficacy to make a progress of their gaming skills. 

There are several other systems that support remote TCG play. Duel Accelerator 
(http://www.yugioh-online.net/v3/newvisitors/) is an online-based Yu-Gi-Oh! TCG where 
each player chooses an avatar that identifies him/her from the other players. Also, The 
Eye of Judgment (http://en.wikipedia.org/wiki/The_Eye_of_Judgment) uses augmented 
reality technologies to show special effects on real trading cards. 
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the virtual character’s behavior does not reflect the real behavior of the opponent 
player exactly. Another person imitates the behavior of the opponent player and this 
behavior is sometimes over-reacted in order to be closer to the actual character’s 
behavior in the animation. 

In the current prototype configuration, on a large display, a virtual character which 
behavior is synchronized with the behavior of the person who imitates the  opponent 
player is shown. A camera is setup behind a small display near the participant, and 
captures the image of the cards. The opponent player’s cards are projected by a 
projector that is installed on the table. A small display shows the other virtual 
character depicted on one of the player’s cards, which in this case is the one of most 
powerful cards in the participant’s deck.  

Most of the five Japanese participants in our experiments have more than three 
years' experience in Yu-Gi-Oh! TCG and they know the characters that appear in the 
animation stories very well. During the experiments, we observed each participant’s 
play and conducted interviews with them after their plays. Before the experiments, 
none of the participants knew about Augmented TCG, and they were told how the 
rules were simplified right before the experiment. 

We did two experiments for playing Augmented TCG with a virtual character 
representing the opponent player. In the first experiment, participants could choose 
either Yugi or Kaiba according to their preferences. 

After the play, we interviewed the participants. One of them said: “I could feel I 
am playing against Yugi, but Yugi used in the experiment does not offer enough 
reality”. Especially, the movement of the character was sometimes not like the real 
movement of Yugi. He said: “I will definitely enjoy more the game against Yugi, and 
would like to win the game if the movement is more realistic”. However, another 
participant said: “The face expression of the character is poor and  it is a very 
important issue while playing a game against a real person”. Also, one of the players 
told us: “The voice should be the same as the actor’s voice of the character in the 
animation story”. Especially, if the opponent player was a female, some participants 
felt strange since both Yugi and Kaiba were  male characters.  

In the animation story, players usually play TCG while standing, that is why we 
choose that the characters are always standing during the play, but in the real 
situation, a player usually sits down on a chair. Some participants feel the unreality on 
the behavior of the characters, but if the characters just sit down all the time, the 
participants also feel the inconsistency with the Yugi and Kaiba’s personality. 

In the second experiment, Link from The Legend of Zelda was used as a character 
representing the opponent player. The results in this case were completely different 
depending on whether the participants liked this character or not. If the participants 
were not interested in Link, they usually did not care about the presence of Link, but if 
Link was their favorite character, then they found playing the game with Link more 
enjoyable. One of the male participants also told us: “If the character is a pretty girl, I 
may be more excited to play the game”. Also, a female participant told us: I feel that 
Link is my boy friend, so playing with him increases my pleasure and positivity”. 

In the next experiment, a small display on the table shows the virtual character 
depicted on one of the cards used by the participant. We have selected Dead Master 
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from Black★Rock Shooter (http://blackrockshooter.wikia.com/) as a character to be 
depicted on the card because we feel that the character does not contradicts with or 
violate the atmosphere of Yu-Gi-Oh!.  

In this experiment, we structured a special deck in advance, and all participants 
used the same deck. Then, in the duel, the participant always drew the card depicting 
Dead Master at the beginning of the game. Once that card has been drawn out of the 
deck a small display next to the player showed Dead Master that remained present 
until the end of the duel. Dead Master supported and encouraged the player during the 
game by using a body gesture for encouraging people and its behavior was controlled 
by a person who operated MS Kinect. 

After the experiment one of the participants said: “It is desirable that the card 
depicting Dead Master does not lose from the attack of the opponent player”. 
However, another player who was not interested in the character told us: “It is more 
enjoyable if the participant’s favorite character encourages him”. One of the other 
participants said: “I feel that the character does not encourage me enough using only 
gesture. It is better that the character talks or advises me. He also told us: “It is 
desirable that the character behaves like a cheerleader”. Dead Master is a serious 
character, so if that character just behaves as a cheerleader, some players may feel the 
unreality due to the loss of the consistency with its animation story. Also, another 
participant told us: “The encouragement should be like the one in the animation 
story”. Most participants said: “The presence of the character increases the pleasure, 
but it is hard to consider winning the game just from that encouragement”. The 
participants’ comments showed that they were aware that exactly the character 
depicted on one of their cards appeared on the small display without them being 
informed in advance about this feature of the system. 

3 Future Direction 

If people are familiar with the story of an animation or a game, virtual characters in 
the story recall the leitmotif of the story with a little information by performing some 
action/interaction with the character. We believe that this observation is important 
when using virtual characters in various future information services in the real world. 
The proposed approach will be integrated to other design approaches [1, 2] to design 
attractive information services that regulate human attitude and behavior. 

References 

1. Sakamoto, M., Nakajima, T., Alexandrova, T.: Value-Based Design for Gamifying Daily 
Activities. In: Herrlich, M., Malaka, R., Masuch, M. (eds.) ICEC 2012. LNCS, vol. 7522, 
pp. 421–424. Springer, Heidelberg (2012) 

2. Sakamoto, M., Nakajima, T., Alexandrova, T.: Analyzing the Effects of Virtualizing and 
Augmenting Trading Card Game based on a Player’s Personality. Distributed and 
Ubiquitous Computing Lab. Technical Report (2012) 



A. Nijholt, T. Romão, and D. Reidsma (Eds.): ACE 2012, LNCS 7624, pp. 553–556, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Changing Environmental Behaviors  
through Smartphone-Based Augmented Experiences 

Bruno Santos1, Teresa Romão1, A. Eduardo Dias1,2, Pedro Centieiro1,  
and Bárbara Teixeira1 

1 CITI, DI-Faculdade de Ciências e Tecnologia/Universidade Nova de Lisboa  
2829-516 Caparica, Portugal 

bmsjobs@me.com, tir@fct.unl.pt,  
{aed.fct,pcentieiro,anabarbarateixeira}@gmail.com 

2 bViva International, B.V. 
Romanovhof 9, 3329 BD, Dordrecht, Netherlands 

edias@bviva.com 

Abstract. A significant part of the population is still not aware of the 
sustainability problems that our planet is facing, so it is important to inform 
people about the theme while persuading them to change their behavior and 
acquire pro-environmental attitudes.  This work intends to alert citizens to these 
issues in a fun and immersive way through the use of mobile devices, more 
specifically smartphones, and augmented reality technology which will provide 
the user with informative insight about the surrounding environment, while 
highlighting the environmental threats. This paper presents a system that works 
like an environmental scanner, allowing users to inspect their surroundings with 
their mobile devices in search of pollution sources. When detected the system 
provides users with additional information and allows them to virtually clean 
these pollution sources. In addition it is intended to positively reinforce pro-
environmental actions using a system of rewards and a virtual character that 
will interact and motivate the users. 

1 Introduction 

The modern society has evolved in many aspects in the recent years, but people still 
lack routines and behaviors that support and help the environment. The concept of 
sustainability is often ignored, or simply unknown, by many people on developed 
nations meanwhile consumption of natural resources far exceeds the planet capacity 
to produce them [1]. In our everyday life we are confronted with situations which 
directly damage our planet's sustainability, sometimes without even noticing them. 
Making people aware of this kind of situations is crucial to change their perspective, 
concerns and attitudes. Having this in mind eVision, an application which tries to 
persuade the users to change their pro-environment behavior, was conceived. The 
previous is achieved by providing informative environmental insight about the users’ 
surroundings regarding environmental threads and offering a game-based activity 
where they are rewarded when they complete some tasks of interest. To keep the users 
engaged, the application also offers a customizable virtual character that mentors and 
motivates the users throughout the experience.  
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2 System Overview 

As aforementioned, eVision is a persuasive mobile game designed to change people’s 
attitudes or behaviors towards environment in a fun and immersive way, through the 
use of mobile devices, augmented reality and persuasive technology [2]. eVision 
works like an environmental scanner, allowing users to use mobile devices to detect 
and gather information regarding air quality and environmental threatening structures 
around their current geographical position. Users are invited, by the eVision mascot, 
to participate in an activity that consists in detecting and cleaning environmental 
threats, such as cars, airplanes and factories, which will then be automatically overlaid 
with pro-environmental objects (e.g.: overlaying a car with a bicycle). For this 
cleaning operation, the users just need to use their finger to rub the mobile phone 
display over the detect threat (see Figure 1). When completing each activity, users are 
awarded with points and leaves (eVision virtual currency) as well as with 
environmental information regarding the corresponding threat. 

The eVision activity game and persuasive design was created having different 
concepts and objectives in mind. One key point is the presentation of general 
information about environmental offensive agents through Augmented Reality (AR), 
making the user wonder about the sustainability problems of our planet. Using the 
same AR technology, eVision also provides the ability to make landscape changes 
presented on the mobile device screen. This type of feedback keep the users interested 
on the activity while being pleased with the alterations he is virtually performing on 
his surroundings. In addition, positive reinforcement techniques are also used to keep 
the user engaged. This aspect is very important and it is achieved with the assistance 
of the virtual character, SnowKin, by establishing motivating and pro-environmental 
dialogues every time the users clean a threat. The virtual character interaction with the 
users along with the on-screen score gauge are intended to encourage the users to scan 
their surroundings and complete their tasks without giving up. 

One more aspect to take into account is the reward system. When a user finishes 
cleaning an area he is awarded with a final score and an amount of eVision money 
(illustrated as green leaves) based on his performance. Afterwards, the user can spend 
the earned green leaves in the in-game store, buying items that can be used to 
customize the virtual character, turning it into an avatar that represents all virtual pro-
environmental actions and progress performed by the user over time. This is intended 
to help the user to create an emotional relationship with the personalized eVision 
mascot and consequently engage the user in the game activities. Therefore, the 
interaction between the virtual character and the users is a key point on the persuasive 
design. The longer the user keeps playing the more information about environmental 
issues can be conveyed to him, improving the results of the persuasive process. 
Besides what was previous mentioned, the fact that the user puts some amount of 
work and dedication building the virtual character’s appearance will create a “bond” 
between them, making the user more likely to follow the character’s advices and 
recommendations about the environment. 
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Even though the user is not actually doing anything “real”, he is being induced to 
adopt better environmental behaviors by being informed about the real impact of the 
pro-environmental actions while being motivated and rewarded with virtual assets. 

Users activities and achievements while using eVision can also be disseminated 
through social networks (Facebook). This process enables a very powerful type of 
advertising and persuasion through social networks [2], because people tend to trust 
or show interest in content generated by those they have accepted as friends. 

 

Fig. 1. User Interaction: (1) Detection, (2) Cleaning, (3) Overlaying of the Environmental 
Thread 

From a more technical standpoint eVision was developed mainly for the Apple’s 
iPhone® giving us the possibility to use and exploit the touch-based gestures, camera, 
compass, GPS and Wi-Fi capabilities of the device. The implementation can be 
described essentially in three modules: Main Application (using Objective-C), Image 
Processing module (using OpenCV) and Information Sharing module (using 
Facebook API). The detection of environmental threats is achieved as follows: car 
detection is based on plate detection and recognition through their fundamental 
features and disposition; airplane detection is based on the contrast of their shape 
against the sky background; and factories are identified by their geographical 
position.  Other detection methods for other types of environmental threats can also 
be easily added in the future. 

3 General Interfaces 

Figure 2 (left) illustrates the eVision’s main menu interface where the users can 
navigate through all the features of the application. The menu Help gives the user an 
introduction and tutorial about the eVision application. The Scanner menu, as already 
described, leads the users to where the eVision’s core experience takes place. The 
eShop and SnowKin (Figure 2 - right) menus are related to the customization of the 
virtual character. The first allows the users to buy items for the character (with  
the green leaves earned) and the second allows the users to customize the SnowKin 
with the items already bought. The Statistics menu allows users to keep track on their 
game progression and access data related to the application. Facebook menu gives the 
user the possibility to connect and share his information through the social network 
with the same name. 
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Fig. 2. eVision: (left) main Menu; (right) SnowKin customization tool 

4 Conclusions 

eVision is making a contribution to increase people environmental awareness through 
a fun, immersive and engaging experience. eVision conveys information about 
environmental threats in the users’ surroundings and provides new and amusing ways 
of interaction, stimulating and driving users to become more aware of environmental 
sustainability problems, while persuading them to adopt pro-environmental behaviors 
in favor of a better future.  
Future work will include the detection of additional environmental threats as well as 
the improvement of existing detection methods and algorithms. Finally, eVision will 
also be capable of connecting to other social networks besides Facebook. 

Acknowledgments. This work is funded by Fundação para a Ciência e Tecnologia 
(FCT/MEC), Portugal, in the scope of project DEAP (PTDC/AAC-
AMB/104834/2008) and by CITI/DI/FCT/UNL (PEst-OE/EEI/UI0527/2011).  

References 

1. World Wildlife Fund 2010. Living Planet Report 2010, http://assets.panda.org/ 
downloads/lpr_summary_booklet_final_feb_2011.pdf (accessed July 5, 
2012)  

2. Fogg, B.J.: Persuasive Technology: Using Computers to Change What We Think and Do. 
Morgan Kaufmann, San Francisco (2003) 

3. Fogg, B.J.: Mass Interpersonal Persuasion: An Early View of a New Phenomenon. In: 
Oinas-Kukkonen, H., Hasle, P., Harjumaa, M., Segerståhl, K., Øhrstrøm, P. (eds.) 
PERSUASIVE 2008. LNCS, vol. 5033, pp. 23–34. Springer, Heidelberg (2008) 



A. Nijholt, T. Romão, and D. Reidsma (Eds.): ACE 2012, LNCS 7624, pp. 557–560, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

flona: Development of an Interface That Implements 
Lifelike Behaviors to a Plant 

Furi Sawaki, Kentaro Yasu, and Masahiko Inami 

KEIO University 4-1-1 Hiyoshi, Kohoku-ku, Yokohama 223-8526, Japan 
{furi,yasu,inami}@kmd.keio.ac.jp 

Abstract. In this paper, we propose the use of a plant as a new interface by 
superimposing its static lifelike traits such as texture and growth, with dynamic 
lifelike traits. In order to improve the affinity and to promote smoother 
communication between a man and a robot, researchers have tried raising 
lifelike traits by modeling a domestic robot's operation, form, and texture on a 
living entity. A plant exists as a static entity having features peculiar to living 
entity such as texture and growth. Although plant is a living entity, it does not 
have the capability to move on its own unless living entity compelled by 
external forces. Therefore, in this research, we give lifelike behaviors to the 
plant by attaching an actuator to it.  

Keywords: Plants, interface, lifelike traits. 

1 Introduction 

Human is capable of acquiring various information from any living entity that he or 
she comes in contact with, regardless of it being an animal or a plant. For example, 
the softness and the heartbeat of a dog which is being held, the size of the big tree 
gazing up upon or even the veins of a leaf may sometimes leave an impression. There 
has been many researches regarding this 'feeling of vitality felt from a living entity', in 
other words, 'lifelike traits' done from various angles. However, plants are static living 
entities. Although plant grows as same as animals, most plants do not have the 
capability to move. Besides that, a plant has similar texture to human and animal. 
Therefore, this research aims to generate lifelike behavior in a plant, by implementing 
animal’s dynamic living traits into a plant’s static traits. 

2 Purpose 

In this paper, a lifelike trait with a high rate of a high frequency composition felt in 
the time-space domain is defined as "dynamic living trait", while a lifelike trait such 
as texture or growth is defined as "static living trait". 

In this research, we give the plant the capability of moving like a robot in order to 
adapt themselves in human’s life. And by superimposing dynamic traits on static 
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living traits in plants, it is possible to materialize a simple implementation of lifelike 
behavior onto artificial creation. By this research, a new existence, "flona: the plant 
which moves" will be materialized. It is expected that "flona" will cover the domain 
which was not able to be realized by domestic robots or home- grown plants, such as 
a foliage plant.  

3 Related Researches 

There are two types of related researches regarding this implementation of lifelike 
traits; one at aiming at presenting dynamic lifelike traits and another aiming at 
presenting static lifelike traits. 

These are examples which gave dynamic lifelike traits to artifacts in the form of 
imitated plants "Pekoppa" (made by SEGA TOYS CO., LTD.) performs a nod 
reaction with sufficient timing based on man's utterance sound [1]. Moreover, 
Kawakami and others researched on robotizing a pot which performs an interaction 
with man by moving the plant to a place depending on the situation, such as under the 
sun, or close-by to human [2]. 

Also there are examples that aiming to present static lifelike traits. By operating a 
dry flower gently, David Bowen expressed the situation as if the plant was completely 
swung by a visualized wind [3]. Moreover, There are examples which pursued static 
lifelike traits which a texture has. Nakata and others showed change of lifelike traits 
by the difference in a feeling of a texture by showing tactile lifelike traits, and it has 
described improvement in the feeling of vitality by passing a texture [4].  

And as a robot which pursued both dynamic and static lifelike traits, Shibata and 
others developed seal type mental commitment robot "PARO" [5]. This robot has 
dynamic lifelike traits of reacting by operation or blink to influence of man. 
Furthermore, static lifelike traits such as tactile feeling and warmth are also taken into 
consideration by this robot. Otherwise, "Geminoid" by Ishiguro and others is 
developed in pursuit of man infinite until it results in a robot's form, operation, or 
textures [6]. 

4 Realization Plan 

It is shown that dynamic lifelike traits can be obtained by moving an artificial thing 
like a robot or a toy from precedence research. 

On the other hand, it is shown by bringing the texture of the artificial thing close to 
organic matters, such as man and an animal, that it is also possible to raise static 
lifelike traits. However, bringing a robot close to a living entity infinite becomes a 
cause which the uncanny valley phenomenon produces simultaneously. it has too 
many elements that a robot copies all elements other than operation of a living entity.  

Then, in this research, We superimpose dynamic lifelike traits on static lifelike 
traits which a plant has. As a living entity model for giving dynamic lifelike traits, we 
decided to copy a motion of the antenna of an insect this time. The reason for having 
chosen the antenna is that modeling is easy, and an expression of operation is possible 
at few joints. 
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5 Imprementation 

We describe the concrete implementation technique. At first, it referred to what 
analyzed operation of the antenna of the stick insect by Andre F. Krause and others 
[7] as a model of the operation made to show a plant this time. According to Krause 
and others, the antenna of the stick insect consists of two hinge type joints, and the 
stick insect is moving the antenna actively in the combination of the motion of these 
joints [Fig. 1]. According to their analysis, the antenna of a stick insect is operating on 
the angle and time-axis which are shown in a [Fig. 2]. 

 

Fig. 1. Construction of a stick insect antenna and conventions for a generic model of an antenna 
with two hinge joints. (according to reference [7]). 

Fig. 2. Joint angles calculated using inverse kinematics. (according to reference [7]) 

Then, like the antenna of the stick insect made into a model, the string was 
attached to two places of one plant's branch, and we implemented the mechanism 
which pulls each by a stepping motor [Fig. 3]. We mapped the motion of the antenna 
of a stick insect on each of this motor. As the technique of this mapping, we deduced 
minimum and maximum range of an angle and a time- axis of operation data which 
Krause and others analyzed, and set up so that operation might occur at random 
within the limits of this. We prevented a plant repeating the same operation 
mechanically in conformity with model data by carrying out like this. 

 

Fig. 3. System overview. the actuators that were attached to the plant. 
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6 Conclusion 

In this implementation, we used a plant as an equipment. By this technique, the effect 
that the robot has so far copied and got operation of an animal does not change. 
Furthermore, we were able to implement the interface which has lifelike traits without 
presenting static lifelike traits artificially. 

In this paper, we stated the fundamental concept of this research. From now on, we 
would like to consider definition of lifelike traits and concrete applications. For 
example, “flona” can becomes a new pet. Because of the reason of healthy, or a 
domestic situation of them, there are some people who can not keep pets. However 
they may be able to keep plants. “flona” is not only interior design like foliage plants 
but also living entity which has lifelike traits. So it can communicate with human by 
using movement of entire body. 

Next, “flona” can becomes a new media. For example, it can be a telepresense 
robot which transmits the information of man in a remote place. “flona” is suitable for 
transmitting the information on living entity. Because it has lifelike traits. 
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Abstract. Holes often excite our curiosity and eventually people will
want to look inside them. In this research, focusing the attention on this
“hole exploration” and corresponding actions as an element of interactive
entertainment, we developed a hole-type device named “HOJI*HOJI”.
HOJI*HOJI is equipped with a hole that can recognize finger position
through the use of pressure sensors. Force feedback is also implemented
within the device for realizing interaction between the ‘hole’ and the
user’s finger. For proof of concept, an interactive game application was
made for HOJI*HOJI and was exhibited at 2 events to confirm whether
this ‘hole’ can attract people’s curiosity.

Keywords: entertainment system, interactive interface, tactile feedback.

1 Introduction

We, as humans, are naturally curious of the unknown. Upon discovering a door
to the unknown, such as a hole, we are driven to action to discover more about
its contents. We both experience unease as to what is inside the darkness, but
fight this off with our curiosity. This research regards this action as a base
for entertainment that stimulates human curiosity. In order to reproduce the
action, we have developed a hole-type interface which can provide a virtual
“hole picking” experience by realizing interaction between the hole and the user
through feedback to the fingers.

2 Related Work

The example of a system measuring finger motion within a hole and presenting
feedback is The Poking Box [1]. This box type device has a hole which the user
can insert his/her finger in and the motion will be displayed on the front LCD.
The user can then interact with the character on the display with the ‘virtual’
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finger displayed on LCD. However, while using this device, one’s finger does not
touch anything, but may perceive your finger touching the virtual character.
But, since this sensation is created by visual information, it is difficult for the
device to provide haptic, tactile feedback to the user’s finger.

3 System

The system overview and composition of HOJI*HOJI is shown in Figure 1.

Fig. 1. System overview (left) and composition (right)

3.1 The Sensing Unit

In order to recognize finger motion inside the hole, we developed a sensing unit
for HOJI*HOJI. The overview of the unit is shown in Figure 2. The unit is
composed by 8 pressure sensors, outer and silicone gel lining. Pressure sensors
are arranged in array on four position of inner wall and the gel is used to diffuse
the pressure from the finger for efficient pressure detection by the 8 pressure
sensors.

Fig. 2. The sensing unit

3.2 The Feedback Units

For the interaction with the hole, we made 3 Force Feedback units the Pres-
sure unit, Pushing unit, and Poking unit. We describe about these units in this
section.
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Pressure Unit. The Pressure unit applies pressure to around the inserted finger
through the gel. Figure 3 left shows this Pressureunit in action.The unit consists of
8 pressing cells which are each composed of a servomotor and rack gear and these
pressing cells are arranged in array between sensor arrays (Figure 3 right). The
servomotors used for this were “GWS PICO STD (Grand Wing Servo-Tech Co)”.

Fig. 3. Pressure unit

Pushing Unit. This unit provides impact to the tip of a finger from the bottom
of the hole reproducing the feeling that something exists within the hole by
pushing back giving deeper expression of the ‘depth’ of the hole. Much like the
Pressure unit, this unit is created by a rack gear and a servomotor (Figure 4),
however the servomotor used for this unit is a “HS-322HD (Phidgets Co)”.

Fig. 4. Pushing unit

Poking Unit. This unit reproduces a feeling that something is prodding or
attacking the finger from within the hole. This unit consists of a solenoid “S-
05S03PUSH (SHINDENGEN MECHATRONICS CO., LTD)” and installed on
the Pushing unit as shown in Figure 5.

Fig. 5. Poking unit
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3.3 Application

The application we made is an interactive game called “Tree Stump Insect
Hunter (Figure 6)”. The purpose of this game is dig out an insect by picking the
hole of the stump.

Fig. 6. Overview of the application

This game has 3 phases. The 1st phase is named “Hole Excavation”. In the
beginning of the game, since the hole of the stump is too narrow to put a finger
into it, player has to widen the hole by expanding the inside wall of the hole to
access the deeper areas. The “narrow hole” effect is produced by the Pressure
units. The 2nd phase “Insect Nest” is begins once the hole has been excavated.
In the depths of this hole, there is a nest of insects and player can literally
‘feel’ these insects with his/her finger remains in the hole. These sensations are
reproduced by the Pushing unit and the Pokint unit collectively. In the 3rd
phase, which is the final phase, the player has to dig out the insect from the
hole by picking at the hole while withstanding attacks from the insect. When
the hunting is a success, the insect will appear out of the hole and the player
wins.

HOJI*HOJI was exhibited with this application at 2 events. One is the In-
ternational Virtual Reality Contest (IVRC), and the other is Digital Contents
Expo (DCExpo). During these events, many people showed interest while expe-
riencing HOJI*HOJI. Considering this fact, we can say it was confirmed that,
as intended, a hole can attract people’s curiosity.

3.4 Conclusion

In this paper, we described a hole-type device “HOJI*HOJI” which can provide
virtual hole picking experience using finger position sensing and force feedback
to respond to finger movement. Additionally, an application for HOJI*HOJI was
developed in the form of Insect Hunting and was exhibited at 2 events. Through
these events, we confirmed that a hole might certainly attract interest and then
provide an interesting, exciting experience.
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Abstract. We present t-words an interface for children to playful explore 
sounds, words and sentences while developing pre-literate skills. The interface 
consists of rectangular blocks in which children can record and then play the 
recorded audio. Additionally children can personalize the blocks by drawing on 
their surface. Children can engage in different literacy related activities such as 
building rhymes, playing with sounds and words as well as trying out different 
combinations of sentences while engaging in storytelling. Since the interface 
targets audio skills it may foster the development of phonological awareness 
and sensitiveness, helping to promote children’s early literacy. 

Keywords: Tangible Interfaces, Story Listening System, Storytelling, Children, 
Emergent Literacy, Phonological Awareness. 

1 Introduction 

Emergent literacy, a term first coined by Clay [3] sees reading and writing as a 
continuous process that begins in the early years of childhood, through children’s 
exposure to environments where literacy is present. This means that children have 
contact with books, for instance through shared reading, listening to and telling 
stories, or by engaging in language games. Emergent literacy consists of the skills that 
lead to the development of reading and writing. From this perspective, reading, 
writing and language development are developmental processes that are intertwined 
with each other. Inside-out and inside-in skills [7] are two domains of emergent 
literacy. Inside-out skills refer to phonological awareness, and letter knowledge, it 
presupposes the ability to map letters to sounds and sounds to words. Outside-in skills 
refer to the knowledge of the narrative’s conceptual and semantic context, which 
implies knowing the words that are used and the context in which the narrative takes 
place. Studies suggest that reading in the 1st and 2nd grades is strongly determined by 
the inside-out skills that children have acquired at the end of pre-school [7].  

2 Background 

The idea behind t-words was to develop an interface where children can playful 
engage with sounds and words, that can be used to deepen young children’s 
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phonological awareness and sensitivity, promoting the acquisition of new vocabulary 
and ultimately develop their early literacy skills. Additionally the interface should 
encourage collaborative work and team spirit, as well as promote exchange of 
experiences and knowledge. There are numerous systems where children can play 
with language elements, while engaging as story authors [1,4,5,6]. t-words positions 
itself in between TellTale [1] and the Siftables [4]: each piece can record audio and be 
written and drawn on the surface and all the pieces can be connected together to 
playback the recorded sounds, furthermore t-words has no screen or need of a 
computer, thus facilitating digital inclusion in contexts with less technological 
infrastructures. 

3 The Interface 

The t-words interface comprises a set of different sized blocks capable of recording 
and playing sounds, words or sentences. The blocks can either have the same or 
different sizes. Children can customize the blocks with their drawings, which can be 
drawn on top of the blocks’ surface. Each block has a recorder embedded except the 
player-block, which has a player instead (Fig.1). Every block has a button to start and 
stop recording and a light bar that gives the user information about the recording and 
playback sound level.  

 

Fig. 1. Recorder-block (left), player-block (right) 

The player-block has a loudspeaker, and an electronic system that gathers 
information from the recorder-blocks. The communication between the blocks 
happens through magnetic connectors, which allows building a well-aligned sequence 
of recorder-blocks and player and simultaneous permits the electrical communication 
between them (sending/receiving data signals as well as power supply). Children can 
record audio in one or more blocks depending on the proposed activities. To play the 
recorded audio children snap the player-block to the block or block sequence in which 
they have recorded the audio. In case the audio is recorded in more than one block, 
the recorded blocks have to be snapped together with the player-block at the end 
(Fig.2). 
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Fig. 2. Sequence with recorder-blocks and a player-block 

3.1 Technical Description  

The recorder has an embedded microphone, which is connected to a microcontroller 
through an analog-to-digital converter (Fig.3 left). The microcontroller is an Arduino 
[2] compatible very small and low power microprocessor. A flash memory, which is 
connected to the microcontroller, is used to store the recorded audio in digital format. 
A touch button triggers the start and stop of recording. When switched in the playing 
mode, the different microprocessors from the different recorders must detect the order 
in which they are arranged, to identify the first one, as well as the order of the whole 
sequence, to send their respective data to the player. Each recorder is power supplied 
by a small rechargeable battery that charges automatically when connected to the 
player. 

             

Fig. 3. Diagram of a recorder block (left) and of a player -block (right) 

The player has a microcontroller that receives the audio in digital format from the 
recorders, and then sends it to a loudspeaker through a digital-to-analog converter and 
a sound amplifier (Fig.3 right). The audio data is requested from the recorders as 
needed. The player’s power is supplied by a set of non-rechargeable batteries, capable 
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of supplying the entire system. The communication protocol is serial-based allowing 
pieces to connect to each other, through magnetic connectors. Among a subgroup of 
pieces there is always just a single masterpiece, the remaining others are slaves, the 
master’s function is to retain the information about the relative order by which the 
pieces are connected. When the player is added, it automatically becomes the master 
and manages the entire row, requesting the necessary data from the corresponding 
recorders. The blocks can be arranged and rearranged so that children can playful 
engage in trying out different possibilities. 

4 Conclusions 

Teachers can use t-words to propose a wide range of activities that can help children 
to foster early literacy and language development through improvement of 
phonological sensitiveness, and creatively engaging in storytelling. They may create 
rhymes that match a certain word; record words or sentences about a certain subject, 
or create a narrative. Additionally the design of the interface encourages children’s 
collaboration, as they have to handle the best way of bringing the different blocks 
together. 

Acknowledgements. This work is funded by FEDER through the Operational 
Competitiveness Factors Program - COMPETE and by National Funds through the 
FCT – Portuguese Foundation for the Science and the Technology within the Project: 
PTDC/CPE-CED     /110417/2009, and the Doctoral Grant: SFRH /BD / 62531 / 
2009. 

References 

1. Ananny, M.: Telling Tales: A new toy for encouraging written literacy through oral 
storytelling. In: Society for Research in Child Development, Minneapolis (2001) 

2. Arduino official web site, http://www.arduino.cc/  
3. Clay, M.M.: Emergent Reading Behavior. Unpublished doctoral dissertation, University of 

Auckland, New Zeland (1996) 
4. Hunter, S., Kalanithi, J., Merrill, D.: Make a Riddle and TeleStory: Designing Children’s 

Applications for the Siftables Platform. In: Proceedings of the 9th IDC International 
Conference on Interaction Design and Children, pp. 206–209. ACM, New York (2010) 

5. Raffle, H., Vaucelle, C., Wang, R., Ishii, H.: Jabberstamp: embedding sound and voice in 
traditional drawings. In: Proceedings of the 6th IDC International Conference on Interaction 
Design and Children, pp. 137–144. ACM, New York (2007) 

6. Sylla, C., Gonçalves, S., Brito, P., Branco, P., Coutinho, C.: t-books - Merging Traditional 
Storybooks With Electronics. In: Proceedings of the 11th IDC International Conference on 
Interaction Design and Children, pp. 323–326. ACM, New York (2012) 

7. Whitehurst, G.J., Lonigan, C.J.: Child Development and Emergent Literacy. Child 
Development 69(3), 848–872 (1998) 



A. Nijholt, T. Romão, and D. Reidsma (Eds.): ACE 2012, LNCS 7624, pp. 569–572, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Semi-transparent Augmented Reality System 

Tomoya Tachikawa1, Takenori Hara1, Chiho Toyono1, Goro Motai1, Karin Iwazaki2, 
Keisuke Shuto2, Hiroko Uchiyama2, and Sakuji Yoshimura3 

1 Dai Nippon Printing Co., Ltd, Tokyo, Japan 
Tachikawa-T3@mail.dnp.co.jp 

2 Joshibi University of Art and Design, Tokyo, Japan 
3 Waseda University, Tokyo, Japan 

Abstract. We have developed a new Semi-Transparent Augmented Reality 
(AR) system that displays the inner structures of objects by making their sur-
face semi-transparent. In this system we combine the live video of the object of 
interest and 3D computer graphics (3DCG) models with appropriate transparen-
cy and in proper order using AR technology. This system shows the 3DCG 
models of inner structures as if they existed inside the object. 

Keywords: AR, Transparency, Exhibition. 

1 Introduction 

We have developed a new Semi-Transparent Augmented Reality (AR) system that 
shows three-dimensional inner structures of objects by making their surface semi-
transparent. When the user points the camera of a mobile device which is part of the 
developed system, toward the object, he/she can interactively see 3D computer graph-
ics (3DCG) models of inner structures of the object (Fig. 1). 

 

Fig. 1. Semi-Transparent Augmented Reality System 
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2 Research Background and Feature 

2.1 Research Background 

Nowadays, AR technology is used in various fields. Most systems based on this tech-
nology show 3DCG in front of the target objects on live videos. On the other hand, 
there are AR systems that can see through the target object and show background 
images. Examples are the AR X-ray system [1] and the Optical Camouflage system 
[2]. These systems make part or the whole of target objects (for example, a wall) 
transparent and show live images behind them. These systems cannot show the inside 
of target objects, and they are not suitable for showing inner structures intelligibly. 
Therefore, we developed a system that shows inner structures of the target object 
intelligibly with the aid of 3DCG by making the outer surface of the target object 
semi-transparent. 

2.2 Research Feature 

The developed system shows three-dimensional inner structures through the semi-
transparent outer surface of the target object. In the system, the target object is re-
garded as a cavity box and its inner structures are displayed with the aid of 3DCG 
models. By combining models with appropriate transparency and in proper order with 
live video from the camera, this system shows the inner structures as if they existed 
inside the target objects. We use a marker-based AR technology to estimate the cam-
era position and suitably position 3DCG models on target objects. 

3 Description 

3.1 System Overview 

The proposed system consists of an AR system and 3DCG models. We used the Sam-
sung Galaxy Tab with the Android 2.3.3 operating system. 

AR System. We used a marker-based AR system to estimate the position of the cam-
era from the target object and to show 3DCG models at proper positions. This time 
we used Vuforia (Qualcomm) [3]. We put a marker just beside the target object to 
align the positions of 3DCG models and live video from the camera. 

3D Computer Graphics Models. To display the inner structure through the outer 
surface of the target object, we combine three types of 3DCG models. One is an outer 
surface model. This has the shape of the target object and a semi-transparent texture, 
and it is copied from part of the live video. Another type of model is an inner struc-
ture model. The third one is a backplane model. As we regard the target object as a 
cavity box, this model represents the shape of the target object, but with only the 
backplanes of the surface by using front-face culling. To show these models in the AR 
system, we use Unity[4] as the real-time 3DCG rendering engine. 
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Abstract. Internet live streaming services are now popular. Music live
performances are one of the best contents for live streaming. However,
remote audience cannot enjoy the performance as well as local audience
due to the lack of mutual awareness. In this paper, we define some chal-
lenging problems with streaming services for music live performances,
and give a basic system design towards solving the problems.

Keywords: music performance, live streaming, awareness.

1 Introduction

Internet streaming of live entertainment activities like sports and music perfor-
mances is now popular. UStream or NICO NICO LIVE are examples of well-
known streaming services.

However, streaming services are almost one-way communication. Audience can
simply send texts to the performers, but they can hardly read them during the
performance. This means that two-way communication between the performer
and remote audiences is very poor. Moreover, remote audiences cannot feel the
atmosphere of the live venue well. In other words, only poor awareness is given
between remote audiences and performers or audiences at the live venue.

Awareness was first defined in the context of cooperative work[1], but later it
has been extended to refer to non-verbal and implicit (and often unconscious)
communication in any contexts.

We are trying to design a system to support internet streaming of entertaining
performances by giving more mutual awareness (i.e., two-way communication).
We have already defined problems and shown a design and evaluation of a system
for sports entertainment[2]. In this paper, we will define problems and show a
concept design to support streaming services for music performances.

2 Problem Analysis

2.1 Modeling

Figure 1 illustrates a model structure of communication in case of music perfor-
mances with live streaming services. Here, in-house audiences refer to the audi-
ences in the live venue like live houses or concert halls. Performers and in-house

A. Nijholt, T. Romão, and D. Reidsma (Eds.): ACE 2012, LNCS 7624, pp. 573–576, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



574 H. Tarumi et al.

Fig. 1. Communication structure between performers and audiences

audiences already have rich mutual awareness. Remote audiences, however, can-
not enjoy rich two-way communication with performers or in-house audiences.
They do not have mutual awareness with each other, either. From performers
to remote audiences, one-way communication by means of the streaming service
itself is given, but it is not so rich as the case of in-house audiences.

The model given in Figure 1 suggests that we have many problems to solve.
Here we focus on the problem of supporting upstream communication from remote
audiences to performers.

2.2 Analysis

The problem analysis has been conducted informally, based on the experiences
of the first author. He visited and observed 258 live music events from January
2008 to August 2012, covering various genres including popular, rock, jazz, and
ethnic music. They were mostly in Japan, but experiences in USA, Italy, Hong
Kong, Taiwan, and Thailand are also included.

The style of communication between in-house audiences and performers differs
depending on the genre of music, and even depending on individual musicians
or bands. Mutual communication between performers and in-house audiences is
most active in case of popular and rock music. Thus we focus on them.

In case of these styles of music, performers are not only playing music, but
also trying to communicate with the audience by body actions, face expressions,
and even gazing or glances. Performers often request audiences to react to the
music or to the body actions taken by the performers.

Forms of the reactions by audiences vary depending on local cultures of the
community of each artist’s fans. However, typical patterns of reactions are com-
mon to most fan communities. They are shown in Table 1. These reactions are
observed during the play of music. Reactions observed between songs are omitted
here.
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Table 1. Typical reactions from in-house audiences to performers

Reaction type Description

voice action To say a short word (e.g. ”Yeah!”, ”Oi!”) or sing short phrases of
the song altogether.

hand waiving To lift a hand and wave it left and right with an open palm that is
shown to the performer, synchronized with the rhythm of the music.

hand clapping To clap hands synchronized with the rhythm.

hand joggling To lift a hand and joggle it, without moving one’s arm widely. The
shape of the hand is probably — (1) a fist but only one finger (often
the index finger) is stretched, or (2) a relaxed open palm that.

push up To push up (and down) one’s hand synchronized with the music.
The shape of the hand is probably (1) a fist, or (2) a relaxed open
palm that is faced to the ceiling.

towel swinging To swing a towel (like a helicopter’s propeller) above one’s head.

These reactions have effects to performers and also to other audiences. To per-
formers, the reactions encourage the performer; to other audience, they generate
a sense of unity among audiences.

Therefore, designing a system that can transmit reactions shown in Table 1
from remote audiences to performers (and in-house audiences) will be a solution
of the upstream awareness problem we have shown in section 2.1.

3 Design

Our design policy is not to send reactions of remote audiences as audio/video
data, but to symbolize reactions. One of the reasons of symbolization is, of
course, to reduce the bandwidth and computer power required to transmit data
from (possibly) hundreds of remote sites and process them. Another reason is the
delay of downward/upward communication. We cannot avoid the communication
delay in case of internet streaming. Most of the reactions are taken synchronized
with the music. If the reactions are treated as audio/video data, they will never
be synchronized with the music. Hence we symbolize the reactions by remote
listeners, let the server at the performers’ side receive them, and show them to
the performers (and/or in-house audiences) by animation synchronized with the
music. At the remote side, reactions are detected by using KinectTM or simply
by mouse. Currently, voice actions are excluded from the implementation.

At the performers’ side, the collected reactions should be shown to the per-
formers. A basic policy for this design is not to disturb or badly affect the live
performance itself. We should respect the in-house audiences, performers, and
stage staffs including the lightning and sound technicians. Our current design is
to use a LCD display without sound.

Another important design decision at the performers’ side is how to represent
reactions from many remote audiences and how to identify (or not to identify)
each remote audience. We have several design candidates for the data aggregation
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and representation of reactions. Due to the space limit, we do not describe each
design, in this paper. They should be evaluated by real musicians and audiences
in future.

4 Conclusion

In this paper, we have given a model of communication structure in case of a
music event that is also on live streaming services, defined problems to enhance
the quality of such communication, and also given an analysis on the reaction
taken by audiences of music live events. Based on the analysis, we have given a
basic design policy of a system that will provide functions to send reactions by
remote audiences to performers. Currently we are implementing a system, which
will be evaluated by real events in future.

Known related work includes a system to collect body actions from remote
audiences and overlay them onto a stored shared video by skeleton images[3] and
a machine to mechanically reproduce hand clapping by remote audiences[4].

According to the communication model in Figure 1, we still have many derived
problems, including communication between remote audiences, enhanced com-
munication from performers to remote fans, enhanced communication between
in-house audiences, and enhanced communication between performers and in-
house audiences. Designs of solution will vary depending on type of music. Even
in cases of jazz or classic music, with which body actions are less active, we can
expect some system designs to enhance mutual awareness. We have quite a lot
of future work.
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Abstract. We present an interface to allow for easy selection and creative 
control of color changing lamp fixtures in the home, using the analogy of taking 
a snapshot to select them. The user is presented with a GUI on their mobile 
phone to control light attributes such as color, brightness, and scheduling and is 
provided a means to specify a group of lights to be controlled at once. This is 
achieved using an IR filter switcher on the phone to capture IR blobs pulsating 
from inside the lamps and uses a central server to communicate between the 
two. The system can operate under normal, indoor lighting conditions and is 
concealed inside the lamps without any need to place fiducials or other 
obscuring means of identification in the environment. 

Keywords: Infrared, lighting control, mobile, LED, photo-based interface. 

1 Introduction 

We expect contemporary lighting technology, such as incandescent and fluorescent 
fixtures, to be obsolete within the next decade. LED lighting will be used solely for 
everyday illumination due to decreased power consumption and the creative 
possibilities of changing the color. Dozens, and even hundreds of lights could be 
embedded seamlessly in the environment, as seen the experimental Vos Pad complex 
[1]. However, using such standard lighting controls such as light switches will be 
inadequate due to the sheer number of controls to select from. 

We propose a system where a user can group control of the lights themselves by 
taking a photo of them. Since the user might unintentionally capture lights they didn't 
want to change, we provide them the ability to disable lights in the shot by overlaying 
controls over the photo. The user is then free to modify all the lighting attributes that 
LED technology provides, in addition to additional functionally for scheduling power. 
We achieved this by constructing three components. First we built an accessory for 
the mobile phone to allow IR optical communication. Next, we fabricated special 
light control modules in each of our lamps to identify them. We then wrote a server 
that mediates data between the two. 
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2 Previous Work 

There have been a great number of proposals in lighting system design research. The 
most promising we found is suggested in [2] where a remote senses the light 
contribution from an above ceiling array by embedding a light ID within the LED's 
PWM wave. However, this is not a heterogeneous system. Commercially, there are a 
number of multicolor LED bulbs available that are controlled with an IR remote. 
However, we found the interface of these remotes difficult to understand immediately. 
Also the spread of the IR beam inadvertently changes lights that in close proximity to 
one another. Philips offers their Living Colors brand of color changing mood lamps 
[3] which are controllable by Wifi remote, and multiple lights can be linked together 
to control at once. For individual control, however, a user must select lights via left 
and right arrow buttons on the remote control.  

3 User Interface 

To achieve selection of our lights, we use the photo-based paradigm suggested in [4] 
where a user points a camera at the environment and takes a picture to obtain and 
modify the embedded information. Since people are comfortable taking pictures with 
their smart phone, we decided to build our system as an app for the Android platform. 
Furthermore, we choose to create an interface look and feel that best replicates a 
camera app so it would be more familiar to users. 

 

Fig. 1. Upper Left, user aims and takes snapshot. Upper Right, grouping lights in the photo. 
Lower Left, user changes light attributes. Lower Right, power scheduling (optional). 

The breakdown of the interface is shown in Figure 1. The user is first presented 
with a familiar preview screen with the camera cross-hair in the center, a snapshot 
button, and some simple textual directions. If the snapshot is successful, and 
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depending on how many lights they took a picture of, the user either progresses to 
modify the light, or they will see a light grouping selection screen. If no lights are 
detected, a dialogue pop-up is displayed to inform the user that they should try again. 

Should the user select more than one light, they will be presented with the photo 
along with targets overlayed on top of the light sources. They can select which lights 
to change at once by toggling the targets and then press the OK button to proceed to 
change the group. By default, all lights are selected as the system assumes the user 
wanted to change all the lights, but the screen serves as a way to affirm the user of 
their action. It can also be accessed again if the user presses the android's back button 
to return to select another light source(s) instead of having to take another snapshot 
again. 

A screen for changing the light appearance then appears. The colors can be 
changed by tapping on their respective button in the color pallet table. Below it are 
arrows the user can press and hold for changing brightness and a check box for 
resetting the brightness back to full. The last line of options are the power switch, a 
clock button for scheduling time, and the OK button to return to take a new snapshot. 
Scheduling takes place on another screen, and the user can specify the time range for 
when the light(s) should turn on and off, as well as whether each should occur daily or 
not.  

4 Implementation 

An attachable filter switcher equipped with an IR filter was mounted to an android 
cover. This accessory is compatible with any Android 4.0 device with an available 
mini USB. When the user takes a snapshot, the filter switcher closes in front of the 
phone's back camera, blocking all visible light. Any IR source within the camera's 
viewing frustum is detected and is analyzed using a blob detection algorithm 
optimized for monochromatic images. The detection is adjusted to eliminate the 
camera noise, and the exposure compensation is also changed during the IR capture 
state to ignore weak sources of IR radiation in the environment which can interfere 
with our detection. Using a lamp shade effectively blocks the radiation emitted from 
LED bulbs, but not as well for non-LED bulbs, so using other types of fixtures is not 
recommended with this system. 

The android connects to a server using a standard wireless TCP connection. The 
server uses an Xbee to communicate with each light module independently. Once a 
light source(s) are selected, the server only commands to those lights in the XBee's 
network. The server communicates both ways to insure synchronicity between the 
pulses and the capture. 

Five 5-watt IR controllable LED bulbs were installed in three different types of 
lamps: two table lamps, one floor lamp, and two ceiling-hung lamps. Installed in each 
lamp is a module consisting of a controller attached to its own XBee and two IR LED 
array outputs. The small array of IR lights is use to command the light bulb using 
deciphered IR codes obtained from the remote control packaged with the bulb. The 
other, larger array of IR LEDs are used to pulse the ID of the light source on and off. 
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Fig. 2. Left, the IR filter switcher on the android closes to capture IR light in the environment 
(1); the android sends the pulsing command to the server (2); the server subsequently sends a 
pulsing command to all light modules in its network (3). Right, the lamp IR LED emitters pulse 
(1); the android camera senses IR contributions over a small period of time (2), and then opens 
the IR switcher after the pulses are completed to allow normal viewing again (3). 

Each light is given an unique ID which is binary encoded to minimize the time needed 
to identify all the lights in the network. The IR arrays are pulsed together once in the 
beginning to identify where the lights are in the image before pulsing their codes. 

Figure 2 shows this whole process. By processing multiple codes in parallel, we 
can achieve fast enough recognition so that the user is presented with the interface as 
soon as the filter switcher shuts off. This however, is not an instantaneous process: we 
must account for the time needed to complete the mechanical motion of the switcher 
as well as the change in exposure from normal camera viewing to the IR capture state, 
and then the time held by each pulse needed to uniquely identify all n light sources 
accurately.  

5 Future Work 

We could eliminate the need for a server and instead choose to install a XBee directly 
on our phone accessory. Also, we could fabricate a special bulb socket that would 
integrate our light modules to allow for easy installation for the lamps. 
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Abstract. We present a new game system that provides both general knowledge 
and regionally specific disaster risks in a fun and interesting way. Users can 
experience disaster simulations on the go, as the game system detects the user’s 
position and movement using available GPS and acceleration sensors found in 
most current  Smartphones. This application is intended to increase the user's 
knowledge and understanding of disaster risks while maintaining the user’s 
motivation to continue playing and learning. 

An assessment experiment of the game was clearly beneficial to understand 
Risk Perception and support the user’s motivation of a muster drill. 

Keywords: Disaster, Smartphone, Risk Recognition. 

1 Introduction 

On March 11 2011, a wide area of northeastern Japan was hit by one of the biggest 
earthquakes ever recorded. According to the Tokyo Metropolitan Police Department, 
15,833 people were killed, 5,943 people were injured, 3,671 people went missing and 
more than 30,000 houses were fully or partially destroyed. Also, according to a 
variety of sources, within the next 30 years the possibility of a 7.0 magnitude 
earthquake in the southern Kanto region is as high as 70%; it was predicted that an 
earthquake of such magnitude might kill 5,600 people and injure 150,000 more. 
Given the great potential human cost, disaster prevention is essential [1], [2]; 
preparing, planning, and mapping out a response to a disaster is necessary to ensure 
safety and survival. 

The recognition of risks in a possible disaster situation is known as “Risk 
Perception.” Appropriate decision-making and behavioral judgment are needed, but 
this is not common knowledge since disaster situations do not occur frequently. 
Public Schools conduct evacuation drills to practice appropriate disaster response 
behaviors, but it is difficult to determine an escape route because participants are 
following instructions, not their instincts. Meanwhile, there are training lectures 
which teach effective decision-making skills using disaster maps and illustrations. In 
a manner this is an effective training method involving Risk Perception, but it has 
some feasibility problems  to be a nationwide program because it requires many 
instructors with the necessary expertise and experience. It is also quite difficult to 
apply regionally specific Risk Perception into action. 
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In this paper, we propose a disaster experience game system which instructs the 
user about general knowledge and regionally specific disaster risks. Our system lead 
to recognize regionally specific risk and experience with a disaster with user’s own 
two feet. Disaster drills are often messy and unorganized [3], but through frequent 
disaster drill performing, we were able to introduce a game concept that makes these 
drills feel a bit more fun. 

2 Associated Research 

An evacuation simulation tool using the Potential Model [4], “Tangible All Disaster 
Scenario and Simulator[6]” and a diorama [6] propose new visual-simulation systems 
and interfaces to enhance both Risk Perception and accuracy of predictions, but do 
not consider behavior and decision-making. On the other hand “Disaster Risk 
Finder”[7] and Komatta-Kun [8] are taken into account as well such as having a mask 
over the eyes, bound arms, or having to leap over objects. These disaster drills are 
made from typical case examples by instructors with expertise, however a real 
feature’s disaster drill is difficult to be used world wide. 

3 Disaster Experience Game System 

In the system, the current location and genesis location are fixed by coordinates of 
longitude and latitude (Place), and display the disaster situation using images and text 
(Context). User’s instructional information is identified by the situation (Handling), 
and events executed by the user are evaluated and recorded, according to Table 
1(Reward). This evaluation is displayed graphically at the end of each game. We 
assume all users exist in the same world, so all the events influence each other; If the 
bridge is broken in someone’s event, the bridge shouldn’t be crossable in another 
user’s event (Causality).  

Table 1. Event evaluation items 

Knowledge 
Have an appropriate coping technique.  
e.c.How to help a person with significant hemorrhage. 

Judgment 
Realize and decide an decision.  
e.c. If the bridge broken, whether or not to across it. 

Action 
Move into action against the problem  
e.c. whether you are acting fast or slow. 

 
There are 4 types of handling that appear in Fig. 1: choosing from selection border, 

touching the right place on display, entering characters, and taking necessary actions: 
action event, touch event, typing event and selection border event, respectively.  

We developed the DEG system using the processes described in section 3. The 
game consists of 7 scenes as shown in Fig. 2. 
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Fig. 1. List of event category Fig. 2. Screenshot of application 

After the Disaster event begins, the user’s location is detected by GPS and the 
system can confirm whether the user has arrived at their final destination. If user has 
not yet arrived, it compares the distance between the user and each event of origin 
registered in the Event Database. If this distance is below a certain value, it generates 
an event, and if it exceeds a certain value, the user’s location is required. It runs over 
and over again until the user arrives at the destination. To enhance the user’s 
motivation and also to provide a feeling of tension, we introduced game over 
functionality if the user could not meet the necessary criteria. 

4 Assessment Experiment 

By using this disaster experience game, whether the user can understand risks by 
imaging a disaster situation and whether the user (men: 10, women: 1) can keep the 
fun on this game still need to be explored and we obtained following statement. 

• I want to play it via a different route. 
• The event of finding someone on the ground comes up too often. 
• I felt like I was just walking. 
• It was fun because I could move. 
• I was demoralized because I am pretty new to using Android. 
• It might be more fun with graphic depictions of the injured or sounds of breaking 

glass. 
• Binding may be needed in order to feel more tension. 
• The destination was difficult to find. 
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• I want to orient myself geographically. 
• I want to play with a large group. 
• If the same event happened a number of times, I became used to dealing with it. 

5 Conclusion 

We present a fun game system which offers precautionary measures to facilitate 
emergency evacuation and rescue efforts, whether it involves a user's specific location 
within a small area or a larger one, such as a particular region. A user can experience 
the simulation of a disaster while walking, as the game system detects the user’s 
position and movement using GPS and acceleration sensors inside the Smartphone. 
The game-application seeks to increase the user's knowledge and understanding of 
disaster risks while maintaining the user’s motivation to continue playing and 
learning. 
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Abstract. According to data from Statistical Research on Shopping Centers 
(SC), the number of SC in January 2012 was 3050, which is 1.41 times that of 
Y2000. Despite gathering the impact on the custom absorbency power, there are 
some spaces with a negative atmosphere where crowds of people gather togeth-
er at the same time in what could be considered as inactive dead spaces. In this 
paper, we propose two entertainment systems which display animations by ob-
ject detection to improve these negative atmospheres of particularly large SCs. 
We survey the changes in customer impressions by placing these systems in SC 
and verify that these systems deliver better impressions on the spaces. 

Keywords: Shopping Center, Negative Image, Entertainment System. 

1 Introduction 

There are many Shopping Centers (SC) that have been built throughout the country, a 
total of over 3050 in Japan [1]. They have done all sorts of things to allow shoppers 
enjoy their shopping experience (e.g. setting up food courts and holding of periodic 
events). But many of these SC also have some problems which can generate negative 
impressions that take away from the overall shopping experience. There has been a 
major issue with the appearance of dead and inactive spaces due to the increased size 
of SC. Additionally, the increase in visitors has resulted in congestion around these 
dead spaces. To make more effective use of dead spaces such as sub-entrances and 
areas near the restrooms, some comforts (e.g. bench, vending machine, crane game) 
have been installed, but it is difficult to create an appealing space for shoppers be-
cause there are not enough requirements. For example, there are restricted areas and 
wall surface which cover a wide range of space. Additionally, a period of waiting for 
something like the elevator or the line at the cash register cause boredom for shoppers 
as they likely have nothing to do. If the SC were to improve these atmospheres and  
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create a place to have fun, it may be profitable, not only in regard to the effective use 
of the spaces, but also as playing an important role in attracting more shoppers. 

To improve characteristics of negative atmospheres in the SC, we propose two dif-
ferent entertainment models for shoppers’ convenience and fun, taking into account 
both easy and inexpensive installation in the SC’s environment. Both models employ 
the use of a projector system, which produce animation and add images through ob-
ject detection (explained later). We have confirmed through experimentation, by plac-
ing these systems at rest stations and sub-entrances in SC, that these systems produce 
a more positive atmosphere and are effective in changing shopper’s impressions of 
the spaces. 

2 Background 

SC meets shopper’s value by providing the higher value of diversity of choices, con-
venience, comfort and amusement [1], and also it is expected to gives shoppers have a 
good time and brighten street image up. Then we choose “boring” which is the pair of 
adjectives of “bright” and examine why they expect these. We carried out a question-
naire survey for 15 examinees to determine what spaces in SC give negative impres-
sions due to a poor atmosphere. We ask them to give examples on what environments 
would feel boring and why they feel bored and how they generally spend their waiting 
time. 

As a result, we decided to propose two different interactive entertainment systems, 
"Jelly Canvas," which can be played without moving in a short amount of time and 
"Shadowgraph System," which does not hamper traffic and provides a bright and 
clear area for shoppers to feel comfortable, using projector systems which are cheap 
and easy to set up at any SC.  

2.1 Related Cases 

There have been various studies of public displays set up in public places and played 
by concurrent users. But these studies excel in terms of inducement of entry by ana-
lyzing users’ responses, but are difficult to use for SC because they need to occupy a 
wide area and are very much a multiplayer experience. These days, interactive digital 
public art using computer technology to produce various sounds and images are often 
seen in public[6],[7],[8] are not realistic ways to hold regular exhibitions as they re-
quire long time observation, expensive implementation cost, and there is more limited 
space in SCs. An example of a space where people might stay for extended period of 
time (e.g. spaces for relaxation, benches, desks, vending machines, crane games, bul-
letin boards, static merchandise exhibitions, advertisements, etc.). Some vacant spaces 
and premises are utilized effectively, but it is difficult to create a good and appealing 
space for shoppers because there are not enough requirements (e.g. there are restricted 
spaces and wall surface which cover wide ranges). 
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3 Method 

We develop "Jelly Canvas" and "Shadowgraph System," both of which are controlled 
by an object recognition system using a camera and a display object by the projector. 
The system goes through a complex anti-aliasing algorithm, processing the images 
provided by the camera. It also runs through gray-scale processing and the uses the 
binary data  to output the difference between the  images and the background. Clas-
sification of object shapes is done by template matching and is used in producing 
reactions. 
 

 

Fig. 1. Flow in Jelly Canvas Fig. 2. Image processing in Shadowgraph 
System 

4 Assessment Experiment 

We made an exhibition experiment at a Giant SC called "iias Tsukuba" on April 14th 
and 29th, 2012. Fig. 4 shows the questionnaire results. In Jelly Canvas, we heard what 
shoppers have to say, "I like the comfort of children playing among themselves", "It is 
great to see children playing before my eyes." and so on. In Shadowgraph System, we 
also received some good feedback such as: "A system which attracts our attention like 
this is good", "I like the cute animations" and so on.  
 

  

Fig. 3. The image of exhibi-
tion 

Fig. 4. Comparing with and without the systems 
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Table 1. Evaluation Item 

 Question:  
Positive(5 point)～Negative(1 point) 

No.1 How is your current mood? 
fun(5 point) ～ boring(1 point) 

No.2 (Setting up the system) How is this atmosphere in this space? 
positive(5 point) ～ negative(1 point) 

No.3 How is this system? 
Good(5 point) ～ bad(1 point) 

No.4 (Setting up the system) Do you want to come again at this SC? 
yes(5 point) ～ no(1 point)  

5 Conclusions 

We developed two entertainment systems and confirmed that the systems would pro-
duce a better space, and obtain good results for changing shopper’s impressions by 
putting the systems at both sub-entrances and rest stations in SC.  

In the experiments and exhibitions, shoppers, including parents and their children 
pay attention to the systems in each space. Moving forward we must try and develop 
more animations and special effects, especially geared toward children. 
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Abstract. This special panel session provides an opportunity to dis-
cuss how entertainment computing designers create interactive media/
contents on Buddhism and also other religious practices. In this year,
we have launched an exciting project designing interactive contents to
be used in Todaiji temple, one of the world heritages located in Nara,
Japan. In this project, we are actually collaborating with monks of the
Todaiji temple, learning Buddhist rituals in this temple from the monks,
and creating Augmented Reality contents working on high performance
network infrastructure. This session consists of a presentation introduc-
ing our Todaiji temple project and a set of short key notes from special-
ists; researchers on Augmented Reality, Entertainment Computing, and
Anthropology.

1 Introduction

Todaiji temple, registered as a world heritage, is one of most famous Japanese
Buddhist temple. Its Buddhism religion—called Kegon-kyo, the Avatamsaka Su-
tra, or Flower Ornament Scripture [1]—has been carried out over 1200 years.
The Great Buddha of this temple (Right of Figure 1) is said to represent the
world of Kegon-kyo and known as symbolic object for sightseers. In every Febru-
ary, the temple holds a special ritual ceremony called Shunie or Omizutori at
Nigatsu-do Hall of this temple in two weeks. Monks run around the hall’s bal-
conies, swinging large torches (Left of Figure 1). This event continuing for over
1200 years owns very important meanings for the monks and has been attracting
many visitors who believe being touched by the falling sparks can make them
happy.

Fortunately, we—Nara Institute of Science and Technology (NAIST)1 and
Graduate School of Media Design, Keio University (KMD)2—have acquired a

1 http://www.naist.jp/en/
2 http://www.kmd.keio.ac.jp/en/
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Fig. 1. Left: A monk runs with swinging the torche, Right: Great Buddha of the Todaiji
temple

chance to collaborate with the Todaiji temple to conduct an exciting project
designing interactive contents enabling students, the visitors, and the monks
to learn about Todaiji and its difficult religion Kegon-kyo with walking around
locations in the temple. Our initial purpose is to create Augmented Reality con-
tents working on high performance network infrastructure, which is a challenge
to design a novel experience, honestly even we have not imagined yet, crossing
between human’s spirituality, religious rituals, and cutting edge technologies.

Our design and development team of this project consists of researchers work-
ing onAnthropology,AugmentedReality, andEntertainmentComputing.Naohito
Okude, a professor in KMD, is investigating rituals of Kegonkyo and practices in
the Todaiji temple based on anthropological studies. Masahiko Inami, a professor
in KMD, is one of pioneers of Entertainment Computing. Takafumi Taketomi, an
assistant professor in NAIST, specializes in the field of Augmented Reality. The
team of this project has been discussing with the monks in Todaiji temple many
times and now constructing specific contents to be used at the sites in the temple.

At the ACE 2012 conference, we organize a special panel session that provides
an opportunity to discuss how entertainment computing designers create inter-
active media/contents on Buddhism and also other religious practices. Firstly
we introduce our Todaiji temple project as a case study of designing digital con-
tents supporting to learn Buddhist rituals. Panelists that come from our design
team provide a set of short key notes from each of their specialized backgrounds.
After the short key notes, the panelists discuss future forecasts for entertainment
computing with religious practices; where Buddhism encounters entertainment
computing, how interactive technologies should support humans spirituality, and
what are the challenges to develop these interactive contents.
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2 Spirituality HCI Supported

An anthropologist Genevieve Bell firstly revealed connections between spiritual
(especially religious) practices and technologies reviewing case examples from
online virtual cemeteries to special mobile phone supporting religious practices
at Ubicomp2006 conference [2]. After her result, some researchers have been
striving to design interactive digital media supporting spiritual practices, but
there is still not many design oriented works yet. For example, Wyche produced
an image based mobile phone application supporting Islam practices [3]. While,
Gaver designed a special physical artifact supporting nuns working at a church
[4].

Our Todaiji temple project also challenges to design connections between
one’s spirituality and technologies, especially focusing on user experience when
users—students, visitors, and young monks—walk around real locations in the
temple. Our current purpose or goal in this project is to give them learnings of
not only actions of rituals such as Omizutori but also strict meanings of Kegon-
kyo hidden from superficial ones. Our research approach, collaborating with the
monks to design contents that extends ones’ experience at physical locations at
the temple, will provide a forecast how HCI researchers produce contents and
media for supporting people’s techno-spiritual practices [2].

3 Moderator and Panelists

3.1 Daisuke Uriu (Moderator)

He is an interaction designer especially focusing on connection between one’s
spiritual practices and memories. His recent work “Thanato Fenestra” [5] sup-
ports Buddhist rituals to pray for the repose of the dead persons’ spirits with ap-
plying candle movements to effect digital photos. In the Todaiji temple project,
he is producing to develop interaction design between physical objects in the
temple and religious experience of Kegon-kyo.

3.2 Naohito Okude

He conducts some research projects related with cultural anthropology, phe-
nomenology, media environment. He produced a Virtual Reality content repro-
ducing Sistine Chapel located in Vatican in 1998. In the Todaiji temple project,
he is trying to design spiritual experience packaged in on-site digital application,
considering religious meanings of Kegon-kyo with employing his anthropological
background.

3.3 Masahiko Inami

He is a scientist specializing in interactive technologies such as robotics, Virtual
Reality, Augmented Reality, and Entertainment Computing. In the Todaiji tem-
ple project, he is the chief technology organizer utilizing multiple technologies
and bridging them to the field of spiritual experience.
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3.4 Takafumi Taketomi

Takafumi Taketomi (Panelist) is developing a feature landmark based camera
pose estimation method. In the Todaiji Project, he is working on vision-based
markerless geometric registration outdoors. By using a structure-from motion,
3D structure of the target environment is automatically acquired.

4 Contents

This special session consists of 4 sections.

– Introduction about Todaiji temple and Todaiji temple project (20 min.)
– Panelists’ talks (30min.)
– Discussion between panelists (20 min.)
– Discussion with the audiences (20 min.)

At first we will introduce Todaiji-temple and outline of our project. Secondly,
each panelists will give the audiences a short talk related with his research back-
ground. Thirdly, panelists will discuss future forecasts for entertainment com-
puting with religious practices. Finally, we reserve time to discuss the topics the
panelists provide with the audience and conclude “Where Buddhism Encoun-
ters Entertainment Computing,” how interactive technologies should support
humans spirituality and religious experience, and what are the challenges to
produce interactive contents supporting this issue.

Acknowledgments. This panel session is granted by NAIST Advanced Re-
search Partnership Project.
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Abstract. Nowadays, it becomes much easier to perform live streaming
personally via the Internet. When performers broadcast their programs,
they sometimes have no idea for what they should talk. In this paper, we
propose a system, named IUstream, to recommend one of proper topics
which have been collected automatically. As the result of an empirical
evaluation, it is found that IUstream can support performers.

Keywords: personal live streaming, topic recommendation.

1 Introduction

Sharing personal information online is popular these days. Everyone has a chance
to use personal live streaming services such as Ustream1 and NICO NICO LIVE2.
Osker et al.[1] discussed about live streaming as a social media. The personal live
streaming services make the performers broadcast their minds or actions toward
general public audiences easily and freely with a computer, a webcam, and the
Internet. In NICO NICO LIVE, about half of programs are for the purpose of
chatting casually with the audiences about informal or not pre-defined topics.
In these programs, the performers are likely to drop into situations where they
become in silence because they have no idea about what they should talk.

In this paper, we propose IUstream3 to recommend one of proper topics which
have been collected automatically. Unlike traditional support systems for pro-
fessional performers such as Wearable MC system[2], on personal live streaming,
scripts may not be prepared for the performers because it takes time and labor to
prepared scripts by themselves. Therefore, IUstream recommends the performers
proper topics when they have no idea about what they should talk.

2 IUstream

Fig. 1 shows the flow of IUstream. Before broadcasting, IUstream collects articles
to database automatically so as not to prepare scripts beforehand by performers.

1 http://www.ustream.tv/
2 http://live.niconico.com/
3 “IU” is a Japanese verb that has meaning of “talk” or “say”.

A. Nijholt, T. Romão, and D. Reidsma (Eds.): ACE 2012, LNCS 7624, pp. 593–596, 2012.
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Fig. 1. Flow of IUstream

The performers tend to talk about new and interesting topics for themselves on
their programs. In order to gather such topics, articles are collected from the
performer’s blog through a browser, and then IUstream analyzes the articles to
prepare for his or her talk.

On broadacsting, IUstream recognizes what a performer is talking and decides
a recommendation from articles in the database as the result of the recognition.
Based on this process, IUstream shows one of proper contents for the performer
in real-time. This process consists of two steps. First, IUstream recognizes the
performer’s speech with AmiVoice R©SP. If he or she is talking about the content
which is the same as some article collected in his or her database, it is highly pos-
sible that sentences in the article contains words currently talked by him or her.
Therefore, IUstream recognizes sentences by comparing the words that he or she
was talking with the words contained in each sentence of the article with keyword
matching technology. Next, IUstream decides a recommendation. When a per-
former forgets contents which he or she wants to talk next in a topic, IUstream
recognizes that he or she is talking with a sentence in a topic and recommends
the next sentence of the topic that he or she is talking. When a performer cannot
recall a next topic after finishing a certain topic, IUstream recognizes that he
or she has already finished talking about a topic and recommends a latest topic
that he or she has not talked about and that has not been displayed. When a
performer cannot realize a topic related to comments from audiences, IUstream
recognizes that he or she is not talking about a topic associated with comments
from audiences in the performer’s database and recommends the topic.
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Fig. 2. Interface of IUstream

3 Evaluation

An empirical evaluation of IUstream is conducted to confirm the effect of the
system. First, participants are asked to post their blog entries. They write at
least seven entries each of which has at least 400 characters. Second, they broad-
cast their own personal live streaming programs using NICO NICO LIVE with
IUstream (see Fig. 2) more than three days after posting. The experimenter lets
them know that their programs are closed and the audiences are cooperators.
Finally, the experimenter interviews the participants after their programs. The
participants are 10 Japanese native graduate students.

Table 1 shows the use of IUstream on the streaming programs. Total number
of use is 96 and all participants tried to check IUstream at least one time. The
reasons why they tried to check IUstream are categorized four groups.

Table 1. The times that participants try to check topics by IUstream

Participants A B C D E F G H I J Total

Can you check a next content of the article Yes 5 2 2 1 5 3 2 2 3 3 28
that you were talking? No 3 1 6 2 4 16

Can you check the contents of the article No 2 8 3 1 3 2 19
that you have not talked so far?

Can you check the topics associated Yes 1 1 1 1 1 5
with comments from your audiences? No 11 1 12

* 1 3 4

The participant tries to check a topic 4 1 1 3 1 2 12
from a list of the articles’ titles.

Total 14 22 2 3 15 9 5 9 5 12 96

*: IUstream showed a topic, but the participant did not talk about it.
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4 Discussion

Under the situation where performers tried to check the next contents of the
articles that they were talking and the topics associated with comments from
audiences, there were some cases where IUstream could support them. There
were also some participants who tried to check a list of articles’ titles on the left
side of the IUstream’s window. In this evaluation setting, the participants could
not check directly an article which was in the list. In actual situation, performers
can check articles immediately by clicking it. Therefore, it is expected that the
list is useful for personal live streaming.

On the other hand, under the situation where performers tried to check con-
tents of the article that they have not talked so far, IUstream could not work
effectively. This is because the timing which IUstearm shows the next topic dif-
fers from the timing which the performers want to check IUstream. We need to
provide the function that IUstream can show next topics whenever performers
want. Under the situation where the performers tried to check topics associated
with comments from audiences, two participants did not talk about the topics
showed by IUstream. This is because they thought the recommendations were
not sufficiently associated with comments from the audiences. If there were more
articles posted, the degree of association could be expected much higher.

5 Conclusion

In this paper, we proposed IUstream, which recommends proper one of topics
for performers on personal live streaming. IUstream collects articles from the
performers’ blogs automatically and recommends topics based on analysis of
collected articles and performers’ speech recognition.

In an empirical evaluation, we asked some participants to perform live stream-
ing on NICO NICO LIVE with IUstream to confirm the effects of IUstream. As
the result of the evaluation, we found that IUstream could show participants
topics in 33 cases (39%) of 84 cases where they tried to check articles by IUs-
tream. Especially, IUstream could support performers in a case where they forget
contents which they want to talk next in a topic.

As a future work, we plan to evaluate that performers could get recommenda-
tion associated with audiences’ comments, collecting more articles. Especially,
we will improve IUstream with collecting articles from news sites because news
is expected to contain information that the performer has gotten newly. Fur-
thermore, we will apply IUstream to face-to-face communication in daily lives.
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