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Preface

This volume documents the proceedings of the Annual International Conference on
Biologically Inspired Cognitive Architectures (BICA) 2012, which is the Third Annual
Meeting of the BICA Society and the fifth annual BICA meeting. The series of BICA
conferences started in 2008 under the umbrella of the Association for the Advancement
of Artificial Intelligence (AAAI). In 2010, the BICA Society was eventually incorpo-
rated as a nonprofit organization - a scientific society with headquarters in the United
States, with the mission of promoting and facilitating the transdisciplinary study of
BICA. Aims of the BICA Society include creating a world-wide scientific infrastruc-
ture that supports multidisciplinary researches in addressing the challenge of creating a
computational equivalent of the human mind (known as the BICA Challenge). The list
of Founding Members of the BICA Society is too long to be included here, and includes
many eminent scholars and scientists.

As outlined in the manifesto of the BICA Society published in the Proceedings of
BICA 2010, we can reasonably predict that in the coming years robots and artifacts
with general-purpose human-level intelligence will become available. It is therefore
vital for scientists from different disciplines to join their efforts and share results in
addressing this important goal, and to analyze the scientific and technological aspects
of the challenge, including ethical and moral problems. The BICA Challenge calls for
an integrated understanding of artificial and natural intelligent systems, including their
biological functions, cognition and learning. The BICA paradigm is a new approach
that integrates different disciplines, from neuroscience to cognitive science, artificial
intelligence and robotics. This approach will allow us, on the one hand, to better under-
stand the complex operation of the brain in order to suggest new horizons for research
in neuroscience and psychology, and on the other hand, to use inspirations from these
fields for modern robotics and intelligent agent design.

The BICA Challenge can be compared to greatest human challenges of the past
(the Human Genome Program, the Apollo Moon Expedition, etc.). It is unlikely that
a single laboratory, no matter how big and full of resources it may be, can succeed
in this fantastic effort. This huge challenge can only be tackled by unified efforts of
many laboratories, scientists, institutions, and research facilities around the world that
continuously exchange their ideas, knowledge and results.



VI Preface

One of the aims of the BICA Society is to provide a common reference framework
for researchers and scholars from different scientific communities, who may be talk-
ing different scientific languages and pursuing different research goals, yet implicitly
or explicitly they contribute efforts to solving the BICA Challenge. The BICA Soci-
ety promotes such interdisciplinary studies and allows researchers to freely share their
ideas, tools and results in pursuit of the overarching goal.

All previous conferences of the BICA Society were held in the United States. For
the first time, this year’s BICA conference is held in Europe. The BICA Society chose
Palermo as the Conference site, in recognition of support of the BICA Society by the
RoboticsLab of the University of Palermo. The Conference is held from October 31st
to November 3rd at the Grand Hotel Piazza Borsa in the center of Palermo.

Among participants of BICA 2012 are top-level scientists like Karlheinz Meier,
Hiroshi Ishiguro, Giorgio Ascoli, Giulio Sandini, Igor Aleksander, Kristinn R. Thóris-
son, Ricardo Sanz, Pentti Haikonen, Christian Lebiere, Alexei Samsonovich, Michele
Migliore, Soo-Young Lee, Raul Arrabales, Geraint A. Wiggins, and many others.

BICA 2012 received 80 submissions from more than 20 countries; the Program Com-
mittee accepted 44 papers and 7 extended abstracts that well represent the main two sci-
entific areas of interest of the BICA community: (i) the creation and study of intelligent
artifacts and (ii) the study and computational modeling of the human brain.

We would like to thank all members of the Organizing Committee and Program Com-
mittee for their precious help in reviewing submissions and in preparing an interesting
and stimulating scientific program, and all members of the Local Organizing Commit-
tee from DICGIM and ICAR-CNR Palermo, for their generous work in organizing all
the aspects of the conference.

We also want to thank our supporting scientific institutions: the BICA Society, the
University of Palermo, the EU FP7 project “Humanobs”, the “Istituto di Calcolo e Reti
ad Alte Prestazioni” (ICAR-CNR), the “Centro Interdipartimentale di Tecnologie della
Conoscenza” (CITC), the “Associazione Italiana per l’Intelligenza Artificiale” (AI*IA)
and Informamuse. Moreover, let us thank the Municipality of Palermo, the Regional
Provincia of Palermo, the Sicily Parliament Assembly and the Siciliy Governor Bureau.

Last but not the least, we would like to thank Alexei Samsonovich, President and
Founder of the BICA Society, for continuous support and advices.

September 2012 Antonio Chella
Roberto Pirrone

Rosario Sorbello
Kamilla R. Jóhannsdóttir
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Back to Basics and Forward to Novelty  
in Machine Consciousness 

Igor Aleksander and Helen Morton 

Imperial College, London 
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Abstract. Machine consciousness has emerged from the confusion of an oxy-
moron into an evolving set of principles which, by leaning on information inte-
gration theories, define and distinguish what is meant by ‘a conscious machine’. 
This paper reviews this process of emergence by indicating how it is possible to 
break away from the Chalmers ‘hardness’ of a computational consciousness by 
a general concept of A becoming conscious of B where both are formally de-
scribed. We highlight how this differs from classical AI approaches, by follow-
ing through a simple example using the specific methodology of weightless 
neural nets as an instance of a system that owes its competence to something 
that can be naturally described as ‘being conscious’ rather depending on the use 
AI algorithms structured by a programmer. 

Keywords: Machine consciousness, consciousness theory, weightless neural 
networks. 

1 Introduction: Some Basics 

If a scientist suggests that some artificial device could become conscious he is likely 
to be accused of philosophical naiveté and charlatanism. And yet, this may be precise-
ly the route that will remove ancient obstacles that stand in the way of answering the 
simple question, ‘what makes me conscious?’ The question drags in its wake Chal-
mers’ notorious hard problem [1] which requires a theory that links the first and third 
person perspectives. “Machine Consciousness” practitioners do this by re-castsing the 
first person problem entirely into the third person without losing the thrust of the 
question. That is, asking “how does A become conscious of B?” instead of “how do I 
become conscious of anything?” is amenable to theory and design. To be more  
precise, A is imagined as some form of constructed artifact, a robot maybe, and B is a 
world in which A is situated. How can conscious behavior of A be discerned and 
analyzed? 

2 AI and Consciousness 

Unfortunately, the history of Artificial Intelligence is strewn with such scenarios which 
are not convincing in the consciousness discussion. Take a typical example: a planetary 
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exploration vehicle. The robotic explorer needs to data on how to deal with contingen-
cies that its creator/programmer may have thought to be important. A build-up of rele-
vant experience is the drive behind paradigms of ‘machine learning’. Have machine 
learning algorithms impacted on a study of consciousness? Tom Mitchell’s original 
definition [2] of machine learning is “A computer program is said to learn from expe-
rience E with respect to some class of tasks T and performance measure P, if its per-
formance at tasks in T, as measured by P, improves with experience E”. The task for 
the robot may be to avoid rocks in its path, an ‘experience’ it might have encountered 
in the Arizona desert earlier. Performance would be stored much like the pictures in a 
computer taken with a digital camera and labeled as (say) ‘rock to the left of centre, 
move 30 degrees right to avoid it’ acquired through many successes and failures. This 
stored element of experience could be decoded to send signals to the appropriate parts 
of the steering and motion mechanisms to avoid the rock. Actually doing this in a test 
may lead an observer to say ‘gee – the robot is conscious of the rock to the left in its 
field of vision’. Proof of successful learning ‘to become conscious of a rock’ is claimed 
to be in the performance of the action of avoiding the rock. 

Doubting that consciousness is involved in this process comes from realizing that 
one’s own (1st person) sensations involve mental states that feel active and engaged 
with the world. Mental states feel complex and comprehensive involving most of the 
senses. Aristotle put this down to the needs of living organisms to move autonomous-
ly and are brought to life through the biological process of procreational living which 
develop a sense of needing to be conscious of their worlds. This because the procrea-
tional device has a need for nutrition and hence a need for a ‘soul’ (that which distin-
guishes a corpse from a functioning body) which has the property of driving the body 
into a search for food which then sustains the body so that it can sustain its soul and 
stay alive. While we may not exactly put it in this body/soul way, it may be precisely 
this non-biological character of a robot that makes us shrink from believing that a 
robot that works on a recall of stored sensory images might have a ‘soul’ or what may 
now be called a conscious mind. We would call it a dynamic state structure that accu-
rately represents the world and the organism in it. This is not often found in AI-based 
robots leading to the second and possibly principal objection to the AI robot. Whatev-
er intelligent behavior it might display has to be the result of a simulation of what a 
programmer thinks the mechanics of appropriate behavior are. Now, one of the fasci-
nating features of consciousness is that it seems to be a product (possibly emergent) 
of a complex system of neural machinery which is activated as the organism advances 
its engagement with the world in which it is situated. The complexity and richness of 
the first person mental state must be supported by an underlying complexity and rich-
ness of the supporting mechanisms. 

So the third person question that might reveal what it is for ‘me’ to become con-
scious is “what kind of mechanisms must any A possess to become conscious of B”. 
It seems to us that the only way that one can evaluate an answer to the ‘what kind of 
mechanism’ question is a first person event. It might even satisfy different individuals 
in different ways. We are not satisfied by AI designs because we are conscious of the 
fact that what we consciously feel that consciousness doesn’t work like that. So it’s 
being conscious of how things work that may be triggering the evaluation of whether 
something is conscious or not. We now examine what the implications of this are for 
conscious machine designers. 
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3 The Task for the Conscious Machine Designer 

The bar appears to be set as high as it could be. The first step is to examine the “No 
life no consciousness” dictum. All this tells us is that what consciousness may be for 
is to allow us to manage those things that are important to sustain life. But we are also 
conscious of the phases of the moon, the joy of hearing a passage of a Shostakovich 
symphony, or the nuisance of a computer malfunction. These are all examples of con-
scious mental states which may not be even weakly linked to life-sustenance. So ‘life’ 
is a way of saying that evolution has created machinery that sustains functional, men-
tal states which are necessary for survival. This requirement gives such mental states 
very wide representational powers which bring in the phases of the moon and the like. 
But what makes such states special and different from the stored recordings of AI? 
Firstly, they are the results of active neural processes, the states of a dynamic system 
which differ from stored recordings.  

Secondly they are not the arbitrarily chosen symbolic encodings selected from ran-
dom firing signals produced by neurons. They have ‘meaning’ which arbitrary ran-
dom states do not. This too is pursued further below. This boils down to two central 
issues about the character of the mental state which need to be understood. First, how 
does the world get reflected into an internal structure of states which, by being repre-
sentative of the world, can be said to be the elements of intentional thought about that 
world, and, second, what is it that sustains the intentional mental states and makes 
them feel representative. The next two sections enter this discussion. 

3.1 Iconic Learning 

For many years (since 1997 at least, [3]) we have intuited that for the states of a neural 
state machine to have the reality-representational powers, assumed to be essential for 
conscious mental states, they must be created through a process of ‘iconic learning’. 
Here the input to a dynamic neural network determines not only the input but is also 
reproduced as the state of the network (and made re-entrant in some versions of the 
method). Consider a sensory pattern W at the input terminals of a neural state machine 
( n neurons, one neuron per state variable j sensory inputs per neuron, k feedback in-
puts per neuron from the output of other neurons). For iconic learning there is one 
additional input per neuron which samples W and fixes the state of the neuron to be the 
value of that sample. This creates a state Sw which we call an iconic representation of 
W. The system can reflect trajectories of inputs W or re-entrant states for individual 
patterns in W. A contemporary view of the concept is available [4]. 

However, it is clear that iconic learning is a long way from being sufficient to sug-
gest that it captures consciousness in the structure of its states. The major difficulty is 
that depending on circuit parameters, the neural state machine can fail to generate 
properly reflective states. Figure 1 shows the behavior of a ‘square net’ of 10,000 
binary neurons (j=k=30) iconically trained to form attractors for the pictures of 6 poli-
ticians observing (left square) a very noisy version of one such politician and entering 
the appropriate undistorted attractor. It could, in a highly overstated way, be said that 
the net enters a conscious mental state corresponding to the visual experience of the 
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picture shown. In this situation the net remains in the attractor even if the input is 
replaced by noise, shifting its ‘thought’ only if another known politician appears at 
the input. For the second line we have (j=k=10). The discovery of the appropriate 
attractor fails despite the iconic training, solely due to a reduced connectivity.  

 

 

 

Fig. 1. Top: proper discovery of an attractor, bottom: failure of an iconically trained network 

A theory is therefore required which defines a conscious mental state not only as 
an attractor in a neural state machine, but also in terms of the necessary properties of 
the network which make the attractor sustainable and uniquely representative. 

3.2 Information Integration 

Information Integration theory due to Giulio Tononi and his colleagues [5] was borne 
in Tononi’s suggestion that there was something technically special about conscious 
experiences. First, every sensory state must be distinguished from the rest of expe-
rience. That is the state generates information. The often quoted example is that when 
a TV screen switches from black to white ‘observed’ by a light-sensitive diode, the 
diode generates only one bit of information. But a human (or similar) observer, meas-
ures this against a vast set of other states that have been experienced on the screen, 
hence the human apparatus resolves uncertainty among a much larger set of screen 
states and, therefore generates information. But a second condition is that the mental 
state is indivisible. That is, the experince of fish and chips is not composed of the 
thought of fish and the thought of chips separately and similarly for strawberries and 
cream. Otherwise having experienced the two, would imply that strawberries and 
chips as well as fish and cream have also been experienced. We intuit that this not 
true. Therefore a mental state needs not only to be informational but also integrated. 
The focus of Information Integration theory is to trace the level of informational inte-
gration to the connections among the state variables (say, neurons) of the network. 
This is perfectly possible as summarized in [5] even if it is computationally tortuous 
[6]. 
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4 World Relatedness 

4.1 Qualia? 

Along the methods for measuring information integration, Balduzzi and Tononi have 
developed a theory of qualia [7]. However, being based on a geometrical argument of 
the way that an integrated state is built up from information transactions of progres-
sively greater groups of neurons within active complexes, we have argued [8] that 
there is no attempt here to link this informational process to the world-relatedness that 
a neural support for qualia is thought to require. Therefore, we argue that the iconic 
mechanism in 3.1 above is a practical route to creating a world-related state structure 
in a neural system which adequately integrates information. But how does one ensure 
that the states crated by iconic learning allow integration? An example might help. 

4.2 An Example: How Does a General Entity Become Conscious of a World  
in Which It Is Situated? 

Here we give an example of how asking the above question leads to a definition of 
one example of machine consciousness. Let there be a world W and an entity E which 
at a moment in time t receives sensory input from a window wt positioned at p on W. 
The output of E is an action at taken from a finite set of such actions which re-
positions the window to provide a new sensory input wt+1 associated with the new 
position p’’ of the window. We express this in discrete automata theoretic terms as 
follows  ܹ = ሼݓଵ,ݓଶ ,  ௭ሽ , where z is a finite number of positions of window w in theݓ … 
complete set of postitions W that define the world.  

E is an automaton conventionally defined by  
 (ܳ ൈ ܹ)  ఋ՜ ܳᇱ, ܳ is a set of states, ܳᇱ is the nᇱ extᇱset of states,   ൈ  is a cartesian product and δ is a mapping function of the net.                  (1) 

 

Also ܳ ఊ՜ ܣ where ܣ = ሼܽଵ, ܽଶ … ܽ௩ ሽ is the set of ݒ possible actions with ߛ as a  mapping function.  
During an exploratory phase we assume that at any point in time t , the action is 

chosen by some arbitrary selection from A and an element of δ is fixed in a distri-
buted fashion in the network by Iconic learning. In this way a state structure is built 
up in the net which represents the exploration of E in W. But what is needed for E to 
qualify for being conscious of W? To answer this, we assert (i) that the states struc-
tures of ܳ should be world-related and (ii) that they should be information-integrated. 
While (i) is assured by the Iconic learning, there is no guarantee that the states of ܳ 
are integrated. So here is a simple assertion: 
 

In the above scenario, the states of ܳ are integrated in the sense of  
being unique and indivisible if time t is included in the iconic coding of ܳ and if the circuit level of integration is made sufficiently high. 
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This becomes evident as no state can be repeated in the iconic training process an no 
two values of t can be the same. As a corollary, it is also the case that for a past history 
of  Λ training steps each state generates information by resolving an uncertainty order 
Λ . Finally we simply assert that the state structure of ܳ becomes that of a probabilistic 
automaton if the time and input signals in E are replaced by noise (see the appendix in 
Author Summary. In prior work, we suggested that consciousness has to do with inte-
grated information, which was defined as the amount of information generated by a 
system in a given state, above and beyond the information generated independently by 
its parts. In the present paper, we move from computing the quantity of integrated in-
formation to describing the structure or quality of the integrated information unfolded 
by interactions in the system. We take a geometric approach, introducing the notion of a 
quale as a shape that embodies the entire set of informational relationships generated by 
interactions in the system. The paper investigates how features of the quale relate to 
properties of the underlying system and also to basic features of experience, providing 
the beginnings of a mathematical dictionary relating neurophysiology to the geometry 
of the quale and the geometry to phenomenology. 

5 Conclusion: A Challenge 

We have argued that one can move forward from the basic but unsatisfactory ap-
proaches of machine learning for building conscious experience in an artifact. We use 
an entity E to explore a world W. Then through being a neural automaton capable of 
time-indexed iconic learning and a high level of information integration, E can build 
both a perceptual model that informs internally of its presence in W which as well as a 
contemplative one which enables planning to act in W . The challenge is to express in 
what way is this not described by the statement: E becomes conscious of W?  
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Abstract. The Turing Test is usually seen as the ultimate goal of Strong Artificial 
Intelligence (Strong AI). Mainly because of two reasons: first, it is assumed that if 
we can build a machine that is indistinguishable from a human is because we have 
completely discovered how a human mind is created; second, such an intelligent 
machine could replace or collaborate with humans in any imaginable complex 
task. Furthermore, if such a machine existed it would probably surpass humans in 
many complex tasks (both physically and cognitively). But do we really need such 
a machine? Is it possible to build such a system in the short-term? Do we have to 
settle for the now classical narrow AI approaches? Isn’t there a more reasonable 
medium term challenge that AI community should aim at? In this paper, we use 
the paradigmatic Turing test to discuss the implications of aiming too high in the 
AI research arena; we analyze key factors involved in the design and implementa-
tion of variants of the Turing test and we also propose a medium term plausible 
agenda towards the effective development of Artificial General Intelligence (AGI) 
from the point of view of artificial cognitive architectures.  

1 Introduction 

Alan Turing approached the problem of the definition of intelligence in artificial 
agents using the potential analogy between humans and machines [24]. The Turing 
test was originally conceived as a pragmatic way to decide if a machine was intelli-
gent or not. In the original test conceived by Turing a human judge is given the task to 
tell apart a human and a machine by having a conversation with both by means of a 
text-based chatting system that preserves the anonymity of the subjects. In the case 
the human judge is not able to tell them apart it is said that the machine has passed the 
Turing test, and this is something that has never happened (we disregard here re-
stricted Turing tests like PARRY [9]). 

Given the great complexity of the original Turing test – parallel to that of the hu-
man-like behavior itself, a good number of variant tests have been proposed, most of 
them being restricted Turing tests, but also extended Turing tests have been proposed 
[13, 14, 19]. In this work, we will focus exclusively in restricted Turing tests, given 
that extended variants are even less likely to be practicable in the short and mid terms.  

Reverse Turing tests, where the subject under test is a human pretending to be a 
machine [8], or a machine performing a Turing test on a human (as in Web pages 
Captchas [2]), are not of interest for this study and therefore not analyzed. 
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In the following sections we describe some common variants of the Turing test, 
analyzing their strategy to make the test simpler and more realistic in the short term. 
Specifically, we illustrate this approach with the specific example of the BotPrize 
competition [15], an adaptation of the Turing test aimed at assessing intelligence in 
video game characters. Then, we discuss about the role of the human’s Theory of 
Mind (ToM) capability [25] in the assessment process, and the great bias that it in-
duces in the judges. In light of this problem, we present what we think is a critical 
distinction between believability and indistinguishability, defining the latter as a much 
stronger claim in this context. Using these two concepts we propose a set of key fac-
tors that must be carefully taken into account in the design of a restricted and practical 
human-like behavior tests, explaining the preferred strategy in each case in order to 
prevent or diminish the strong effect of judge’s ToM bias. Finally, we confront this 
list of key design factors to the roadmap to Artificial General Intelligence (AGI) im-
plicit in ConsScale [5], proposing specific steps towards the design of new pragmatic 
variants of the Turing test.  

2 Human-Like Behavior Tests 

The Turing test can be modified, adapted, and applied to a variety of different prob-
lem domains. We believe any derived test can be still referred as to a variant of the 
Turing test as long as it maintains the challenge of telling apart humans and machines. 
In other words, we think a test can be regarded as a variant of the Turing test if it 
checks for indistinguishability between humans and artificial agents, no matter in 
what environment the test is performed or what particular conditions are set up. Of 
course, these parameters would characterize the complexity, scope, and meaningful-
ness of the particular test, but it would always be essentially a Turing test if it is based 
on the “indistinguishability check”.  

For instance, the Turing test has been applied to Non-Player Characters (NPC) in 
computer video games. Specifically, the 2K BotPrize competition is an adaptation 
of the Turing test for first person shooter (FPS) video games [15]. The objective of 
a FPS video game is to kill as many opponents as possible without being killed by 
the other players (this is the so-called deathmatch game mode). The objective of the 
competition is to develop NPCs able to behave the same way human players do,  
and therefore become indistinguishable from humans. Both NPCs and human play-
ers connect to the game server anonymously by means of a computer network  
(see Fig.1). 

All variants of the Turing test are based on an assessment process usually carried 
out by a number of human observers/judges. Bearing this in mind, it is important to 
pay attention to the Theory of Mind (ToM) mechanisms that are present in human 
observers [1]. In the following section, the role of ToM is analyzed from the point of 
view of Turing test judges.  
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4 Believability versus Indistinguishability 

In the domain of video game NPCs believability is a key factor for improving game 
play user experience and engagement, as well as replay value (or replayability). 
Usually, virtual characters are disappointing because their behaviour is either very 
basic or outperforming [18]. Ideally, a believable NPC would behave like a human 
player, however this very aspect of behavior is difficult to define specifically. We 
need to answer the following question: are believability and indistinguishability the 
same thing?  

In this context we need to differentiate between these two terms as we see an im-
portant aspect that should be taken into account during the assessment: sustainability 
and coherence over time of the behavior profile of the agent (something that is also 
pointed out in the Total Turing Test [13]). In this sense, the following distinction is 
made: believability refers to the ability of the agent to perform a specific task in a 
human-like fashion, while indistinguishability refers to a coherent sequence of believ-
able behaviour sustained across different tasks and environments. In other words, a 
given agent is said to demonstrate human-like behavior when observed over time 
shows a characteristic, intelligent, commonsensical, and usually unique, behavior 
profile. This sustained believable behavior across different tasks, dynamic environ-
ments and over a significant period of time is shaped by the agent-specific personality 
traits.  

Taking the former discussion into account, assessing the indistinguishability of an 
agent in terms of specific simple behaviors could be misleading, as a complete beha-
vior profile can only be outlined when the agent is confronted with a complex enough 
sequence of tasks and environments.  

As illustrated in the BotPrize competition current state of the art NPCs can show 
intelligence in some sense, but they cannot match human-like behavior [15]. In gener-
al, playing with other humans is still more engaging than playing with NPCs [18]. In 
other words, while current NPCs demonstrate believability for some particular situa-
tions, they lack indistinguishability.  

5 Key Factors in the Design of Human-Like Behavior Tests 

Having identified the human ToM bias and the problem of indistinguishability we 
may now proceed onto analyzing which could be the best practices in the design of a 
restricted Turing test oriented towards the detection of human-like behavior. We have 
also identified a set of key factors that have to be carefully evaluated. 

• Complexity 

The problem of determining the level of complexity required in order to effectively 
assess the indistinguishability of an agent is dependent on the problem domain. Ac-
tually, the differentiation between believability and indistinguishability illustrates the 
need for a minimum richness in the testing environment and the potential influence of 
the agent in such an environment.  
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• Anonymity 

Of course anonymity has to be preserved. This aspect seems to be straightforward, but 
there can be many domain-specific traits and hallmarks that could help judges to iden-
tify artificial agents without the need to go through an exhaustive analysis and obser-
vation of a full behavioral profile.  For instance, in the case of video game maps 
where NPCs use pre-defined directed graphs and path nodes to apply classical minim-
al path calculation algorithms like A*, the observer can easily discover artificial 
agents that apply this technique, as they all usually follow the same path, i.e. they 
walk or run along the invisible navigation graph.  

• The role of the judge 

The assessment process (or judging protocol) of the human judge involved in a Tur-
ing-like test can be in general described as a mind-reading task. This is a consequence 
of the very design of the human brain [11]. The sequences of actions perceived in the 
agents under analysis are rarely objectively considered as unrelated events, i.e. the 
brain of the human observer is incessantly looking for a model of mind (intentionali-
ty, personality, etc.) that explains observed behavior. For this reason, agents need to 
be exposed to the observation of judges during sufficient time and across multiple and 
different tasks, so the observer can double check for consistency and coherency in the 
observed behavior profile.  

Another common problem in the assessment process is variability in observer crite-
ria. Different human observers can provide very dissimilar assessments. Therefore, it 
is required to have a significant number of judges and ideally their individual results 
should be statistically consistent. 

• Problem domain 

The problem domain and the nature of the tasks that agents are expected to perform 
can have a deep impact on the results of the test. For instance, when several tasks are 
available simultaneously, agents are probably expected to demonstrate set shifting 
capabilities. However, this ability to interleave between different tasks can likely 
contribute to a more complex assessment as the observer would need much more time 
and cognitive resources (attention, memory) to properly evaluate the behavior of a 
given agent. 

• Social dynamics  

The number of agents involved in the test is another important issue. Whenever social 
interaction is part of the expected behavior of the agent, a proper number of agents 
have to be available in the environment. Furthermore, a good proportion of them have 
to be anonymous real human agents. 

• Environment dynamics 

If human-like learning and adaptation mechanisms are expected to be tested in the 
agents, the testing arena has to be designed in such a way that provides the necessary 
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conditions and triggers for adaptation to occur and be regarded as a benefit for the 
agent. In other words, the goals sought by the agents should not always be achievable 
the same way. 

• Proposed approach for human-like behavior tests 

Taking into consideration all the aspects covered in the former section it is clear that 
the design of new tests for human-like behavior is not straightforward. We propose to 
address this challenge taking the cognitive dependencies defined in ConsScale as a 
design guideline. ConsScale is a biologically inspired scale designed to assess the 
level of cognitive development in artificial creatures (though applicable to biological 
organisms as well) [5]. The scale evaluates the presence of cognitive functions asso-
ciated with consciousness. In this context, consciousness is considered as a super-
function that synergistically aggregates a number of cognitive skills.  

As a framework for characterizing the cognitive power of a creature, ConsScale in-
cludes the definition of an ordered list of cognitive levels arranged across a develop-
mental path. This arrangement is inspired on the ontogeny and phylogeny of  
consciousness in biological organisms. The main levels defined in ConsScale are: 2 
(reactive), 3 (adaptive), 4 (attentional), 5 (executive), 6 (emotional), 7 (self-
conscious), 8 (empathic), 9 (social), 10 (human-like), and 11 (super-conscious).  

The basic assumption is that there exists different instantiations of minds that could 
be characterized and classified by their level of cognitive development. Additionally, 
a correlation is assumed between the level of cognitive development and the asso-
ciated cognitive profile. i.e., the more developed an agent is the more complex (or 
closer to human-like) is its overall behavior. The specific methodology to apply the 
scale and rate particular agents is explained elsewhere [3, 5].  

ConsScale establishes a hierarchy of cognitive development levels in virtue of the 
definition of relations of dependency between specific cognitive skills. For instance, 
CS7,4 (the self-recognition capability) depends on CS6,4 (the ability to hold a precise 
and updated map of body schema). There are more than 120 cognitive dependency 
relations defined in current version of ConsScale1. These dependency relations can be 
used to design well structured tests that prevent cheating. Using again the example of 
CS7,4, the corresponding test for this cognitive skill would be the mirror test as typi-
cally applied to humans, other animals, and even machines [22]. However, in order to 
make sure that a robust and reliable behavioral test is performed, one that focuses 
more on indistinguishability than believability, ConsScale cognitive dependencies can 
be taken into account. Thus, in the case of the self-recognition mirror test, misleading 
results (see [12] for a detailed discussion about this issue) could be prevented focus-
ing on CS6,4. In other words, a mirror test for machines inspired in ConsScale cogni-
tive dependencies would test agents for self-recognition iteratively after subsequent 
changes in agent’s physical body to make sure there are no pre-programmed res-
ponses and the agent really adapts to self-recognize effectively in different situations 
(including changes in own body).  

                                                           
1 http://www.consscale.com 
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In terms of indistinguishability, it can be said that the more an agent fulfills the de-
velopmental path suggested in ConsScale, the more likely it can obtain better evalua-
tions from a Turing test judge. Of course, the Turing test design factors considered in 
the former section are also critical and can greatly affect the testing results. However, 
exploiting the cognitive dependencies and their associated synergy seems to be a good 
approach to increase the probability of sustaining human-like believable behaviors 
over time.  

In conclusion, well-designed human-like behavior tests (or variants of the Turing 
test) require paying attention both to the key factors discussed in this paper and also to 
the multiple cognitive function dependencies, like those described in ConsScale. 
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Abstract. The only known cognitive architecture capable of human-
level (or rat-level) performance is the human (rat) brain. Why have
cognitive architectures equivalent to those instantiated by mammalian
brains not been implemented in computers already? Is it just because we
have not yet found the right ‘boxes’ to model in our data flow diagrams?
Or is there a mysterious reason requiring the underlying hardware to be
biologically-based? We surmise that the answer might lie in between: cer-
tain essential biological aspects of nervous systems, not (yet) routinely
implemented in computational models of cognition, might prove to be
necessary functional components. One such aspect is the tree-like struc-
ture of neuronal dendrites and axons, the branching inputs and outputs
of nerve cells. The basic roles of dendritic and axonal arbors are respec-
tively to integrate synaptic signals from, and to propagate firing patterns
to, thousands of other neurons. Synaptic integration and plasticity in
dendrites is mediated by their morphology and biophysics. Axons pro-
vide the vast majority of cable length, constituting the main determinant
of network connectivity. Together, neuronal computation and circuitry
provide the substrates for the activity dynamics instantiating cognitive
function.
An additional consequence of the tree-shape of neurons is far less

recognized. Axons and dendrites determine not only which neurons are
connected to which, and thus the possible activation patterns (mental
states), but also which new connections might form given the right ex-
perience. Specifically, new synapses can only form between axons and
dendrites that are in close proximity. This fundamental constraint may
constitute the neural correlate of the common observation that knowl-
edge of appropriate background information is necessary for memory
formation. Specifically, neurons that are near each other (in connectivity
space) encode related information. This biologically inspired design fea-
ture also enables cognitive architectures (e.g. neural networks) to learn
real associations better than spurious co-occurrences, resulting in greater
performance and enhanced robustness to noise.
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Abstract. Existing technology allows us to build robots that mimic human cog-
nition quite successfully, but would this make these robots conscious? Would 
these robots really feel something and experience their existence in the world in 
the style of the human conscious experience? Most probably not. In order to 
create true conscious and sentient robots we must first consider carefully what 
consciousness really is; what exactly would constitute the phenomenal con-
scious experience. This leads to the investigation of the explanatory gap and the 
hard problem of consciousness and also the problem of qualia. This investiga-
tion leads to the essential requirements for conscious artifacts and these are:  
1.) The realization of a perception process with qualia and percept location ex-
ternalization, 2.) The realization of the introspection of the mental content, 3.) 
The reporting allowed by seamless integration of the various modules and 4.) A 
grounded self-concept with the equivalent of a somatosensory system. Cogni-
tive architectures that are based on perception/response feedback loops and as-
sociative sub-symbolic/symbolic neural processing would seem to satisfy these 
requirements. 

1 Introduction 

Are we any nearer to sentient robots? Can we create conscious robots by designing 
systems that emulate cognitive functions and integrate information, maybe within the 
frameworks of different cognitive architectures? Is this only a matter of system com-
plexity? We may think so and the large number of proposed cognitive architectures 
[23] would also indicate a trend towards that proposition. 

Indeed, the recent surge of research has brought forward new insights and ideas 
that should not be overlooked. The philosophical studies of Baars (e.g. [4]), Boltuc 
(e.g. [6]), Block (e.g. [5]), Dennett (e.g. [9]), Harnad (e.g. [16]), Sloman (e.g. [26]) 
and others have influenced many practical approaches and the important works of 
Aleksander & Morton (e.g. [2]), Hesslow (e.g. [17]), Kinouchi (e.g. [20]), Manzotti 
(e.g. [22]), Shanahan (e.g. [25]), to name a few, are well-known. From the engineer-
ing point of view the empirical study of consciousness is an exercise in embodied 
cognitive robotics. Here Chella (e.g. [8]), Holland (e.g. [18]), Kawamura (e.g. [19]), 
Sanz (e.g. [24]), Takeno (e.g. [27]) and others have done important research. 
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Therefore, we should be confident that progress is being made and conscious cog-
nitive robots should be just around the corner. However, there may be a catch. Things 
may not be that easy. We may build robots that are able to execute a large number of 
cognitive functions and may in this way be able to mimic human behaviour success-
fully, but is something still missing? Do our robots really have “somebody inside” or 
are they only cleverly tuned automata? Do these robots really feel something and 
experience their existence in the world in the style of human conscious experience? 
And, what exactly would constitute this phenomenal conscious experience, what is 
consciousness actually? This is a fundamental question and a difficult one that is eas-
ily pushed aside for that very reason. However, there will be no true conscious ma-
chines unless this issue is satisfactorily solved. 

2 The Problem of Consciousness 

It has been said that we all know, what consciousness is; it is the state in which we 
are, when we are not unconscious. Apart from that consciousness is easily assumed to 
be a phenomenon that nobody can really explain.  

On the other hand, it has also been proposed that consciousness were computa-
tional [10] and were related to “information integration” [28, 25]. This is not neces-
sarily so. Rather than seeing the problem of consciousness as a problem of cognitive 
functions, skills and their integration, it should be seen as a problem of phenomenal 
experience. 

It is a fact that the brain is a neural network and our thoughts and feelings are 
based on the activity of neurons, synapses and glia. On the other hand, it is also fact 
that we do not perceive the activity of the brain in this way, as the activity patterns of 
neurons. Instead, these activity patterns appear to us as our sensory percepts, 
thoughts, sensations and feelings directly. However, most of the activity of the brain 
does not have any internal appearance at all. 

A typical example of this process is vision. The lens of the eye projects an image 
of the outside world on the retina. Light-sensitive receptor cells at each point of the 
retina transduce the light intensity into corresponding neural signal patterns.  
However, we do not “see” these neural signal patterns as such, instead our direct and 
immediate mental impression is that of an external world out there and its visual 
qualities. This constitutes our conscious awareness of the visual environment. 

More generally, a perception process involves the transduction of the sensed physi-
cal phenomenon into neural signal patterns. These patterns have the internal appear-
ance of apparent physical qualities as such, externalized to the outside world or to a 
body part. Visually seen objects are out there, sound sources are out there and if we 
hurt our finger or some other part of the body, the pain appears to be in the hurt body 
part, not inside the brain. The related neural activity is in the brain, but the actual 
appearance that is related to the sensed physical phenomenon, appears to be out there. 
We experience the world with its apparent qualities to be around us, not inside our 
brain. This appearance is most useful as it allows direct and easy interaction with the 
world. 
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How does the neural activity of the brain give rise to this kind of subjective experi-
ence and appearance? This is the hard problem of consciousness [7]. We can inspect 
the neural processes of the brain with various instruments and we can study and un-
derstand the physics of these processes to a great detail. On the other hand, we can 
study cognition and understand its functions, also to a great detail. We may also find 
the correspondence between the neural functions and cognitive functions; the neural 
correlates of cognitive functions. 

3 Qualia and the Internal Experience 

But then, there is the question of the internal appearance of the neural activity and the 
subjective experience. Why do our percepts appear as they are? Why does blue appear 
as blue, why does sweet taste like sweet, why does pain hurt? The qualitive appear-
ances of our percepts are called qualia and no percepts seem to be without qualia. 
Again, we can find neural correlates of qualia, but we have not been able to explain, 
why these neural processes would give rise or be perceived as some subjective expe-
rience or qualia. This problem is called the explanatory gap [21]. This explanatory gap 
appears in the philosophy of the mind as the hard problem [7] and the mind-body prob-
lem, which has resulted in the nowadays not so popular dualistic theories of mind. 

Could it be possible that the subjective experience would be an inherent property 
of biological neural activity patterns? That would appear to be an easy answer. In that 
case we might study cell biology and find the details of the process there, maybe. But 
then, this situation would exclude the artificial production of consciousness in non-
biological systems. 

However, if indeed, the subjective experience were an inherent property of biolog-
ical neural signal patterns, then why does most of the activity of the brain remain 
subconscious, without any subjective experience at all? This observation would seem 
to show that the biological basis alone were not a sufficient or maybe even a neces-
sary condition for the subjective experience and qualia. Instead, there must be some-
thing special in those neural signal patterns that appear as subjective experience. And 
there is. Introspection shows that the content of our conscious subjective experience 
consists of percepts with qualia. Consequently, the neural activity patterns perceived 
in this way are products of sensory perception. The problem of conscious perception 
would thus be reduced into the solving of the conditions for neural representations 
that could carry the qualities of the sensed entities in the form of qualia. 

Qualia are direct, they need no interpretation or any additional information in order 
to be understood. Red is red and pain is pain directly, there is no need to evoke some 
learned meaning for those. The directness of qualia gives also an indication of the na-
ture of the neural transmission that carries qualia. The transmission must be direct and 
transparent so that only the carried information conveys the effect, while the carrying 
neural machinery remains hidden. The directness of qualia also excludes the symbolic 
representation of sensory information. A symbolic representation would be a descrip-
tion, while qualia are the experience, the experienced qualities of the sensed entities. 
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In the brain there are no sensors that could perceive neurons and their firings as such. 
Therefore, only the effects of the neural signals are transmitted. The neural activity can-
not appear or be perceived as neural firings, yet it has effects. In sensory perception 
circuits these effects are related to the qualities of the perceived entities. Therefore, it 
would seem that on the system level, “in the mind”, the only possibility is the appear-
ance of sensory signals as externally grounded qualia. All inner neural activity does not 
have this direct relationship to perception and without this it remains “sub-conscious”. 

4 Introspection 

However, not all of our conscious mental content is related to direct sensory percep-
tion. Our inner speech is inside, our imagery is inside and our feelings are inside. Yet, 
there are no sensors inside the brain that could sense the internal neural activity pat-
terns. If consciousness were related only to sensory perception, then how could we 
become aware of our own thoughts? This is the problem of introspection. 

Therefore, is the hypothesis about consciousness as a sensory perception–related 
phenomenon wrong? Not necessarily. The problem of introspection can be solved by 
associative feedback loops that return the products of the internal processes into vir-
tual percepts so that the mental content can be observed in terms of sensory percepts. 
In this way the perception process facilitates also the awareness of mental content. 
Introspection shows that we perceive our mental content in the form of virtual sensory 
qualities; we perceive and hear our verbal thoughts in the form of silent inner speech 
and perceive our imaginations as vague imagery. Without hearing the inner speech we 
would not know what we think. These kinds of feedback loops have been proposed by 
the author [11-15] and others, e.g. Chella [8] and Hesslow [17], who has proposed 
that thinking is simulated perception. 

5 Reportability and Information Integration 

Conscious states are reportable states that can be remembered for a while. A report is 
a “message” or a “broadcast” that is sent to various parts of the brain or an artificial 
cognitive apparatus. The message must be received and have effects on the receiving 
part, such as the forming of associative memories. These effects may also manifest 
themselves as motor actions including motions. The motions may include actions like 
reaching out or the turning of the head. Voiced reactions and verbal comments are 
possible forms of reports, like “Ouch” and “I see a black cat”. The report may be 
about perceived external entities and conditions or internal ones, like “I feel pain” or 
“I feel like drinking soda”. 

The verbal reports may also remain silent, as a part of the inner imagery or silent 
speech. A verbal or non-verbal internal report may affect the behaviour of the subject 
and may, for instance, lead to the planning of new actions. Reporting involves the acti-
vation of cross-connections between the various parts of the brain. This kind of cross-
coupling is sometimes called information integration. Tononi [28] has proposed that the 
degree of information integration could be used as a measure of consciousness. Informa-
tion aspects of consciousness have been treated also by Aleksander and Morton [2]. 
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6 The Concept of Self 

We perceive the world with its apparent qualities to be around us, not inside the brain, 
but what is inside? Inside is the mind and the impression of I, that appears as the con-
scious, perceiving, feeling and thinking self. We are aware of ourselves, we are self-
conscious. We are the system that is aware of the perceived qualia. 

Which comes first, the perceiving self or the qualia? They come together. It is pro-
posed that the qualia are a property of certain kinds of embodied perceptual systems 
and the impression of self arises from the qualia of self-percepts and also from the 
introspected mental contents. The “I” is associated with the body and its sensations. 
The somatosensory system operates as fundamental grounding to the self-concept, 
because it provides continuous information about the state of the body. The body and 
its sensations are with us wherever we go, while the environment changes. Thus the 
body is a fixed point of reference that can be associated with all things that make us 
an individual; our personal memories, needs, desires, etc. But more directly; the body 
is the vantage point for our percepts. The somatosensory percepts about the body 
relate directly to the system-self. For instance, when we feel pain, it is us who feel the 
pain, because the pain itself creates that impression. Thus, the conscious, perceiving, 
feeling and thinking self is a rather simple product of an embodied perceptual system.  

What is Consciousness? 
According to the previous chapters, consciousness is seen as the condition of hav-

ing reportable qualia-based (phenomenal) perception. As such, it is only an internal 
appearance, not an executing agent. The difference between a conscious and non-
conscious subject is the presence of the internal qualia-based appearance of the neural 
activity, which manifests itself as the direct perception of the external world with its 
qualities, the perception of the body with its sensations and the introspective percep-
tion of mental content such as imagery, inner speech and feelings. A non-conscious 
agent may process similar information, but without the experience of the direct inter-
nal appearance. It does not perceive its internal states in terms of world qualities, it 
does not perceive them at all. 

Consciousness is not directly related to cognitive abilities or intelligence. Most 
probably even the simplest animals experience their consciousness in the same way as 
humans, as the direct qualia-based appearance, but the scope, content and fine struc-
ture of their conscious experience may be extremely narrow. However, a system that 
supports consciousness, the phenomenal internal appearance of its internal states, may 
be better suited for the realization of genuine general intelligence. 

Consciousness and qualia go together. Without experienced qualia there is no con-
sciousness. Qualia are sub-symbolic and therefore cannot be created by symbolic 
means. Therefore there are no algorithms that could create consciousness. Pro-
grammed artifacts cannot be conscious. This statement does not exclude conscious 
awareness of symbolic representations in otherwise conscious agents. 

7 Sub-symbolic and Symbolic Processing 

The creation of artificial conscious robots involves some system-technical issues be-
yond the fundamental issues of perception with internal appearances and qualia. 
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Human cognition utilizes sub-symbolic qualia, but is also based on symbolic in-
formation processing. There could not be any language or mathematics without the 
ability to use symbols. Yet, qualia are sub-symbolic and the very preconditions for 
qualia would seem to exclude symbolic processing. This problem has been evident in 
the traditional artificial neural networks. These networks operate in sub-symbolic 
ways and are unable to run programs. On the other hand, digital computers run pro-
grams, but are not able to process sub-symbolic representations directly. Thus, a gap 
between sub-symbolic and symbolic systems would seem to exist. The brain is able to 
bridge this gap, but how should this bridging be executed in artificial systems?  

There have been some hybrid approaches, combinations of neural networks and 
program-based digital computers. Hybrid solutions are easily clumsy and too often 
combine the shortcomings of the component systems. The brain is definitely not a 
hybrid system. 

An elegant non-hybrid solution to the sub-symbolic/symbolic problem is offered 
by the use of associative neural networks with distributed representations [13, 15]. 
These operate with sub-symbolic neural signals and signal patterns, which can be 
associated with each other. Via this association sub-symbolic signal patterns may 
become to represent entities that they do not directly depict; they become symbols for 
these entities. In this way, for instance, neural signals that are caused by heard sound 
patterns can be used as words that have associated meanings that are not naturally 
related to the sounds themselves. 

8 Criteria for Consciousness 

According to the aforesaid, the first and necessary criterion for consciousness is the 
presence of the phenomenal, qualia-based internal appearance of the neural activity. 
Unfortunately this internal appearance is subjective and cannot be directly measured 
unless some ingenious methods are invented. Therefore some indirect criteria for 
consciousness must be used. Such criteria have been developed by various researchers 
and include, for instance, the Aleksander’s axioms [1] that try to define prerequisites 
for conscious systems and  the ConsScale of Arrabales [3] that tries to determine the 
scope of consciousness by evaluating the presence of a number of behavioural and 
cognitive functions. 

9 Requirements for Cognitive Architectures 

The afore presented issues lead to the outlines and requirements for a cognitive archi-
tecture for artificial brains. The essential requirements relate to 1.) The realization of a 
perception process with qualia and percept location externalization, 2.) The realiza-
tion of the introspection of the mental content, 3.) The reporting allowed by seamless 
integration of the various modules and 4.) A grounded self-concept with the equiva-
lent of a somatosensory system. In addition, the architecture should facilitate the tran-
sition from sub-symbolic to symbolic processing. 
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It is proposed, and there is also some experimental proof that an architecture based 
on perception/response feedback loops and associative sub-symbolic/symbolic neural 
processing would satisfy these requirements. The author’s “Haikonen Cognitive Ar-
chitecture” (HCA) is an architecture realized in this way [13, 15]. 

10 An Example: The Robot XCR-1 

It was argued afore that qualia cannot be simulated and consciousness cannot be created 
by programs. Therefore hardware experiments with embodied robots are necessary. 

The author’s Experimental Cognitive Robot XCR-1 is designed as a simple test 
bed for machine cognition experiments that involve direct perception and sensorimo-
tor integration with motor action generation and control using the HCA architecture 
and associative neural processing [14, 15].  

The robot XCR-1 is an autonomous, small three-wheel robot with gripper arms and 
hands, and simple visual, auditory, touch, shock and petting sensors. The XCR-1 has 
a limited natural language self-talk that reflects its instantaneous percepts and actions. 
It recognizes some spoken words and has a limited vocabulary self-talk and this al-
lows limited verbal learning. 

The sub-symbolic/symbolic processing properties of the HCA cannot be fully pro-
duced by computer programs. The HCA is also a parallel processing system and this 
is another benefit that would be lost if microprocessors were used. Therefore the robot 
XCR-1 utilizes hardwired neural circuits instead of the more common program-driven 
microprocessors and possible links to a master computer, which would execute the 
more demanding computations. Thus, the XCR-1 is not program-driven and repre-
sents a completely different approach to autonomous self-controlled robots.  

The XCR-1 has a set of motor action routines and hard-wired reactions to stimuli. 
These routines and the hard-wired reactions can combine in various ways depending 
on the situation. Cognitive control may override reactions and modify the robot’s 
behavior. 

The XCR-1 utilizes the author’s System Reactions Theory of Emotions (SRTE) 
[12, 13] for emotional learning and motivation. Corporal reward and punishment can 
be used to evoke pleasure and pain equivalent states. These can be associated with 
ongoing situations and in this way the robot will learn to seek or avoid the associated 
situations.  

It is not claimed that the robot XCR-1 were conscious. The main purposes of this 
project have been the verification of the feasibility of associative information process-
ing and the main principles of the HCA. However, XCR-1 would seem to satisfy cer-
tain requirements for consciousness, at least to a minimal degree, including: 

• Direct sub-symbolic perception process  
• The externalization of non-contact percepts  
• Sensorimotor integration and information integration 
• Attention   
• Introspection of mental content in terms of sensory features via feedback loops  
• Responses and reports including self-talk 
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• Emotional learning, control and motivation 
• Somatosensory system for the grounding of the self-concept 
• The transition from sub-symbolic to symbolic processing 

11 Conclusions 

It is argued here that consciousness is qualia-based perception. Qualia are the way in 
which the perception-related neural activity appears to us; not as the firing patterns of 
neurons, but as the apparent, externalized qualities of the world and the body. There-
fore we experience us as being a vantage point in the world. All the other proposed 
aspects of consciousness build on the qualia-based perception. Feedback loops allow 
introspection, the awareness of mental content. Associative cross-connections, also 
known as information integration, allow internal and external reporting, memory 
making and recall as well as symbolic processing. Artificial realization of these call 
for direct, embodied perception and associative neural processing with a special cog-
nitive architecture. All these requirements are implementable with available technol-
ogy. Consequently, true conscious robots could be built in the foreseeable future, 
provided that the real hard problem of machine consciousness can be solved, namely 
money; the financing of the conscious robot design and development projects. 
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Biological Fluctuation “Yuragi” as the Principle

of Bio-inspired Robots

Hiroshi Ishiguro

Professor of Osaka University
Group Leader of ATR Hiroshi Ishiguro Laboratory

Abstract. The current robotics and artificial intelligence based on com-
puter technology is very different from biological systems in principle.
They suppress the noise by spending much energy and obtain clear states
such as on/off and 1/0. One the other hand, the biological system utilizes
noise naturally existing in the system and in the environment. The noise
is called biological fluctuation “Yuragi (in Japanese).” We are studying
applications of Yuragi to robotic systems as collaborative works between
robotics and biology in Osaka University.
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Active Learning by Selecting New Training

Samples from Unlabelled Data

Ho Gyeong Kim, Cheong-An Lee, and Soo-Young Lee
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373-1 Guseong-dong, Yuseong-gu, Daejeon 305-701, Korea

Abstract. Human utilizes active learning to develop their knowledge
efficiently, and a new active learning model is presented and tested for
automatic speech recognition systems. Human can self-evaluate their
knowledge systems to identify the weak or uncertain topics, and seek
for the answers by asking proper questions to experts (or teachers) or
searching books (or webs). Then, the new knowledge is incorporated into
the existing knowledge system.
Recently this active learning becomes very important to many prac-

tical applications such as speech recognition and text classification. On
the internet abundant unlabelled data are available, but it is still diffi-
cult and time consuming to get accurate labels for the data. With the
active learning paradigm, based on uncertainty analysis, a few data will
be identified to be included in the training database and the correspond-
ing labels will be asked to users. The answers will be incorporated into
the current knowledge base by an incremental learning algorithm. This
process will be repeated to result in a high- accuracy classification system
with minimum number of labelled training data.
The active learning algorithm had been applied to both a simple toy

problem and a real-world speech recognition task. We introduced a un-
certainty measure for each unlabelled data, which is calculated from the
current classifier. The developed algorithm shows better recognition per-
formance with less number of labelled data for the classifier training. In
the future we will also incorporate a smooth transition on the selection
strategy based on the exploitation-exploration trade-off. At the early
stage of learning human utilizes exploitation while exploration is applied
at the later stage.

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, p. 31.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013



Biologically Inspired beyond Neural: Benefits

of Multiple Modeling Levels

Christian Lebiere

Human-Computer Interaction Institute
School of Computer Science
Carnegie Mellon University

Pittsburgh, PA

Abstract. Biologically inspired cognitive architectures can adopt dis-
tinct levels of abstraction, from symbolic theories to neural implementa-
tions. Despite or perhaps because of those widely different approaches,
they can constrain and benefit from each other in multiple ways. The
first type of synergy occurs when a higher-level theory is implemented in
terms of lower-level mechanisms, bringing implementational constraints
to bear on functional abstractions. For instance, the ACT-RN neural
network implementation constrained future developments of the ACT-R
production system cognitive architecture in biologically plausible direc-
tions. The second type of synergy is when cognitive architectures at dis-
tinct levels are combined, leading to capabilities that woudn’t be readily
available in either modeling paradigm in isolation. The SAL hybrid archi-
tecture, a Synthesis of the ACT-R cognitive architecture and the Leabra
neural architecture, provides an illustration through its combination of
high-level control and low-level perception. The third type of synergy re-
sults when the same task or phenomena are modeled at different levels,
bringing insights and constraints across levels. Models of the sensemak-
ing processes developed in both ACT-R and Leabra illustrate the deep
correspondence between mechanisms at the symbolic, subsymbolic and
neural levels.

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, p. 33.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013



Turing and de Finetti Ganes: Machines Making

Us Think

Ignazio Licata

Dip. Scienze della Formazione e Scienze Cognitive,Univ. Messina
Via Concezione 6/8, 98100 Messina, Italy

Abstract. Turing proposed his game as an operational definition of in-
telligence. Some years before the Italian mathematician Bruno de Finetti
had showed how the concept of “bet” could be formalized by the no-
tion of subjective probability. We will show how both approaches exhibit
strong analogies and hide behind the formalism the complex debate on
subjectivity and the abductive facet of human cognition.

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, p. 35.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013



How to Simulate the Brain

without a Computer

Karlheinz Meier

EPFL - BLUE BRAIN PROJECT
CH-1015 Lausanne - Switzerland

Abstract. The brain is fundamentally different from numerical informa-
tion processing devices. On the system level it features very low power
consumption, fault tolerance and the ability to learn. On the microscopic
level it is composed of constituents with a high degree of diversity and
adaptability forming a rather uniform fabric with universal computing
capabilities.
Neuromorphic architectures attempt to build physical models of such

neural circuits with the aim to capture the key features and exploit
them for information processing. In the talk I will review recent work
and discuss future developments.

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, p. 37.
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Odor Perception through Network

Self-organization: Large Scale Realistic
Simulations of the Olfactory Bulb

Michele Migliore

Institute of Biophysics
National Research Council

Via U. La Malfa 153, 90146 Palermo, Italy

Abstract. Analysis of the neural basis for odor recognition may have
significant impact not only for a better explanation of physiological and
behavioral olfactory processes, but also for industrial applications in the
development of odor-sensitive devices and applications to the fragrance
industry. While the underlying mechanisms are still unknown, experi-
mental findings have given important clues at the level of the activation
patterns in the olfactory glomerular layer by comparing the responses to
single odors and to mixtures. The processing rules supporting odor per-
ception are controversial. A point of general importance in sensory phys-
iology is whether sensory activity is analytic (or elemental) or synthetic
(or configural). Analytic refers to the perception of individual compo-
nents in a mixture, whereas synthetic refers to the creation of a unified
percept. An example of analytic perception is taste in that sweet and
sour can be combined in a dish and tasted individually. The mixture of
blue and yellow to make green is an example of synthetic perception in
vision. Which one of these properties applies to any given odor mixture
is unclear and often confusing. In recent papers this problem has been
intensely investigated experimentally but the underlying computational
and functional processes are still poorly understood. The main reason is
that the practical impossibility of recording simultaneously from a rea-
sonable set of cells makes it nearly impossible to decipher and understand
the emergent properties and behavior of the olfactory bulb network. We
addressed this problem using a biological inspired cognitive architecture:
a large-scale realistic model of the olfactory bulb. We directly used ex-
perimental imaging data on the activation of 74 glomeruli by 72 odors
from 12 homologous series of chemically related molecules to drive a bio-
physical model of 500 mitral cells and 10,000 granule cells (1/100th of
the real system), to analyze the operations of the olfactory bulb circuits.
The model demonstrates how lateral inhibition modulates the evolving
dynamics of the olfactory bulb network, generating mitral and granule
cell responses that support/explain several experimental findings, and
suggests how odor identity can be represented by a combination of tem-
poral and spatial patterns, with both feedforward excitation and lateral
inhibition via dendrodendric synapses as the underlying mechanisms fa-
cilitating network self-organization and the emergence of synchronized
oscillations. More generally, our model provides the first physiologically

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, pp. 39–40.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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plausible explanation of how lateral inhibition can act at the brain re-
gion level to form the neural basis of signal recognition. Through movies
and real time simulations, it will be shown how and why the dynamical
interactions between active mitral cells through the granule cell synaptic
clusters can account for a variety of puzzling behavioral results on odor
mixtures and on the emergence of synthetic or analytic perception.
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Extending Cognitive Architectures 

Alexei V. Samsonovich 
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Abstract. New powerful approach in cognitive modeling and intelligent agent 
design, known as biologically inspired cognitive architectures (BICA), allows 
us to create in the near future general-purpose, real-life computational equiva-
lents of the human mind, that can be used for a broad variety of practical  
applications. As a first step toward this goal, state-of-the-art BICA need to be 
extended to enable advanced (meta-)cognitive capabilities, including social and 
emotional intelligence, human-like episodic memory, imagery, self-awareness, 
teleological capabilities, to name just a few. Recent extensions of mainstream 
cognitive architectures claim having many of these features. Yet, their imple-
mentation remains limited, compared to the human mind. This work analyzes 
limitations of existing extensions of popular cognitive architectures, identifies 
specific challenges, and outlines an approach that allows achieving a “critical 
mass” of a human-level learner. 

Keywords: BICA Challenge, human-level AI, learner critical mass, episodic 
memory, goal generation. 

1 Introduction 

Emergent new field of BICA1 research brings together artificial intelligence, cognitive 
and neural modeling under a new umbrella: the overarching BICA Challenge to create 
a computational equivalent of the human mind [1, 2]. The challenge calls for an ex-
tension of cognitive architectures with new features that should bring them to the 
human level of cognition and learning. The list of these features includes episodic 
memory, theory-of-mind, a sense of self, autonomous goal setting, various forms of 
metacognition, self-regulated and meta-learning, emotional2 and social intelligence, 
and more. Many recently extended popular cognitive architectures are claimed to 
have some or most of these features and capabilities. However, a critical question is 
whether the level of their implementation and usage is adequate to requirements set 

                                                           
1 BICA stands for “biologically inspired cognitive architectures”. The acronym was coined by 

DARPA in 2005 as the name of a program intended to develop psychologically and neurobio-
logically based computational models of human cognition. 

2 While the terms “emotional cognition” and “emotional intelligence” are highly overloaded in 
the literature with controversial semantics, they are used here generically to refer to cognitive 
representation and processing of emotions, moods, feelings, affects, appraisals, etc. 
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by the challenge [2]. The present work addresses this question by examining particu-
lar examples, pointing to problems with existing implementations and setting specific 
challenges for future research. 

Since the onset of cognitive modeling as a research paradigm, attempts are made to 
implement and study complete cognitive agents embedded in virtual or physical envi-
ronments [3]. Computational frameworks used for designing these agents are known 
as cognitive architectures [4-8]. A cognitive architecture is considered “biologically 
inspired” when it is motivated by the organization and principles of biological intelli-
gent systems, primarily, the human brain-mind. From this point of view, the majority 
of modern cognitive architectures belong to the BICA category. E.g., the most popu-
lar cognitive architectures, including ACT-R [9, 10] and Soar [11-14], originated 
from the Allen Newell’s goal to model principles and mechanisms of human cogni-
tion [3], as opposed to the original goal of reproducing human intelligent capabilities 
in artificial intelligence [15] without necessarily replicating their mechanisms, or the 
goal in neuroscience – to understand how the brain works at the neuronal level. 

 
 

 

Fig. 1. Template for comparison of extensions of cognitive architectures. Only components 
within the solid circle belong to the cognitive architecture proper, of which the components 
shown in bold red are typically considered extensions. Virtually all circles may have direct 
connections to the environment (dashed vertical arrows). 
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A certain minimal set of elements including perception, cognition based on stored 
procedures, and action control, is common for all cognitive architectures due to the 
requirement of completeness. In these sense, other features can be regarded as exten-
sions. The focus here is on extensions that are necessary for solving the BICA Chal-
lenge (Figure 1, red; [2]). 

2 State of the Art and Limitations of Extensions: Examples 

2.1 Limited Episodic Memory 

As an example, let us consider the state of the art of episodic memory implementation 
and usage in cognitive architectures represented by the extended Soar [13, 14]. Epi-
sodic memory in Soar is stored as snapshots of contents of working memory taken 
together with contextual metadata. In principle, forms of episodic memory in Soar 
also include prospective memories of intents and plans. Retrieval is possible by acti-
vation of cues or by context. Usage may include many functions [14]: e.g., analysis of 
past episodes and retroactive learning, prediction and guidance in action selection, 
repetition avoidance. 

This broad spectrum of functionality and usage of episodic memory looks much 
better than early implementations; yet many limitations still remain. Unlike human 
episodic memory, episodic memory in Soar does not remain plastic after its forma-
tion, and it is not modified or replicated every time when it is accessed (cf. [16]). 
Also, it mostly represents experiences of the actual past situations of the agent. The 
uniqueness of remembered episodes in many cases appears not critical for their usage: 
merging similar episodic memories may be allowed, which in psychological terms 
means mixing the notions of episodic and semantic memory.  

The rich system of relations among remembered episodes characteristic of human 
memory is missing in these implementation, and as a consequence, strategic retrieval 
mechanisms with step-by-step contextual reinstatement [25, 26] are not implementa-
ble. Episodic memory of imagery is also missing, but is on the list in [14]. 

2.2 Limited Metacognition 

Metacognition is a very broad notion, which in various forms is intimately interleaved 
virtually in all human cognition. It is impossible to address this topic here in detail. 
First, it is important to separate from metacognition anything that is not cognition  
on its own: e.g., internal sensing and autoregulation of the computational process 
(Figure 1, upper-left circle).  

Speaking of metacognition as cognition about cognition, of particular interest are 
functions with known implementations in cognitive architectures, for example, 
Theory-of-Mind reasoning and autonomous goal generation [17, 18]. One general 
limitation of these implementations is that reasoning about goals is driven by a persis-
tent meta-goal, and in this sense amounts to a sub-goal reasoning or planning.  
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Similarly, Theory-of-Mind in artificial intelligence is traditionally understood as a 
system of beliefs about beliefs of others processed from the same first-person mental 
perspective of the agent, in contrast with more rich mental simulations of others’ 
mental perspectives performed by humans [20, 21]. 

2.3 Limited Affective Cognition 

Extended Soar [13, 14] implements emotional intelligence by adding an appraisal 
detector as a separate module, which implements the theory of Scherer. The usage of 
tis module is that it generates one global characteristic (appraisal) of the current state 
of the agent, which can be used as a reward signal in reinforcement learning. 

Limitations compared to human emotional cognition are innumerous; only a few 
examples can be named here. First and foremost, this approach does not allow for 
representation of social (complex) emotions. Secondly, it does not allow for simulta-
neous processing of multiple appraisals and appraisals of mental states of others. 

3 Specific Challenges for BICA Designs: Examples 

The above limitations suggest challenges for new cognitive architecture designs. The 
subset of challenges selected as examples below is not random. They contribute to an 
emergent coherent story that addresses the critical question of the BICA Challenge 
[2]: how to achieve the human learner critical mass? One specific approach is outlined 
in Section 4. 

3.1 Plastic Prospective Episodic Memory 

Episodic memory in humans is not limited to static snapshots of past experiences: it 
also stores imagined future or abstract situations, imagined experiences of others, and 
it is changed every time when it is accessed by mechanisms like reconsolidation and 
multiple trace formation. Many of these features will be critical for the believability 
of the agent and for its autonomous cognitive growth up to a human level. For exam-
ple, remembered dreams of the future may help to generate new goals (see below); re-
evaluating the past based on corrected beliefs may improve self-consistency of the 
agent cognition, and so on. 

One specific challenge for future implementations is to have plastic prospective ep-
isodic memory of the imagined future scenario, in which not only the plan of achiev-
ing the goal, but also the understanding of the goal itself, as well as sub-goals, may 
change in response to new information in a more natural, human-like way. As a pre-
requisite for doing this, a significant first step, e.g., in Soar would be getting a goal 
situation represented in episodic memory as an imagined experience of the agent, 
thereby giving the agent new reasoning capabilities. This format of goal representa-
tion is already the standard for some existing frameworks: e.g., GMU BICA [24]. 
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3.2 Creative Autonomous Goal Generation 

The extension of episodic memory discussed above will allow the agent to reason 
about the goal as a perceived state of the world, questioning own beliefs, applying 
new knowledge and performing mental simulations in that state. The challenge is then 
to enable bootstrapped generation of higher and more complex goals that make sense 
in a given world, starting from a minimal set of innate primitive drives. A successful 
approach will combine many cognitive capabilities discussed in this article.  

With multiple potential goal situations represented as plastic prospective episodic 
memories that are subject to metacognition, the agent will have possibilities of engi-
neering and selection of goals. This process also requires metacognitive reasoning 
about goals. Processes of goal reasoning and goal selection can be automated using 
various approaches [17, 27], and in general rely on a system of values. 

3.3 Human-Level Emotional Intelligence 

Thus, a system of values appears necessary for the agent to be able to generate new 
goals. In order to be human-like, the goal selection process in an agent must be guided 
by a human-level system of values. This is only one aspect of the challenge of achiev-
ing human-level emotional intelligence in artifacts. Another aspect is the necessity for 
an agent to be integrated with human partners in a team, implying the ability to devel-
op mutual relationships of trust, respect, subordination, etc. Complex social emotions 
are inevitably involved in the formation and maintenance of such relationships, which 
means that artifacts should be able to understand, generate, recognize and express 
social emotions. The “understand” part appears to be the hardest at present. 

3.4 Human Learner Critical Mass 

The human learner critical mass challenge is to identify, design and create a minimal 
cognitive architecture with minimal initial knowledge and skills, capable of human-
like learning up to a level that a typical human can achieve in similar settings. The 
learning process does not need to be autonomous and may involve human instruction, 
mentoring, scaffolding, learning from examples, interaction with resources of various 
nature available to humans. The challenge can be further divided into a set of domain-
specific human learner critical mass challenges and a general-purpose human learner 
critical mass challenge, the former being a precondition for the latter. The hypothesis 
is that a solution can be found in a simple form, as opposed to manual implementation 
and integration of all human intelligent capabilities. In this case, interactive learning, 
self-organization and evolution is expected to be among the main techniques used for 
creation of intelligent agents. 

4 Toward Human-Like Intelligent Artifacts 

The above consideration suggests that the challenge of cognitive growth of an artifact 
up to a human level of general intelligence (the human learner critical mass challenge) 
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impinges on the evolvability of goals and values in an artificial cognitive system, 
which in turn requires artificial emotional intelligence. This section introduces a new 
approach to addressing the challenge, based on developing emotional intelligence in 
artifacts [22] and using it together with potential goal enumeration in order to gener-
ate a system of goals. 

4.1 Emotional Extension of the Mental State Framework 

The mental state framework [19] essentially relies on two building blocks: a mental 
state, that attributes specific content of awareness to a specific mental perspective of 
an agent, and a “schema”: the term in this case refers to a specific structure that can 
be used to represent any concept or category. Instances of schemas populate mental 
states. Each instance has a standard set of attributes [24]. 

“Emotional” extension of this framework is based on the introduction of three new 
elements [22]: (i) an emotional state (an attribute of a mental state), (ii) an appraisal 
(an attribute of a schema), and (iii) higher-order appraisal schemas, that can be also 
called “moral schemas”. As the name suggests, these schemas recognize patterns of 
appraisals and emotional states, and are intended to represent complex or social emo-
tions and relationships, including pride, shame, trust, resentment, compassion, jealou-
sy, sense of humor, etc. Available phenomenological data [28] can be used to define 
these schemas – or to map naturally emerging in the architecture new schemas onto 
familiar concepts. 

4.2 Enumeration of Potential Goals 

A useful enumeration of possible, virtually relevant, or potential goals in a given 
world or situation could be the key to goal generation. In order to enumerate possible 
goals in a useful way, one can use a semantic metalanguage [23, 29]: specifically, the 
shared by all languages lexical-conceptual core of semantic primes and their asso-
ciated grammar. Examples of semantic primitives include very basic notions like 
“above”, “big”, “more”, “have”, “inside”, “move”, “see”, “want”, etc. From these 
fundamental notions, generic goal-like notions can be formed, e.g.: “survive”, “satisfy 
desire”, “possess”, “secure”, “dominate”, “have freedom”, “explore”, etc. that can be 
applied to specific objects and situations in various combinations. Therefore, in a 
given setup, a conceptual lattice [31] of potential goals can be generated using the 
fundamental primitives. Then, classification and selection among potential goals 
should be done using a system of values organized in a Maslow hierarchy [30]. 

4.3 Generation of New Values 

Thus, goal selection guided by the system of values requires a human-like system of 
values, and its natural development depends on the agent’s ability to generate  
new values, which can be done by moral schemas, which therefore play the role of a 
“critical element” of the critical mass of a human-level learner. Moral schemas can be  
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innate or emergent. Future studies will estimate this component of the critical mass in 
terms of a minimal subset of moral schemas that enable autonomous development of a 
human-compatible system of values and goals in a given environment. 

5 Discussion 

This paper presented a brief overview of cognitive architecture extensions with ad-
vanced, human-inspired cognitive capabilities, and pointed to the wide gap between 
existing implementations and the human mind. Several examples of specific chal-
lenges in bridging the gap were outlined, that allow us to decompose the BICA Chal-
lenge. Possible approaches to solving some of these challenges were discussed. 

The key question is, which of these biologically inspired advanced features are 
critical, and which may be optional? “Critical” here means critical for acceptance as 
cognitively “equal” minds by humans, and for achieving a human-level learner criti-
cal mass. The analysis of the latter challenge presented here suggests that the critical 
set should include the above examples described as specific challenges, and more. 
Specifically, human-level emotional intelligence appears to be a necessary feature for 
the agent believability and for the sense of co-presence associated with the agent. It is 
also an essential component in self-regulated learning, which is one of the mechan-
isms required for achieving the critical mass: this aspect will be discussed elsewhere. 
As the consideration presented here illustrates, a general approach to solving the out-
lined challenges can be based on the formalism of multiple mental states simulta-
neously present in working memory [19], which therefore appears to be promising. 

5.1 Conclusions 

As a first step toward solving the BICA Challenge, state-of-the-art BICA need to be 
extended to enable advanced cognitive capabilities, including emotional intelligence, 
human-like episodic memory, and the ability to generate new goals and values. Exist-
ing extensions of mainstream cognitive architectures remain limited, compared to the 
human mind. Based on the analysis of these limitations and challenges, it is found here 
that human-level emotional intelligence is a critical component in the human-level 
learner critical mass. A specific approach to achieving the critical mass outlined here 
implies that more complex goals can be generated automatically based on an enume-
rated set of potential goals generated using universal cognitive elements like semantic 
primes, and the rules of goal selection can be based on an evolving system of values 
generated by moral schemas. These findings suggest tasks for future research. 
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Babies and Baby-Humanoids to Study Cognition
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Abstract. Simulating and getting inspiration from biology is certainly
not a new endeavor in robotics. However, the use of humanoid robots
as tools to study human cognitive skills it is a relatively new area of
research which fully acknowledges the importance of embodiment and
interaction (with the environment and with others) for the emergence of
cognitive as well as motor, perceptual and social abilities.
The aim of this talk is to present our approach to investigating human

cognitive abilities by explicitly addressing cognition as a developmental
process through which the system becomes progressively more skilled and
acquires the ability to understand events, contexts, and actions, initially
dealing with immediate situations and increasingly acquiring a predictive
capability.
During the talk I will also argue that, within this approach, robotics

engineering and neuroscience research are mutually supportive by provid-
ing their own individual complementary investigation tools and methods:
neuroscience from an “analytic” perspective and robotics from a “syn-
thetic” one. In order to demonstrate the synergy between neuroscience
and robotics I will start by briefly reviewing a few aspects of neuroscience
and robotics research in the last 30 years to show that the two fields have
indeed progressed in parallel even if, until recently, on almost indepen-
dent tracks. I will then show that since the discovery of visuo-motor
neurons our view of how the brain implements perceptual abilities has
evolved, from a model where perception was linked to motor control for
the only (yet fundamental) purpose of providing feedback signals, toward
an integrated view where perception is mediated not only by our sensory
inputs but also by out motor abilities. As a consequence the implemen-
tation and use of perceptive and complex humanoid robots has become
not only a very powerful modeling tool of human behavior (and the un-
derlying brain mechanisms) but also an important source of hypothesis
regarding the mechanisms used by the nervous system to control our
own actions and to predict the goals of someone elses actions. During
the talk I will present results of recent psychophysical investigations in
children and human adults as well as artificial implementations in our
baby humanoid robot iCub.
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Towards Architectural Foundations for Cognitive

Self-aware Systems

Ricardo Sanz and Carlos Hernández
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Abstract. The BICA 2012 conference main purpose is to take a signifi-
cant step forward towards the BICA Challenge -creating a real-life com-
putational equivalent of the human mind. This challenge apparently calls
for a global, multidisciplinary joint effort to develop biologically-inspired
dependable agents that perform well enough as to to be fully accepted
as autonomous agents by the human society. We say “apparently” be-
cause we think that “biologically-inspired” needs to be re-thought due to
the mismatch between natural and artificial agent organization and their
construction methods: the natural and artificial construction processes.
Due to this constructive mismatch and the complexity of the operational
requirements of world-deployable machines, the question of dependabil-
ity becomes a guiding light in the search of the proper architectures of
cognitive agents. Models of perception, cognition and action that render
self-aware machines will become a critical asset that marks a concrete
roadmap to the BICA challenge.
In this talk we will address a proposal concerning a methodology

for extracting universal, domain neutral, architectural design patterns
from the analysis of biological cognition. This will render a set of design
principles and design patterns oriented towards the construction of better
machines. Bio-inspiration cannot be a one step process if we we are going
to to build robust, dependable autonomous agents; we must build solid
theories first, departing from natural systems, and supporting our designs
of artificial ones.
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CADIA & School of Computer Science, Reykjavik University and Icelandic Institute
for Intelligent Machines

Menntavegur 1, 101 Reykjavik, Iceland
thorisson@iiim.is, thorisson@hr.is

Abstract. The development of artificial intelligence (AI) systems has
to date taken largely a constructionist approach, with manual program-
ming playing a central role. After half a century of AI research, enormous
gaps persist between artificial and natural intelligence. The differences in
capabilities are readily apparent on virtually every scale we might want
to compare them on, from adaptability to resilience, flexibility to robust-
ness, to applicability. We believe the blame lies with a blind application
of various constructionist methodologies building AI systems by hand.
Taking a fundamentally different approach based on new constructivist
principles we have developed a system that goes well beyond many of the
limitations of present AI systems. Our system can automatically acquire
complex skills through observation and imitation. Based on new pro-
gramming principles supporting deep reflection and auto-catalytic prin-
ciples for maintenance and self-construction of architectural operation,
the system is domain-dependent and can be applied to a vast array of
problem areas. We have tested the system on a challenging task: Learning
a subset of socio-communicative skills by observing humans engaged in a
simulated TV interview. This presentation introduces the core method-
ological ideas, architectural principles, and shows early test scenarios of
the system in action.
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Learning and Creativity in the Global

Workspace

Geraint A. Wiggins
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Abstract. The key goal of cognitive science is to produce an account
of the phenomenon of mind which is mechanistic, empirically supported,
and credible from the perspective of evolution. In this talk, I will present
a model based on Baars’ [1] Global Workspace account of consciousness,
that attempts to provide a general, uniform mechanism for information
regulation. Key ideas involved are: information content and entropy [4,8],
expectation [3,7], learning multi-dimensional, multi-level representations
[2] and data [5], and data-driven segmentation [6].
The model was originally based in music, but can be generalised to

language [9]. Most importantly, it can account for not only perception
and action, but also for creativity, possibly serving as a model for original
linguistic thought.
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Abstract. In this paper we present an engagement system for the iCub robot that
is able to arouse in human partners a sense of “co-presence” during human-robot
interaction. This sensation is naturally triggered by simple reflexes of the robot,
that speaks to the partners and gazes the current “active partner” (e.g. the talking
partner) in interaction tasks. The active partner is perceived through a multimodal
approach: a commercial rgb-d sensor is used to recognize the presence of humans
in the environment, using both 3d information and sound source localization,
while iCub’s cameras are used to perceive his face.

Keywords: engagement, attention, personal robots.

1 Introduction

A sense of attention and engagement naturally emerges in humans during social in-
teractions. This sensation of “co-presence” depends on different behaviors that show
cognitive capabilities [1] [2]. In particular, establishing and maintaining eye contact
between people involved in interactions is one of the key factors causing the “social
engagement” [3] [4]. Thanks to this behavior we can communicate in a non-verbal way
a variety of social information about attention and involvement in a conversation or a
context. Harnessing people perception is thus fundamental for enhancing human-robot
interaction. For example when robot and humans cooperate to perform a task or share
a plan, if the robot expresses its engagement to the human partner by fixation, the latter
is naturally prone to consider that the robot is following its commands. Social robots
should be provided with this ability to improve the sense of social connection with
humans [5] [6].

Fig. 1. People interacting with iCub (left). An sketch of a typical interaction scenario (center). A
human partner catch the robot’s attention to show a new object (right).
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In this paper we present a simple engagement system for the humanoid robot iCub [7],
which will be foundational to more evolved HRI modules. The proposed system imple-
ments a multimodal approach to people detection and is able to let the robot identify
and track the “active” partner (Figure 1).

2 System Overview

In typical human-robot interaction scenarii, one or more humans interact with the robot
as partners sharing a plan or cooperating to fulfill a common task. The robotic system
presented in this paper follows a multimodal approach to perceive and track these part-
ners. A Microsoft Kinect is used to perceive and reconstruct the environment to retrieve
the possible presence of humans. At the same time the 4 microphones array embed-
ded in the Kinect is used to localize sound sources. It is assumed that a sound coming
from the same direction of a human corresponds to his voice or to some noise that the
partner intentionally produces to catch the robot’s attention. Hence, when a sound is
perceived, the system fuses the source localization information with the people location
information and, accordingly, marks the “active partner”, i.e. the current person talking
or producing sounds. This information is exploited by a gaze controlling mechanism
to move the robot’s head and eyes so as to center the person in its field of view. Fi-
nally, the iCub camera stream is analyzed to detect human faces, to fine tune the person
localization.

The proposed approach has been implemented as the interoperation of several soft-
ware modules through different technologies. As shown in Figure 2, rgb-d data from the
Kinect is elaborated in the “Skeleton Tracking” system, to extract and track the three-
dimensional models of the human partners in the scene. At the same time, the “Sound
Source Localization” system detects the presence of sounds and locates their directions.
This information is collected by an “Attention System”, which fuses the multisensory
processed data so as to determine the current active partner. Lastly, this localization in-
formation is used by the “iCub Gaze Controller” to accordingly move the head and eyes
(both are actuated) of the robot, so that the cameras are centered on the human partner.
At the same time, the “Face Detection” module carries on the detection of humans based
on their faces, collecting and analyzing image frames from the iCub’s cameras.

The iCub control system takes advantage of the YARP framework [8], while the per-
ception system that collects and elaborates data from the Kinect has been built using
the ROS framework [9]. Both YARP and ROS support the development of several in-
dependent software modules that can be executed in a distributed environment and are
able to communicate among different channels. Since the communication protocol of
the two middlewares is different, a two ways YARP-ROS bridge has been built using
standard Unix pipes to exchange the data between the two according to their own rules.

3 Multimodal Active Partner Tracking

The active partner tracking system relies on a multimodal approach that fuses differ-
ent types of information: a 3d model of the human presents in the environment; the
direction of the perceived sounds; the faces of the detected partners. The tracking of



Multimodal People Engagement with iCub 61

Fig. 2. The modules that composes the system

all the human partners interacting with the robot exploits the 3d sensor of the Kinect
and a skeleton recognition algorithm from the OpenNi library1. After a calibration step,
in which the person is encouraged to assume a standard pose in front of the Kinect
(Figure 3a), the algorithm is able to detect and track the human partner in the environ-
ment. The points cloud collected from the sensor is analyzed to extract the presence
of human bodies; then the single body parts (head, trunk, shoulders, elbows, knees,
etc.) are recognized. Finally, a complete description of the skeleton is obtained in terms
of positions in the environment of the body parts. Though having a detailed descrip-
tion of human pose, only the position of the head of each human partner is retained.
Particularly, the head of the “active” partner is localized in order to make the robot
gaze directly at it. The Kinect’s 4-microphones array is used for sound source detection
and localization. The processing relies on HARK library2, which implements a version
of the MUSIC algorithm [10], that is able to localize and segregate sounds assuming
near-field range conditions (Figure 3b). In particular, the algorithm focuses on noisy
dialog contexts between humans and a robot [11]. If the sound perceived comes from
the same direction of a human partner, the sound is supposed to be his voice (or a noise
intentionally produced by the human to catch the robot’s attention). According to this
simple rule, the speaking partner is marked as “active partner”. A roto-translational ma-
trix is applied to the position of the current active partner to convert his coordinates
from the Kinect’s to the iCub’s reference frame in the Cartesian space; finally iCub is
controlled to point its eyes towards this point, to gaze to the current active partner. In
the gaze action, all the head joints are involved: neck (3 DOF: roll, pitch and yaw) and
eyes (3 DOF: they have common tilt but can pan independently). It is worth noticing
that the association between sound source and human body has some constraints: if
the perceived sound is too far from any human, it is ignored; if a sound is perceived
but no people is detected in the environment, iCub can point at the direction of the
sound. These “automatic reflexes” have been chosen as human-like and easily read-
able behaviors. The cameras located in the iCub’s eyes are also used. In particular, the
Viola-Jones algorithm is used to recognize frontal faces [12]. Viola-Jones classifier is
an efficient detection system that relies on a particular kind of features, called Haar-like.

1 http://www.openni.org/
2 http://winnie.kuis.kyoto-u.ac.jp/HARK/
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These features are capable of encoding the existence of oriented contrast in different re-
gions of the image [13]. In particular, a set of Haar-like features has been extracted from
a training set of different pictures of faces taken under the same lighting conditions and
normalized to line up the eyes and mouths to encode the oriented contrasts and their
particular geometrical relationships showed by human faces. As shown in Figure 3c, ,
the image stream coming from the iCub’s left eye has been elaborated by the trained
classifier that was able to detect and locate the faces of the human partners.

(a) (b) (c)

Fig. 3. The different perceptive sources. Figure 3a: a human skeleton extracted by the rbgd data.
Figure 3b: the stream of sound sources detected by the Kinect (precisely, two sources). Figure 3c:
a frame from iCub’s camera is processed to detect the faces of the active human partner.

4 Experimental Results

First, in a developmental robotics scenario, where human partners interact with the
robot to teach new objects. Two or more caregivers are in front of the robot, their 3D
location being tracked as described in the previous section. As one of the people speaks,
the produced sound is detected and matched with the person’s location. In this case,
the robot points his head towards the “active caregiver”, i.e. the human partner that is
currently trying to teach to the robot. As shown in Figure 4, the system is able to detect
and track the humans in the environment, to mark the active partner, and to detect his
face. If the caregiver speaks and moves at the same time, the robot tracks the human
gazing at his head. If people talk alternatively, as during a conversation, the robot gaze
at the “active” one, emulating a third ”listening” to the conversation. The video showing
some of the experiments can be found at: http://macsi.isir.upmc.fr.

From the point of view of the human partners, a sensation of “social cohesion”, or
“togetherness”, grows up from the gazing of the robot: humans have the feeling of being
perceived by the robot while they interact with it as in a real relation between human
student and human teacher. In particular, the pointing behaviour is able to generate a
feeling of social connection between the robot and the active partner: the human care-
giver feels the attention of the robot as feedback to his teaching attempts. Remarkably,
when partners were asked a feedback about the experiments, they admitted that the sim-
ple gaze of the robot was enough to give the impression that the robot was effectively
listening to their conversation. In other words, co-presence has been felt by the partners
as an increase of the mutual engagement during interaction.

As shown in Figure 5, the system has been used in real-life scenarios in which the
robot joins a conversation between people. In this situation, the robot should be pro-
vided with advanced speech recognition and synthesis abilities to actively engage in
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(a) Disparity map (b) People localized (c) Faces tracked

Fig. 4. Multimodal people localization and tracking. The rgb-d information (fig. 4a) is used to
retrieve the presence of human partners in the environment. The “active partner” is identified
matching this information with the sound sources localized by the microphones array. Figure 4b
shows the information fusion: on the left the Kinect field of view, in blue; over the red semicircle,
the green dot is the direction of the sound source perceived; red dots corresponds to the human
partners perceived; the “active partner” is marked using a blue highlight. The face of the “active
partner” is then extracted from iCub’s camera frames (fig. 4c).

Fig. 5. iCub focuses on the “active partner”, alternatively on the left and on the right

a conversation. However, our simple experiments suggest that the gazing behaviour
arouse in humans to produce a feeling of social presence: even remaining silent, the
robot is perceived as an active agent involved in the conversation.

5 Conclusions and Future Works

In this paper a multimodal people engagement system for the humanoid iCub has been
presented. The system has been tested in experimental scenarios of close interaction
with humans. Experiments show that by the use of gazing and faces engagement it is
possible to establish a direct connection during interactions between humans and robots
and to arouse in the human partners a sense of co-presence of the robot in the environ-
ment. Results encourage us to improve the mutual engagement adding new perception-
action modalities, and further investigate the role of engagement in teaching scenarios,
evaluating its effect in a qualitative way as well as in a quantitative way.
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Abstract. Modern advances in the area of intelligent agents have led to the con-
cept of cognitive robots. A cognitive robot is not only able to perceive complex
stimuli from the environment, but also to reason about them and to act coher-
ently. Computer vision-based recognition systems serve the perception task, but
they also go beyond it by finding challenging applications in other fields such
as video surveillance, HCI, content-based video analysis and motion capture. In
this context, we propose an automatic system for real-time human action recog-
nition. We use the Kinect sensor and the tracking system in [1] to robustly detect
and track people in the scene. Next, we estimate the 3D optical flow related to
the tracked people from point cloud data only and we summarize it by means of
a 3D grid-based descriptor. Finally, temporal sequences of descriptors are clas-
sified with the Nearest Neighbor technique and the overall application is tested
on a newly created dataset. Experimental results show the effectiveness of the
proposed approach.

Keywords: Action recognition, 3D optical flow, RGB-D data, Kinect.

1 Introduction

The challenge of endowing robotic agents with human-like capabilities is currently ad-
dressed by the cognitive robotics research field. In cognitive robotics, the aim is to
create smart agents able to efficiently perform complex tasks in partially observable
environments. In order to achieve real-world goals, a cognitive robot is equipped with
a processing architecture that combine the perception, cognition and action modules in
the most effective way. Then, a cognitive robot is not only able to perceive complex
stimuli from the environment, but also to reason about them and to act coherently. Fur-
thermore, a cognitive robot should also be able to safely interact and cooperate with
humans.

The interaction with humans and the interpretation of human actions and activities
have recently gained a central role in the researchers’ community since the spread of
new robotic devices has reached real-life environments such as offices, homes and ur-
ban environments. In this context, we propose an automatic system for real-time human
action recognition. Human action recognition is an active research area in computer
vision. First investigations about this topic began in the seventies with pioneering stud-
ies accomplished by Johanssons [2]. From then on, the interest in the field grew in-
creasingly, motivated by a number of potential real-world applications such as video
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surveillance, HCI, content-based video analysis and retrieval. Moreover, in recent years
the task of recognizing human actions has gained increasingly popularity thanks to the
emergence of modern applications such as motion capture and animation, video editing
and service robotics.

Our system relies on the acquisition of RGB-D data and exploits the Robot Operating
System [3] as a framework. We use the Microsoft Kinect sensor and the tracking system
described in [4] and [1] to robustly detect and track people in the scene. Next, we
estimate the 3D optical flow of the points relative to each person. For this purpose,
we propose a novel technique that estimates 3D velocity vectors from point cloud data
only, thus obtaining a real-time calculus of the flow. Then, we compute a 3D grid-based
descriptor for representing the flow information within a temporal sequence and we
recognize actions by means of the Nearest Neighbor classifier. We tested this technique
on a RGB-D video dataset which contains six actions performed by six different actors.
Our system is able to recognize the actions in the dataset with a 80% accuracy while
running at a medium frame rate of 23 frames per second.

The remainder of the paper is organized as follows: Section 2 provides a complete
review about the recent advances in human action recognition systems. Section 3 de-
scribes the proposed real-time computation of 3D optical flow, while Section 4 outlines
the data structure used to summarize the estimated flow information. Experimental re-
sults are reported in Section 5 and Section 6 concludes the paper and outlines the future
work.

2 Related Work

Most of the works on human action recognition rely on information extracted from
2D images and videos. These approaches mostly differ in the features representation.
Popular global representations are edges [5], silhouettes of the human body [6] [7] [8],
2D optical flow [9] [10] [11] and 3D spatio-temporal volumes [6] [7] [8] [12] [13]
[14]. Conversely, effective local representations mainly refer to [15] [16] [17] [18] [19]
[20] and [21]. The recent spread of inexpensive RGB-D sensors has paved the way
to new studies in this direction. Recognition systems that rely on the acquisition of
3D data could potentially outperform their 2D counterparts, but they still need to be
investigated. The first work related to RGB-D action recognition is signed by Microsoft
Research [22]. In [22], a sequence of depth maps is given as input to the system. Next,
the relevant postures for each action are extracted and represented as a bag of 3D points.
The motion dynamics are modeled by means of an action graph and a Gaussian Mixture
Model is used to robustly capture the statistical distribution of the points. Recognition
results state the superiority of the 3D silhouettes with respect to their 2D analogous.

Subsequent studies mainly refer to the use of two different technologies: Time of
Flight cameras [23][24] and active matricial triangulation systems, in particular the Mi-
crosoft Kinect [25], [26], [27], [28], [29], [30]. [25][26] represent the first attempt to
exploit skeleton tracking information to recognize human actions. This information is
used to compute a set of features related to the human body pose and motion. Then,
the proposed approach is tested on different classifiers: the SVM classification is com-
pared with both the one-layer and the hierarchical Maximum Entropy Markov Model
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classification. Finally, the dataset collected for testing purposes has been made publicly
available by the authors. As for [25][26], the recently published work by Yang et al.
[27] relies on the acquisition of skeleton body joints. The 3D position differences of
body joints are exploited to characterize the posture and the motion of the observed hu-
man body. Finally, Principal Component Analysis is applied to compute the so-called
EigenJoints and the Näives-Bayes-Nearest-Neighbor technique is used to classify these
descriptors. This work consistently outperforms that of Li et al. [22] while using about
a half their number of frames. A different approach is followed in [28] by Zhang and
Parker, where the popular 2D spatio-temporal features are extended to the third di-
mension. The new features are called 4D spatio-temporal features, where the “4D” is
justified by the 3D spatial components given by the sensor plus the time dimension. The
descriptor computed is a 4D hyper cuboid, while Latent Dirichlet Allocation with Gibbs
sampling is used as classifier. Another work in which typical 2D representations are ex-
tended to 3D is [29]. The authors extend the existing definitions of spatio-temporal
interest points and motion history images to incorporate also the depth information.
They also proposes a new publicly available dataset as test bed. For the classification
purpose, SVMs with different kernels are used.

From the application point of view [25], [26], and [29] are targeted to applications
in the personal robotics field, while [22] and [27] are addressed to HCI and gaming
applications. Finally, [28] and [30] are primarily addressed to applications in the field
of video surveillance. In [30], Popa et al. propose a system able to continuously analyze
customers’ shopping behaviours in malls. By means of the Microsoft Kinect sensor,
Popa et al. extract silhouette data for each person in the scene and then compute moment
invariants to summarize the features.

In [23][24], a kind of 3D optical flow is exploited for the gesture recognition task.
Unlike our approach, Holte et al. compute the 2D optical flow using the traditional
Lukas-Kanade method and then extend the 2D velocity vectors to incorporate also the
depth dimension. At the end of this process, the 3D velocity vectors are used to create
an annotated velocity cloud. 3D Motion Context and Harmonic Motion Context serve
the task of representing the extracted motion vector field in a view-invariant way. With
regard to the classification task, [23] and [24] do not follow a learning-based approach,
instead a probabilistic Edit Distance classifier is used in order to identify which gesture
best describes a string of primitives. [24] differs from [23] because the optical flow is
estimated from each view of a multi-camera system and is then combined into a unique
3D motion vector field.

3 3D Optical Flow

In this section, we propose a novel approach to compute the 3D optical flow as an exten-
sion to the third dimension of the traditional 2D optical flow [9] [10] [11]. Computing
the optical flow with real-time performances is really a challenging problem: traditional
2D approaches involve several computations on every pixel of the input images thus
leading to poor temporal performances. On the contrary, we compute 3D optical flow
only for relevant portions of the overall 3D scene.



68 G. Ballin, M. Munaro, and E. Menegatti

In details, we associate a cluster to each tracked person by means of the underlying
tracking-by-detection system [1]. Such a cluster is defined as a 4D point cloud repre-
senting an individual in the 3D world. The four dimensions represent the 3D geometric
coordinates and the RGB color component of each point. With this information, we esti-
mate the 3D optical flow associated to each identified cluster frame-by-frame. The first
step of this process concerns storing the appropriate information. Indeed, at each frame
F and for each track k, we store two elements: the cluster associated to k at frames F
and F −1. The second step involves matching the two point clouds stored at each frame
in order to find correspondences between points.

3.1 Points Matching

Matching cluster points relative to different time instants represents the true insight
of this work. Since we deal with human motion, we cannot assume the whole person
cluster to undergo a rigid transformation. For this reason, we exploit local matching
techniques.

For each track k, let Ak(F −1) be the cluster associated to k at the frame F −1 and let
Ak(F) the cluster associated to k at the frame F . Let P be a generic point in Ak(F − 1).
If we can find the spatial location of P in Ak(F), then we can also estimate the actual 3D
velocity vector representing the movement of P. In order to find a match between the
points in Ak(F−1) and in Ak(F), a two-way matching algorithm is applied. First, Ak(F)
is kept fixed and for each point in Ak(F − 1) a 1-nearest neighbor search is performed
in order to find a matching point in Ak(F). Next, the same pattern is repeated with
Ak(F − 1) fixed instead of Ak(F). This way, two different vectors of correspondences
are returned, those vectors are then intersected and a final vector of correspondences is
returned. Since clusters have an average of 300 points, kdtrees with FLANN searches
are used to speed-up the computations. Furthermore, searches are driven by both the
3D geometric coordinates of the points and the RGB color information. In Fig. 1, we
show the correspondences estimated while a person is hand waving. In Fig. 1(a) two
consecutive images are shown, while in Fig. 1 (b) the corresponding cluster points are
reported and the points correspondences are drawn in red. In this work, the 3D optical
flow is seen as a set of estimated 3D velocity vectors that are obtained in constant
time from the vector of estimated correspondences by dividing the spatial difference by
the temporal difference. At an implementation level, the computed optical flow can be
stored as an additional field for each point of Ak(F), thus creating an annotated point
cloud.

4 3D Grid-Based Descriptor

In order to recognize human actions from the 3D optical flow estimated in Section
3, first a suitable description for the flow is required. Indeed, the proposed approach
generally returns a different number of velocity vectors in each frame. To achieve a
fixed size descriptor we compute a 3D grid surrounding each cluster in the scene. The
3D grid provides an effective spatial partition of the cluster points. Furthermore, since
each of the 3D velocity vectors is associated to a cluster point by means of an annotated
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(a) RGB frames (b) Cluster points and estimated
correspondences

Fig. 1. Display of two consecutive RGB frames where the tracking output is drawn as a 3D
bounding box (a) and the cluster points relative to the tracked person, together with the estimated
correspondences (b) with regard to the hand waving action

point cloud, the grid provides also a 3D optical flow partition. In this work, the 3D
grid represents the baseline data structure of the flow descriptor and it is defined by a
fixed number of spatial partitions along the three geometric axes. The grid computation
involves three basic steps. The first step is concerned with defining the minimum and
maximum grid bounds along the three dimensions. Bounds are set so that the current
cluster is centered in the grid, even if movements of the upper limbs occur. In the second
step, the bounds of the grid are combined with the spatial divisions in order to define
the minimum and maximum grid ranges associated to each 3D cube of the grid. The last
step is devoted to place the right points into the right 3D cube. In particular, the current
cluster is scanned and each point is put into the right cube based on its 3D geometric
coordinates. We finally choose to have four partitions along the x, y, and z axis. This
choice is justified by our will of keeping separate the right side of the human body from
the left side, while also keeping limited the size of the descriptor. Such a 3D grid is
shown in Fig. 2. The final descriptor is obtained by summarizing the flow information
contained in each grid cube: the 3D average velocity vector is computed for each cube
and all these vectors are concatenated in a column vector.

The 3D grid-based descriptor is calculated frame by frame, for each track k and frame
F . For the classification purpose, we collect a sequence of n 3D grid-based descriptors
and this sequence represents the final descriptor for the action at issue. Since an action
actually represents a sequence of movements over time, considering multiple frames
could potentially provides more discriminant information to the recognition task with
respect to approaches in which only a single-frame classification is performed. In this
work, we set the constant n to 10 and [31] provides a justification to our choice. Since
we do not have the a priori knowledge about the action duration and since each differ-
ent action is characterized by a different temporal duration, interpolation and sampling
techniques are used to create the final descriptor. At the end, the final descriptor is nor-
malized and used for training and testing purposes. Normalization enables to partially
discard the presence of noise in the raw data.
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Fig. 2. Two different views of the computed 3D grid: 4 partions along the x, y and z axis are used

5 Experiments

In order to test the recognition performances of our descriptor we exploited a simple
1-Nearest Neighbor classifier. The test phase involves four main steps. In the first step
we collect single-frame descriptors in the so called final descriptor until 10 frames are
reached. When the 10 frames are exceeded, a window sampling is applied to obtain a
10-frames final descriptor. As a second step, the final descriptor is normalized, while
in the third step we compute a distance between the test descriptor and all the training
examples in the dataset. We used two types of distance function: the Euclidean distance
function and the Mahalanobis distance function. Finally, the label related to the training
descriptor that has the shortest distance to the test descriptor is chosen as predicted
class.

5.1 Dataset and Setup

Our work is mainly targeted to video surveillance applications. Since no public RGB-D
dataset devoted to recognize typical video surveillance actions is currently available,
we collected a new RGB-D dataset in a lab environment in order to test our recogni-
tion system. The dataset contains six types of human actions: standing, hand waving,
sitting down, getting up, pointing, walking. Each action is performed once by six dif-
ferent actors and recorded from the same point of view. We invited the six volunteers to
naturally execute the actions, and we gave no indication to them about how to accom-
plish movements. Each of the segmented video samples spans from about 1 second to
7 seconds.

5.2 Results

This section discusses the experimental results achieved by performing the 1-Nearest
Neighbor classification on 10-frames final descriptors. Tests have been executed by fol-
lowing the leave-one-out approach: first we chose an actor from the dataset to use its
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recordings as test bed, then we trained the classifier with the examples related to the
other five subjects. We collected the classification results related to the unseen actor
with respect to the training samples. Finally, the process has been performed for each
actor in the dataset. Results are provided in the form of confusion matrices and they are
shown in Table 1 and Table 2. Table 1 is related to a Nearest Neighbor classification
obtained by using the Mahalanobis distance, while Table 2 refers to a Nearest Neighbor
classification based on the Euclidean distance computation. We are able to achieve an
accuracy of 80% and a precision of 74% for the Euclidean-based classification, while
we obtain an accuracy of 78% and a precision of 72% for the Mahalanobis-based clas-
sification. We can notice that the Mahalanobis distance led to worse results with respect
to the Euclidean distance, suggesting that the number of training examples was not
enough for computing reliable means and variances. Moreover, the computation of the
covariance matrix and its inverse is costly when dealing with many dimensions. Ex-
periments also show that our application is able to achieve good recognition results for
those actions in which the movement of the entire human body is involved (e.g. getting
up and walking), while fairly good performances are obtained from the recognition of
actions characterized by the upper limbs motion only (e.g. hand waving and sitting).

Table 1. Confusion matrix related to a Nearest Neighbor classification obtained by using the
Mahalanobis distance. In the matrix: STA stands for standing, HAW stands for hand waving,
SIT stands for sitting down, GET stands for getting up, POI stands for pointing and finally WAL
stands for walking.

STA HAW SIT GET POI WAL

STA 0.67 0.17 0.17
HAW 0.17 0.50 0.17
SIT 0.83
GET 0.17 1.00 0.17
POI 0.17 0.17 0.17 0.50
WAL 0.83

Table 2. Confusion matrix related to a Nearest Neighbor classification obtained by using the
Euclidean distance. In the matrix: STA stands for standing, HAW stands for hand waving, SIT
stands for sitting down, GET stands for getting up, POI stands for pointing and finally WAL
stands for walking.

STA HAW SIT GET POI WAL

STA 0.83 0.33 0.17 0.33
HAW 0.50
SIT 0.83
GET 0.17 1.00
POI 0.17 0.67
WAL 1.00



72 G. Ballin, M. Munaro, and E. Menegatti

With regards to temporal performances, we run the application on a notebook
equipped with a 2nd generation Intel Core i5 processor characterized by a processor
speed that ranges from 2.4 GHz to 3 GHz if the Intel Turbo Boost technology is en-
abled. On this working station, the application runs in real-time with a medium frame
rate of 23 frames per second.

6 Conclusions and Future Work

In this paper, we proposed a method for real-time human action recognition for a cog-
nitive robot endowed with a RGB-D sensor. We focused on the features extraction step
and in particular we exploited 3D optical flow information directly extracted from peo-
ple point clouds to obtain a suitable representation of human actions. To this aim we
also proposed a 3D grid-based descriptor to encode the 3D flow information into a
single vector. The estimation of the 3D optical flow field proved to be effective to the
recognition task with a Nearest Neighbor classifier: we achieved an accuracy of 80%
and a precision of 74% on six basic actions performed of a newly collected RGB-D
dataset. Furthermore, the application runs in real-time at a medium frame rate of 23 fps.

As future works, we envision to make the descriptor more discriminant by using
histograms of 3D flow orientation instead of mean flow orientations. Moreover, we
plan to use more sophisticated classifiers and to extend our dataset in order to include
more actions, even in presence of partial occlusion.
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Abstract. The MGLAIR cognitive agent architecture includes a general
model of modality and support for concurrent multimodal perception
and action. It provides afferent and efferent modalities as instantiable
objects used in agent implementations. Each modality is defined by a
set of properties that govern its use and its integration with reasoning
and acting. This paper presents the MGLAIR model of modalities and
mechanisms for their use in computational cognitive agents.

1 Introduction

The MGLAIR (Multimodal Grounded Layered Architecture with Integrated
Reasoning) cognitive agent architecture extends the GLAIR architecture [10]
to include a model of concurrent multimodal perception and action.

Humans constantly sense and act in multiple modalities simultaneously.
MGLAIR aims to replicate this functionality in computational agents by includ-
ing modular afferent and efferent modalities as part of the architecture – without
necessarily mimicking the actual implementation of the human mind.

As a cognitive architecture [7], MGLAIR provides a high-level specification of
a system in terms of its parts, their functionality, and the interactions between
parts. This system may be used as a platform to implement and test models of
cognition.

MGLAIR is a layered architecture: the Knowledge Layer (KL) and its subsys-
tems perform conscious reasoning, planning, and acting. Each agent’s Sensori-
Actuator Layer (SAL) is embodiment-specific and includes low-level controls for
its sensori-motor capabilities. The Perceptuo-Motor Layer (PML) connects the
mind (KL) to the body (SAL), grounding conscious symbolic representations
through perceptual structures. The PML is itself divided into sub-layers.

MGLAIR’s Knowledge Layer is implemented in SNePS, which is a logic-based
Knowledge Representation and Reasoning system [11] [12]. SNeRE, the SNePS
subsystem that handles planning and acting [5], is a key component of MGLAIR.
It expands agents’ capabilities by connecting logic-based reasoning with acting.
The plans formed and actions taken by an agent at any time depend in part on
the agent’s beliefs (including beliefs about the world based on its perceptions)
at that time.

SNeRE includes mental acts (believing or disbelieving a proposition; adopting
or unadopting a policy), control acts (control structures such as act sequence and
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Fig. 1. MGLAIR

selection), and primitive, agent-specific external acts such as moving, sensing, or
other interactions with the world. Sensing and acting within MGLAIR involve
the flow of data between the agent’s conscious mind and its body. When, in the
course of reasoning and interacting with the environment, an agent decides to
move, it does so by performing actions that utilize the appropriate modality.

Though some existing GLAIR agents use multiple sensory and motor capabil-
ities [8][9], and were initially considered to be “MGLAIR agents,” their multiple
modalities are implemented ad hoc in software and lack an underlying structure
and support from, or integration with, the architecture or the agent as a whole.

Of central importance to MGLAIR is its treatment of afferent and efferent
modalities as instantiable objects that are part of agent implementations. The
architecture specifies how modalities are defined and managed, what proper-
ties they posses, and how their use is integrated with the rest of the system.
Agents using these modalities deal independently with sense data and acts that
correspond to distinct capabilities.

2 Modality

Each modality corresponds to a single afferent or efferent capability of an agent:
a limited resource capable of implementing only a limited number of related
activities.

The set of modalities available to an agent necessarily depends on its em-
bodiment: an agent with motorized wheels and a camera-based vision system
moves by consciously performing actions that use its locomotion modality, and
consciously perceives the world through the use of its visual modality.

Other architectures (e.g. ACT-R [1], Soar [6], CERA [2]) include process-
ing modules for sensory and motor capabilities/modalities. These are usually
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fixed in number and in nature, even in architectures such as EPIC [4], which
focuses on support for multimodal embodied tasks. While MGLAIR provides
default modality definitions for commonly-used modalities, its general model al-
lows agent designers to extend, exclude, or modify these, and to define as many
additional modalities as are needed for different agents and embodiments. It pro-
vides sensible, customizable, default procedures for the integration of percepts
within the knowledge layer.

In MGLAIR, all of an agent’s conscious thought takes place in the agent’s sym-
bolic language of thought at the KL.MGLAIR’s PML structures, with which sym-
bolic knowledge is aligned, constitute unconscious multi-modal representations.

Any action an agent consciously performs is available as an abstract symbolic
representation in the knowledge layer, corresponding to low-level motor control
commands in the SAL, which it is connected to through alignment with the
intermediate PML structures. The flow of distinct types of sensory and motor
impulses between the agent’s mind and body occur independently, each in its
own modality.

An MGLAIR modality possesses a directional data channel that connects the
mind to the body. The modality itself handles the transmission and transfor-
mation of data in the channel: raw sense data within a modality at the SAL is
passed up to the PML and converted to perceptual structures. These structures
in the PML are converted to conscious symbolic representations of percepts as
they are passed upwards to the KL. The exact nature and implementation of
that transformation depends on the type of modality in question and on the
agent’s embodiment.

The SNePS KL and its connections to the PML are implemented in Common
Lisp. MGLAIR does not require the PML itself or the SAL to be implemented
using any particular technology: the software implementations of an agent’s KL,
PML, and SAL may even run on different physical machines.

2.1 Modality Properties

An MGLAIR modality definition is a set of required and optional properties:

A unique name, by which the agent may refer to the modality;
A modality type, a subtype of either afferent or efferent;
Knowledge layer predicates for symbolic representation of percepts or acts;
Data channel specification, including connection type and parameters, as well

as a modality buffer specification, discussed more in Section 2.2;
Conscious access permissions granting the agent knowledge of the modality;
Focus permissions governing focus for the modality (see §2.2);
A conflict handling specification governing conflicting access attempts

(§2.4);
A human-readable description of the modality;
Relations to other modalities – e.g. for proprioception, discussed in §2.5.
Each modality’s definition is shared among the layers of the architecture.
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2.2 Modality Buffers

Each afferent modality data channel includes a buffer of sense data arriving
from the SAL via the lower levels of the PML. Sense data are added to the
buffer as they are generated, and removed in the same order for processing by
the upper levels of the PML. Sense data in the modality buffers are marked with
timestamps. Neither the raw sense data nor their timestamps are consciously
accessible to the agent, though both can be used within the PML to construct
percepts.

To prevent agents from becoming overwhelmed by sense data generated faster
than they can be perceived, modality buffers have an optional fixed capacity,
which is specified when the modality is defined. A modality with a fixed capacity
may handle incoming sense data that would otherwise be placed in its (full) buffer
either by refusing and discarding arriving sense data when the buffer is full, or
by pushing out old data to make room for the new. Modality buffers allow for
either of these possibilities.

Modality buffers without a fixed capacity must specify an expiration interval
for data. Old data in a modality buffer that reaches expiration are discarded
without being processed/perceived. A buffer may have both a capacity and an
expiration interval.

2.3 Modality Focus

An MGLAIR agent may elect to focus more on a particular afferent modal-
ity than on others, or to ignore a particular modality altogether. Each distinct
modality has its own processes in the PML that operate continually and concur-
rently to manage the flow and transformation of data/impulses in the modality.
Altering a modality’s focus increases or decreases the frequency with which its
internal processes run.

The ability to govern modality focus is useful when an agent is carrying out a
task that relies heavily on perceiving with a subset of its sensory modalities, or
when percepts in some modalities may be more urgent than percepts in others.
An agent embodied in a robot with cliff detection and speech recognition might
focus more on perceiving with its cliff detection modality than on its speech
recognition. In this case, and in many others, the less urgent modality may
have a much higher volume of sense data than the more urgent one. Without a
focusing mechanism, such an agent would dedicate its attention to the modality
producing the most percepts.

An agent may alter its focus on a modality by performing one of the following
acts with the modality name as its argument: focus increases the agent’s focus
on the modality; unfocus decreases focus; ignore causes the agent to ignore
the modality completely; attend causes the agent to stop ignoring the modality,
restoring it to the focus level it held before being ignored; and restore-focus

resets the modality’s focus to its starting level.
In order for an agent to consciously act to modify its focus on a modality,

the agent must be aware of the modality, and must have a way of referring to
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it. Not all modalities must be consciously accessible to their agents. Whether a
modality is accessible to an agent is a property of the modality, specified in its
definition.

By default, all of an agent’s modalities have equal focus levels. Each modality
definition may include an initial level of focus for the modality. A modality
definition may also prohibit the agent from changing a modality’s level of focus.

2.4 Sensing and Acting

Rules in the upper layer of each afferent modality transform perceptual data
from the PML into conscious knowledge within the KL. This involves converting
perceptual structures into propositional terms for what is being perceived. These
rules and structures are implemented in PMLs: the PML, sub-layer s. Each such
rule is specific to its modality and uses predicates and terms that may be unique
to the modality to generate the propositional terms that correspond to percepts
in that modality.

Though it is up to the agent designer to specify how complex sense data are are
translated into conscious percepts, the architecture includes default translations
for each afferent modality. These defaults are activated by instantiating and using
a modality that does not redefine them. Separate processes for each modality
connect the PML and KL, converting sense data into knowledge concurrently
as it arrives. This allows the agent to perceive via all of its afferent modalities
simultaneously.

Percepts arriving at the KL can be linked to the modality that produced
them, allowing the agent to reflect on how it came to believe that something is
the case (“I saw it”), and to perform meta-reasoning about its own perceptual
capabilities.

When a primitive act is defined it is associated with an efferent modality. A
single modality may have associated with it multiple acts that use the same ba-
sic bodily capability or resource. For instance, an agent with a grasping effector
might have a modality dedicated to its use. Distinct acts that use the modality,
such as positioning the grasper, grasping an object, and releasing an object, have
distinct conscious representations. When the agent performs acts, the PML and
SAL decompose them from abstract symbols (e.g. grasp) into low-level com-
mands (e.g. apply voltage to motor m for n seconds), and executes those
commands.

Each efferent modality can carry out only a single activity at a time. Any
desired activity that seems to violate this principle should be broken into com-
ponent acts in separate modalities for concurrent use. Plans for complex acts are
formed by combining other acts, either primitive or complex, via control acts.

If an agent attempts to use a single efferent modality while it is already in use,
the conflict is handled in one of several ways: The new impulse may be blocked
and discarded; the new impulse may interrupt and discard the current activity,
then proceed as normal; the new impulse may interrupt and suspend the current
activity, then proceed as normal, in which case the interrupted activity resumes
once the interrupter finishes; or the new impulse may be placed in an act queue
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for that modality and be carried out when the modality is next available. The
manner in which such conflicts are handled is a property of each modality, and
part of its definition.

2.5 Relations between Modalities

We have implemented a simple model of proprioception for MGLAIR in which
an efferent modality is associated with a related afferent modality, allowing the
agent to perceive its own actions based on sense data generated in the SAL. For
example, an agent that is embodied in a wheeled robot with motors that include
a tachometer can use this feature to sense its use of its motors.

The modalities for locomotion and locomotive proprioception are connected at
the PML, where a locomotive proprioception modality register stores perceptual
data pertaining to the current state of locomotion. This may include a simple
sense corresponding to its just being in use, or may be a more advanced sense
based on the position of motors, the duration of the current use, etc. Depending
on the application and design of the agent, the agent may be given conscious
access to this register. In this case, the agent may simply know whenever its
motors are in use because it is able to directly perceive that fact. Alternatively,
proprioceptive modality registers may remain hidden in the PML with their
contents inaccessible to conscious reasoning. In this case, the sense information
they represent can still be used to manage act impulses for that modality within
the PML, for instance by blocking new acts in the associated efferent modality
while it is still in use at the SAL.

This example of an efferent modality tied to a corresponding afferent modality
may serve as a model for the development of more complex inter-modal inter-
actions. A similar approach might join senses from modalities before they are
perceived. E.g., an agent with vision and sonar-based object detection might
merge sensory data from those two modalities into joint percepts in the PML.
This approach might be used to model many of the forms of cross-modal inter-
actions observed in nature [13] [3].

3 Conclusions

The MGLAIR architecture provides a model of afferent and efferent modali-
ties for computational cognitive agents. MGLAIR agents that instantiate these
modality objects can use them to sense and act - and make inferences and plans
about percepts and actions - concurrently in different modalities.

By dividing agents’ capabilities into modular modalities, each with its own
properties governing its use, MGLAIR allows agents to sense and act simulta-
neously using different resources with minimal interference, and to consciously
decide which resources to focus on for particular tasks. The resulting agents are
more useful than counterparts that can be implemented without such modali-
ties, and more accurately mimic the capabilities of cognitive agents observed in
nature.
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Abstract. Aim of the study was to investigate the cognitive processes involved 
and stimulated by educational robotics (LEGO® robots and Kodu Game Lab) in 
lower secondary school students. Results showed that LEGO® and KGL arti-
facts involve specific cognitive and academic skills. In particular the use of 
LEGO® is related to deductive reasoning, speed of processing visual targets, 
reading comprehension and geometrical problem solving; the use of KGL is re-
lated to visual-spatial working memory, updating skills and reading comprehen-
sion. Both technologies, moreover, are effective in the improvement of visual-
spatial working memory. Implications for Human-Robot Interaction and BICA 
challenge are discussed.  

Keywords:  Educational robotics, cognitive skills, academic performance, 
human-robot interaction. 

1 Introduction 

Educational robotics is one of the most challenging research area in the domain of 
Human-Robot Interaction (HRI), and is eligible as one of the best practical domain 
for the BICA challenge [1; 2]. In the constructivist framework [3], robotic and virtual 
interfaces are considered powerful tools for learning concepts about Mathematics, 
Computer programming, and Physics [4], for improving visual-constructive abilities, 
reasoning and problem-solving skills [5; 6] and for enhancing narrative and paradig-
matic thinking [7].  Both LEGO® robotic kits and KGL allow children to build robots 
or agents able to act goal-oriented behaviors, such as to direct themselves toward a 
light, avoid obstacles or move inside a maze, and so on.  

Using LEGO® robotic kits, children build the body of the robot assembling motors 
and sensors (e.g., touch, ultrasonic, or light) with the brain of robot, a programmable 
microcontroller-based brick  (NTX). Then, they may program the mind of the robot 
using an object-based interface inspired to Logo, and based on if-then rules. However, 
LEGO® kits are limited in the kind of behaviors that subjects can design and program.   
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A more extensive programming practice is offered by the recent Kodu Game Lab 
(KGL) [8], a 3D virtual stage for the creation of virtual worlds, in which children can 
define more complex behaviors, movements and interactions with characters and 
objects using similar programming rules [9]. Using KGL children may design virtual 
environments, defining terrain scenarios and adding mountain, volcanoes, lakes, and 
so on. Then, they may enrich the environment by adding funny characters (e.g. Kodu, 
cycle, boat, fish), environmental elements (trees, apples, rocks clouds), paths (streets, 
enclosures, walls)  and city elements (houses, factories, huts, castles)  and, finally, 
they may assign specific behaviors to some of the elements, generating an interactive 
virtual world. Although the literature about KGL is quite recent, first experiments on 
use of Kodu have shown that its visual programming language is particularly easy to 
use also for novice students [10],  compared to textual language models used by 
Alice [11],  Greenfoot [11] and Scratch [13].  

Starting from this theoretical framework, an experiential learning laboratory (32-
hours) involving children was designed with a twofold goal: to study some of the 
cognitive and academic abilities involved in building and programming robots/agents; 
to measure the effectiveness of the laboratory in the enhancement of the same 
cognitive and academic skills. 

2 Method 

2.1 Participants 

The study involved 59 students of 11 years of age, attending an Italian Secondary 
School, that were casually assigned to experimental (F =14, M=22) and control condi-
tion (F=15, M=18). Children of the experimental group  (EG) followed the laboratory 
described below; children of the control group (CG) followed the regular school ac-
tivities. 

2.2 Materials and Procedures 

A pre-post test design was adopted. During the pre-post test phases the cognitive abil-
ities and academic performances of EG and CG were measured using: 

─ eight syllogistic and conditional reasoning tasks, drawn from the Automated Sys-
tem for the Evaluation of Operator Intelligence [14].  

─ the PML working memory battery [15], aimed at measuring phonological and vis-
ual-spatial working memory, executive functions (shifting, updating, inhibition), 
rate of access to long term memory and speed of processing. 

─ the MT Reading Comprehension tasks [16] requiring children to read a narrative 
and an informative passage and to answer to 15 multiple-choice questions for each 
passage.  

─ two arithmetical problem solving tasks and one geometrical problem solving task.  
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Moreover, during laboratory the programming skills of children were assessed using 
two questionnaires (LEGO® -Q and KGL-Q) respectively aimed at examining the 
acquisition of concepts about fundamentals of LEGO® and KGL interfaces, and their 
programming rules.  

2.3 The Laboratory 

The laboratory consisted of eight four–hours sessions, performed during the curricular 
school time, and described below: 

1. Familiarization with Robots – movies describing different kind of fantasy and real 
robot (e.g. Transformers, AIBO, RunBot) were presented to children, ad used as a 
frame to start a circle time discussion about scientific concepts related to Biology, 
Physics and Mathematics (e.g., the notion of brain, mind, sensory-motor apparatus, 
velocity, light spectrum). 

2. Construction of LEGO® robots – In order to let children familiarize with LEGO® 
robotic kit, and to build a small-mobile robot following the instruction provided by 
the manual.  

3. Programming training with LEGO® and creation of the arena – The programming 
interface was introduced to children. Then, they created a narrative scenario (e.g. a 
script) for the robot behavior and built a physical environment (i.e. the arena) using 
pasteboard, colors, modeling paste and other materials. 

4. Programming session with LEGO® and verification - Children realized the pro-
gramming algorithms for adapting the robot to the created environment. Finally, 
they completed the LEGO®-Q questionnaire about the acquisition of LEGO® pro-
gramming skills.  

5. Familiarization with KGL environment – Children acquired the functionality of the 
Xbox controller for interacting with KGL interface and explored some illustrative 
virtual worlds. Next, they designed and realized their own environment, choosing 
terrains, mountains, lakes, and specific characters. 

6. Familiarization with tile-based visual programming of KGL - Children were 
trained to program the virtual world using appropriate rules (a rule in KGL is com-
posed by a when-do tile). 

7. Construction of the virtual world and programming of virtual agents- Children re-
produced the narrative scenario previously realized with LEGO® (session 3), 
enriching it with all the elements and additional features available in KGL.  

8. Programming session with KGL and verification – Children were involved in col-
laborative programming sessions, and were then presented with the KLG-Q ques-
tionnaire aimed at verifying the acquisition of KLG programming skills. 

3 Results 

A correlation analysis was performed with the aim to explore the relationships  
among the performance in cognitive or academic tests used in the pretest phase, and 
the results obtained by children in LEGO®-Q and KLG-Q. Results at Pearson’s  
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product-moment correlation tests showed that deductive reasoning skills (r=.72; 
p<.01) and speed of processing visual targets are related with LEGO®-Q scores 
(r=.45; p<.05). Scores in Visual-spatial working memory (r=.49; p<.05) and in Updat-
ing executive function (r=.46; p<.05) are associated with KGL-Q scores. Reading 
Comprehension scores are correlated both with LEGO®-Q (r=.66; p<.01) and KGL-Q 
scores (r=.48; p<.05), whereas Geometry problem-solving scores are related with 
LEGO®-Q scores (r=.60; p<.01). 

In order to examine the effectiveness of laboratorial activities for the improvement 
of cognitive and academic skills, a series of 2X2 repeated univariate ANOVA with 
two levels of the between-subject factor Group (EG and CG) and two levels of the 
within-subject factor Time (Pre-test and Post-test) was performed on the individual 
scores obtained by children in experimental and control group, in each of the 
cognitive and academic tests. An interaction Group x Time revealed that children in 
EG improved significantly their visual-spatial working memory score compared to the 
CG (F2-43=4.05; p<.005).  

4 Discussion and Conclusion 

Results corroborate the importance of educational robotics in the framework of HRI. 
Indeed, as already suggested in other studies, we demonstrated that LEGO® and KGL 
involve specific cognitive and academic skills and may be effective in the improve-
ment of visual-spatial working memory. Moreover, using KGL software, we gave 
children the opportunity to create a more complex and rich virtual world, overcoming 
some of the limits of using concrete artifacts and real environments. By this way, 
children metaphorically experienced the passage from a concrete phase of thinking-
with-objects to an abstract phase of thinking-with-virtual-objects or representations.  

Experiential robotic labs like this show advantages both for educational purposes 
and for enhancing HRI: by discovering the way robots work, children reason about 
and stimulate their own basic level cognitive abilities. By contextualizing the simple 
and narrow behaviors of robots in a narrative context, children start to consider robot 
as parts of human life, as agents experiencing emotions and motivations. In this sense, 
such educational labs may represent a step on the road to the BICA challenge.  
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Abstract. Multistage decision-making in robots involved in real-world
tasks is a process affected by uncertainty. The effects of the agent’s ac-
tions in a physical environment cannot be always predicted determin-
istically and in a precise manner. Moreover, observing the environment
can be a too onerous for a robot, hence not continuos. Markov Deci-
sion Processes (MDPs) are a well-known solution inspired to the classic
probabilistic approach for managing uncertainty. On the other hand,
including fuzzy logics and possibility theory has widened uncertainty
representation. Probability, possibility, fuzzy logics, and epistemic belief
allow treating different and not always superimposable facets of uncer-
tainty. This paper presents a new extended version of MDP, designed
for managing all these kinds of uncertainty together to describe transi-
tions between multi-valued fuzzy states. The motivation of this work is
the design of robots that can be used to make decisions over time in an
unpredictable environment. The model is described in detail along with
its computational solution.

1 Introduction

Observing the environment can be a too onerous for a robot. A common exam-
ple is offered by vision, a task usually carried out by very expensive routines. In
these cases, the perception can not be continous. On the contrary, it is carried
out at regular intervals, during which the perception of the environment is ab-
sent. In these cases, the robot has to interact with the world without an adequate
perception of the environemt. This problem is often treated through a stochastic
approach. An example is found in [21]. This paper introduces an extended version
of the classical Markov Decision processes able to manage delays in perceptions.
As a matter of fact, the robot has to take into account the inherently uncertain
nature of this task. Moreover, an agent interacting with the world could suffer
the limitations due to the imprecisions of its actuators. This can be true in par-
ticular for robots. In general, robots deal with uncertainty at different levels.
The environment or the goal can be imprecise; the agent can not foresee the
effects of its actions on the environment; agent’s resources may be inadequate to
compute a good strategy. Traditionally, uncertainty has been modeled through
the probability theory. In this paper we propose a wider definition of the concept

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, pp. 89–94.
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of uncertainty. After the first formulations based on probability, the concept of
uncertainty has been widened including possibility. Fuzzy logics was the first
theoretical background for the definition of possibility given by Zadeh. Accord-
ing to a classical view uncertainty was treated through the Probability Theory.
At this time, uncertainty can be treated with the Possibility Theory and Fuzzy
Logics. The term “Possibility Theory” [8] was coined by Zadeh to express the
intrinsic fuzziness of natural languages as well as uncertainty information. This
was the premise for defining the concept of possibility, which can be related to
fuzzy sets. According to Zadeh, associating an uncertain quantity to a fuzzy set
induces for this quantity a possibility distribution, representing the information
about the values this quantity can assume. Another theory proposed to express
uncertainty is the so-called Evidence Theory (or Dempster-Shafer Theory), or
the theory of belief functions. It is a generalization of the Bayesian theory of
subjective probability. Evidence Theory is a mathematical tool for combining
empirical evidences to construct a coherent picture of reality [15]. Spohns the-
ory of epistemic beliefs (EBs) [17], also referred to as kappa calculus, is viewed
as a qualitative counterpart of Bayesian probability theory. In same cases, it is
also referred as rank-based system and qualitative probabilitiy. This theory is a
calculus designed to represent and reason with plain human beliefs. It dexcribes
a formalism to represent plain EBs and procedures for revising beliefs when new
information is obtained. According to it an epistemic state is represented func-
tionally through the so-called disbelief function. This function can be revised in
light of new information on the basis of ad hoc rules. A disbelief function, very
similar to a probability distribution function, is specified by its values for the
singleton subsets of configurations of the variable. In turn, the theoretical find-
ings outlined above allowed researchers to devise new models for agents dealing
with uncertainty. In general, these are possibilistic or fuzzy extensions of their
previous versions inspired to the probabilistic approach. Examples of fuzzy or
possibilistic (PO)MDPs can be found in [1] and in [5]. In this work an extended
version of MDP is presented, which manages the different uncertainty models in
a unified framework. Transitions values can be instantiated seamlessly in terms
of either probability, possibility or EB. Moreover the model allows to describe
the states as multi-valued fuzzy variables. The action strategy is computed using
a reformulation of the backward induction algorithm that takes into account be-
lievability values i.e. both probability, possibility, and EB. The rest of the paper
is arranged as follows. In the next section we propose a unified management
of uncertainty. Next, the proposed model is detailed. Finally, the last section
reports conclusions, and future work.

2 A Unified Approach to Uncertain Reward

The three kinds of uncertainty mentioned above share many different aspects.
Many authors have proposed a unified approach in many different manners. For
this reason we introduce the notion of believability, as a generalization of all
the three different concepts. In our model, we called believability the generic
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uncertain quantity u that can be unified with either probability, possibility, or
EB. This quantity can be referred to as a fuzzy value a ∈ A. Beleivability can
be joined to a believability distribution u(a), whose definition is similar to the
definition of the probability, or possibility, distribution. We introduce also the
conditional believability distribution u(b|a) [3] for all fuzzy values a ∈ A and b ∈
B, as the degree to which it is certain that the element b ∈ B appears, knowing
that the element a is true. A and B are independent if and only if u(b|a) = u(b).
The joint believability distribution u(a, b) for all fuzzy values a ∈ A and b ∈ B, is
the degree to which it is certain that the element a ∈ A and b ∈ B are both true.
In all these definitions the u function is a measure of the believability degree of
its arguments. These functions can be manipulated through a set of operators.
In this work we focus on ⊕b, the believability accumulation operator, and �b,
the believability combination operator. The first operator sums the effects of
new information to the previous knowledge. The latter one represents how new
pieces of informations interact together. For compactness, we define the operator

⊕b
a∈A

u(a) = u(a1)⊕b · · · ⊕b u(an) (1)

with A = {a1, · · · , an} Given the joint believability distribution u(a, b), the
marginal believability distribution over A is defined by

u1(a) = u
⊕bb∈B

(a, b)∀a ∈ A (2)

and the marginal believability distribution over B is given by

u2(b) = u
⊕a∈A

(a, b)∀b ∈ B (3)

To solve a MDP based on believability, we must be able to manage the uncer-
tainty of the expected reward from a policy. Reward can also be managed in
a unified manner through an ad hoc gain accumulation operator ⊕g. The gain
associated to the agent’s next state is not sure, because the agent cannot be
sure of the state itself. The expected reward over all next states s ∈ S can be
computed as a weighted combination of their believabilities ub(s). To this aim
we introduce the gain combination operator �g. The expected reward ER in a
state s can be computed with the equation:

ER = [
⊕gs∈S

�g (r(s, a), ub(s))] (4)

Here S is the state space and r(s, a) is the reward obtained if the agents performs
the action a when being in the state s. As proposed in [18], defined operators
can be instanziated for each distinct kind of managed uncertainty. In table 1
there is a collection of the most common operators. To combine two or more
kinds of uncertainty together, mixed operators have to be defined. In particular,
possibility has been deeply investigated in the past, exploiting the relation that
exist between possibility, probability, and fuzzy. Many approaches and criteria
to convert probability into possibility and vice versa have been defined [8], [12],
[2], [4],[10], [20].
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Table 1. Operators defined for different common kinds of uncertainties: probability,
possibility, and Spohn’s epistemic belief

⊕b �b ⊕g �g

+ ∗ + ∗
max min min max(1− believability, gain)
min + + +

3 A Unified Model of MDP

In this paper we present a unified model of MDP able to manage at the
same time many kinds of uncertainty togetehr. It is defined as a tuple
{S,A, T, r,⊕b,�b,⊕g,�g} where:

– S represents a finite set of states
– A represents a finite set of actions
– BT : S × A× S ⇒ Π(S) is the state transition function where BT (s

′ | s, a)
is the conditional believability of moving to state s

′
when the action a has

been executed in the state s.
– r : S ×A ⇒ R is the reward function and r(s, a) is the expected reward for

taking an action a when the agent is in the state s.
– ⊕b,�b,⊕g,�g: the operators used to manage the uncertainty and reward.

Procedure 1. Calculate an optimal policy

Input: S,BT , ub,⊕b,�b,⊕g,�g

pol = []; {define the policy var}
for all s ∈ S do

V ∗
N+1(s) = 0

end for
for i = N → 1 do

for all s ∈ S do
V ∗
t (s) = maxa∈A⊕g [r(s, a),⊕g[ (

�gs
′∈S

uba(s), V
∗
t+1(s

′
))]] {V ∗

t (s) is the Bellman

equation. At each step, the partial reward is computed from the previous com-
puted one over all the states and all the actions.}
a∗
t (s) = argmaxa∈A ⊕g[r(s, a),⊕g[ (

�gs
′∈S

uba(s), V
∗
t+1(s

′
))]] {At each step the

best action a∗
t (s) in the state s maximizes the partial reward.}

end for
end for

Output: pol, V ∗

Each state s ∈ S can be joined to an array of Fs fuzzy features A1, A2, . . . , AFs .
Each feature is characterized by a membership function μi(Ai). Uncertainty in
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the state is modeled by the uncertain belief state Ub = [ub(s1), . . . , ub(s|S|)]T

that is the believability vector on the state space S. At each step, the system
updates uba(s) that is the believability of reaching state s after acting a:

Uba(s
′
) = [

⊕bs∈S

�b (BT (s
′ |s, a), Ub(s))] (5)

The agent plans its actions on the basis of a reward function. At each step, the
amount of the total gain is updated by adding the new gain to the previous
one but also other solutions are possible. A plan can be found by adopting the
backward induction algorithm, one of the most known algorithm for MDP. The
algorith is described in the Procedure 1.

4 Conclusions and Future Work

The presented extended MDP model is able to deal with different uncertainty
representations in a unified framework. It can treat all those cases of uncertainty
suffered by robots for an inadequate perception of the environment, or imprecise
actuators. The MDP can be instantiated seamlessly using all different kinds of
transition uncertainties together. The backward induction algorithm has been
reformulated also to cope with such uncertainty representations. Finally, states
are described as arrays of fuzzy values. At this moment, an intense experimenta-
tion of the model is carried out. By now, in the proposed formulation the agent
access to the environment without errors. Future work will be devoted to over-
come this limitation, and to propose an extended version of POMDPs. In this
way, the model will cover the uncertainty related to perceptual aspects in the
interaction with a physical environment. Suitable strategies will be studied for
enabling the agent either to choice the best description of the environment or to
adopt a mixed model.
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Abstract. In this paper we illustrate a humanoid robot able to inter-
act socially and naturally with a human by expressing human-like body
emotions. The emotional architecture of this robot is based on an emo-
tional conceptual space generated using the paradigm of Latent Semantic
Analysis. The robot generates its overall affective behavior (Latent Se-
mantic Behavior) taking into account the visual and phrasal stimuli of
human user, the environment and its personality, all encoded in his emo-
tional conceptual space. The robot determines its emotion according by
all these parameters that influence and orient the generation of his be-
havior not predictable from the user. The goal of this approach is to
obtain an affinity matching with humans. The robot exhibit a smoothly
natural transition in his emotion changes during the interaction with
humans taking also into account the previous generated emotions. To
validate the system, we implemented the distribute system on an Alde-
baran NAO small humanoid robot and on a Android Phone HTC and
we tested this social emotional interaction using the phone device as
intelligent interface between human and robot in a complex scenario.

Keywords: Humanoid Robot, Cognitive Architecture, Emotions,
Google Android.

1 Introduction

The Emotional competence is one of main key of the minimal agency of a robot
where the Biologically Inspired Cognitive Architecture (BICA) community wants
to invest their efforts [1].

An emotional BICA agent need to exibit the capability [2] to capture and feels
about human emotions during interaction with a person if we want to accept

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, pp. 95–103.
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him in people society[3][4]. Emotional equipment is nowadays a key condition of
minimal agency for an artificial agent like a humanoid robot[5].

Emotions [6],[7] improves the capability of humanoid robots[8] and allow their
behaviors [9]to be effective in the interaction with humans[10].

We aim at equipping a humanoid robot Nao with emotional competence[11]
during their interaction with humans. Many studies have shown the importance
of emotion [12],[13] in the field of human-humanoid interaction (HHI)[14],[15],[16].
The proposed emotional cognitive architecture of humanoid robot is based on the
creation of a probabilistic emotional conceptual space automatically induced from
data. The approach is based on the application of the paradigm of Latent Seman-
tic Analysis whose procedure it has been widely explained in Chella et al. 2008
[17]. The architecture of the presented system is inspired to the layered approach
illustrated in Chella et al. 1998 [18]. This layered architecture is organized in three
main areas: the sub-conceptual area, the emotional area and the behavioral area.

We have been conducted different and etherogenus experiments using the
humanoid robot Nao in order to test the cognitive emotional capabilities of the
robot by reproducing various emotive situations: storyteller robot [19], robot
steward[20], entertainment robot[21] and emotional robot [22] using a mobile
phone.

The paper is structured as follows: in section 2 the cognitive architecture of
the humanoid robot is described; in section 3 the coding of emotions events and
personality of the robot is illustrated; finally in last section 4 the experimen-
tal results conducted with the humanoid robot Nao Aldebaran using the new
architecture are shown.

2 The Cognitive Architecture

The paper illustrates an approach which is the evolution of what presented in
[23],[22]. The key ideas are to code in some manner a “personality” to a robot in
order to make the interaction between humans and robots amusing and neither
mechanical nor deterministic, avoiding a predictable and trivial behavior. The
personality of the robot is coded in a semantic space which is built starting form
a matrix which encodes occurrences of “events”. An event is anything that can
happen in a defined time-slot, including feeling something. The matrix encodes
the temporal sequence of events: if event ”i” temporally precedes event “j”, then
the ij− th element of the matrix is increased. This makes the event matrix non-
symmetric and by construction. The way the event matrix is built determines
the robot personality an its reaction to events. The event matrix is decomposed
by using the TSVD algorithm. This determines the set of vectors representing
the i − th event as two vectors: the i − th event as happening before another
event “j” or the i − th event as a consequence of an event “j”. In order to take
into account the past history of events, an average vector that is resulting form
a time frame is considered. This choice makes it possible to determine the most
probable emotion that is triggered in the robot by his past history according to
its personality “hardwired” in his event matrix which constitutes its reaction to
events.
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Fig. 1. The overall schema of the proposed architecture

The Architecture, as shown in Fig. 1 uses an Android mobile phone as user-
friendly interface available to human for the emotional interaction with robot.
The Architecture as described in details in [22] is organized in three main areas:
perceptual, emotional, and behavioral. The first area processes perceptual data
coming from the sensors. The second area is the ”conceptual space of events -
emotional states” which constitutes the sub-symbolic representation of emotions,
events, personality. The third area activates a latent semantic behavior (LSB)
related to the humanoid emotional state.

3 Sub-symbolic Personality and Event Reaction Coding

Let W the set of all M events that can occur in our scenario, with the term event
we mean anything that can happen during a period of time in the scenario. This
includes also words that can be pronounced or words that describe things or that
express a feeling. Let Wem the subset of W which consists of particular events
that represent emotions. We have selected the following emotional expressions:
sadness, fear, anger, joy, surprise, love. We create an experience matrix E that
relates events with events, including emotions with events and vice-versa for
construction, in a static manner through a training phase.

E is a M∗M matrix whose (i,j)-th entry is the square root of the sample
probability of the i-th event occurring before the j-th event, given a time-slot.
The manner in which the experience matrix E is created during the training
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Fig. 2. A snapshot of the Android Phone Interface

phase determines the personality of the robot: the fact that an event causes an
emotion, or that en event usually precedes another event is implicitly hardwired
in the experience matrix E. We consider not only the co-occurrences of events or
events and emotions, but also their temporal sequence: if the event A occurs in
a timeframe before the event B, the eAB item of the matrix E will be increased;
otherwise, if the event B occurs in a timeframe before than the event A, the eBA

item of the matrixE will be increased instead. The Singular Value Decomposition
of the matrix E is then performed, so that E is decomposed in the product of
three matrices: a column-orthonormal M∗M matrix U, a column-orthonormal
M∗M matrix V and a M∗M diagonal matrix Σ, whose elements are the singular
values of E.

E = UΣV T (1)

Let us suppose that Es singular values are ranked in decreasing order. Let R be
a positive integer with R < M , and let UR be the M∗R matrix obtained from
U by suppressing the last M−R columns,ΣR the matrix obtained from Σ by
suppressing the last M−R rows and the last M−R columns and VR be the N∗R
matrix obtained from V by suppressing the last M−R columns. Then

ER = URΣRV
T
R (2)

is an approximation of E. Each event is represented by two vectors: the rows of
UR, that we generically indicate as ui and the rows of VR, that we generically
indicate as vT

i . The ui vector represents the sub-symbolic coding of the event
i for the past, while the vi

T vector represents the sub-symbolic coding of the
event i for the future. Let us transform the ui and vi vectors in order to take
into account the contribution of the Σ matrix, so that we obtain:

ui ← ui

√
Σ (3)
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vTi ←
√
ΣvTi (4)

Let us suppose that in a given time slot of N events, we have a set P of events
occurring in the timeframe, which represents the near past of our scene, and
their sub-symbolic coding given by the set of vectors ui associated to the events
belonging to P. We want to determine the most probable emotion that is trig-
gered in the robot by this past history. In our approach we compute the average
vector that represents the past, i.e.

ū =
1

N

∑
ui:ei∈P

ui (5)

where N is the number of events that we consider in the timeframe. In order to
find the emotion triggered by this history we compute the dot product between
the average vector representing the past and all the vectors representing the
future emotions, i.e. the vi

T vectors associated to the events ei belonging to
the subset Wem

v∗i = argmax
vT
i :ei∈Wem

f(ū · vTi ) (6)

vi* is the sub-symbolic coding of the emotion ei* that is caused by the past
history.

4 Experimental Results

4.1 Scenario

We have coded the event matrix considering a set of events, among which: User is
sad; User is happy; User does not find her doll; User asks something to the robot;
User recognizes object; User does not recognizes object; Robot is happy; Robot is
sad; Robot asks something to User; Robot angry; Robot finds something; Robot
brings something to User; Robot made a mistake; Robot makes two subsequent
mistakes;Robot makes more of two subsequent mistakes; User thanks Robot. As
an example, an high value in the sequence User is sad, Robot is sad makes the
robot empathetic; the sequence Robot is sad, User is sad makes no sense if we
do not want that the user is empathetic with the robot, so we have a low value
of occurrences for this last sequence.

In the Fig. 3 we can see a schema of the finite State Machine representing the
switching emotional behaviors interested in the scenario determined by the most
probable emotion that is triggered in the robot by his past history according to
its personality.

The scenario designed for the experimental test conducted was setted in a
simulated Living room. The actors that take part in the simulated human -
robot interaction was: Nao (the robot), Sara (a child) and Mary (the doll), used
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Fig. 3. The finite State Machine representing the switching emotional behaviors inter-
ested in the scenario

for make a task for the robot. The interested emotion evoked in the scenario
were: the Sadness, the Anger, the frustration and the happines.

Below we are describing the introduction of Story and the Flows of events
between Actor Child and Actor Robot.

It tells the story of a child Sara , who is very sad because she lost her doll
Mary. Just a little robot can help here to find Mery and make happy Sara:

1. Sara is sad because she no finds longer her doll.
2. Sara asks to the robot to find her lost doll.
3. The robot is sad because the child is sad.
4. The robot asks to child if he can help her by going to looking for of her doll.
5. Sara tells to robot that is very happy of his proposal and accepts his help.
6. The robot asks to child to describe her doll.
7. Sara describes her doll.
8. The robot goes to looking for the doll and takes the first doll that is in its

path. (but the doll taken isn’t Mary).
9. The robot brings the doll to the child.
10. Sara doesn’t recognize in the doll, Mary and she becomes sad because the

doll isn’t her.
11. The robot is sad because the child is sad and because he made a mistake.
12. The robot comes back to looking for the doll and he takes the first doll that

is in its path (but again the doll taken isn’t Mary).
13. The robot brings the doll to the child.
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Fig. 4. A snapshot of the proposed scenario where the robot find the doll requested
from the Child Sara

14. Sara doesnt recognize in the doll, Mary and she remains sad because the doll
isn’t her.

15. The robot gets sad-angry (frustrated) because he made a second mistake.
16. The robot returns to looking for the doll and he takes the first doll that is

in its path (but again the doll taken isn’t Mary).
17. The robot brings the doll to the child.
18. Sara doesn’t recognize in the doll, Mary and she remains sad because the

doll isn’t her.
19. The robot gets angry because he committed a third mistake.
20. The robot comes back to looking for the doll and he takes the first doll

(Fig. 4) that is in its path (in this case the doll is the right one).
21. The robot brings the doll to the child.
22. Sara, recognize Mary and, now, she is happy because he finally found her

doll.
23. Sara say thank you to the robot for the hard work he had done.
24. The robot (not more angry) is happy because he has absolved his task.

5 Conclusion and Future Works

A new release of Emotional Social NAO Robot has been described. The proposed
version of the Cognitive Architecture introduce the concept of event for the
construction of the emotional conceptual space. The Scenario presented in the
Experimental results show the effectiveness of the approach in a complex scenario
during a multi-events HHI. Future work will be oriented to the improvement of
the connection between events, emotions, and heterogenous stimuli coming from
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user with the goal of having an integration of the robots in the multi-events daily
activities of humans. This evolution will represent a step forward for a BICA
robot to be considered more ”human-level intelligent”[1].
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Abstract. Possible interpretation of intuition and logic is discussed in terms of 
neurocomputing, dynamic information theory, and pattern recognition. The 
thinking is treated as a self-organizing process of recording, storing, processing, 
generation, propagation of information under no external control. Information 
levels, being formed successively due to this process are described, with the 
transition between each level is shown to be accompanied with reduction of in-
formation. The hidden information could be interpreted as a basis for intuition, 
whereas verbalized abstract concepts and relations refer to the logical thinking.  

Keywords: image, symbol, neural processor, connections, lamina. 

The concepts of intuition and logic (as well as consciousness and subconsciousness), 
despite of their popularity, are still controversial, so mechanisms of these types of 
thinking continue to be at the center of scientific interest. There are many descriptions 
of these concepts with no clear and commonly accepted definitions. We’ll rely on, 
first, Kant's approach, where intuition is the direct discretion of truth. Second, follow-
ing the etymology of λογος (word, thought), we accept “average” understanding of 
logic as “a verbal argument, based on conventional cause-and-effect relations”.  

In this paper, we discuss possible interpretation of these concepts within the model 
based on neurocomputing, dynamic information theory, and pattern recognition (see 
[1-2] and refs. therein). An intellectual system is represented as a series of coupled 
neuroprocessors, that is, laminas (plates) being populated by formal neurons — bista-
ble elements which can exist either in active or passive stationary state. We consider 
two types of processors: Hopfield’s type — linear additive network (H) for operations 
with image information; Grossberg’s type — nonlinear competitive interaction of 
neurons for the formation of internal symbols. Information is stored in a form of 
trained (modified due to the system evolution) interconnections between neurons.  

Below, the thinking is treated as the self-organizing process of recording, storing, 
processing, generation, and propagation of information under no external control. 
Earlier [2] we have shown that the functions of recording and storage (as well as gen-
eration and reception) of information are complementary, so that they are to be shared 
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between two different subsystems. The first one is to contain noise (occasional effects) 
to provide a mixing layer necessary to generate information; it corresponds to the 
right hemisphere (RH) of human brain, traditionally considered as responsible for 
intuition. The other subsystem is to be free of occasional elements; it corresponds to 
the left hemisphere (LH) responsible for processing information and logic.  

The self-organization process provides several levels of different type information.  
 
1. Primary images I include any available imaginary information: all signals from 

receptors are written as chains of activated neurons on lamina H forming the images. 
The inter-plane connections between neurons are modified from weak (“grey”) to 
strong (“black”) ones upon presentation of objects. This level carries out the function 
of recording the “sensual” information and refers to RH.  

2. Imaginary information — typical images TI are presented at a special H-type 
lamina (related to LH) perceiving only the images recorded by strong enough “black” 
connections. Its function is to store useful and filter out unnecessary information.  

3. Symbolic (semantic) information — symbols S correspond to typical images and 
are formed in RH (with the noise participation). Each symbol possesses a semantic 
content, i.e., awareness of the fact that this chain of active neurons describes a real 
particular object. At the same level one can find a standard symbol (symbol-word SW 
that is presented in LH mainly) to indicate the same specific object. This level pro-
vides interaction between the laminas, i.e., processing of sensible information. 

4. Abstract (verbalized) information — infrastructure (in both subsystems) of sym-
bols S, standard symbols SW, and their interrelationships, which are not connected 
with neurons-progenitors on lamina H, and thus, are not associated with any imagi-
nary object, but emerges in a well-trained system due to interaction of all the laminas 
(the “inferential” knowledge). Its function is to implement a communication with 
other systems (“to explain by words”).   
 
Thus, there are four basic elements: I, TI, S, SW and connections between them. The 
first three levels represent the latent (hidden) individual information of the system, 
“thing-in-itself”. Only the last one, verbalized information is sensible in the common 
sense (“to bring on the level of consciousness”).  

The emergence of each subsequent level is accompanied by a reduction of infor-
mation. For example, images being recorded by weak “grey” connections (their role is 
to store accidental information that may become important in the future) are not trans-
ferred to TI level, and thus, cannot be associated with any symbol — this information 
turns out to be not conscious and out of control. This chain can be activated only by 
noise (“suddenly see by the mind's eye”). This act can be interpreted as an inspiration 
(insight), and the “grey” images themselves could be treated as the subconsciousness. 

Within the model presented, the hidden information (that was ignored in course of 
emergence of next level) has its own “levels of depth”, with the bulk being stored in 
RH subsystem; this very information could be interpreted as a basis for the intuition. 
The logical thinking is to be related to verbalized concepts and abstract relations, but 
those that are common in a given society. It refers to LH subsystem only.  
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Abstract. The concept of body schema is analysed, comparing the biological 
and artificial domains and emphasizing its logical necessity for the efficient co-
ordination of redundant degrees of freedom. The implementation of the body 
schema by means of the passive motion paradigm is summarised, suggesting 
that a well-defined body schema may be the basic building block for developing 
a powerful cognitive architecture. 
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1 Introduction 

Although the concept of body schema is not clearly defined, it is generally accepted 
that humans have it and use it in skilled actions. The neuronal basis of this concept has 
been the topic of a number of studies (e.g. [12, 26, 31]), focusing on subtle distinctions 
such as the differences between motor body schema and perceptual body schema 
which are associated with different neuronal subsystems, such as the ventral and the 
dorsal pathways. Although such fine distinctions are somehow irrelevant from a more 
functional point of view, focused on the artificial physiology of a humanoid robot, they 
immediately point out at the distributed nature of such concept and also suggest that 
multi-sensory and motor aspects are intermingled in a very strong manner. 

An interesting opening towards an understanding of the problem comes from  
clinical studies of strange or rare neurological disorders and associated sensorimotor 
illusions: for example, the phantom limb illusion [27], the Capgras syndrome (a recog-
nition disorder of the body image of close acquaintances: [9]), and apotemnophi-
lia/somatoparaphrenia syndromes (body integrity image disorders: [1, 4, 19]), which all 
emphasize the intimate relationship between the brain, the body and the ‘body image’.  

Conscious intentions and Motor awareness identify another relevant topic for ad-
dressing the computational background of the body schema problem. The recent re-
view by Desmurget and Sirigu [8] is quite illuminating in this respect. They show that 
the subjective feelings of conscious intention and movement awareness are mediated 
by a neural sensorimotor network involving the posterior parietal cortex, supplemen-
tary motor area and premotor cortex. Intentions to carry out an action are necessary in 
order to be aware of the action and such motor awareness/conscious intention is  
likely to use the same cortical circuitry that is responsible for movement planning and 
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control. Thus, consciousness of our movements is not an abstract mental process, 
separated from the action, but an integral part of the action generation mechanism.  
Moreover, as previously reported, the clinics of neurological disorders shows many 
examples of illusion of movement without movement or real movement without 
awareness of it, which can be explained in terms of dysfunctions of the parieto-frontal 
circuitry considered above.  

Imitation is a form of social interaction related to motor awareness. In particular, 
Rizzolatti and Sinigaglia [28] point out that the parieto-frontal ‘mirror’ circuitry is the 
only mechanism that ‘allows an individual to understand the action of others ‘from 
the inside’ and gives the observer a first-person grasp of the motor goals and inten-
tions of other individuals’. In other words, the body schema is a kind of suit that can 
be worn by different owners. Although the studies on motor awareness and imitation 
via parieto-frontal circuitry are not viewed by their authors as relevant from the point 
of view of defining the neural substrate of the body schema concept, we suggest that 
this is just the other way around, in the framework of a biomimetic approach to  
humanoid robot cognition. 

Additional inspiration for this line of reasoning comes from experiments on motor 
imagery. A growing amount of evidence in neuroimaging (in terms of EEG, fMRI, 
PET, NIRS) generally supports the idea of common underlying functional networks 
sub-serving both the execution and imagination of movements ([16, 17, 24]). The 
neural activation patterns include not only premotor, motor, and parietal cortical areas 
but also subcortical areas of the cerebellum and the basal ganglia. In particular, the 
presence of activity in the typically motor regions suggests that covert actions are in 
the same ‘motor format’ that is required by overt actions, with the only difference that 
during covert actions descending motor commands are inhibited at some point and 
reafferent signals (but not anticipated sensory consequences of planned actions) are 
missing. In fact, the concurrent activation of descending motor pathways might be 
involved in the generation of efference copies that propagate upstream to parietal and 
premotor cortex, thus predicting the potential consequences of the planned action. 
Marc Jeannerod [14] went a step forward by formulating the Mental Simulation 
Theory, which posits that cognitive motor processes such as motor imagery, move-
ment observation, action planning & verbalization share the same representations with 
motor execution. Jeannerod interprets this brain activity as an internal simulation of a 
detailed representation of action and uses the term S-state for describing the corres-
ponding time-varying mental states. The crucial point, in our view, is that if S-states 
occurring during covert actions are to a great extent quite similar to the states occur-
ring during overt actions, then it is not unreasonable to posit that also real, overt ac-
tions are the results of the same internal simulation process. Running such internal 
simulations on an interconnected set of neuronal networks is, in our view, the main 
function of the body schema. Therefore, the body schema must not be considered a 
static structure, like the Penfield’s homunculus, but a dynamical systems that gene-
rates goal-oriented, spatio-temporal, sensorimotor patterns. In agreement with the 
evidence reviewed above we may suggest that the distributed neural structure imple-
menting such dynamical process is a set of parieto-frontal circuits. 
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Although the body schema concept has some overlap with the general issue of con-
sciousness and “inner life” [29] we think it makes sense to separate them for several 
reasons, including an empirical/engineering one: a body schema is necessary, urgent, 
and doable for humanoid robots, whereas mechanisms of consciousness are still far 
away from engineering reality. 

2 Humanoid Robots in Search of a Body Schema 

The issue of body-schema is not very popular in humanoid robotics. The concept of 
embodiment is certainly more popular but it is not the same thing. If you have a body 
schema you also have embodiment but not the other way around. Vernon, von Hofs-
ten and Fadiga [30] in their discussion on a roadmap for cognitive development in 
humanoid robots present a catalogue of cognitive architectures but in none of them 
the concept of body schema is a key element. Hoffmann et al [13] review the concept 
in robotics, emphasizing the gap between the concept and its computational imple-
mentations. The fundamental question is, in our view, the following one: Why does a 
humanoid robot need a body schema? The tentative answer, which we put forward as 
a working hypothesis, can be formulated as follows: humanoid robots need a body 
schema for the same reason for which a human or a chimp needs it, namely because 
humans/chimps/humanoids all have a complex body and without a suitable body 
schema they would be unable to use such body, take advantage of it, and ultimately 
survive. Roughly speaking, the complexity of a body can be measured by the number 
of controllable degrees of freedom (DoFs) which bring with them not only complex 
coordination/control problems but also complex multimodal perceptual problems. The 
human body has hundreds of DoFs, humanoid robots have several tens, much less 
insects or “simpler” biological organisms. Such simple organisms do not have a brain 
and do not need any body schema. Their behaviour is essentially reactive, with very 
simple neural circuits, connecting sensors to actuators via a few neuronal clusters.  

Braitenberg’s Vehicles [5] are examples of how purely reactive artificial agents – 
agents that have no internal states but only direct connections between sensors and mo-
tors – can exhibit complex, adaptive behaviors. Adaptive behavior without any central 
representation is also present in mollusks, like the “famous” Aplysia depilans [15]. In 
the realm of Artificial Intelligence, Rodney Brooks [6] introduced a computational 
framework (subsumption architecture) based on decentralized control and generalized 
the concept by proposing the idea of “Intelligence without representation” [7].  

Taking this into account we like to speculate that a complex body without a brain 
capable to support a body schema would be a drawback instead of an improvement in 
natural or artificial phylogenesis. A purely reactive architecture is quick and efficient 
for low levels of complexity but does not scale up well: with increasing number of 
DoFs it would clearly suffer the curse of dimensionality because the number of use-
ful/necessary coordination mechanisms among DoFs or operational modules, typical 
of ‘subsumption architectures’, would inevitably grow up exponentially with increas-
ing difficulty in action selection and potential conflicts between modules. On the 
other hand, the explosive growth in the complexity of the body in a limited number of 
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species, culminating in homo sapiens, is typically concentrated in two body parts (the 
hand and the vocal tract) that do not have a specific/specialized function from the 
Darwinian point of view, like the sharp teeth and claws for predators or the long 
beaks of hummingbirds. The hand and the vocal tract are indeed general-purpose tools 
(for manipulation and communication, respectively) to be employed in infinite num-
bers of possible manners and purposes. The emergence, in phylogenesis, of such 
complicated bodily tools implied the parallel evolution of a supporting hardware, 
capable to deal with an ‘internal representation’ of the complex body, i.e. a body 
schema. In a way this is just another version of the chicken or egg dilemma: a com-
plex body ‘causes’ the evolution of a complex brain or the other way around? In any 
case we believe that no complex body can ‘live’ without a complex brain and no brain 
has a chance to display its power without a complex body. The critical change in evo-
lution, from a reactive neural architecture to a brain with a clear distinction between 
central and peripheral neural circuits, is that the quick, causal link between sensory 
stimuli and motor responses is broken. Actions can be goal-oriented, not necessarily 
stimulus-oriented, can occur in anticipation of events/stimuli or in learned cycles. 
Real/overt actions can alternate with covert/mental actions in order to optimize the 
chance of success in a game or social interaction. In general, we suggest that for an 
organism with a complex body, acting is not limited to reactive, albeit adaptive, sti-
mulus-response mechanisms. As a consequence, overt actions are just the tip of an 
iceberg: under the surface it is hidden a vast territory of actions without movements 
(covert actions) which are the essence of motor cognition.  

3 Linking the Body to the Body Schema 

We propose that the body schema is an internal model shared by real and imagined 
actions, in such a way to unify the computational background of the different aspects 
of purposive actions: execution, planning, reasoning, observation, imitation etc. There 
are several important consequences of this situation: 

1. Time is not an independent variable but is intrinsic in the dynamics of the body 
schema. 

2. The body schema must be a closed-loop system which includes an inverse module 
(mapping motor goals and task constraints into coordinated movements of the 
DoFs) and a direct module (mapping coordinated movements into the correspond-
ing sensory consequences).  

3. The body-schema must be multi-referential, in the sense of containing and integrat-
ing internal representations of the natural Frames of Reference (FoRs) related to 
sensors, actuators, tools, etc. This includes multiple coordinate transformations 
that must be carried out in an implicit, distributed way. 

4. The body schema must be adaptable, in the sense of being able to self-calibrate for 
modifications of anatomical parameters, and extendable, in the sense of rapidly in-
cluding internal representation of external tools that a skilled user learns to master 
[18]. 
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In a sense, the logical necessity of the body schema is related to the so called Degrees 
of Freedom Problem [2]: the solution of this problem is a computational process by 
which the brain coordinates the action of a high-dimensional set of motor variables 
for carrying out the tasks of everyday life, typically described and learnt in a task-
space of much lower dimensionality. Such dimensionality imbalance is usually ex-
pressed by the term motor redundancy.  

A powerful approach for addressing Degrees of Freedom Problem is EPH (Equili-
brium Point Hypothesis: [3, 10, 11]), which posits that body posture is not directly 
controlled by the brain in a detailed way but is the ‘biomechanical consequence’ of 
the equilibrium among a large set of muscular and environmental forces. In this view, 
‘movement’ is a symmetry-breaking phenomenon, i.e. the transition from an equili-
brium state to another. A generalization of this concept, which allows to model in the 
same manner overt actions (that include muscle activations) and covert actions (that 
are limited to imagined movements) is provided by PMP (Passive Motion Paradigm: 
[25]). The PMP formalism is based on a network of computational modules, some-
how mirroring the parieto-frontal neural networks of the body schema, which are 
organized in such a way to display multi-referential attractor dynamics, driven by 
task-dependent force fields that represent task goals and constraints. Each motor 
space consists of a generalized displacement node and a generalized force node; Jaco-
bian operators relate motion in different spaces (from higher to lower dimensionality) 
and transpose Jacobians map force fields from a space of lower dimensionality to a 
space of higher dimensionality; stiffness or admittance operators link displacement 
and force nodes. Force fields propagate activation throughout the network, animating 
it and ultimately moving from one equilibrium state to another. In this sense the body 
schema has no analogy with a lifeless geographic map but is a living, animated inter-
nal body model. Different tasks can recruit different body parts, possibly with the 
addition of manipulated tools. The developed formalism allows a real-time reconfigu-
ration of the network, without the need of ad-hoc body models for each task. 

We already applied the PMP formalism for representing the body schema of the 
iCub humanoid robot [20] in several EU projects [21-23]. The future challenge is to 
use it as a basic building block for a global cognitive architecture of the robot. It can 
be conceived as a synergy formation middleware between the neuromuscular layer 
and the abstract layers of the cognitive architecture. The former layer includes actua-
tors, sensors, and spinal reactive mechanisms. This part is well developed in the iCub 
system, allowing the real-time processing in an asynchronous manner of a massive 
flow of information and control. The latter set of layers is still a work in progress and 
is the main target for an on-going EU project named DARWIN. The core of the sys-
tem is a set of modules that aim at the acquisition of causal knowledge, relations and 
associated values of different objects, situations and actions (in different environ-
mental contexts and with high-level goals) through explorative interventions in the 
world and observation of outcomes. This includes a reasoning system that on one 
hand is supposed to drive the explorative acquisition of conceptual knowledge and on 
the other hand can exploit the acquired knowledge in order to generate intelligent goal 
directed behaviours in different real-world scenarios. The reasoning system is also 
integrated with a mechanism of motor sequence learning, affordance learning, and an 



114 D. De Santis et al. 

 

observational learning architecture formulated in terms of a ‘mental simulation loop’. 
What is important is that such high-level cognitive functions can be grounded on a 
robust body model that allows, at the same time, to integrate the different cognitive 
requirements and generate coordinated actions, dominating the complexity of the real 
body. 
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Abstract. A key goal in designing an artificial intelligence capable of
performing complex tasks is a mechanism that allows it to efficiently
choose appropriate and relevant actions in a variety of situations and
contexts. Nowhere is this more obvious than in the case of building a
general intelligence, where the contextual choice and application of ac-
tions must be done in the presence of large numbers of alternatives, both
subtly and obviously distinct from each other. We present a framework
for action selection based on the concurrent activity of multiple forward
and inverse models. A key characteristic of the proposed system is the
use of simulation to choose an action: the system continuously simulates
the external states of the world (proximal and distal) by internally emu-
lating the activity of its sensors, adopting the same decision process as if
it were actually operating in the world, and basing subsequent choice of
action on the outcome of such simulations. The work is part of our larger
effort to create new observation-based machine learning techniques. We
describe our approach, an early implementation, and an evaluation in a
classical AI problem-solving domain: the Sokoban puzzle.

1 Introduction

In cognitive science and neuroscience, most research so far has focused on action-
outcome mechanisms that give access to the proximal (i.e. immediate) effects of
actions - named “internal forward models” (see e.g. [12]). The ability to predict
the long-term effects of actions, rather than only their proximal outcomes, should
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in principle result in improved potential for adaptivity, as it allows considering
distal events such as future dangers and opportunities. This feature has been
recognized as one of the major ingredients of “true” intelligence and inserted in
the roadmap for building biologically-inspired architectures [3]. Indeed, recent
evidence indicates that humans and other animals are able to consider distal
(not only proximal) action effects in their choice [17]. While this ability has
been believed to be almost exclusive to humans, some evidences of its presence
in other animals have been observed [16]. Certainly dogs, sea lions, and seals do
a good job of predicting where a moving ball is headed.

It is still unclear how the human (and animal) brain might implement long-
term predictions and use them for action selection. One theory that is receiving
increasing empirical support is the idea of action simulation. According to this
theory, multiple short-term predictions (as produced for instance by forward
models) can be chained to produce long-term predictions [10]. In his emulation
theory of representation Grush suggests a computational framework synthesizing
theories of motor control, imagery and perception that is based on emulation
[8]. In this view, internal representations of the world allow for prediction and
simulation of future sensor stimuli. In a similar vein, the simulation hypothesis
[9] argues that inner rehearsal and simulation can be used for better choice and
constitutes a link between the domains of sensorimotor action and cognition.
This representation is believed to be an enabling mechanism for higher level
cognitive abilities. In prior work we have called this “coordinating with the
future” [13]; we argue that the ability to represent non-existent, future or not
yet perceivable states must be part of the ability of any general intelligence
[18], as a key mechanism to realize distal goals and avoid dangers. Goal-directed
action selection is based on the prediction and comparison of action outcomes,
rather than on fixed stimulus-response mappings [1]. In goal-directed systems
the effects of actions can be predicted at multiple levels, proximal or distal.

Some approaches have already been proposed to implement simulation and an-
ticipation mechanisms in artificial agents. The cognitive architecture Polyscheme
[2] uses simulation as a way to integrate different representations and algorithms,
but simulation is not used for action selection. A few studies [7,21] use simulated
sensory input to blindly control robot navigation, but they do not use simulation
mechanisms for planning or long term decisions. Toussaint [19] presents a neural
mechanism for stimulus anticipation, where simulation is used to enhance rein-
forcement learning, but only short-term prediction mechanism are proposed in
this work. Pezzulo [14] implements action simulation by chaining multiple short-
term predictions, and uses them for planning and predicting future dangers, but
not as part of a more general mechanism of decision-making.

In this paper we present a framework for action selection that exploits sim-
ulation and anticipation mechanisms. Based on Thórisson’s call for a new con-
structivist A.I. framework [18] the work is part of our larger effort to produce
observation-based machine learning capabilities for cognitive architectures.

In the rest of the paper we refer to simulation as the ability to imagine or pre-
dict future courses of actions, and to anticipation as the ability to take actions,
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set up and pursue goals that are not dictated by currently available perceptions
(see also [15] for conceptual clarifications). We first give an overview of our action
selection framework in Sec. 2. We then describe how we implemented the sim-
ulation and anticipation processes in Sec. 3 and Sec. 4 respectively. We discuss
the application of our framework to a problem solving domain in Sec. 5.

2 Action Selection Framework

In our framework knowledge is represented via internal models which encode
operational knowledge about the system itself and other entities of the world. We
distinguish between two types of internal models: forward (known as predictors)
and inverse (known as controllers) [20]. Models operate on the stream of data,
encoded as messages, collected from the environment and from the system’s
own inner activity. A message is a key-value pair; the semantics of the message
is intrinsic to the key and interpreted by models. The set of messages available
at a certain time t constitutes the state St of the system.

In our architecture each model possess a list of patterns on messages, meaning
that we restrict the applicability of a particular model only to states that match
the pattern of that model. A model also possesses a production that can be
executed when its patterns are satisfied. Productions can be predictions of future
states, in case of forward models, or controls, in case of inverse once. Thus, a
forward model is defined as Mf = {Precondition, command, Production} and
an inverse model as Mi = {Precondition,Goal, Production}.

The system possesses a set of multiple paired forward and inverse models,
each specialized for a specific situation. It decides whether a model can be exe-
cuted or not through model activation values, which quantify the specificity of a
model to the current situation. Multiple models can have their patterns satisfied,
but only those with activation value higher than a threshold can be executed.
Figure 1 (left) pictures the interaction of system processes that leads to action
selection through simulation and anticipation. In brief: perceptual inputs and
internal goals influence the activation value of models; the decision maker com-
ponent then preforms look-ahead simulations and looks for candidate actions to
anticipate before deciding which production to execute - if any (see Fig. 1 (b)).

3 Simulation

The system avoids explicit planning by simulating future consequences of its
choices and choosing the most promising course of actions. This means that
when more than one inverse model is active and competes to be executed, the
system simulates the execution of each active model and finally commits to the
one having the most promising simulated outcome - as measured by a domain-
dependent cost function. The remaining of this section provides a computational
account of the simulation processes in the architecture.
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(a) Interaction between framework processes (b) Flow chart of action selec-
tion algorithm

Fig. 1. (a) The ”decision maker” process receives messages from the perceptual system
and sends productions to execute to the “production interpreter” (directly connected to
the environment via sensors and actuators) according to its internal models after taking
into account the results of simulation and anticipation processes; (b) A schematic view
of the process of simulation and anticipation

Forward models allow the system to predict the response of the system (and
the environment) as a consequence of a command execution. In this respect, the
forward models than can be viewed as producing faux sensory signals or “mock”
sensors as in [8]. These mock sensors are the enabling mechanism for simulating
or imagining future states of the system and the environment. Therefore, the
system can manipulate its representation of future states in a way which is
detached from situated action.

We want the system to simulate not only its proprioception or the evolution of
important entities of the world, we also want the system to be able to simulate its
decisions. We believe that this mechanism not only is efficient, but is also similar
to the way humans simulate or imagine future courses of actions: humans do not
usually consider every alternative when imagining a future course of actions, but
instead implicitly assume the decisions that would be made in future situations.

To simulate future decisions we propose the mechanism of “process virtualiza-
tion”. By maintaining the same interface, the Decision Maker process sends its
commands to fake production interpreters and receive fake sensory inputs from
mock sensors. Therefore, to simulate future decisions, we can clone the Decision
Maker process (i.e. its internal status) and link it to fake architectural processes
that emulate the behavior of the real ones. We can view the Decision Maker as
an operating system that can be installed on the real hardware or on a virtual
machine whose hardware is emulated through forward models – the hardware
being in this case the motor and the perceptual systems.

To simulate the outcome of a production with a limited time horizon n, the
Simulation process spans the execution of a cloned Decision Maker process and
the simulated processes that it needs to communicate with. The internal states
of the system and the Decision Maker process are explicit and monitored; in
particular, these are collected for each simulated step and concur to determine
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the final result of the simulation. The output of a simulation S is a list of
simulation steps, each of which consists of the predicted status at that step, the
predicted executed model and a set of flags that describe the predicted internal
status of the Decision Maker process.

In a decision step, the execution of each active model is simulated. To establish
which simulation result is the most promising - or the least dangerous - one
we need a bias similar to a somatic marker [4], defined as a domain-specific
heuristic function (other processes being domain-independent). The Decision
Maker commits to the simulation trace with the lowest total bias - as computed
by the said heuristics.

However, blindly committing to one course of action - albeit the most conve-
nient one - prevents the agent from considering actions that could bring more
value in the future if executed in advance, even if not strictly necessary for the
goal at hand. How such an anticipative behavior can be achieved is depicted in
the following section.

4 Anticipation

The ability of the system to coordinate with the future heavily depends on the
mechanism of anticipation. The system not only uses simulation to choose the
most promising action or to avoid possibly dangerous situations, but it antici-
pates needs that it currently does not have. The agent overcomes the “here and
now” limitation by anticipating goals and affordances that will only be avail-
able at future times. This ability is considered almost exclusive for humans and
a hallmark for intelligent behavior; people do grocery shopping even if they
are actually not thirsty or hungry – they anticipate their future needs and act
accordingly.

The simulation trace the decision maker commits to is called the baseline
simulation. The Anticipation process analyzes its trace to search for possible
productions that - if anticipated - would bring value in the future or would help
avoiding future dangers. This implies two necessary steps for the Anticipation
process:

1. Searching for productions eligible to be anticipated
2. Evaluating the efficacy of anticipating candidate productions.

Generally speaking, by analyzing the simulation trace the system looks for in-
teresting situations that can be usefully anticipated. Obviously this statement is
highly vague, the system needs a set of criteria that can label a simulation step
as “interesting” for anticipation. We propose to define these criteria in a way that
can easily be extended and modified by plugging in or removing mechanisms.

Definition 1. An anticipation criterion C is a function that takes as input a
simulation step and tests a logic condition on it (see below); if it is satisfied it
outputs the production of the step; alternatively it outputs false.



122 H. Dindo et al.

The system is endorsed with a set of anticipation criteria. An example antici-
pation criterion looks for failures of predictions or injections of new sub-goals.
The anticipation process applies all the criteria to each step of the simulation,
then it considers as anticipation candidates the productions that satisfy at least
one criterion. Currently, the set of anticipation criteria is hand-coded; however,
future works will explore the possibility to learn new anticipation criteria from
experience.

Once the most promising anticipation candidates are selected, the anticipation
process must test if these are useful productions to anticipate, and in affirmative
case select one of them for execution. In order to carry out this evaluation of
anticipation candidates, the anticipation process compares the course of action
resulting from the execution of candidate productions to the baseline simulation.
By doing so it can test whether anticipating a candidate production leads to a
situation similar to the baseline simulation or brings the agent away from that
course of actions. We want the system to anticipate a production exploiting
current affordances and then continue acting to reach its original goals. If that
was not the case the system could anticipate a future production conflicting, for
example, with one of the agent’s distal (i.e. future) goals.

This evaluation calls for the process to simulate the execution of production
candidates and compare the result with the baseline simulation. To compare
two simulations we cannot just compare the list of predicted states. Instead, we
propose the use of a criterion of similarity between the simulations that is based
on the activated models at each step of the simulation trace.

Definition 2. A simulation Sa is similar to another simulation So if there exist
an index i and an index j so that the sub-list of Sa that starts from i and the
sub-list of So that starts from j have the same model for each step and the initial
patterns of those models match the same state (i.e. message).

Therefore, we test anticipation candidates by evaluating if the simulated antici-
pation is similar to the baseline simulation. The process tests the candidates in
reverse chronological order (oldest first) and selects the first successful candidate.
This choice is dictated by the computational costs of testing each anticipation
candidate. Future work will explore the possibility of ranking all candidates ac-
cording to a heuristic function.

5 Case Study: Game of Sokoban

To test our ideas in a simple yet challenging domain, we have chosen the famous
problem solving puzzle Sokoban. In a grid containing a number of boxes, an
agent has to push these boxes one at the time towards their target positions.
Sokoban is classified as a PSPACE-complete motion planning problem and as
an NP-HARD space problem [6]. Previous approaches explore either classical
state-space search algorithms augmented with carefully selected heuristics [11],
or adopt a reactive planning approach in which promising state-action pairs are
learned via observation and imitation [5].
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(a) Equally affordable objects (b) Possible anticipation

Fig. 2. (left) A situation that benefits from simulation; in fact simulation will predict
that moving the box 0 first will result in a more convenient outcome since it is nearer
to the desired position; (right) While the agent’s goal is to push the box 0 downward,
anticipation allows it to first push the box 1 in order to free the box 0 along its path
to the container, even if it is not one of the system’s current goals

However, Sokoban requires requires a great deal of anticipatory thinking in
order to efficiently solve the puzzle without ending in a deadlock state. In fact,
moving a box could result in a situation the agent cannot recover from; for
instance, pushing a box to one of the borders leads to a deadlock as box can
only be pushed and not pulled.

We have performed a preliminary investigation of our anticipatory mecha-
nism with promising results. In situations similar to that of Fig. 2 we observed
a behavior similar to that of a human player in which the agent moved a box
exploiting its adjacency to it (an affordance) to free the future passage of an-
other block. Indeed, simulation is extremely useful in situations in which the
agent has to make a decision between boxes that present the same affordances
(in our example, both boxes are adjacent to the agent; Fig. 2). By simulating
the outcome of pushing first one box and then another, the agent can evaluate,
through the domain-specific heuristic function, which choice is the most promis-
ing one. By comparing game traces between the system and humans1 starting
from the same initial state, we have observed that our systems adopts the same
anticipative decisions as humans in 83% of situations.

We plan to further detach the simulation from situated action, by implementing
the representation of counterfactuals. We also plan to investigate how to imple-
ment different levels of abstractions for simulations, for example using different
time scales. We are also studying the adoption of reinforcement learning-based
algorithms to learn domain-dependent anticipation criteria through experience.
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and by a research grant from Rannis, Iceland. The authors would like to thank
the HUMANOBS Consortium for valuable discussions and ideas, which have
greatly benefited this work.

1 10 players selected from the population of Ph.D. students playing 6 games each.
Each participant had never played Sokoban before.
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Abstract. Some problems exist when trying to build a cognitive archi-
tecture. It should be able to learn any activity, understand human words,
learn from its own experiences and manage a bigger memory without
slowing down. Here we show some possible solutions.

Keywords: Cognitive architecture, biologically inspired brain, artificial
brain, stimulus and response, learning, intelligent system.

1 Introduction

As far as I know, some unsolved problems exist when trying to build a biologically
inspired cognitive architecture (an intelligent system, a universally applicable
robot brain). Here are the solutions.

2 Problems and Solutions

2.1 The Brain Has to Understand

Understanding comes from connecting a sense input to an action output. If you
hear a Chinese word, you cannot understand it. But if they show you an apple
and then say a word, you will understand the meaning of the word. In the
same way, the robot brain reads a word, and creates a new concept and puts it
into the concept “present situation”. Then it sees an apple and creates another
concept. Again it puts the concept into a new present situation. Now we have
two consecutive “present situations”. Now the brain creates a “response rule”
that starts with the first situation and ends with the second situation. Now it
understands the word apple and can use it.

This is called symbol grounding, connecting a symbol to a sense information
or an action.

2.2 Start Simple

In trying to build an artificial brain, we have to start with a concrete and rel-
atively simple task. To start by trying to build an artificial brain with all the
functions of the natural one, is just as unreasonable as is if the Wright brothers
tried to build a Boeing 707. Further functions of the brain will be added later.
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2.3 Stimulus and Response

The proposed brain is biologically inspired. There is a stimulus and response arc
in a biological brain. Even if we look at the brain with a microscope, we observe
neurons with a stimulus by a number of other neurons, and a response. Again,
when we observe many related neurons (a neural column), we find a stimulus at
the input and a response at the output.

All higher level activities of the brain are based on the stimulus and response
of neural fields. The proposal is to use stimulus and response at an intermediate
level, roughly equivalent to the neural column. The situation in the exterior
environment, or the situation inside the brain, is the stimulus, expressed by
concepts in the first part of the response rule. The last part of the response rule,
also represented by concepts, is the output of a convenient action. The brain
uses these response rules for activity in the environment and also for activity
within the brain.

2.4 The Brain Reviews Its Memory of Experiences

When the brain is not occupied with external actions, it looks for patterns in its
memory of the response rules just used, and thus learns generalized situations,
abstract concepts, and creates total concepts from a group of part concepts. Here
is how:

There are some elementary response rules. They exist at the first start of the
program. They have computer code attached to them. Prolonged actions are
composed from these elementary response rules. There are also some response
rules, with code attached, that are not very elementary at present. They are
used to perform actions on the situation inside the brain. With them the brain
reviews its memory of recently used response rulers.

For instance, when the brain reads several response rules and finds that two
response rules are identical, except that one has a “3” and the other has a
“three”, then it concludes that “3” and “three” are two concrete examples of
a more abstract concept. It then creates a new concept and stores the number
labels of these two concrete concepts as its content.

2.5 This Brain Has Excellent Scalability

The look-up of an adequate response rule for a given situation is independent
of the size of the memory. Since, the present situation is composed of concepts,
and these concepts include the labels of the applicable response rules, look-up is
immediate.

3 Conclusion

We have shown solutions to some problems. I hope that you have found ideas
that you can use in your own research.
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The above shown solutions are based on the following experimental programs:
General Learner [1], General Learner Three [2], and the proposed program Robot
Brain [3]. If you need detailed information, there you can find it.
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Abstract. This paper deals with the problem of the computational rep-
resentation of ”non classical” concepts, i.e. concepts that do not admit
a definition in terms of necessary and sufficient conditions (sect. 1). We
review some empirical evidence from the field of cognitive psychology,
suggesting that concept representation is not an unitary phenomenon.
In particular, it seems likely that human beings employ (among other
things) both prototypes and exemplar based representations in order to
deal with non classical concepts (sect. 2). We suggest that a cognitively
in-spired, hybrid prototype-exemplar based approach could be useful also
in the field of artificial computational systems (sect. 3). In sect. 4, we take
into consideration conceptual spaces as a suitable framework for devel-
oping some aspects of such a hybrid approach (sect. 5). Some conclusion
follows (sect. 6).

Keywords: Knowledge representation, Concept representation, Proto-
types, Exemplar-Based Representations, Conceptual Spaces.

1 Representing Non Classical Concepts

Starting from the philosophical analyses by Ludwig Wittgenstein [1], and from
Eleanor Rosch’s [2] seminal work in the field of empirical psychology, the so-
called ”classical theory of concepts” has undergone severe criticisms. According
to the classical theory, concepts should be definable in terms of set of necessary
and sufficient conditions. Nowadays, it is widely agreed that most ordinary con-
cepts do not conform to this assumption; rather, they exhibit prototypical effects
and can be characterized in terms of prototypical information. As an alternative
to the classical theory, different positions and theories on the nature of concepts
have been proposed within the field of cognitive psychology. All of them are as-
sumed to account for (some aspects of) prototypical effects in conceptualization.
Usually, they are grouped in three main classes, namely: prototype views, exem-
plar views and theory-theories (see e.g. [3], [4]). According to the prototype view,
knowledge about categories is stored in terms of prototypes, i.e. in terms of some
representation of the best instances of the category. For example, the concept
CAT should coincide with a representation of a prototypical cat. In the simpler
versions of this approach, prototypes are rep-resented as (possibly weighted) lists
of features. According to the exemplar view, a given category is mentally repre-
sented as set of specific exemplars explicitly stored within memory: the mental
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representation of the concept CAT is the set of the representations of (some of)
the cats we encountered during our lifetime. Theory-theory approaches adopt
some form of holistic point of view about concepts. According to some versions
of the theory-theories, concepts are analogous to theoretical terms in a scientific
theory. For example, the concept CAT is individuated by the role it plays in
our mental theory of zoology. In other version of the approach, concepts them-
selves are identified with micro-theories of some sort. For example, the concept
CAT should be identified with a mentally represented micro-theory about cats.
These approaches turned out to be not mutually exclusive. Rather, they seem
to succeed in explaining different classes of cognitive phenomena, and many re-
searchers hold that all of them are needed to explain psychological data (see
again [3], [4]). Given this state of affairs, we propose to integrate some of them
in computational representations of concepts. More precisely, we focus on pro-
totypical and exemplar based approaches, and propose to combine them in a
hybrid representation architecture in order to account for category representa-
tion and prototypical effects. In this phase, we do not take into consideration
the theory-theory approach, since it is in some sense more vaguely defined if
compared the other two points of view. As a consequence, its computational
treatment seems at present to be less feasible.

2 Prototypes vs. Exemplars: Some Empirical Evidence
from Psychology

According to the available experimental evidence, exemplar models are in many
cases more successful than prototypes (for a more detailed review of these re-
sults, see [5]). It can happen for example that a less typical item is categorized
more quickly and more accurately than a more typical category member if it is
similar to previously encountered exemplars of the category ([6]). For example: a
penguin is a rather atypical bird. However, let us suppose that some exemplar of
penguin is already stored in my memory as an instance of the concept BIRD. In
this case, it can happen that I classify new penguins as birds more quickly and
more confidently than less atypical birds (such as, say, toucans or hummingbirds)
that I never encountered before. Another important source of evidence for the
exemplar model stems from the study of linear separable categories. According
to the prototype approach, people should find it more difficult to form a concept
of a non-linearly separable category. Subjects should be faster at learning two
categories that are linearly separable. However, Medin and Schwanenflugel [7]
experimentally proved that categories that are not linearly separable are not nec-
essarily harder to learn. This is not a problem for exemplar based theories, which
do not predict that subjects would be better at learning linearly separable cate-
gories. In the psychological literature, this result has been considered as a strong
piece of evidence in favor of the exemplar models of concept learning. The above
mentioned results seem to favor exemplars against prototypes. However, other
data do not confirm this conclusion. An empirical research supporting the hy-
pothesis of a multiple mental representation of categories is Malt [8]. This study
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was aimed to establish if people categorize and learn categories using exemplars
or prototypes. The empirical data, consisting in behavioral measures such as
categorization probability and reaction time, suggest that subjects use differ-
ent strategies to categorize. Some use exemplars, a few rely on prototypes, and
others appeal to both exemplars and prototypes. Summing up, prototype and
exemplar representations present significant differences, and have different mer-
its in explaining cognitive behavior. In addition, this distinction seems to have
also neural plausibility, as it is witnessed by various empirical researches ([9],
[10], [11]). For example, Squire and Knowlton [12] studied an amnesic patient,
E.P., whose medial temporal lobes were severely injured in both hemispheres.
E.P. was unable to recognize previously seen items. However, his categorization
performances in some conditions were similar to those of normal subjects. It is
worthy noting that, after training, E.P. was unable to recognize even training
items.

3 Prototypes vs. Exemplars in Artificial Computational
Systems

It is likely, in our opinion, that a dual, prototype and exemplar based, represen-
tation of concepts could turn out to be useful also from a technological point
of view, for the representation of non classical concepts in artificial systems. In
the first place, there are kinds of concepts that seem to be more suited to be
represented in terms of exemplars, and concepts that seem to be more suited
to be represented in terms of prototypes. For example, in the case of concepts
with a small number of instances, which are very different from one another, a
representation in terms of exemplars should be more convenient. An exemplar
based representation could be more suitable also for non linearly separable con-
cepts (see the previous section). On the other hand, for concepts with a large
number of very similar instances, a representation based on prototypes seems to
be more appropriate. Consider for example an artificial system that deals with
apples (for example a fruit picking robot, or a system for the management of a
fruit and vegetable market). Since it is no likely that a definition based on neces-
sary/sufficient conditions is available or adequate for the concept APPLE, then
the system must incorporate some form of representation that exhibits typicality
effects. But probably an exemplar based representation is not convenient in this
case: the system has to do with thousands of apples, which are all very similar
one another. A prototype would be a much more natural solution. In many cases,
the presence of both a prototype and an exemplar based representation seems
to be appropriate. Let us consider the concept BIRD. And let us suppose that a
certain number of individuals b1, ., bn are known by the systems to be instances
of BIRD (i.e., the system knows for sure that b1, ., bn are birds). Let us suppose
also that one of these bi’s (say, bk) is a penguin. Then, a prototype PBIRD is
extracted from exemplars b1, ., bn, and it is associated with the concept BIRD.
Exemplar bk concurs to the extraction of the prototype, but, since penguins are
rather atypical birds, it will result to be rather dissimilar from PBIRD. Let us
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suppose now that a new exemplar bh of penguin must be categorized. If the cat-
egorization process were based only on the comparison between the target and
the prototype, then bh (which in its turn is rather dissimilar from PBIRD) would
be categorized as a bird only with a low degree of confidence, in spite of the fact
that penguins are birds in all respects. On the other hand, let us suppose that
the process of categorization takes advantage also of a comparison with known
exemplars. In this case, bh, due to its high degree of similarity to bk, will be
categorized as a bird with full confidence. Therefore, even if a prototype for a
given concept is available, knowledge of specific exemplars should be valuable in
many tasks involving conceptual knowledge. On the other hand, the prototype
should be useful in many other situations.

4 Conceptual Spaces

In the rest of this paper, we shall consider conceptual spaces (CSs) [13] as a
possible framework to develop some aspects of the ideas presented in the above
sections. CSs are geometrical representations of knowledge that consist of a num-
ber of quality dimensions. In some cases, such dimensions can be directly related
to perceptual mechanisms; examples of this kind are temperature, weight, bright-
ness, pitch. In other cases, dimensions can be more abstract in nature. To each
quality dimension is associated a geometrical (topological or metrical) structure.
The central idea beyond this approach is that the representation of knowledge
can take advantage from the geometrical structure of CSs. For example, instances
(or exemplars) are represented as points in a space, and their similarity can be
calculated in the terms of their distance according to some suitable distance
measure. Concepts correspond to regions, and regions with different geometrical
properties correspond to different kinds of concepts. As an example, let us briefly
consider a CS for color ([13], sect. 1.5). One possibility to describe colors consists
in choosing three parameters: brightness, saturation and hue. Such parameters
can be viewed as the dimensions of a chromatic CS: brightness varies from white
to black, so it can be represented as a linear dimension with two end points;
saturation (i.e., color intensity) ranges from grey to full intensity, therefore, it
is isomorphic to an interval of the real line; hues can be arranged in a circle,
on which complementary colors (e.g. red and green) lie opposite to each other.
As a result, a possible CS for colors is a tridimensional space with the structure
of the familiar color spindle. From our point of view (as we shall argue in the
next session), CSs could offer a computational and representational framework
do develop some aspects of our proposal of representing concepts in terms of
both prototypes and exemplars.

5 Conceptual Spaces for Representing Prototypes and
Exemplars

Conceptual spaces are well suited to represent concepts in non classical terms.
For example, in a CS the region corresponding to a concept must not have
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necessarily crisp boundaries. Moreover, in many cases, within CSs typicality ef-
fects emerge in a natural way, and an explicit description of typical traits is not
re-quired. In his writings, Gardenfors emphasizes these facts ([13], sect. 3.8).
However, Gardenfors concentrates almost exclusively on representations based
on prototypes. In our opinion, CSs are well suited also for the exemplar based
modeling of concepts, and for developing hybrid, prototype and exemplar based,
solutions. Let us consider prototypes first. According to the theory of CSs, con-
vex regions play a special role. Given a CS, concepts that correspond to convex
regions are called properties ([13], ch. 3). Properties enjoy a special status. In
particular, in the case of properties, prototypes have a natural geometrical inter-
pretation: they correspond to the geometrical center of the region itself. Given a
certain property, a degree of centrality can be associated to each point that falls
within the corresponding region. This degree of centrality can be interpreted as
a measure of its typicality. Conversely, given a set of n prototypes represented
as points in a CS, a tessellation of the space in n convex regions can be de-
termined in the terms of the so-called Voronoi diagrams. In our opinion, CSs
are well suited also for representing concepts according to the exemplar based
approach. As said before (sect. 4), exemplars are represented as points in a CS.
Therefore, if the prototypical representation of some concept C in a CS corre-
sponds to a convex region (with the prototype of C corresponding to the center
of the region), then it is easy to keep within the same representation also the
information concerning (some) known exemplars of C. This can facilitate many
forms of conceptual reasoning, which are psychological plausible, and which can
turn useful in many application contexts. This is due to the fact that CSs are not
specifically designed to represent prototypes; rather, they are a general frame-
work for knowledge representation in which, at certain conditions, prototypes
emerge as a consequence of the global geometric properties of the model. In this
respect, CSs deeply differ from traditional approaches in which prototypes are
explicitly represented as local data structure - for example, as frames, or as (pos-
sibly weighted) lists of features. An approach that, in certain respects, is akin to
our proposal has been developed by Mastrogiovanni et al. [14] in the context of
a robotic reasoning and planning architecture. They adopt a metric space based
on Kohonen self-organizing neural maps, which, in many respects, is similar to
a conceptual space. Exemplar and classes (represented in terms of prototypes)
are both coded as regions of this space.

Moreover, the theory of CSs is compatible with the possibility of representing
concepts that do not correspond to properties, i.e. to convex regions in the
space. Non-linearly separable categories ([7] - see sect. 2 above) are exactly ”non
convex” concepts of this sort. Exemplar based representation are probably an
adequate choice for representing of a non linearly separable categories, and this
can be achieved in the framework of CSs. Also in this case, however, it is likely
that the geometrical structure of CSs allows many relevant forms of reasoning
(based for example on the metric associated to the CS itself).



136 M. Frixione and A. Lieto

6 Conclusion

In conclusion, data from empirical psychology and cognitive neuroscience favor
the hypothesis that concepts in human memory are represented as both proto-
types and as sets of exemplars. We argue that a similar, prototype and exemplar
based hybrid solution can be useful also for the development of computational
intelligent artifacts. We individuated conceptual spaces as a possible theoretical
framework to investigate some aspects of this hypothesis. CSs have the advan-
tage of resting on a well understood formal basis. Moreover, they enjoy also of
a good biological plausibility.
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Abstract. We propose the Small Loop Problem as a challenge for biologically 
inspired cognitive architectures. This challenge consists of designing an agent 
that would autonomously organize its behavior through interaction with an 
initially unknown environment that offers basic sequential and spatial 
regularities. The Small Loop Problem demonstrates four principles that we 
consider crucial to the implementation of emergent cognition: environment-
agnosticism, self-motivation, sequential regularity learning, and spatial 
regularity learning. While this problem is still unsolved, we report partial 
solutions that suggest that its resolution is realistic.  

Keywords: Self-motivation, decision process, early-stage cognition. 

1 Introduction 

We introduce an idealized learning problem for an artificial agent that serves as a 
benchmark to demonstrate four principles of emergent cognition. We named this 
problem the Small Loop Problem (SLP). In a review of benchmarks for artificial 
intelligence, Rohrer [10] argued that a benchmark can constitute a formal statement of 
one’s research goals. Accordingly, in parallel to presenting the SLP, this paper 
presents a statement and an argumentation in favor of four principles that we consider 
fundamental to emergent cognition: (a) environment-agnosticism, (b) self-motivation, 
(c) sequential regularity learning, and (d) spatial regularity learning.  

The principle of environment-agnosticism (a) was proposed to account for the idea 
that the agent should not implement ontological presuppositions about the environment 
[8]. The SLP requires that the designer of the agent must not include predefined 
knowledge of the environment in the agent. Classical ways of including such knowledge 
would be in the form of logical rules that would exploit predefined semantics associated 
with sensory input, or in the form of a set of predefined states of the world that would be 
made desirable to the agent by the implementation of a reward function. Instead, the 
SLP requires environment-agnostic agents to learn the semantics of sensorimotor 
information and the ontological structure of their world by themselves. 

The SLP approach to self-motivation (b) relates to the problem of implementing a 
Discrete Time Decision Process that learns a policy function P(t) to maximize a value 
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function V(t) over time. Such a process implements motivation because the agent 
learns behaviors that fulfill an innate value system. This view assumes that such an 
innate value system was selected through phylogenetic evolution in the case of natural 
organisms to favor the survival of the organism and of its species. An agent that solves 
the SLP must implement a mechanism that learns such a policy function without 
relying on ontological presuppositions about the world. Note that traditional algorithms 
of reinforcement learning [12] do not fulfill this requirement because they require the 
designer to associate a reward value to predefined states of the world. Even Partially 
Observable Markov Decision Processes (POMDPs) require prior knowledge of a state 
evaluation function to assess believed states from observations [1]. 

In the SLP, the agent has a set of 6 possible actions A={a1, … a6} and a set of two 
possible observations O={o1, o2} (binary feedback). We define the set of possible 
interactions I = AO as the set of the 12 tuples i = [aj,ok] that associate a possible 
action with the possible observation resulting from that action. Each interaction i has 
a predefined numerical value vi. The value function V(t) equals the value vi of the 
interaction i enacted on step t. The policy function must learn to choose the action aj 
at each time step t that would maximize the value function in an infinite horizon. Note 
the formal difference from reinforcement learning, which requires a reward function 
as a function of the state of the world and of the action, whereas the SLP formalism 
does not involve a formalization of the environment in terms of a set of states. When 
adapted to the SLP formalism, traditional reinforcement learning algorithms can learn 
short-term dependencies between observations and actions, but they fail to learn long-
term temporal and spatial regularities that they need to learn to fully solve the SLP. 

The principle of sequential regularity learning (c) follows from the fact that the 
agent must discover, learn, and exploit temporal regularities in its interaction with the 
environment to maximize the value function V(t). Doing so without prior assumptions 
on the environment remains an open challenge, which the SLP is designed to address.  

Finally, the agent must discover, learn, and exploit spatial regularities that exist in 
its “body” structure and in the structure of the environment (d). Many 
neuroanatomists who study the evolution of animal brains argue that organization of 
behavior in space is a primordial purpose of cognition [e.g., 4]. Natural organisms 
generally have inborn brain structures that prepare them to deal with space (the 
tectum or superior colliculus). These observations suggest that spatial regularity 
learning is a key feature of emergent cognition. We designed the SLP to investigate 
how this feature could be integrated into a biologically inspired cognitive architecture 
with the other principles presented above. 

Section 1 describes the SLP in detail. Section 2 reports our partial solution that 
implements environment-agnosticism, self-motivation, and sequence learning. Section 
3 presents how we envision coupling our current solution with spatial regularity 
learning to move toward the full solution. The conclusion recapitulates the challenges 
raised by the SLP. While this problem may seem simplistic, it is still unsolved, and, 
we argue, it is important for the study of emergent cognition.  
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2 The Small Loop Problem (SLP) 

For an artificial agent, the SLP consists of "smartly" organizing its behavior through 
autonomous interaction with the Small Loop Environment. The Small Loop 
Environment is the loop of white squares surrounded by green walls shown in Figure 1. 
Note that the SLP differs from benchmarks traditionally used in AI [e.g., 10] by the fact 
that the environment does not provide a final goal to reach. 

 

 

Fig. 1. The Small Loop Platform in NetLogo 

The set of possible actions (A) contains the 6 following actions: try to move one 
square forward (a1), turn 90° left (a2), turn 90° right (a3), touch front square (a4), touch 
left square (a5), touch right square (a6). Each action returns a single bit observation as 
feedback (O = {o1, o2}). The 10 possible interactions are then: step ([a1,o1]), bump 
([a1,o2]), turn left ([a2,o1]), turn right ([a3,o1]), touch front/left/right empty ([a4,o1]/ 
[a5,o1]/[a6,o1]), touch front/left/right wall ([a4,o2]/[a5,o2]/[a6,o2]). Note that turn actions 
always return feedback o1, which makes 10 interactions rather than 12. 

The principle of environment agnosticism implies that the agent has no initial 
knowledge of the meaning of interactions: an interaction’s label is meaningless to the 
agent. To demonstrate this, the SLP requires that swapping any label [aj,ok] with any 
other label [am, on] would still give rise to the same behavior when the agent is rerun.   

The experimenter presets the values of interactions before running the agent (using 
the controls shown in Figure 1). We specify the following reference values: step: 5; 
bump: -10; turn: -3; touch (empty or wall): -1. With these values, we expect the agent 
to learn to maximize moving forward, and avoid bumping and turning. To do so, we 
expect the agent to learn to use touch to perceive its environment and only turn in 
appropriate categories of situations (because touch has a less negative value than bump 
or turn). Additionally, if there is a wall ahead, the agent should touch on the side and 
turn towards that direction if the square is empty, so as to subsequently move forward.  

Note that on each decision cycle, the best action to choose does not depend only on 
a single previous interaction but may depend on a sequence of several previous 
interactions and on the possibility of enacting several next interactions. This makes 
the SLP suitable to demonstrate sequential regularity learning. The highest-level most 
satisfying sequence consists of making a full tour of the loop, which can be repeated 
indefinitely. The value of this sequence is equal to 5 x 12 (move forward) -3 x 6 (turn) 
= 42, corresponding to 2.33 points/step. 
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The principles of self-motivation together with environment-agnosticism imply 
that the agent must adapt to any set of values. Trivial examples are those in which 
positive values are associated with turn or bump or touch: the agent would learn to 
keep spinning in place, or bumping, or touching indefinitely. The SLP thus consists of 
implementing a mechanism that tends to enact interactions with high values and to 
avoid interactions with negative values without any presupposition of what these 
interactions mean in the environment. To solve this problem, the agent must learn 
hierarchies of sequential regularities so it can use certain interactions to gain 
information to anticipate the consequences of later interactions.  

Section 2 shows that a purely sequential learning mechanism can partially solve 
this problem. For a “smarter” organization of behavior, we, however, expect the agent 
to exploit spatial regularities. The agent should construct a self model that organizes 
interactions spatially. For example: touch left and turn left concern the agent’s left 
side, touch front, move forward, and bump concern the agent’s front. The agent 
should also categorize situations in the environment with regard to their spatial 
structure relative to the agent’s position, for instance the categories: left corner, right 
corner, and long edge of the loop. This need for spatial categorization makes the 
Small Loop Problem suitable to demonstrate spatial regularity learning. 

3 The Sequential Solution 

We have reported an algorithm that brings a partial solution to a similar problem [7]. 
We now offer a NetLogo simulation online1 to demonstrate the behavior of this 
algorithm on the Small Loop Environment. This demonstration shows that the agent 
usually learns to avoid bumping after approximately 300 steps and reaches a stable 
satisfying behavior that consists of circling the loop after approximately 600 steps. 
This demonstration also shows that the agent has difficulties in the upper right area of 
the loop because of the inverted corner.   

Figure 2 shows the trace of an example run. This trace shows that the interactions 
were unorganized and poorly satisfying in the agent’s terms until step 150. From step 
190 on, the agent learned to touch ahead before trying to move forward, but it still got 
puzzled in the upper right area around step 220 and 270. In this particular instance, it 
learned to characterize left corners by the sequence that leads to them when circling 
the loop counterclockwise: “touch left empty, turn left, move forward, touch front 
wall”. In this left corner context, the agent learned to chose turn right (steps 318, 354, 
390), which allowed it to engage in full tours of the loop. 

In the trace in Figure 2, Tape 1 represents the interactions: touch empty (white 
squares), touch wall (green squares), turn (half-circles), move forward (white 
triangles), bump (red triangles); the upper part represents interactions to the left, the 
lower part interactions to the right. Tape 1 shows that the agent learned to avoid 
bumping after step 276 by always touching ahead before moving forward. Tape 2  
 

                                                           
1 http://liris.cnrs.fr/ideal/demo/small-loop/ 
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Fig. 2. Example activity trace of an agent that learns sequential regularities 

represents the interactions’ values as a bar-graph (green when positive, red when 
negative); it shows that the agent got more consistently positive interactions from step 
290 on. Tape 3 represents the level of the enacted sequence in the hierarchy of learned 
sequences; it shows that the agent gradually exploited higher-level sequences. The 
value obtained when the behavior was stabilized was of 5x12 (move forward) – 3x6 
(turn) – 1x17 (touch), corresponding to 0.71 points/step. 

4 Towards the Spatio-sequential Solution 

To give an idea of what would constitute a full solution, we started to implement a 
mechanism of spatial awareness. To do so, we endowed the agent with a spatial 
memory that kept track of the spatial location where interactions were enacted. The 
algorithm updates the spatial memory by translating its content when the agent moves 
forward and rotating it when the agent turns (a basic form of Simultaneous 
Localization And Mapping, SLAM). This solution, however, violates the principle of 
agnosticism because it assumes the relation between interactions and transformations 
in spatial memory. We also hard-wired the agent’s “self model” to the spatial 
memory. For example, we hard coded the spatial position of the different touch 
interactions relative to the agent (left side, front, right side).  

In essence, the algorithm learns bundles of interactions that represent observable 
phenomena in the environment. We define a bundle as the set of interactions afforded 
by a phenomenon [6]. The SLP provides two kinds of observable phenomena: empty 
squares and walls. The agent constructs bundles gradually as it explores the 
environment. Over time, the agent recognizes the phenomena that surround it and 
represents them by bundles localized in the agent’s spatial memory. In turn, bundles 
in spatial memory generate weighted propositions (positive or negative) to enact the 
interactions that they contain. This mechanism increases the speed of the agent’s  
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adaptation because it helps the agent select interactions adapted to its spatial context. 
Figure 3 shows the effects of this mechanism in an example. A video is available 
online to show the entire run, the sequential trace, and the content of the spatial 
memory dynamically2. 

 

 

Fig. 3. Example activity trace of an agent that learns spatial and sequential regularities 

In Figure 3, tapes 1 to 3 correspond to the same as in Figure 2. Tape 1 shows that 
the agent bumped only four times (steps 13, 28, 31, and 33). Tape 4 represents the 
four surrounding squares in the agent’s spatial memory (squares whose content is 
unknown are gray). Tape 5 represents the construction of bundles over time (gray 
rounded rectangles that contain interactions). The upper part of Figure 3 shows 
snapshots of the agent’s spatial memory at different steps. Gray circles represent 
bundles localized in spatial memory. These circles are fading to represent decay in 
spatial memory. 

On steps 1 to 3, the agent successively touched the three squares surrounding it. On 
step 4, it moved forward. Because the touching forward made on step 2 and the 
moving forward on step 4 concerned the same spatial location, these interactions were 
bundled together to represent an empty square phenomenon. On step 5, a new 
touching forward activated an empty square bundle in front of the agent. The 
interaction move forward, now belonging to this bundle, generated additional positive 
support to move forward (in the agent’s decisional mechanism). In a similar way, the 
interaction touching front wall and bumping were bundled together on step 13. On 
step 19, the touching front wall activated the newly-created wall bundle in front of the 
agent. The bump interaction, then belonging to the wall bundle, generated negative 
support for trying to move forward, preventing the agent from bumping into the wall. 
On step 96 (not in Figure 3), the learned sequence turn right – move forward was 
added to the empty square bundle, which led the agent to subsequently enact this 
sequence when an empty square was again recognized on the right. This experiment 
shows that this mechanism significantly improves the agent’s management of the 
upper right area. The agent started to circle the loop on step 70 (clockwise). The value 
obtained after stabilization was again of 0.71 points/step.  

This example illustrates two limitations that we expect the full solution to solve.  
(a) The average value per step obtained after the learning phase should tend to the 
highest value made possible by the initial settings (2.33 with the settings proposed in 

                                                           
2 http://e-ernest.blogspot.fr/2012/04/ernest-112.html 
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Section 1). This requires implementing more elaborated learning mechanisms that 
make the agent appropriately renounce touching when the structure of the 
environment is better known. (b) The agent’s “self-model” (i.e., the effects and 
positions of interactions in space) should not be assumed but rather learned. We, 
nonetheless, consider it valid to implement a spatial memory that assumes the two-
dimensional grid structure of the environment. This assumption is justified by the fact 
that natural organisms have inborn brain structures that prepare them to deal with the 
spatial nature of their environment (e.g., the superior colliculus). The purpose of the 
SLP is, however, not to have the agent learn a full map of its environment but to adapt 
its behavior to local temporal and spatial context. Therefore, we posit that the area 
covered by the spatial memory should be smaller than the full environment space. 

5 Conclusion 

We propose the Small Loop Problem as a benchmark to evaluate agents that 
implement four principles of emergent cognition: environment agnosticism, self-
motivation, sequential regularity learning, and spatial regularity learning. This 
benchmark contrasts with most existing benchmarks for unsupervised learning agents 
[e.g., 5, 11] in that it does not involve a final goal to reach. Instead, the agent’s self-
motivation comes from the fact that primitive interactions have different values. 

We present two partial solutions. The first partial solution is based on an original 
sequential decision process. It demonstrates that the agent can organize its behavior 
by learning and exploiting sequential regularities of interactions without 
presuppositions on the meaning of interactions. The second partial solution illustrates 
an architecture that associates the sequential decision process with a spatial regularity 
learning mechanism. In its current version, this solution, however, conflicts with the 
agnosticism principle because it requires assumptions on the agent’s self model. The 
Small Loop Challenge requires eliminating these assumptions. 

Different solutions exist to learn spatial structures from uninterpreted sensors [e.g., 
9], to learn self models [e.g., 3], and to categorize situations on the basis of self-
motivation [e.g., 2]. Yet, the question of integrating these solutions together remains 
unsolved. Studies of natural organisms such as insects and archaic vertebrates suggest 
that these organisms manage to solve these problems through fundamental 
mechanisms of cognition whose replication in an artificial cognitive architecture 
remains a challenge. The Small Loop Problem offers a simple formalization of this 
challenge, which hopefully makes its resolution realistic. Solving this challenge will 
open the way to developing self-motivated agents capable of dealing with more 
complex spatiotemporal regularities in their interactions with the environment. 
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Abstract. This paper describes a new approach for crowd detection
based on the analysis of the gray level dependency matrix (GLDM), a
technique already exploited for measuring image texture. New features
for characterizing the GLDM have been proposed, and both Adaboost
and Bayesian classifiers have been applied to the new feature introduced,
and the system has been tested on a real-case scenario inside a stadium.

1 Introduction

Intelligent video surveillance systems have recently started tackling tasks at a
sensibly higher level with respect to what happened in the past. At the same
time, new challenges have also been faced: behavior analysis, application of social
force models and face recognition are just few examples of recently addressed
tasks that show a complexity level sensibly higher with respect to classic people
tracking or patrolling activities.

Among such new tasks, crowd detection represents a strong challenge, since
crowd is difficult to model, and does not have a precise shape; on the other hand,
this is an important feature for applications concerning security and safety.

Since crowd is often spread over large areas, video surveillance of such scenar-
ios would benefit from being built following a multi-agent approach: each agent
should keep under control a limited portion of the crowded environment, and
communicate with other agents. Eventually, such surveillance agents will need
to interact with human operators, that will still be responsible for final decisions
regarding crowd safety. Interaction will involve agents reporting about salient
events that happened, in order to let security operators take action in short
time. At the same time, interaction will happen also in the opposite direction,
as software agents will also be able to learn from humans which are the salient
events to be kept under control.

Even though agents in this scenario are evolving, they need to rely on lower
level algorithms that let them deal with crowded scenes: this is the case of the
crowd detection and localization system described in this paper, which represents
a capability that agents should possess and on which they can build higher level
behaviors and interfaces with humans. The capability of detecting and measuring
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crowd has the same importance, in this context, as the ability of detecting people
in a number of other applications of video surveillance systems.

2 Related Work

The task of crowd detection has been tackled following a number of different
approaches. The three main methods rely on texture analysis, motion analysis,
and features.

Texture analysis for crowd detection has been described in [1]: in this work,
authors exploited a technique originally proposed in [2] and applied it to ap-
proach the problem of crowd detection. Such method is based on the Gray-Level
Dependency Matrix (GLDM), which is a histogram-like function describing color
transitions between adjacent pixels. The analysis of the GLDM is a complex task:
for this reason, it is performed by means of a set of indicators, each one defined
in order to gather a specific characteristic of the GLDM. A large set of features
has been originally proposed in [2], and other have been added for adapting
GLDM-based approaches to new applications [3]. Texture and its orientation
are concepts exploited also in biological systems, and are part of the mid-level
visual processes of the brain [4]; such processes are employed for extracting
higher level information, as the extraction of 3D shape information [5].

Features represent another possible way for detecting crowd. Several ap-
proaches have been investigated, including density of SIFT features [6]. Such
approaches represent indirect methods for measuring texture: for instance, the
density of SIFT features is related to the amount of texture in the image, and
the same can be said for edge density.

3 GLDM-Based Texture Analysis

The system presented here aims at detecting a specific type of crowd, constituted
by the public in a football stadium. The detection algorithm has been developed
following a texture-based approach, which turned out to be more reliable for the
specific application addressed. The crowd detector described here is based on
the system presented in [7], from which the evaluation of the GLDM and the
multilayer shape analysis, as well as the crowd localization method based on the
pyramidal image subdivision, are inherited.

In this paper, several advances over the system described in [7] are presented.
A novel set of features is in fact proposed here, that improves the performance
over the set previously presented.

3.1 GLDM Shape Analysis

The GLDM is a rather complex histogram defined over a two-dimensional do-
main bearing a high amount of information, that is only partially expressed by
means of basic indicators proposed in the literature. Instead of exploiting indi-
cators proposed in [2], a deeper shape analysis is proposed: the GLDM, which
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is basically a 3D function, is analyzed considering contours obtained by inter-
secting it with horizontal planes at several heights. A new set of features for
describing shapes obtained in this way has then been created. Since multiple
shapes are considered for each GLDM, this is called a multilayer approach.

Elliptic Approximation. Each cut of the GLDM may contain one or more
contours, among which one is clearly larger than the others, and is called the
principal component, which has an ellipse-like shape. To measure the regularity
of the principal component, an ellipse is fitted on it, then deviations from this
approximation are measured, similarly to what a convex hull does, but adapted
to the concept of histogram. Two indicators are evaluated in this way: Low In
(LI), and High Out (HO). To describe how they are evaluated, let Gh

θ,d be the
region occupied by the GLDM cut of the principal component at height h, and
Eh be the fitting ellipse. Then, LI is evaluated as:

LIh =‖ (x, y) : (x, y) ∈ Gh
θ,d, (x, y) /∈ Eh ‖ , (1)

where ‖ · ‖ indicates the cardinality of a set. The indicator LI therefore is the
number of bins inside the fitting ellipse that do not belong to the GLDM contour
cut. The complementary concept is expressed by HO:

HOh = |(x, y) : (x, y) ∈ Eh, (x, y) /∈ Gh
θ,d| . (2)

The LI and HO indicators may be considered as a measure of the regularity of
the principal component.

Symmetry. Symmetry is another key aspect for GLDM classification. It is
measured by considering both the GLDM as a whole, and single layers separately.
In the first group can be found the Volume Difference (VD) and Equal bins (EB)
features. To evaluate the first one, the GLDM is divided into two halves by the
principal diagonal; volumes of the two parts are then subtracted:

VD =
∑

(x,y):x<y

Gθ,d(x, y)−
∑

(x,y):x>y

Gθ,d(x, y) . (3)

The EB indicator is evaluated as the number of symmetrical bin pairs having
the same height:

EB =‖ (x, y) : x > y,Gθ,d(x, y) = Gθ,d(y, x) ‖ . (4)

Symmetry is evaluated also on single layers: for each point Pi of the diagonal
inside the principal component, intersection points of the contour with a line
perpendicular to the diagonal, and crossing it on Pi are found; then the distances
D+

i and D−
i between each of them and Pi itself are evaluated, together with their

differences Δi = |D+
i −D−

i |. The Layer Symmetry (LS) feature of the i-th layer
is evaluated as the variance of the normalized values for Δi:

LSi = var

{
Δi

maxi Δi

}
. (5)
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The LS feature of the whole GLDM is finally evaluated as the average of all LSi.
Another features exploited in shape classification, Width Variance (WV) is

evaluated in a similar way, but instead of considering the differences Δi, the sum
Si = D+

i −D−
i is exploited. The same procedure is then applied, leading to:

WVi = var

{
Si

maxi Si

}
, (6)

which are used to obtain the final value of WV by averaging WVi.

Number of Components. Previously described features refer to the principal
component of the GLDM. However, information about the whole function cannot
neglect other components, that are considered by other features. The number of
such components is evaluated in an approximate way, based on the assumption
that all of them will lie around the diagonal: for this reason, instead of dealing
with the whole GLDM function domain, only the diagonal is considered, and
only those components intersecting it at a certain height will be counted.

Data about the number of components for every height, Ci, are then exploited
to evaluate the maximum value (maximum number of components, MC), its
average (AC) and variance (VC). Differences between layers are also consid-
ered, leading to a set of features. First of all, their variance (DV) is evaluated;
moreover, to measure how smooth is the increase or decrease of the number of
components, the Component Evenness (CE) is calculated as:

CE =

√√√√ 1

N

N−1∑
i=1

i
[
ci − ci+1 −Δc

]2
. (7)

4 Classification

Machine learning has been exploited to analyze feature vectors in order to detect
crowd. Two methods have been tried and evaluated: AdaBoost and Naive Bayes.
The first one has shown good performance in computer vision literature [8], while
the second one has been chosen because of its simplicity and because it solves
natively multi-class problems.

4.1 AdaBoost

In this work, the Real variant [9] of the algorithm has been used, which pro-
vides a confidence measure for each prediction instead of a simple class label.
Decision trees have been selected as weak classifiers. Each decision tree is built-
up recursively based on the training examples. Every internal node is created
representing a test on values of a different feature; based on tests results, every
training example walks a path to a specific leaf node. A leaf node represents a
subset of training examples and is labelled with the most frequent class in its
subset.
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Using a set of decision trees combined with AdaBoost provided feature charac-
terization: internal nodes indicated which features were used in class prediction
in each AdaBoost training iteration, acting like feature selectors. Moreover, this
setup does not need data normalization, which is often recommended for other
classifiers to get better performance.

For what concerns multi-class classification problems, they have been broken
down into binary classification problems using the One-Vs-All approach.

4.2 Naive Bayes Classifier

This is the simplest probabilistic classifier. It is based on the strong assump-
tion that the features are independent of each other. Predictions are made by
computing the probability of the class C given the features F1, F2, . . . , Fn.

In this work, feature values have been approximated to a Gaussian distribu-
tion. Therefore, in the training phase, mean and variance have been computed for
every feature on all the training examples; predictions have been done selecting
the class with the highest probability:

BC (f1, . . . , fn) = argmaxc p (C = c)

n∏
i=1

p (Fi = fi|C = c) .

This classifier has been chosen because it supports natively multi-class prob-
lems; moreover, it does not need parameters nor data normalization or other
preprocessing operations.

5 Results

The crowd detection system has been tested on a set of 22 sequences, for a total
of 901 frames at the resolution of 640×480.

Recalling the pyramidal structure described in [7], a training session has been
run for each subdivision, that is, for the whole image, and for divisions into 4 and
16 sub-images. For each training session, features have been evaluated on two
GLDMs, with d = 1 and θ ∈ {π/4, 3π/4}, since these two diagonal orientations
provided best results.

Crowd has been divided into classes, based on the number of people that are
in the scene; classes are: no crowd (0-1 people), low crowd (2-4), mid (5-9) and
high (10 or more). This classification scheme is meaningful when the image is
subdivided into 4 or 16 sub-images; when considering the whole image, the two
central classes should be neglected. In table 1 the number of samples of each
class available in the dataset are detailed: it can be seen that for ‘low’ and ‘mid’
classes very few cases can be observed.

For training the AdaBoost classifier, 50 weak classifiers have been used, con-
sisting in decision trees with at most 3 decision stumps. For both AdaBoost
and Bayes classifiers, cross-validations have been run, applying the leave-one-
out method to the 22 sequences present in the dataset.
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Table 1. Number of samples available for each class, for the whole image and for 4
and 16 subdivisions

Regions No crowd Low Mid High Total

1 328 41 41 498 901
4 1843 93 508 1160 3604
16 9609 2020 1541 1246 14416

5.1 Preliminary Feature Analysis

Since all features derived in section 3.1 are related to geometrical aspects of the
GLDM, a certain level of correlation will be present among them. To characterize
such dependency, Principal Component Analysis (PCA) has been employed.

In our work, dimensions are represented by features. PCA analysis reported
that our features can be represented with a number of principal components
between 4 and 5 (depending on regions number). According to [10], the number
of principal components is also the number of the original features which are
really needed to represent most of the information.

5.2 Exhaustive Search

An exhaustive search has been performed to point out the impact of features
set on performance. Features by Marana have been combined with a non-empty
subset of novel features; all possible non-empty combinations have been tried
during simulations, which meant 211−1 runs for every classes-regions configura-
tion. The best results are summarized in two tables; they show the performance
increase obtained exploiting the new features presented, in two configurations:
image divided into 4 regions (table 2, and into 16 regions (3). Both tables also
show the performance increase determined by the new features.

The introduction of the new features determines a performance increase in ev-
ery classes-regions configuration: as it is clear looking at the tables, performance
increase is between 5.6% and 14.3% using AdaBoost, while it is even higher using

Table 2. Performance results using 4 classes

(a) AdaBoost classifier performance

Regions Features MAR + New MAR Var.

1 LS, WV, AC 0.670 0.586 +14.3%
4 EB, WV, DV, AC 0.646 0.574 +12.5%
16 VD, LI, AC 0.679 0.630 + 7.8%

(b) Bayesian classifier performance

Regions Features MAR + New MAR Var.

1 VD, WV 0.609 0.585 + 4.1%
4 VD, EB, LI, MC, VC 0.686 0.624 + 9.9%
16 VD, EB, LS, LI, WV, DV, AC, VC 0.581 0.454 +28.0%
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Table 3. Performance results using 16 regions

(a) AdaBoost classifier performance

Classes Features MAR + New MAR Var.

2 VD, LI, AC 0.800 0.746 +7.2%
3 VD, LI, AC 0.719 0.681 +5.6%
4 VD, LI, AC 0.679 0.630 +7.8%

(b) Bayesian classifier performance

Classes Features MAR + New MAR Var.

2 VD, EB, LS, LI, WV, DV, AC, VC 0.744 0.633 +17.5%
3 VD, EB, LS, LI, WV, DV, AC, VC 0.617 0.522 +18.2%
4 VD, EB, LS, LI, WV, DV, AC, VC 0.581 0.454 +28.0%

(a) (b)

Fig. 1. Example of classification output, for image divided into 4 (a) and 16 (b) re-
gions. The color rectangles are superimposed on crowd detection output; colors indicate
density: red stands for ‘high’ class, green for ‘mid’ class.

Bayesian classifier. Comparing both classifiers on the 16 regions configuration
(table 3), AdaBoost provided better absolute performance; this configuration is
considered more interesting because smaller regions have more uniform texture
and they provide better crowd localization.

Concerning features subsets, the PCA esteems are consistent with the results
obtained by AdaBoost: at most 5 features are needed to get the highest perfor-
mance. The Bayes classifier requires more features, especially for high number of
regions; this is caused by the probabilistic approach, which need a higher number
of variables in order to provide more accurate results.

The best performance is achieved in the 16 regions and 2 classes configuration
using AdaBoost. The 3 and 4 classes configurations provide more information
about crowd density at the cost of a performance decrease (10.1% and 15.1%
respectively).

In figure 1, two examples of classification output are presented for image di-
vided into 4 and 16 regions; density information is expressed by superimposition
of color rectangles. As it can be seen, crowd is correctly detected, and localization
information is also provided.
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5.3 Conclusions

In this paper, a novel crowd detection technique based on the GLDM analysis has
been proposed. New features have been introduced in order to better characterize
the 3D shape, and a validation phase exploiting machine learning techniques has
been performed, demonstrating that the proposed technique outperforms the
state of the art based on GLDM. Redundancy among developed features have
been studied and the smallest feature set providing the best performance has
been identified running an exhaustive search driven by results of the PCA.
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Abstract. Cognitive architectures are concerned with the design of intelligent 
systems that should be able to perform cognitive tasks. The current paper intro-
duces a theoretical approach to develop a general measurement framework for 
intelligent systems performance. The framework is based on concepts from 
communication theory and assumes the activity of an intelligent system to be 
the result of the communication between the system and its environment. Using 
the different entropies involved in this communication, the framework defines 
the system communication state and it is argued that this state captures the 
technical performance of the system. 

Keywords: communication, entropy, intelligent systems, measurement. 

1 Introduction 

The performance of an intelligent system is a result of the interaction between the 
system and its environment. This interaction can be seen as a process in which the 
system receives input from the environment and responds in form of output back to it. 
In general, this process is captured in a cognitive model. As an intelligent system 
performs a cognitive process (and regardless of its nature and purpose) the system 
deploys some type of resources. 

From a communication perspective, this interaction process can be seen as a com-
munication process. In this communication, the system performs the cognitive task by 
receiving some messages from the environment and responds to them in form of mes-
sages sent back to it. From this perspective, the resources used to complete the cogni-
tive task are defined in terms of the exchanged messages. 

The current research is trying to validate the hypothesis that certain cognitive 
processes are associated with specific system-environment communication patterns. 
That is, a cognitive process such as learning would involve a specific communication 
pattern between the system and its environment. Such patterns can then be used to 
identify and quantify the associated cognitive processes. 

An analogy is the correlation between specific higher cognitive processes and  
brain activation patterns as detected by brain scans. Although such correlations do not 
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directly indicate the content of the cognitive task, they indicate the category of the 
task such as learning, attention, perception, etc. [1]. In the case of brain activation, the 
underlying patterns are spatial (or temporal). In the current approach to intelligent 
systems the underlying patterns are thought to be “communicational”. 

2 Approach Basic Idea 

The correlation between the system cognitive performance and the underlying re-
sources is established by considering the cognitive process from a communication 
perspective [2]. An intelligent system is assumed to be made up of a limited number 
of agents that interact together, and with the environment, through events (Fig. 1). 
 
 

 

Fig. 1. Intelligent system general representation. To perform a task, the different agents interact 
with one another by initiating and responding to events. 

To apply the communication approach to a cognitive process, the process is as-
sumed to involve a limited number of agents and events as shown in Fig. 2. The 
process defines a boundary that separates the agents involved in this process from 
other agents in the system. By defining a boundary, the process events are separated 
into three different categories: 

• Input events, the set of events received or collected by the agents involved in the 
process from the environment and/or other agents, 

• Output events, the set of events send by the process agents to the environment, and  
• Input-Output (I/O) dependent events, a set of the joint input and output events used 

to define how the output of the process depends on its input.  

A cognitive process has then a limited number of input events and a limited number 
of output events. The various events are used to define the communication resources 
involved in the cognitive process (Fig. 3). The objective of the current research is to  
 

Event
Agent
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Fig. 2. Event categories involved in a cognitive process 

 

 

Fig. 3. Cognitive process as a communication process. A cognitive process can be performed 
by one or more agents. However, from a communication perspective, what is relevant to the 
process are the communication resources, i.e. the used events. 

investigate the relationships among the events involved in the cognitive process. This 
is achieved by capturing the statistical characteristics of the different events sets  
involved in the process.  

3 Cognitive Process Communication Entropies 

As defined by communication theory [4], the statistical characteristics of a communi-
cation process are captured using the entropy of the involved sets. Accordingly, the 
resources used during a cognitive process are captured by determining the entropies 
of the involved sets.  

Entropy is a function in the number of elements in a set and their corresponding 
probabilities. As a cognitive process (as defined here) involves three event sets, there 
are three entropies relevant to the performance of a cognitive process. Fig. 4 indicates 
how the communication model as defined by communication theory is used to identi-
fy the different cognitive process entropies.  
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Fig. 4. From a communication perspective, the input events are considered to represent the 
communication source (X), the output events are considered to represent the communication 
destination (Y). The set or I/O dependent events represent the communication channel. H(X), 
H(Y) and I(X;Y) are the entropies used to define the three sets.  

4 Why Entropy Can be Used to Capture the Performance  
of a Cognitive Process? 

Entropy is a function in the number of elements in a set and their corresponding prob-
abilities. Any change in the number of elements in the set, or in the probability of the 
elements, changes the entropy of the set.  

Executing a cognitive process causes a change in one or all of the process related 
communication entropies. This is because executing the process can involve: 

• Changes to the number of events used to perform the process, and/or  
• Changes to the probability of using the events during the execution of the process 

The approach is based on this observation and assumes that cognitive processes are 
associated with specific entropy change patterns. 
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5 Measuring Process Performance 

The three communication entropies (input event set entropy, output event set entropy 
and I/O dependent events set entropy as shown in Fig. 4) are related to one another by 
what is called the system communication state (C-state) [3]. The C-state (Fig. 5) is a 
function in: 

• the level of dependency between the input and output event sets (in terms of com-
munication theory, channel capacity (I(X;Y)), and 

• the efficiency with which the process relates the input and output events (relation 
between the channel capacity and input and output event sets joint entropy 
H(X,Y)) 
 

 

Fig. 5. Process communication state 

A cognitive process might involve one or all of the following: 

• use existing input and output events and existing I/O events dependencies, or 
• include or define new input and output events, or  
• define new I/O events dependencies. 

Any of the above activities involve a change in either the number of involved events 
or their usage probability. This means that any process activity results in a change in 
at least one or all of the three communication entropies. This in return leads to a 
change in the process communication state. The current research tries thus to use C-
state changes to indicate the outcome of the cognitive process (Fig. 6).  

The correlation between a C-state (the technical aspect of a process) and the out-
come of the process (functional aspect of a process) is achieved by successfully iden-
tifying C-state change patterns specific to each outcome of the cognitive process. 
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Fig. 6. Technical and functional views of a process. A cognitive process is executed for a pur-
pose and to enable some functionality like learning. Changes in the associated C-state are as-
sumed to be specific to each functional aspect of a process. That is each process (or process 
outcome) is assumed to be associated with a specific C-state change pattern.  

6 Discussion 

The paper introduced a theoretical approach for measuring the technical performance 
of a cognitive process based on the resources used during this process. Cognitive 
processes can involve one or more agents that can be different in nature and structure 
and each agent can operate according to a different model. The system C-state (or the 
communication dimension as represented by the communication state) is neutral to 
the differences among the various agents and their underlying models. That is, the 
communication dimension can be used to capture the behavior of the different agents 
and how they perform a cognitive task regardless of the differences in the used mod-
els. As such, the approach can be used to evaluate the overall performance of a cogni-
tive architecture and to compare different models and cognitive designs options.  

The approach can also be used to investigate the correlation between certain cogni-
tive processes and the underlying C-state change patterns. If a cognitive process (e.g. 
learning) is associated with a specific communication pattern, then this pattern can be 
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used as a reference to improve the configuration of this process and accelerate its 
implementation in other intelligent systems.   

Intelligent systems are expected to operate in a changing environment. Some 
changes might be beyond the system ability to cope with. Identifying C-state change 
patterns associated with critical changes in the environment can provide insight into 
how to design the system for coping with such changes.  

7 Future Work 

The current approach addressed the theoretical aspect of the framework which is 
based largely on results from communication theory. The next steps in establishing 
the framework is to apply it to investigate the performance of actual cognitive archi-
tectures and cognitive processes.  
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Abstract. The paper presents a representation of colors integrated in a cognitive 
architecture inspired by the Psi model. In the architecture designed for a huma-
noid robot, the observation and recognition of humans and objects influence the 
emotional state of the robot. The representation of color is an additional feature 
that allows the robot to be "in tune" with the humans and share with them a 
physical space and interactions. This representation takes into account the cur-
rent hypothesis about how the human brain allows sophisticated process and 
manage the colors, considering both universals and linguistic approaches. The 
paper describes in detail the problems of color representation, the potential of a 
cognitive architecture able to associate them with emotions, and how they can 
influence the interactions with the human. 

1 Introduction 

The color is an important feature detected by the human visual system that allows you 
to have relevant information for the recognition of objects, to discriminate the com-
ponents of the scene, to get information about light sources. The perception of color, 
that involves all the cognitive processes of the brain, has been studied by neurobiolo-
gists, psychologists, philosophers, engineers, trying to understand the workings of the 
brain, to create more detailed models and, in some case, how to reproduce artificially 
its functionality.  

The color has raised much interest since it provides a limited context to address the 
problem of the so-called semantic gap, i.e. of how to tie the concepts and the mean-
ing: "the apple is red", "that spoon is light green", "to feel blue ".  

A humanoid with a cognitive infrastructure inspired by the human biology provides 
an ideal experimental platform to investigate these aspects: (1) a visual perception sys-
tem based on standard cameras is roughly comparable to human visual system (most of 
the processing carried out by hardware and firmware acquisition device is designed to 
highlight what the human perceptual system determines  as relevant), (2) the humanoid 
may interact in the real environment to have its own color experience (including associ-
ations with objects or parts of the scene), (3) it can physically or verbally interact with a 
human in order find the color label for a given perceived stimulus. 

The purpose of our work is to integrate into an architecture with cognitive capabili-
ties, mechanisms of perception, conceptualization and creating of the language  
dealing with colors according to the so-called universalist approach. This model is 
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opposed to the linguistic relativism approach asserting that the categories of perceived 
colors are primarly influenced by cultural processes. The universalist approach in-
stead identifies eleven possible basic colors: white, black, red, green, yellow, blue, 
brown, purple, pink, orange, and gray. Berlin and Kay found that languages with less 
than eleven color categories follow a  specific evolutionary pattern [14]. 

Both the universalist approach and the linguistic relativism fail to capture the rich-
ness and complexity of human color categorization. In order to improve the identifica-
tion of universal categories using automatic classification algorithms additional  
factors have been proposed[2]: the choice of the appropriate color space representa-
tion; the consideration that in reality the colors are not evenly distributed but have a 
specific statistical distribution; the influence of various biological components of the 
perceptual system [8]. If you want a complete model then you must also consider the 
influence of cultural and linguistic diversity, for example by introducing negotiation 
mechanism (considering agents who perceive the same scene), sharing of linguistic 
terms at the social scale [7]. 

On that basis we try to ensure that the humanoid, interacting with humans, may 
share a similar and consistent color representation of the current knowledge of the 
human visual system [5]. 

In previous work we presented an implementation of a Psi architecture that manag-
es emotional based human-humanoid interaction[10]. The recognition of human and 
objects influenced the emotional state of the robot by means of an index of plea-
sure/distress, and it was made manifest turning on the LEDs in the head of the robot 
with an appropriate color. This paper introduces another aspect of the environment 
that might influence the emotional state of the robot: the color. We introduce this 
specific perceived feature because it is a key aspect in the understanding of the human 
cognitive processes and the links between perception and language. 

2 Colors and Emotions in Cognitive Architecture 

The architecture proposed in[10] was based on the Psi model, and the motivation of 
the robot was driven by an index influenced by the emotional associations learned 
from the recognition of people and objects. Detected human expression and the identi-
fication of the object and the person act positively or negatively on the emotional 
index of the robot. For example, a positive feedback occurs when a person and an 
object are recognized and the human perceived the object as pleasing. 

In this first implementation of our system the predominant color of the object, 
which influence the mood of the robot according to an associative patterns of color-
emotion psychology, is detected. The robot builds its own experience and knowledge 
of color using his perception. Of course, the experience of color is limited by the envi-
ronment where it acts and percepts that will provide a limited statistical distribution of 
color[3]. Figure 1 shows all entities involved in calculating the emotional index of the 
humanoid. Some components are implemented using the APIs of the NAO, while 
color and emotion are processed through our new modules written in python. The 
mood of the robot is shown to an extern observer by changing the color of the LEDs 
of robot head. 
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Abstract. The present paper aims to validate our research on human-
humanoid interaction (HHI) using the minimalistic humanoid robot Te-
lenoid. We have conducted human-robot interactions test with 100 young
people with no prior interaction experience with this robot. The main goal
is the analysis of the two social dimension (perception and believability)
useful for increasing the natural behavior between users and Telenoid. We
administrated our custom questionnaire to these subjects after a well de-
fined experimental setting (ordinary and goal-guided task). After the
analysis of the questionnaires, we obtained the proof that perceptual and
believability conditions are necessary social dimensions for a successfully
and efficiency HHI interaction in every daylife activities.

Keywords: Telenoid, Geminoid, Social Robot, Human-HumanoidRobot
Interaction.

1 Introduction

Since humanoid robots are going to be part of the lives of human beings, specific
studies are oriented to investigating collaborative and social features related to
human-humanoid interaction (HHI)[1][2][3]. The HHI oriented toward a cohab-
itation environment where human and humanoid will share common tasks and
goals is one of main direction where the Biologically Inspired Cognitive Archi-
tecture (BICA) community wants to invest their efforts [4].

In particular Kanda et al.[5] focused their attention to the concept of com-
munication humanoid robot thinking as partner to help the human activities.
Oztop et al.[6] put their attention to understand the perceptive relation between
human and humanoid robots. The iCat, developed by Poel et al.[7], is a user-
interface robot able to exhibit a range of emotions through its facial features

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, pp. 167–174.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013



168 H. Ishiguro et al.

and it is generally controlled by predefined animations. Metta et al.[8], describes
ICub, a child humanoid robot used in embodied cognition research.

In contrast to these typical humanoid robots, Geminoid HI-1 is a humanoid
robot with the external appearance of its inventor, Prof. Hiroshi Ishiguro and it
is thought of being indistinguishable from real humans at first sight [9][10][11]. In
particular, much relevant literature appeared on the features of natural character
of agents interaction [12] [13][14].

The minimal agency used to solve BICA challenge include a key aspect that
is defined as ”sense of co-presence” [15][16].We oriented our research in the HHI
field in the direction of ”sense of being together with other people in a shared
virtual environment” [17]. In particular we are interested in the study related
to the sense of a person to be present in a remote environment with a robot
(”Telepresence”) and to the sense of a person to be present in a common en-
vironment with a robot where humans and humanoid are ”accessible, available
and subject to one another” [18].

To conduct our research studies,in this direction, in order to understanding
areas of human cognition, which have not been tested or clarified until now,
we used Telenoid as shown in the figure (Fig. 1) where it is represented the
experimental setting used for our tests. This is a special humanoid robot because
with its minimalistic human appearance it is designed to appear and behave like
a human. The goal of our experimental paradigm is devoted to understand how
some features of perceptual behavior work during the HHI. We want to assess
the degree of Believability of interaction along dimensions that can be reasonably
taken as meaningful indicators of social interaction, both in free and task directed
conditions.

We have conducted a human-humanoid interaction test with 100 young people
who did not have prior interaction experience with humanoid robots. Given the
data analysis performed, we may claim only to have individuated two interaction
dimensions, that is the Perceptual behavior and Believability that can serve to
increase the natural looking- like of interaction behavior in human-humanoid
interaction.

2 The Proposed Approach

From the relevant literature, we derived perceptual and cognitive features of
overt behaviour used as parameters for the evaluation of natural HRI. We used
Telenoid robot, to study such perceptually accessible features as meaningful clues
for social interaction. Hence, the interaction setting and the research methodol-
ogy were modeled as reported in [2].

Students of the Faculty of Architecture and Engineering (University of
Palermo) were recruited for the tests and they did not have prior interaction
experience with humanoid robots. All participants (100 total, 62 male and 38
female with average age 22) were introduced to the Telenoid, to the interaction
setting structure that required a two stage interaction with the robot and to



Investigating Perceptual Features Human-Humanoid Interaction 169

Fig. 1. The Telenoid and the experimental setting

fill up a questionnaire. All interactions were videotaped. A first free interaction
stage, meant to allow subjects to adapt either to interact with the humanoid
robot or to acquire as early as possible the skills for operating the robot through
the control box.

A second interaction stage was instead task driven. Participants were allowed
to choose an interactions scenario among a proposed range that spanned booking
a hotel reservation, making a phone call to a mobile company to get a contract or
services information, to matriculate or to enter his/her name or one of his/her
fellows ones for a course examination by talking directly with the robot. The
questionnaire was meant to recover some perceptual and social aspects of natu-
ral conditions of agents interaction. These emerged aspects mirrored some salient
ordinary cognitive abilities, which agents could specify in such cases to improve
the efficacy of interaction. The first construct is intended to cover perceptual fea-
tures of overt interactive behavior. the perceptual awareness of sharing a common
environment with the robot is assumed to be of momentous importance for the
interacting subjects to ascribe intentions and actions to the robot itself. This as-
pect of interaction can prove to be the perceptual link with the second construct:
believability. The concept is defined in Dautenhahn (1998)[19], and Poel et al.
(2009)[7] operationalise it designing a construct whose aspects are represented
by items grouped according to the indicators of personality, emotion, respon-
siveness, and self motivation. We assumed that meaningful descriptive units of
behaviour must be picked up at the meso-scale level of what it is looking like
to agents, we treated the perceptual features of interaction as sensory qualities
that appear to have a meaning in themselves only when appropriately fit to one
another rather than appearing as mere proxies of intentions or meanings to be
retrieved beyond them.
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3 Experimental Results

Standard item analysis has been performed [2] on the codified data using Split-
half Spearmann-Brown coefficient, PearsonCoefficient,and Cronbach alphas were
calculated to test the reliability of the scales and the correlation among the mul-
tiple items of each single construct of the questionnarie. We surveyed with these
group of 100 young people the degree of acceptability of these artificial robots in
every-day life.

Asking to the users, that had either none or mixed previous experience and
knowledge of robotics, their reaction to the possibility to have the robot in the
next 5 years inside the working and home space we surveyed the high degree of
the acceptability of this artificial robotic agent in every-day life. Instead of using
Bogardus scale we arranged the items of the questionnaires in a Likert scale
because we wanted to avoid to narrow down the measurements of willingness of
the users to have friendship interaction.

We had concrete measures of the attitudes towards non-human agents with
the following dimensions:

1. the varying degree of acceptance in first person or on the ground of others
choices;

2. the degree of diffusion weighted by the artificial tasks of the robotic device
either in household or at work;

3. the range of attitudes from favorable reception to interest, distrust,
annoyance.

For a first descriptive survey of our data, it emerged that subjects consider robots
as potential useful device for many daylife. The percentage of skeptical subjects
is quite low with a value of 20-25% across all contexts.

The question reported in table 1 is representative of one of the dimensions
used for the perception construct, and also provides a conceptual link with the
believability construct. The items of this question deal with the perceptual basis
of the source of behavioral consistency. The Telenoid is then alleged to allow
the human agent to see on the ground of the overt behavior given its degrees of
freedom and voice-motion coupling. We conceived of observable behavior con-
sistency as a fundamental underpinning of believability, along with coherence,
that characterizes peoples construal during the interaction with other agents.

We reasoned that a consistent agent need to be able to assess the information
available in the context of interaction, and this ability would require a value
system composed of traits, and behaviour inclinations. Human agents must judge
this system as the main guide for the robot when it has to recognize the users
requests or it has to decide how to act toward them. Accordingly to the items of
the question, the source of the robots value system appear to depend, whether
on an inherent collection of traits, emotion-motivation system or on a set of
inclinations necessary to meet the human agent requests. This value system
might be either endowed from the outside (i.e. the operator) or ascribed by
human interacting agents themselves. Subjects had to judge the fit to observable



Investigating Perceptual Features Human-Humanoid Interaction 171

behaviors of sentences, which describe the Telenoid as assessing information and
meeting requests on the ground of an inherent system of actual feelings and
drives.

These emotional feelings are respectively defined in the items of the question
as: simulated, imitated, played, replicated, and projected on behavioral screen.
For the time being, our descriptive analysis showed that only a small fraction
(5.77%) of subjects consider the Telenoid as equipped by an actual inherent
value system that allows it to make appraisals of the context. Almost one third
(30.70%) consider this description slightly unfit. We also expected a high overall
unfit judgement (i.e. slightly unfit and unfit) given the Investigating Perceptual
Features Human-Humanoid Interaction 5 conditions of our controlled interac-
tion set up (44.23%). Even though it is worth noticing that as much as 23.38%
subjects find this sentence as slightly fit to the overt behaviour of the humanoid
robot. The imitation description scores the highest judgment of fit and the least
one of unfit, and it is the one that subjects are least inclined to judge as nei-
ther fit nor unfit. That which fares best is the sentence describing the Telenoid
as simulating the source of consistent behavior that is judged as slightly fit by
40.38% subjects and scores 48.07% for the overall judgment of fit.

The description of the Telenoid as a playing agent is judged as the most
slightly unfit, and it records the highest unfit judgment (43.13%) after the sen-
tence describing it as proving what he actually displays. The as-if projection
screen description fares comparatively worse. It scores as the least fit and slightly
fit, the most unfit, and records the highest percentage of subjects that find nei-
ther fit nor unfit. Finally, the sentence that describes the Telenoid as reproducing
a consistent behaviour source records the third higher percentage of judgmnent
of being slightly fit (35.29%). The results of this first survey are not so easily
interpretable as they stand. These experimental findings may be consistent with
the hypothesis that the Telenoid appears to acting on the ground of a sort of
embedded value system also if the robots knowledge is tele-operated.

The questions reported on table 2 and 3 are related to the two dimensions that
are at the basis of believability construct building:motivation and communication.

Regarding the question showed on table 2 the cumulative judgment of subjects
fares rather well. Users consider that the Telenoid looks like as a believable
agent. In particular the robot appears to pay attention to them, to acknowledge
their requests, to show to be interested in them, and to display the expertise
necessary to meet their demands in the guided task. A high rate of respondents
expressed neither agreement nor disagreement, and this means that the overall
performance of the Telenoid as believable interacting agent is efficient in defined
tasks. Finally, the overall judgements of disagreement are at very low rates across
all variables of this dimension. Regarding the question showed on table 3, the
main focus is concerned the emotional expression of the Telenoid as important
cognitive clues. In particular the question try to evaluate the capability of the
robot to manage the variety of circumstances of interaction, especially where
specific task driven requests are formulated by human agents. Evaluating the
above mentioned experimental findings, subjects rated high the chance that the
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Table 1. Perceptions about Telenoids behavior during interaction

unfit slightly unfit Neither fit Nor unfit slightly fit fit

It Shows emotions 1,10% 15,38% 20,88% 49,45% 13,19%
It Simulates emotions 2,20% 21,98% 18,68% 42,86% 14,29%
It Imitates emotions 6,59% 17,58% 40,66% 30,77% 4,40%
It play emotions 6,67% 15,56% 37,78% 33,33% 6,67%
It reproduce emotions 18,68% 46,15% 18,68% 16,48% 0%
It is an interface for
showing emotions

35,96% 38,20% 20,22% 4,49% 1,12%

Table 2. Credibilitys Evaluation of Telenoid as Interacting Agent

Strongly Dis-

agreement

Disagreement Neither Agreement

Nor Disagreement

Agreement Strongly

Agreement

It pays attention 0% 3,45% 27,59% 63,79% 5,17%
It meets users needs 0% 22,41% 55,17% 22,41% 0%
It shows involvement 1,75% 12,28% 31,58% 47,37% 7,02%
It shows expertise 1,72% 13,79% 31,03% 48,28% 5,17%

Table 3. Credibilitys Evaluation of Telenoid as Interacting Agent

Strongly Dis-

agreement

Disagreement Neither Agreement

Nor Disagreement

Agreement Strongly

Agreement

It shows spontaneous and

uncontrolled emotions

10,34% 36,21% 29,31% 18,97% 5,17%

It shows personal and

users emotions

3,51% 24,56% 43,86% 24,56% 3,51%

It shows reactions and

emotions based on users

needs

0% 22,81% 26,32% 49,12% 1,75%

It shows reactions and

emotions that change

during interaction

3,45% 12,07% 22,41% 55,17% 6,90%

Telenoids copying behavior ability is centered on the agents requests, which are
to be met (49.12%), and on the course of emotions-requests cycle humanoid and
human agents are engaged in (55.17%).

The view that the Telenoid copying behavior might be tuned to available
information that proves relevant for itself and the human agents records a high
response of neither agreement nor disagreement (43.86%), that again can attest
the difficulty of the item of this question, or its sounding as somewhat ill-defined.
But for the time being, the fit of this finding describe the lack of a sense of
shared environment but it shows a high rate of approval when the Telenoid well
simulates or imitates the source of its behavior consistency.
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4 Conclusion and Future Works

The sense of ”togetherness” between persons and Humanoid considered as BICA
Robot Agent is ”inherently social” [20] and is highly connected with the concepts
of particular behavior defined ”sensible” because [4] capable to express cognitive
functionality.

The present research aims at a descriptive analysis of the main perceptual and
social and cognitive features of natural conditions of agent interaction, which can
be specified by agent in human-humanoid robot interaction.

Based on the data we already collected in this first stage of experiments, in
the next future we will try to discern the impact of cognitive factors emerged
from the questionnaires: easy of use, satisfaction, efficiency, personality, common
sense, motivation and naturalness (thanks to the movements of the arms and the
head of the humanoid robot). These parameters were obtained aggregating all
users answers along the perception of the Telenoids features and the evaluation
of the roles of these parameters in the interaction. A factor analysis need to be
performed on subjects responses to item clusters within and across constructs.
A regression on the data is also required to verify whether subjects knowledge of
robotics, or their implicit evaluation of the widespread diffusion and use of artifi-
cial robotic devices will push in a correct direction the high value of their ratings.
For some items, it is interesting to evaluate the reason of the high percentage of
neutral ratings in the users responses. Some cases will require also a preliminary
differential semantics analysis, before using in the next stage of the research. For
other issues such as the correct meaning of perceptual position and distances in
the space of interaction between user and robot , the analysis might be comple-
mented by video-taped material. It will be important to link subjects responses
to successfully or unsuccessfully task achievements. The rates of positive and
negative achievements will be used as dependent variables of an appropriate set
of features of the Telenoid. We will then be able to measure the efficiency of the
interaction and success of the task assigned to the user using these indicators as
independent proxies.
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Abstract. We present the Associative Self-Organizing Map (A-SOM)
and propose that it could be used to predict an agent’s intentions by in-
ternally simulating the behaviour likely to follow initial movements. The
A-SOM is a neural network that develops a representation of its input
space without supervision, while simultaneously learning to associate its
activity with an arbitrary number of additional (possibly delayed) in-
puts. We argue that the A-SOM would be suitable for the prediction of
the likely continuation of the perceived behaviour of an agent by learn-
ing to associate activity patterns over time, and thus a way to read its
intentions.

To interact means to understand what others want and to foresee their inten-
tions. Verbal communication is not enough, but intentions must be inferred from
behaviour. Humans are able to do this, but an interesting question is how this
ability could be implemented in artificial agents. One way to approach this prob-
lem would be to look closely at how this ability could arise in humans.

It has been argued that humans and animals can simulate perceptions, dif-
ferent actions and evaluate their likely consequences [1][2] by eliciting similar
activity in perceptual and motor parts of the brain as if the actions and their
likely perceptual consequences actually happened [3]. Among other things, in-
ternal simulation could also explain the appearance of an inner world [4]. We
propose that humans understand others intentions by simulating the likely con-
tinuation of the perceived behaviour, or by simulating what they would have
done in a similar situation.

To provide an artificial agent with an ability for internal simulation we propose
the Associative Self-Organizing Map (A-SOM) [5][7], which is related to the Self-
Organizing Map (SOM) [9]. The A-SOM is able to learn to associate its activity
with the, possibly time delayed, activity of other neural networks.

By associating the activity of the A-SOM with its own earlier activity the A-
SOM becomes able to remember perceptual sequences. This provides the ability
to receive some initial sensory input and to continue to elicit the activity likely to
follow in the nearest future even though no further input is received. This could
be considered as sequence completion of perceptual activity over time. This has
been tested in several simulations [6][7][8].
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We propose that the A-SOM could be used in a cognitive architecture for an
agent to predict the intentions of an observed agent as well as its own intentions.

This could be done because the A-SOM should be able to learn to associate
its own activity over time elicited by either the observed agents behaviour or its
own. For example, the behaviour of the observed agent could be its particular
way of moving towards certain goals. After enough observation of the agent, the
A-SOM should have learnt the typical perceptual sequences associated with the
agent’s typical behaviours when it is moving towards different goals.

Then, due to the ability of the A-SOM for sequence completion of perceptual
activity over time, it should be possible for it to internally simulate the sequence
of activity likely to follow the activity elicited by the agent’s initial behaviour.
In this way the A-SOM should be able to reach the activity corresponding to
the likely goal intended by the observed agent by internal simulation alone.
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Abstract. Although many models of consciousness have been proposed from vari-
ous viewpoints, these models have not been based on learning activities in a whole 
system with capability of autonomous adaptation. Through investigating a learning 
process as the whole system, consciousness is basically modeled as system level 
learning activity to modify both own configuration and states in autonomous adap-
tation. The model not only explains the time delay of Libet’s experiment, but also 
is positioned as an improved model of Global Workspace Theory. 

Keywords: model of consciousness, autonomous adaptation, phenomenal con-
sciousness, global workspace theory, and reinforcement learning. 

1 Introduction 

Although many models of consciousness have been proposed from various view-
points, these models have not been based on learning activities in a whole system with 
capability of autonomous adaptation.[1,2] To clarify the functions and configuration 
needed for learning in a system that autonomously adapts to the environment Kinou-
chi et al have been investigating a simplified system using artificial neural nodes. On 
the system they have showed that phenomenal consciousness is explained using a 
“virtualization” method in the information system and that learning activities in a 
whole system adaptation are related to consciousness. However, they have not suffi-
ciently clarified the learning activities of such a system.[3-5] 

Through investigating a learning process as the whole system, consciousness is 
basically modeled as system level learning activity to modify both own configuration 
and states in autonomous adaptation. The model not only explains the time delay of 
Libet’s experiment [6], but also is positioned as an improved model of Global Work-
space Theory (GWT).[7-10] 

2 Basic Conditions and Modeling Method  

2.1 Basic Conditions of System 

We assumed the basic conditions of autonomous adaptation as shown below. 
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(i) The system must autonomously adapt to a complex environment without a 
teacher. This means that the system must learn from its own experiences that consist 
of the sequential perceptions, actions, and rewards in the environment as quickly and 
effectively as possible. 

(ii) To adapt autonomously to the environment, the system has self-action-decision 
functions to adapt to certain circumstances and a learning-control that varies the sys-
tem configuration itself based on a value-evaluation mechanism, such as reward and 
punishment. 

(iii) Artificial neural nodes with stochastic characteristics, in which information is 
represented by random pulse frequency of activated nodes, are implemented. We 
assumed that signal processing speed of the nodes is at a comparable level to humans. 
Although these neural nodes operate slowly, the system must decide and execute as 
quickly as possible upon an appropriate or suitable action in accordance with the sys-
tem’s current situation.  

(iv) The system must reduce as much of its resources, such as the nodes, and ener-
gy used in the system itself as possible. 

2.2 Basic Configuration 

To grasp complex functions of consciousness clearly and to realize a speedy response 
in spite of using slow speed neural nodes, the system configuration is simplified as 
much as possible. The basic configuration is depicted in Fig.1. The main characteris-
tics are shown below. 

 

Fig. 1. Basic configuration of system 

(a) Many processing flows are executed in parallel, and each flow is executed as 
quickly as possible.  

(b) Selection of important objects and decision for appropriate action are executed 
by integration module concurrently in one operation. 

(c) The motor control module immediately drives motors on the basis of the deci-
sion from the integration module as an action for environment. At the same 
time, in many cases, learning activities as a system are carried out by using mul-
tiple modules in the system.  

(d) Above activities are control of basic control module. 
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2.3 Classification of Processing Level 

The processing of the system is classified into two flows, system and non-system 
level. In system level processing, the activities are decided on the basis of information 
from the whole system; for example, the decision of approach or avoidance of the 
system. To execute these flows, various pieces of perceived information need to be 
gathered from a wide area within the system and interact. On the other hand, in non-
system level processing, various activities are directly controlled by the corresponding 
local or restricted information. System level processing needs more time and re-
sources than non-system level processing. We assume that system level processing is 
activated only for situations where the system has to operate as a whole and for this 
processing an integration module is required. 

2.4 Basic Learning Method and Levels of Learning Activities 

System level learning activities are executed by the actor-critic method under the 
framework of reinforcement learning.[11] The integration module functions as an 
actor, and evaluation mechanism in basic control module functions as a critic. 

Learning that modify the system itself are classified into two activities, system lev-
el learning activities and non-system level learning activities. System level learning 
activities are executed under the influence of the unique result of evaluation mechan-
ism in the basic control module as a whole system. However, non-system level  
learning activities are executed based on local activities. These two activities are not 
exclusive. In many cases these activities operate concurrently. We assume that system 
level learning activities can be executed by only a part of the system level processing. 

2.5 Phenomenal Consciousness and Functional Consciousness 

In modeling of consciousness, it is important to note the difference between pheno-
menal consciousness and functional consciousness.[12] To clarify the difference, a 
model with two layers, a physical layer and a logical layer, is proposed. The physical 
layer is composed of neural nodes. In contrast, the logical layer is composed of only 
the information selected and mapped from the physical layer.  

Selected information is classified to three groups corresponding to our daily feeling 
as below. 

Group-a: Real-time information of real space, situation, and our body as the actual 
phenomena experienced outside our brains. 

Group-b: Thinking or recollected images.  
Group-c: States of mind as a mental or emotional phenomena inside the brain. 

3 Physical Configuration 

Physical configuration is shown in Figure 2.  
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Fig. 2. Physical configuration 

(1) The perception module consists of micro-feature nodes, concept perception 
nodes and the screen of the real world. The micro-feature nodes represent correspond-
ing sensor signals mainly from the environment. The concept perception nodes recog-
nize concepts based on related micro-features. The screen of the real world is depicted 
by micro-features that are active at that time. (Here, the information needed to depict 
the screen is investigated, but how the screen is depicted is not referred to). 

(2) The integration module composed of interconnected massive neural nodes se-
lects a dominant situation represented by nodes related to concepts or objects in its 
environment, and as shown below calculates approximately desirable candidates for 
an action concurrently and speedily by the steepest descent method based on iterative 
interactions between looped nodes. 
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The selected dominant situation is transferred to the working memory module, and the 
candidate for an action is transferred to the motor control module. The integrated 
module operates as an “actor” in reinforcement leaning. Processing flows executed in 
this module belong to system level processing.  

(3) The working memory module has image micro-feature nodes, image concept 
nodes and the screen of images. Each image micro-feature node corresponds to the 
micro-feature node with the same attribute in the perception module. Each image 
concept node represents the concept node that corresponds to it in the perception 
module, and has functions of delayed memory that memorize multiple states at time t, 
t-1,...,t-n. First, output signals from the integration module stimulate the image con-
cept node. The node stimulates image micro-feature nodes that belong to the image 
concept node. When these image micro-feature and concept nodes have sufficient 
support signals from the basic control module, nodes activation are maintained by 
mutual stimulation between nodes for a short time, similar to the perception module. 
Images on the screen are depicted by these activated image micro-feature nodes, and 
the states of image concept nodes are transmitted to the integration module.  

(4) The motor control module transmits orders to the motor for action.  
(5) The episodic memory module sequentially memorizes a group of information 

mainly buffered in working memory that corresponds to a screen of real world, im-
ages, and emotional states including the results of the evaluation.  

(6) The basic control module has automatic or semi-automatic control functions of 
evaluation mechanism, system level learning, processing path, resource, and emotion-
al states.  

4 Processing Steps in System Level Learning 

Processing steps are shown in Fig. 3. 
Step 1: Recognition and estimation of influence on the system 
Recognitions by micro-feature and concept nodes are executed. At the same time, 

the evaluation mechanism estimates the degree of various influences that an individu-
al node gives the system. 

Step 2: Calculation of nearly optimum plan  
The integration module outputs a nearly optimal plan )(tP  that is in accordance 

with the measurements of the system desirability )(tD at time t. Here, )(tD  is de-

termined by the degree of influences evaluated at the previous step, and system states 
corresponding to control functions of emotion and homeostasis. Motor signals are 
transmitted to motor modules, and signals of selected dominant objects are transmit-
ted to the working memory module. 

Step 3-1: Calculation of a total reward )(tRtotal  

The evaluation mechanism estimates ))(( tpE , that is expected reward of 

plan )(tP , and evaluate real reward )(tRreal . Total reward )(tRtotal is then calculated.  

)())(())1(()( tRtPEtPEtR realtotal +−−=   (3)
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Fig. 3. Processing steps in system level processing 

Step3-2: Execution of system level learning in accordance with total reward  
When )(tRtotal  is sufficiently high, and working memory and micro feature nodes 

belonging to selected objects did not engage in high priority other work, the basic 
control module executes system level learning.  

In executing system level learning activities, nodes states that correspond to situa-
tion selected by the integration module are fixed or maintained temporarily and total 
reward )(tRtotal  functions as a teacher signal. To fix or maintain nodes states, micro-

feature and concepts nodes excite concurrently based on mutual stimulation between 
them under the control of the basic control module. We assume that, at this moment, 
we feel the selected situation as a scene recognized in environment, and reward values 
as emotion in daily life. Differences from the time when a motor signal is transmitted 
to the time when we feel corresponds to a delay such as that described by Libet. [6] 
To cope with Stability-Plasticity Dilemma [13], the basic control module memorizes 
the information, combination of fixed states and a teacher signal, into episodic memo-
ry sequentially. The data are recalled when the system is not in a busy state, such as 
sleeping. Recalled information slowly and repeatedly modifies the actor’s main confi-
guration, such as connection weights. 

Step 4: System level processing based on contents of working memory 
In the same way as output of the perception module, contents memorized on the 

working memory are input to the integration module and are able to execute system 
level processing. We assume that our “conscious” action when we act purposefully is 
based on this processing, additionally repeated processing between the integration and 
working memory module without using stimuli from environment are corresponding 
to our daily “thinking”. 
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5 Configuration and Function of Logical Layer 

The phenomenal consciousness is modeled in upper layers as shown in Fig. 4. 
Information for the system level learning, group-a, b, and c, are selected from the 

physical layer, and mapped to the logical layer using a “virtualization” method in the 
information system. [14] The operations in the logical layer are represented by inte-
ractions between only the selected information. The information not selected from the 
physical layer is invisible in the logical layer.[15]  

 The concept of self is composed of many types of self as advocated by Damasio 
[16] and Franklin [12]. In autonomous adaptation, one of the most important func-
tions is an evaluation of rewards, then the value evaluation mechanism represents the 
core part of the self, and we assume that it corresponds to Damasio’s core self. Addi-
tionally, the self that includes screen of images and declarative memory corresponds 
to Damasio’s autobiographical self. This self not only feels autobiographical expe-
riences, but also feels a reflection of self that the system feels or thinks the system’s 
states.  

  

Fig. 4. Configuration of logical layer (model of phenomenal consciousness)  

6 Summary and Discussion 

A model of primitive consciousness based on “system level” or “global” learning 
activities in autonomous adaptation is proposed. In the model, consciousness is indis-
pensable and essential functions in autonomous adaptation and dominant phenomenon 
in the learning activities correspond to our daily feelings. 
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Given that the integration module functions as a kind of Global Workspace, our 
model and GWT have a similarity. However, GWT does not distinguish system-level 
learning from system-level processing, and assumes broadcast of output of the  
system-level processing to be phenomenal consciousness.[7,8,10] In our model, ex-
ecution of system-level learning, corresponding to main conscious feeling, becomes 
feasible after system-level processing was performed. To execute system-level 
processing in sequence hastily or rapidly, system-level learning is not necessary. 
Moreover, in many situations, system-level learning interrupts the flow of action and 
slows down performance. Learning that modify internal state and configuration is 
preparing activity for the next time or future, but action related to the environment is 
necessary at that time. In autonomous adaptation, as action has a higher priority than 
learning, transmission of action signals have to precede conscious feeling. Through 
grasping a primary purpose of the consciousness as system-level learning and that 
phenomenal consciousness is a kind of phenomena resulting from activity using  
information to be used in learning, our model explains the time delay in Libet’s  
experiment.[6] 

Although consciousness is essentially based on learning functions, contents memo-
rized on the working memory felt as a conscious experience are able to influence the 
next action through the integration module or perception module. We think this case 
corresponds to “broadcast for recruitment” in GWT and “executive summary” of 
Koch. [17]  

Additionally, as system level learning activities are executed under the control of 
the value of one evaluation mechanism, the processing stream inevitably becomes 
single. This explains the reason behind the assertion that "human consciousness usual-
ly displays a striking unity." [18] 

We are now investigating the system configuration and programming a whole sys-
tem simulator to clarify its operational characteristics in more detail.  

Acknowledgments. We thank Mr. Shoji Inabayashi and Prof. Igor Aleksander of 
Imperial College for their useful suggestions. 
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Abstract. This paper discusses the differences between decision-making
and action selection. Human behavior can be viewed as the integration of
output of System 1, i.e., unconscious automatic processes, and System 2,
i.e., conscious deliberate processes. System 1 activates a sequence of au-
tomatic actions. System 2 monitors System 1’s performance according
to the plan it has created and, at the same time, it activates future pos-
sible courses of actions. Decision-making narrowly refers to System 2’s
slow functions for planning for the future and related deliberate activ-
ities, e.g., monitoring, for future planning. On the other hand, action
selection refers to integrated activities including not only System 1’s fast
activities but also System 2’s slow activities, not separately but inte-
grally. This paper discusses the relationships between decision-making
and action selection based on the architecture model the authors have
developed for simulating human beings’ in situ action selection, Model
Human Processor with Real time Constraints (MHP/RT) [3] by extend-
ing the argument we have done in the argument we have made in previous
work [5].

Keywords: decision-making, action planning, Two Minds.

1 Decision-Making and Action Selection

Decision-making is the act or process of choosing a preferred option or course of
action from a set of alternatives. It precedes and underpins almost all deliberate
or voluntary behavior. Action selection is the process for selecting “what to do
next” in dynamic and unpredictable environments in real time. The outcome of
decision-making is regarded as part of resources that are available when selecting
actions [9]. As dual-processing theories suggest (e.g., [2]), two qualitatively differ-
ent mechanisms of information processing operate in forming decisions. The first
is a quick and easy processing mode based on effort-conserving heuristics. The
second is a slow and more difficult rule-based processing mode based on effort-
consuming systematic reasoning. The first type of process is often unconscious
and tends to automatic processing, whereas the second is invariably conscious
and usually involves controlled processing.

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, pp. 187–192.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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Kahneman, winner of the Nobel Prize in economics in 2002, introduced behav-
ioral economics, which stems from the claim that decision-making is governed by
the so-called “Two Minds” [2], a version of dual processing theory, consisting of
System 1 and System 2. System 1, the first type of process, is a fast feed-forward
control process driven by the cerebellum and oriented toward immediate action.
Experiential processing is experienced passively, outside of conscious awareness
(one is seized by one’s emotions). In contrast, System 2, the second type of
process, is a slow feedback control process driven by the cerebrum and oriented
toward future action. It is experienced actively and consciously (one intentionally
follows the rules of inductive and deductive reasoning).

This paper discusses the relationships between decision-making and action
selection based on the architecture model the authors have developed for simu-
lating human beings’ in situ action selection, Model Human Processor with Real
time Constraints (MHP/RT) [3] by extending the argument we have done in the
argument we have made in previous work [5]. MHP/RT defines how System 1
and System 2 work together to generate coherent behavior being synchronized
with ever-changing environment.

2 MHP/RT: Model Human Processor with Realtime
Constraints

We proposed Model Human Processor with Realtime Constraints (MHP/RT)
as a simulation model of human behavior selection. It stems from the successful
simulation model of human information processing, Model Human Processor
(MHP) [1], and extends it by incorporating three theories we have published
in the cognitive sciences community. The Maximum Satisfaction Architecture
(MSA) deals with coordination of behavioral goals [7], the Structured Meme
Theory (SMT) involves utilization of long-term memory, which works as an
autonomous system [10], and Brain Information Hydrodynamics (BIH) involves
a mechanism for synchronizing the individual with the environment [6].

MHP/RT includes a mechanism for synchronizing autonomous systems
(square-like shapes with rounded corners in Figure 1), working in the “Syn-
chronous Band.” MHP/RT was created by combining MHP and Two Minds by
applying our conceptual framework of Organic Self-Consistent Field Theory [4].

MHP/RT works as follows:

1. Inputting information from the environment and the individual,
2. Building a cognitive frame in working memory (not depicted in the figure

but it resides between the conscious process and the unconscious process to
interface them),

3. Resonating the cognitive frame with autonomous long-term memory to make
available the relevant information stored in long-term memory; cognitive
frames are updated at a certain rate and the contents in the cognitive frames
are frames are a continuous input to long-term memory to make pieces of
information in long-term memory accessible to System 1 and System 2,
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Fig. 1. MHP/RT (adapted from [3])

4. Mapping the results of resonance on consciousness to form a reduced repre-
sentation of the input information, and

5. Predicting future cognitive frames to coordinate input and working memory.

3 Four Processing Modes of Human Behavior

In [5], the authors introduced Four Processing Modes of in situ human behavior
that are derived by augmenting the theory of decision-making, Two Minds [2], by
taking into account the different nature of decision-making before the boundary
event and after the boundary event, that is captured by Newell’s time scale
of human action [8]. Table 1 shows the resultant Four Processing Modes of in
situ human behavior; at each moment along the time dimension human behaves
in one of the four modes and he/she switches among them depending on the
internal and external states.

Decision-making processes before the boundary event and those after the
boundary event are significantly different in terms of the impact of real time
constraints on the decision-making processes. Considering that decision-making
is the result of the workings of System 1 and System 2, there are four dis-
tinctive behavior modes, 1) conscious (System 2) behavior before the boundary
event, 2) conscious (System 2) behavior after the boundary event, 3) unconscious
(System 1) behavior before the boundary event, and 4) unconscious (System 1)
behavior after the boundary event.



190 M. Kitajima and M. Toyota

Table 1. Four Processing Modes [5]

System 2 System 1
Conscious Processes Unconscious Processes

Before After Before After

Time none or weak exist none or weak exist
Constraints

Network feedback feedback feedforward + feedforward +
Structure feedback feedback

main serial con- main serial con-
Processing scious process + scious process + simple parallel simple parallel

subsidiary parallel subsidiary parallel process process
process process

Newell’s Rational / Rational / Biological / Biological /
Time Scale Social Social Cognitive Cognitive

4 Decision-Making and Action Selection in the Four
Processing Modes

This section discusses the differences between decision-making and action selec-
tion using Figure 2, adapted from [5], that illustrates the Four Processing Modes
along the time dimension expanding before and after the boundary event.

4.1 Creation and Utilization of Event Memory

The four processing modes are defined by referring to a single event (boundary
event). Therefore, it is useful to consider how each of the four processing modes
works when one encounters an event for the first time, and it encounters the
same event in the future.

When one encounters an event for the first time, “System 1 After” processing
and/or “System 2 After” processing will work to create encodings of the event
as an experiential memory frame. “System 2 After” processing will elaborate on
the outcome of “System 1 After” processing. Usually, several times of repetition
of encountering the same event will be necessary to establish a cohesive memory
frame.

The experiential memory frame thus created may be activated before the event
happens through “System 1 Before” processing and/or “System 2
Before” processing. This paper suggests that action selection corresponds to
“System 1 Before” processing and decision-making corresponds to “System 2
Before” processing. Since characteristic times of System 1 and those of System 2
are significantly different, they have different meanings for the behavior to be
taken for the event. As shown in Figure 3, “System 2 Before” processing, or
decision-making, for the future event will work long before the event happens
when there is time available for collecting possible actions through deliberate
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Fig. 3. Decision-making carried out by “System 2 Before” processing mode and action
selection by “System 1 Before” processing mode of MHP/RT.

thinking, whereas “System 1 Before” processing, or action selection, for the
immediate future anticipatory event will happen; one will be able to select action
to behave appropriately, not only experiencing the event but also avoiding the
event (not experiencing the event but an alternative event).

4.2 Transition from Experiential Memory to Prospective Memory

An experiential memory frame that “System 1 After” processing has created will
be converted into an prospective memory frame, that can be used by “System 1
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Before” processing for anticipating and preparing for future events. This conver-
sion process can be automatic when “System 1 After” processing is able to identify
the perceptual objects that are associated with the encoding of the event stored
in the experiential memory frame.

For example, when one has encountered a harmful insect and been stung, he
or she would immediately and automatically establish a link between the visual
and auditory perceptual signals of the insect and the action to drive away the
insect by his/her hand. Otherwise, “System 2 After” processing will be required
for identifying the objects that might be useful for anticipating the event and
associating them with perceptual features of the objects that can be detected
by the perceptual system before the event happens in the future.
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Abstract. A handful cognitive architectures have been proposed in the
BICA society that are capable of simulating human beings’ behavior
selections. The purpose of this paper is to discuss the importance of
designing interactions between users and the information provided to
users via PC displays, traffic road signs, or any other information de-
vices, and to suggest biologically-inspired cognitive architectures, BICA,
are useful for designing interactions that should satisfy users by taking
into account the variety of interactions that would happen and defin-
ing requirements that should satisfy user needs through user simulation
using a cognitive architecture in BICA. A new methodology of defining
requirements based on user simulations using a cognitive architecture,
Cognitive-Chrono Ethnography (CCE), is introduced. A CCE study is
briefly described.

Keywords: human beings’ behavior selection simulation, Two Minds,
human–computer interaction, interface design.

1 Designing Satisfactory Interactions between Users
and Information Devices

1.1 “Know the Users” in Human-Computer Interaction

“Know the users” is the key principle for designing satisfactory interactions.
Users interact with information devices in order to achieve the states where they
want to be. During the course of interactions, users expect to have satisfactory
experience. From design side, this can be accomplished by applying the princi-
ple, “know the users”, and by designing interactions accordingly to provide as
much satisfaction as possible to the users through their experience of using the
information devices. However, it is often hard to practice this principle due to
the diversity of users. Each user has his/her own experience in using interac-
tion devices, and his/her past experience should affect significantly how he/she

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, pp. 193–198.
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would interact with the devices at a particular situation. Since no one has the
same experience, it seems no systematic way to practice the “know the users”
principle.

1.2 “Know the Users” in Behavioral Economics

“Know the users” is an important study issue in the other domains such as
behavioral economics. How does a user decide to purchase a new tablet PC
for daily use? He or she selects one from a number of candidates in order to
realize the states where he/she wants to be. This situation is very similar to
the one described above. In the field of economics, the user’s decision-making
process has been studied extensively. Recently, Kahneman [2] revealed that the
core process of human beings’ decision-making is an integral process of so-called
Two Minds [1,3]. We suggest that human brains would work similarly when
people interact with information devices as when they engage in economic activ-
ities. If Two Minds is also working in human-computer interaction processes, we
would be able to systematically apply the principle “know the user” for designing
satisfactory interactions.

Two Minds refers to the following two systems; System 1, the automatic and
fast unconscious decision-making process, oriented toward immediate action, and
System 2, the deliberate and slow conscious decision-making process, oriented
toward future action. We can easily imagine how Two Minds would work when
users interact with information devices. In human-computer interaction, users
deliberately consider what to do next and perform a series of actions on the
device automatically. At the same time, they pay attention to the device’s feed-
back and plan future actions accordingly. What we need to understand is how
users switch between the slow and the fast processes of Two Minds, and explain
and predict the behaviors we observe. The users’ behaviors change depending on
how the interaction is designed. The smoother the switching, the more the users
would feel satisfaction. By taking into account explicitly the interaction between
the slow deliberate processes and the fast automatic processes, we will be able
to design interactions that surely satisfy the users’ interaction experience.

1.3 “Know the Users” in BICA

Another domain that is relevant to “know the users” is a branch of robotics which
studies “biologically inspired cognitive architectures (BICA).” Its purpose is to
design an autonomous system that is capable of working in the ever-changing
environment. We can simulate people’s behaviors by using an appropriate cog-
nitive architecture. We showed above that the smoothness of switching between
the slow and the fast processes is important for satisfactory interaction design.
This is a time-critical dynamic aspect of human-computer interaction, which
behavioral economics cannot address but any models working on appropriate
cognitive architectures would be able to deal with.
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Fig. 1. Screenshot from a car-navigation system

1.4 Two Minds and Cognitive Architecture

What does it mean to the interaction design activities that Two Minds resides
behind people’s behaviors? We’d like to suggest that Interaction design is about
designing time for the user in terms of a series of events that the user will be pro-
vided at a specific time T , by taking into account the fact that the user’s process
is controlled by Two Minds. This is because interactions happen at the interface
of a system and a user, and the only and unique dimension that the system and
the user’s Two Minds can share is the time dimension. The user decides what
to do next by using his/her Two Minds at time T − α, carries it out at time
T , the system responds to it at T + β, and this cycle continues. The system’s
response at T + β needs to take into account how the user’s Two Minds would
process it. He/she may expect the system’s response for consciously confirming
or unconsciously matching whether he/she did right or not, or he/she may ex-
pect it for consciously planning or unconsciously triggering the next action. The
user’s expectations can become diverse but interactions designers need to take
into account them appropriately in order for the designed system should satisfy
the users’ expectations.

Here is an example to illustrate the point. When you hear the car-navigation
system start speaking in synthesized voice, you switch your attention to listening
to what it says and try to comprehend it for planning your driving for the
near future. The navigation system is designed to speak, for example, “Slight
right turn in point five miles on South Lynn Street” with the screen shown
in Figure 1 at some specific moment. The driver, who is not familiar with the
route, is supposed to listen to the instruction and read the screen consciously and
carefully, and integrate the provided information from the car-navigation system
with the current driving situation for imagining and planning the immediate-
future driving and creating a sequence of actions for the maneuver; when to
start reducing speed, when to start braking, and so forth. When the navigation
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system starts speaking at time T “Slight right turn ...”, it should intervene the
driver’s on-going processes and initiates a new interactive process stream on the
part of the driver.

This interaction must be designed well by taking into account whatever Two
Minds processes the driver engages in so that the newly initiated process does not
interfere with the other on-going processes; some processes must be suspended
and resumed at a proper timing with little cost, and the other processes should
continue with no interference from the car-navigation system (e.g., keep con-
versing with a person in the passenger seat). We can simulate switching between
the unconscious automatic fast processes and the conscious deliberate slow pro-
cesses by using an appropriate cognitive architecture developed in BICA such as
proposed by us [4,5].

2 Cognitive Chrono-Ethnography: CCE

As described above, “know the users” can be practiced systematically by de-
signing user studies based on a BICA simulation of users’ mental operations
controlled by Two Minds. By operationalizing this idea, we have developed a
new methodology to study users, Cognitive Chrono-Ethnography.

2.1 CCE Steps

Figure 2 shows a typical flow of a CCE study. The purpose of a CCE study is
to answer the study question in the form “what such-and-such people would do
in such-and-such way in such-and-such circumstance?”

We start with an ethnographical filed observation. We visit the field where
our target users engage in the activities we are to support by using information
devices. Then we look into the results of observation to identify parameters that
are related to the fast processes, e.g., slamming on the brakes, and the slow
processes, e.g., planning detour by using a navigation system. Then we take an
appropriate cognitive architecture and map the parameters on the cognitive ar-
chitecture. We then run simulations to see how the parameters could be related
with users’ behaviors, e.g., planning detour would slow down the initiation of
slamming on the brakes by approximately 100msec. Through the simulations,
we identify significant parameters that need to explore in detail by conducting a
field study by a number of selected participants. For instance, we may recruit six
participants who use a car navigation system daily for planning detour and six
who don’t. In addition, a half of the six participants are good at recognizing haz-
ardous situations and the other half are not. These are the steps for preparation
(shown in the purple area in the figure).

Then we record the participants’ behavior in the field of the activities. We
collect the following data in a CCE study: behavior observation records cre-
ated by investigators, behavior measurement records (e.g., a pin microphone to
record their vocalization, a small ear-mounted camera to record the scene they
are viewing, and an electrocardiograph to record their physiological responses
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Fig. 2. CCE steps and brain models

to the events), on-site self-reports (participants themselves take photos, brief
notes, and voice recording concerning their activities while their memories of
the events remain fresh). After the recording, we conduct retrospective inter-
views. Using behavioral observation records, behavioral measurement records,
and on-site self-reports, we have the participants describe their recorded behav-
ior as detail as possible. We then compile the results of retrospective interviews
to identify commonality among the participants who have the same behavioral
features.

We may design a next CCE study to extend the result of the initial CCE
study. We need to redo the steps 2 and 3 shown in the figure to design a new
CCE study.

2.2 An Example of CCE Study

We’d like to illustrate the train station navigation study [4] to show how an ac-
tual CCE study was conducted. We were interested in how elderly passengers use
guide signs at railway stations when they wanted to use facilities, e.g., toilets,
coin-operated lockers, etc., or they had to transfer to another line. We identified
critical parameters including such cognitive functions as planning for search-
ing something necessary at train stations, attention for selectively focussing on
task relevant information from the environment, and working memory for keep-
ing the task relevant information active for performing actions smoothly. We
conducted simulations by mapping these cognitive functions on our cognitive
architecture [4], and derived ideas for a field study; people who don’t have any
problem in these cognitive functions would perform navigation tasks at train
stations smoothly, on the other hand, people who have any problems in these
cognitive functions would show some problems. We wanted to understand what
people who don’t have sufficient level of attention, for example, would do to
accomplish searching for a toilet task, for instance. In this study, we found that
the participants with weak attention tended not to use complicated signboards
because they had difficulty in coordinating the slow process to decide which
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direction to go by comprehending signs and the fast process to gather information
from the environment that changes rapidly as they walked.

Since the mental processes for accomplishing train-station-navigation task are
slower than those for the tasks to follow the directions of a car navigation system,
the detailed workings of System 1 and System 2 would be different. However,
since both share the time-critical features of interactions between human be-
ings (passengers or drivers) and the environments, the case study suggests that
more suitable interactions design will be possible for those with specific cognitive
characteristics for performing the tasks the interactions design should support
satisfactorily. For example, for those with information gathering problem, or at-
tention problem, the critical indications, which are signboards in the case of train
station and navigation directions in the case of car navigation systems, have to
be placed where they expect to find them.

3 Conclusion

A handful of models concerning brain functioning have been proposed in such
a community as BICA. From now on, while designing a CCE study, one can
select an appropriate brain functioning model for the study interest from the
pool of models there. CCE is proved effective for studying dynamic Two Minds
activities through several case studies. In the future, wide use of it is expected,
and we expect that people use well-designed interactions in their daily lives with
great satisfaction and feel happiness being with them.
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Abstract. We present a cognitive architecture based on a unified model
of cognition, Stanovich’s tripartite framework, which provides an expla-
nation of how reflective and adaptive human behaviour emerges from the
interaction of three distinct cognitive levels (minds). In this paper, we
focus on the description of our emotional model which is deeply rooted in
neuromodulatory phenomena. We illustrate the emergence of emotional
state using a psychological task : the emotional Stroop task.

1 Introduction

We present a three-level neuromodulated cognitive architecture implemented in
a multi-agent system. As a proof of concept of the architecture as a whole, we
already simulated a number of psychological task [1]. In this paper, we extend
our studies to the emergence of emotional behaviour. Our architecture is based
on a unified model of cognition, Stanovichs tripartite framework [2], which ex-
plains how reactive and sequential human behaviour emerges from the interac-
tion of three distinct cognitive levels. The Reactive level, responsible for fast
context-sensitive behaviours, includes instinctive processes, over-learned pro-
cesses, domain-specific knowledge, emotional regulation and implicit learning.
The Algorithmic level, responsible for cognitive control, can suppress the oper-
ation of reactive processes and effect decoupling (simulation) as well as serial
associative processes. The Reflective level, responsible for deliberative process-
ing and rational behaviour, also can suppress reactive processes, as well as trig-
ger or suppress decoupling and serial associative processes. To study emotional
emergence in this framework, we enhanced the systems reactive level semantic
knowledge with the NRC emotion lexicon [3] and activated two neuromodula-
tor systems: a dopaminergic system (modulating the architectures goal-seeking
processes) and a serotonin system (modulating the speed of its semantic atten-
tional control mechanism). We illustrate the emergence of emotional behaviour
by performing an emotional Stroop task.

2 Description of the Architecture

Our architecture is implemented in a multi-agent simulation platform (Madkit)
that allows the creation of agents of different complexity and in which large
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numbers of agents can operate in parallel. Madkit implements the AGR [4]
(Agent/Group/Role) model, which we found particularly suitable to implement
various groups of agents and a diversity of agents in each group. Each level in
the architecture is composed of groups of agents acting in parallel, where each
agent has one or more role. The message passing activity is essential to support
the behaviour of the system (see Fig. 1). Agents send messages at various fre-
quencies; those frequencies define the dynamics of the system. The main roles
assigned to agents at the Reactive level are“sensor”,“effector” and“knowledge”.
The network of Knowledge agents (agents with the“knowledge” role) is initial-
ized with a conceptual map that makes up the systems declarative knowledge
(see A in Fig. 1). Knowledge agents therefore have two roles:“knowledge” and
a word from the knowledge base (e.g., “Red”). Knowledge agents are connected
together according to the links in the conceptual map. Upon receiving a mes-
sage from a Sensor agent (see B in Fig. 1) or from another Knowledge agent,
Knowledge agents send a message to those Knowledge agents they are connected
to, therefore spreading activation in the network (as happens in semantic mem-
ories [5]). At the algorithmic level, control over the system is achieved through
morphology [6]. RequestStatus agents query Knowledge agents (C) at regular in-
tervals about their status (number of messages sent during that interval). Based
on this, Status agents (D) represent the systems activity at a given time in the
form of a distance matrix describing the systems message passing activity at
that time. The distance between two concepts in the conceptual map is deter-
mined by the number of messages sent between the Knowledge agents bearing
them as their role. Status agents also send a reduced representation (E) of this
activity the Reflective level (see below). The systems short-term goals are sent
by the Reflective level to the Algorithmic level in the form of a simple directed
graph of Goal agents (F). Each Goal agent contains as its role a distance matrix
that specifies the distance needed between Knowledge agents if the system is
to reach its current goal. Delta agents compute the difference (G) between the
matrix provided by the Status agents and the one provided by the Goal agents
and provide the resulting difference to Control agents (H), which in turn send
regulation messages (I) to agents at the Reactive level to modify their activation

Fig. 1. Architecture and structural parallel with the brain
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so that systems activity more closely matches the current short-term goal. At
the reflective level, each agent has a shape (a distance matrix) as its role, which
represents the state the system must be in to achieve a simple goal. Goal agents
at this level are organized in a complex directed graph (J), in which each path
represents a plan that can be applied to achieve a complex behaviour. A goal
in the graph is activated if it best matches the reduced representation sent by
the Status agents. The limited serial associative cognition of the Algorithmic
level will execute this path step by step. Although the serial execution of each
goal in the path provides the system with the sequentiality needed to achieve
complex goals, the system does not lose its dynamic nature. Indeed, reduced
representations (E) of the environment are sent on a regular basis by the Status
agents so that serial cognitive association can be interrupted at any moment at
the Reflective level by setting a new starting point or taking a new branch in
the graph.

3 Intertwined Nature of Neuromodulators and Emotions

3.1 Emotions: From Neurophysiological States to Emotional States

In a dynamical system, a signal is called diffuse if it rules secondary variables
in larger areas [7]. In our system, neuromodulations are diffuse signals that
control the overall state of the system. They act on message passing activity
between groups and within groups; more precisely, they modulate the frequencies
upon which the different agents send messages. Each modulated agent is built
with a transfer function which defined its sensitivity to the neuromodulation.
For the purpose of this article we used simple lineary transfer functions. We
integrated four neuromodulatory systems to our system: dopaminergic, we focus
on dopaminergic and serotonergic neuromodulation[8].

Concerning the Dopamine, the mesolimbic pathway based in the midbrain
projecting to the limbic system via the amygdala and hippocampus will be
represented by an increased activation of the“Emotion agents” (in the sys-
tem:“fear”,“anger”,“disgust”,“joy”,“sadness”) to mirror its link with the saliency
of emotional memory (J). Emotion agents belong to the reactive level. They
are“knowledge” agents that bear an emotion word as one of their roles and have
the ability to be influenced by and act on neuromodulators. The reward and
motivation effect will occur thanks to the reinforcement (K) of goals that have
led to a success in the past.

Concerning the Serotonin, we replicate the pathway projecting from the raphea
nuclei to the thalamus, subthalamus, limbic system and cerebral cortex, especially
its role in long-term memory and executive control. The influence on long-term
memory will be implemented through the modulation of the messages exchanged
between Knowledge agents. The influence on executive control (I) is reproduced
by modulating messages between Control agents of the Algorithmic Group and
agents of the reactive group. Low levels of serotonin are associated with negative
emotional states (L), in our system there is a co-dependency between negative
emotion agents (anger, fear, disgust) and serotonin.
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3.2 Emotions: From Concepts to Emotional State

For Lindquist et al. [9], the emotional gestalt results from the combination of
psychological processes. Lindquist et al.s work is an extension of the work of
Barsalou [10] on conceptualization: concepts are represented through situated
simulations of prior experience. The notion of situated conceptualization is ex-
tended to emotional concepts[9]. We are inspired by this constructivist approach
for the implementation of emotions. The emotional concept is situated by differ-
ent concepts in the knowledge base system. The NRC emotion lexicon [3] enabled
us to add emotional values (links to emotion words in our system) to our initial
database (based on the ConceptNet [11]). Activation of agents that constitute
the conceptual map of the system is a result of the interaction at different levels
(between groups and within groups), it will be the same in part for emotional
concepts. They will be treated partly as other concepts: the emotional concept
emerges from interactions between agents (message passing) which will deter-
mine its activation. However, unlike other concepts, emotions are directly linked
to neuromodulations though the mutual influence between Emotional agents and
Neuromodulation agents. We distance ourselves here a little from Lindquist’s ap-
proach by letting these agents influence each other. The activation of an emotion
will therefore depend on: the conceptual map of the system, reaction to the en-
vironment of the agents belonging to the reactive group, the influence of the
neuromodulations on the various functions (agents) of the architecture that we
described in the previous section, a bidirectional influence (neuromodulation on
certain emotions/certain emotions on neuromodulations). To summarize, since
the activation of links between Knowledge agents (including Emotion agents)
depends on what has been extracted from the environment by the sensors and
is regulated by agents of the algorithmic level (whose different activities are
also regulated by different neuromodulators): emotional states emerge from the
dynamics of it all. This state can be a composition of several “Semantically com-
patible” emotions: a complex emotion (i.e: “surprise” is linked to both “joy” and
“fear” ).

4 Experiment and Results

In the classic Stroop task [12] is a task commonly used in cognitive psychology
to evaluate a subjects attentional capacities. The subject is asked to respond
to two opposing stimuli illustrating the existence of two competing pathways
(one being more compelling than the other but opposed to the assigned goal).
The emotional Stroop task is a variant of this task where the focus is put on
the impact of emotional content on the reaction times of the subject. Where
in the classical Stroop task the written color interfered with the naming of the
color ink, in the emotional Stroop task the naming of the words color takes a
significantly longer time for emotional words than for neutral words. We used a
similar procedure to Gotlib and McCann [13]by presenting a block of mixed 50
trials of emotionally valued words (“death”, “spider”, “cancer”, ) and 50 trials of
neutral words (“nature”, “cinnamon”, “bus”, ) to the system. We observed the
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systems behaviour in three conditions: “only concepts” system, “normal” neu-
romodulated system, “depressed” neuromodulated system. The only concept”
system is a system in which emotional concept and links have been added at the
reactive level but the links to neuromodulation agents are inactive. The“normal”
and“depressed” systems are systems in which the neuromodulation model pre-
sented in section 3 has been activated. In the “depressed” system, serotonin and
dopamine levels are significantly low (meaning that messages are sent by these
two neuromodulators at intervals two times longer than in the“normal” condi-
tion). Results are presented in Fig. 2 (A). In the conceptual condition, we can
observe that the response time (RT) for neutral words is slightly lower for neutral
words than for emotional words. When adding emotional word to the database,
we ascribed a high value to links between them and some other words in the
database (as per the NRC database); however since no neuromodulations have
been added to the system, little Stroop interference is shown. In the“normal”
condition, since the neuromodulation have been activated, the system is more
sensitive to emotional words. When emotional words are presented to the sys-
tem, emotions related to them are strongly activated and are salient (dopamine
effect) at the reactive level of the system. Control agents have therefore more
work to do to enhance the activity of the agents in regards to their goal (color
recognition). Furthermore, when the system is confronted to negative emotions,
such as fear or sadness, serotonin is more activated which results in a change
in the dynamics of the system: mainly system becomes highly emotional and
its attentional mechanism (Control agents) is hypoactive, resulting in a higher
response time for emotional words. Finally, in the“depressed” condition, as seen
in Fig. 2(A) these factors are sharpened (latency of 159ms between the“normal”
and“depressed” condition for emotional words). We lowered dopamine and sero-
tonin parameters, meaning mainly that there was a decrease in the frequency
upon which messages were sent to and therefore from Control agents (serotonin
- inhibition) and Goal agents (dopamine - motivation), an increase of negative
emotions activation (serotonin), a globally higher emotional saliency (dopamine).
As a result, the system was highly“emotional”. A reaction difference between the
two conditions (“normal”,“depressed”) of the same word/agent“cancer” can be
seen in Fig. 2 (B).

Fig. 2. A) Mean RT (s) for neutral and emotional word in“conceptual”,“normal”
and“depressed” conditions. B)“cancer” agent connections in“depressed” and“normal”
condition.



204 O. Larue, P. Poirier,and R. Nkambou

5 Conclusion

With an emotional Stroop task, we illustrated emotional emergence in an archi-
tecture where emotional states are deeply rooted in neuromodulatory phenom-
ena, focusing on the serotonin and dopamine neuromodulations. As the Stroop
task mostly implicates the algorithmic level (cognitive control), we observed the
impact of neuromodulations at this level; however, it would be interesting to fo-
cus on tasks that tap reflective level abilities (Wisconsin Card Sorting Task, rule
discovery, goal maintenance). In this paper, we considered neuromodulations as
they decrease the systems performance. In future works, we plan to work on the
opposite direction in pushing the systems limits toward high performances by
looking for the optimal neuromodulatory combination. An important feature of
the neuromodulations we left out in this paper is their co-dependency [8]. Ide-
ally, neuromodulations would form a dynamical system of their own within the
global architecture and act upon each others activity.
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Abstract. We present an easy-to-use, modular framework for performing com-
puter vision related tasks in support of cognitive robotics research on the iCub
humanoid robot. The aim of this biologically inspired, bottom-up architecture
is to facilitate research towards visual perception and cognition processes, espe-
cially their influence on robotic object manipulation and environment interaction.
The icVision framework described provides capabilities for detection of objects in
the 2D image plane and locate those objects in 3D space to facilitate the creation
of a world model.

1 Introduction

Vision and the visual system are the focus of much research in psychology, cognitive
science, neuroscience and biology. A major issue in visual perception is that what indi-
viduals ‘see’ is not just a simple translation of input stimuli (compare optical illusions).
The research of Marr in the 1970s led to a theory of vision using different levels of
abstraction [10]. He described human vision as processing inputs, stemming from a
two-dimensional visual array (on the retina), to build a three-dimensional description
of the world as output. For this he defines three levels: a 2D (or primal) sketch of the
scene (using feature extraction), a sketch of the scene using textures to provide more
information, and finally a 3D model.

Visual perception is of critical importance, as the sensory feedback allows to make
decisions, trigger certain behaviours, and adapt these to the current situation. This is
not just the case for humans, but also for autonomous robots. The visual feedback en-
ables robots to build up a cognitive mapping between sensory inputs and action out-
puts, therefore closing the sensorimotor loop. Thus being able to perform actions and
adapt to dynamic environments. We are aiming to build a visual perception system for
robots, based on human vision, that allows to provide this feedback leading to more
autonomous and adaptive behaviours.

Our research platform is the open-system humanoid robot iCub [16] developed within
the EC funded ‘RobotCub’ project. In our setup, as shown in Figure 1 (left), it consists
of two anthropomorphic arms, a head and a torso and is roughly the size of a human
child. The iCub was designed for object manipulation research. It also is an excellent

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, pp. 205–210.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013



206 J. Leitner et al.

experimental, high degree-of-freedom (DOF) platform for artificial (and human) cog-
nition research and embodied artificial intelligence (AI) development [12]. To localise
objects in the environment the iCub has to rely solely, similarly to human perception, on
a visual system based on stereo vision. The two cameras are mounted in the head. Their
pan and tilt can jointly be controlled, with vergence providing a third DOF. The neck
provides 3 more DOF for gazing.

We describe a framework, named icVision, supporting the learning of hand-eye coor-
dination and object manipulation, by solving visual perception issues in a biologically-
inspired way.

2 The icVision Framework

Research on perception has been an active component of developing artificial vision (or
computer vision) systems, in industry and robotics. Our humanoid robot should be able,
like the human mind, learn to perceive objects and develop a representation that allows
it to detect this object again. The goal is to enable adaptive, autonomous behaviours
based on visual feedback by combining robot learning approaches (AI and machine
learning (ML) techniques), with computer vision.

This framework was developed to build a biologically-inspired architecture (in-line
with the description by Marr). It processes the visual inputs received by the cameras
and builds (internal) representations of objects. It facilitates the 3D localisation of the
detected objects in the 2D image plane and provides this information to other systems
(e.g. motion planner). Figure 1 (right) sketches the icVision architecture. The system
consists of distributed YARP modules1 interacting with the iCub hardware and each
other. The specialised modules can be connected and form pathways to perform, for
example, object detection, similarly to the hierarchies in human perception in the visual
cortex (V1, V2, V3, ...) [6].

The main module, the icVision Core, handles the connection with the hardware
and provides housekeeping functionality (e.g., GUI, module start/stop). Implemented

Fig. 1. Left: The iCub humanoid robot Right: Architecture of the icVision framework

1 YARP [11] is a middleware that allows easy, distributed access to the sensors and actuators of
the iCub humanoid robot, as well as, to other software modules.
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modules include object detection (aka filters), 3D localisation and a gaze controller in-
terface based on the position of the object in the image plane (as provided by the filters).
These are reachable via standardised interfaces allowing for easy swapping and reuse
of modules and extending functionality. For example, other brain-inspired modules, a
saliency & a disparity map, have recently been added.

2.1 Detecting Objects (icVision Filter)

The first thing done by the human visual system, and investigated by us, is the segmen-
tation (detection) in the visual space (the 2D images). There exists a vast body of work
on all aspects of image processing [3], using both classical and machine learning ap-
proaches. Our framework, more particularly the icVision filter modules, which relate to
Marr’s first and second level, provide object detection and identification in the streamed
images. The result of the filter is generally a binary segmentation of the camera image for
a specific object. Figure 2 shows a tea box being tracked by the iCub in real-time using
our framework with a learned filter. Also in Figure 3 the binary output can be seen.

Using machine learning, more complicated filters can be generated automatically
instead of engineered. We apply Cartesian Genetic Programming (CGP) [13,14] to pro-
vide automatic generation of computer programs making use of the functionality in-
tegrated in the OpenCV image processing library [1], therefore incorporating domain
knowledge. It provides an effective method to learn new object detection algorithms
that are robust, if the training set is chosen correctly [4].

2.2 Locating Objects (icVision 3D)

To enable the robot to interact with the environment it is important to localise the object
first. Developing an approach to perform robust localisation to be deployed on a real hu-
manoid robot is necessary to provide the necessary inputs for on-line motion planning,
reaching, and object manipulation.

Our framework provides a 3D localisation module, allowing for conversion between
camera image coordinates and 3D coordinates in the robot reference frame. Using the
objects location in the cameras (provided by an icVision Filter module) and pose in-
formation from the hardware, this module calculates where the object is in the world.
This information is then used to update the world model. Figure 3 describes the full 3D

Fig. 2. The detection of a tea box in changing lighting condition performed by a learned filter.
The binary output of the filter is used as red overlay.
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location estimation process, starting with the camera images received from the robot
and ending with the localised object being placed in our MoBeE world model [2].

For the iCub platform several approaches have previously been developed. Gener-
ally, stereo vision describes the extraction of 3D information out of digital images and
is similar to the biological process of stereopsis in humans. Its basic principle is the
comparison of images taken of the same scene from different viewpoints. To obtain a
distance measure the relative displacement of a pixel between the two images is used
[5]. While these approaches, based on projective geometry, have been proven effective
under carefully controlled experimental circumstances, they are not easily transferred
to robotics applications. The ‘Cartesian controller module’ [15], for example, provides
basic 3D position estimation functionality and gaze control. This module works well
on the simulated iCub, however it is not fully supported and functional on the hardware
platform, and therefore does not perform well. The most accurate currently available lo-
calisation module for the iCub exists in the ‘stereoVision’ module. It provides accuracy
in the range of a few centimetres.

Fig. 3. The 3D location estimation works the
following: At first the camera images are ac-
quired from the hardware via YARP. The im-
ages are converted into grayscale, as well as,
split into RGB/HSV channels and distributed
to all active icVision filters. Each filter then
processes the images received using OpenCV
functions. (ending with a thresholding opera-
tion). The output of this is a binary image, seg-
menting the object to be localised. A blob de-
tection algorithm is run on these binary images
to find the (centre) location of the detected ob-
ject in the image frame. The position of the ob-
ject in both the right and left camera images is
sent to the 3D localisation module, where to-
gether with the robots pose, i.e. the joint en-
coders, a 3D location estimation is generated.
As the last step the localised object is then
placed in the existing world model.
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The icVision 3D localisation module provides an easy way of swapping between var-
ious localisation implementations, including the two mentioned here. We also provide
an implementation estimating the location using machine learning [9].

3 Use Cases and Current Applications of the Framework

Here we give a short list of use cases, where the icVision framework, has already suc-
cessfully been used in our research.

The learning of specific filters for certain objects was done using CGP (as mentioned
above) [4,8]. The provided (human-readable) program allows for a unique identification
of objects in the visual stream learned from a test set. For a more autonomous acquisi-
tion of object representations, icVision filters are learned from objects perceived by the
cameras using a saliency map and standard feature detectors. This way we were able to
provide the needed inputs to our CGP learner for building robust filters [7]. We are cur-
rently learning filters for the robot’s fingers to perform research in how the humanoid
can develop sensorimotor control.

The full system has been used together with a reactive controller to enable the iCub
to autonomously re-plan a motion to avoid an object it sees [2]. The object is placed
into the world model purely from vision, it is able to update the position of the object
in real-time, even while the robot is moving.

To add our 3D localisation approach to the framework, we used a Katana robotic
arm to teach the iCub how to perceive the location of the objects it sees. The Katana
positions an object within the shared workspace, and informs the iCub about the lo-
cation. The iCub then moves to observe the object from various angles and poses. Its
pose and the 2D position outputs provided by an icVision filter are used to train simple,
multi-layer artificial neural networks (ANN) to estimate the object’s Cartesian location.
We show that satisfactory results can be obtained for localisation [9]. Furthermore, we
demonstrate that this task can be accomplished safely using collision avoidance soft-
ware to prevent collisions between multiple robots in the same workspace [2].

4 Conclusions

We combine the current machine learning and computer vision research to build a
biologically-inspired, cognitive framework for the iCub humanoid robot. The developed
icVision framework facilitates the autonomous development of new robot controllers.
Cognition and perception are seen as the foundation to developmental mechanisms,
such as as sensorimotor coordination, intrinsic motivation and hierarchical learning,
which are investigated on the robotic platform.

The reason for the focus on vision is twofold, firstly the limited sensing capabilities
of the robotic platform and secondly, vision is the most important sense for humans.
As we use a humanoid robot investigating how humans do this tasks of perception,
detection and tracking of objects is of interest. These facilitate the building of a world
model, which is used for tasks like motion planning and grasping. Realtime, incremental
learning is applied to further improve perception and the model of the environment and
the robot itself. Learning to grasp and basic hand-eye coordination are the areas of
research this framework is currently applied.
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Abstract. The main goal of the paper is to demonstrate that the In-
sertion Modeling System IMS, which is under development in Glushkov
Institute of Cybernetics, can be used as an instrument for the develop-
ment and analysis of cognitive (intellectual) agents that is agents that
model human mind. Insertion cognitive architecture is real time insertion
machine which realizes itself, has a center to evaluate the success of its
behavior and is committed to achieving maximum success repeated. As
an agent, this machine is inserted in its external environment and has the
means to interact with it. The internal environment of cognitive agent
creates and develops its model and the model of external environment.
In order to achieve its goals it uses the basic techniques developed in the
field of biologically inspired cognitive architectures as well as software
development techniques.

Keywords: insertion modeling, process alebras, agents, environments,
cognitive architectures.

1 Introduction

Insertion modeling is a trend that is developing over the last decade as an ap-
proach to a general theory of interaction of agents and environments in complex
distributed multi-agent systems. The first works in this direction have been pub-
lished in the middle of 90s [4,5,6]. In these studies, a model of interaction between
agents and environments based on the notion of insertion function and the alge-
bra of behaviors (similar to some kind of process algebra) has been proposed.

The main sources of insertion modeling are the model of interacting of con-
trol and operational automata, proposed by V. Glushkov back in the 60s [7,8]
to describe the structure of computers, and the general theory of interacting
information processes that has emerged in the 70s and is the basis for modern
research in this area. It includs the CCS (Calculus of Communicated Processes)
[17,18] and the π-calculus of R. Milner [19], CSP (Communicated Sequential
Processes) of T. Hoare [10], ACP (Algebra of Communicated Processes) [2] and
many other various branches of these basic theories. Fairly complete survey of
the classical process theory is presented in the Handbook of Process Algebras
[3], published in 2001.

In recent years, insertion modeling has been applied to the development of
systems for the verification of requirements and specifications of distributed in-
teracting systems [1,12,14,15,16]. The system VRS, based on insertion modeling,
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has been successfully applied to verify the requirements and specifications in
the field of telecommunication systems, embedded systems, and real-time sys-
tems. A new insertion modeling system IMS [9], which is under development in
the Glushkov Institute of Cybernetics of the National Academy of Sciences of
Ukraine, is intended to extend the area of insertion modeling applications. We
found many common features of the tools used in software development area
based on formal methods and techniques used in biologically inspired cognitive
architectures. This gives us hope to introduce some new ideas to the development
of this subject domain.

Insertion modeling deals with the construction of models and study the inter-
action of agents and environments in complex distributed multi-agent systems.
Informally, the basic principles of the paradigm of insertion modeling can be
formulated as follows.

– The world is a hierarchy of environments and agents inserted into them.
– Environments and agents are entities evolving in time.
– Insertion of agent into environment changes the behavior of environment and

produces new environment which is ready for insertion of new agents (if there
is a room).

– Environments as agents can be inserted into higher level environment.
– Agents can be inserted from external environment as well as from internal

agents (environments).
– Agents and environments can model another agents and environments on the

different levels of abstraction.

All these principles can be formalized in terms of transition systems, behavior
algebras, and insertion functions. This formalization can be used as high level
abstractions of biological entities needed for computer modeling of human mind.
Insertion modeling is consistent with M. Minsky’s approach of the society of
mind [20]. Mathematical foundation of insertion modeling is presented in [13].

2 The Main Notions

Transition system consists of states and transitions that connect states. Tran-
sitions are labeled by actions (signals, events, instructions, statements etc.).
Transition systems are evolving in time changing their states, and actions are
observable symbolic structures used for communication. We use the well-known
notation s

a−→ s′ to express the fact that transition system can evolve from the
state s to s′ performing action a. Usually transition systems are nondeterminis-
tic and there can be several transitions even labeled by the same action. If we
abstract from the structure of states and concentrate only on (branching) se-
quences of observable actions we obtain the state equivalence called bisimilarity
(originated from [21] and [17], exact definition can be found in [13]). Bisimilar
states generate the same behaviors of transition systems.
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To define the behaviors of transition systems we use equations of the form
ui = Fi(u1, u2, . . .), i = 1, 2, . . . in behavior algebra. This algebra is defined by
the set of actions and the set of behaviors (processes). It has two operations and
termination constants. Operations are prefixing a.u (a - action, u - behavior)
and nondeterministic choice u+ v (u and v - behaviors). Termination constants
are successful termination Δ, deadlock 0, and undefined behavior ⊥. It has also
approximation relation ⊆, which is a partial order with minimal element ⊥, and
is used for constructing a complete algebra with fixed point theorem.

Transition systems with states considered up to bisimilarity (or up to behav-
ior, which is the same) are called agents. The type of an agent is the set of
actions it can perform (signals or messages to send, events in which an agent
can participate etc.).

Environment by definition is an agent that possesses insertion function. Given
the state of environment s and the state of agent u, insertion function computes
the new state of environment which is denoted as s[u]. Note that we consider
states up to bisimilarity and if we have some representation of behaviors, the
behaviors of environment and agent can be used as states.

The state s[u] is a state of environment and we can use insertion function to
insert a new agent v into environment s[u] : (s[u])[v] = s[u, v]. Repeating this
construction we can obtain the state of environment s[u1, u2, . . .] with several
agents inserted into it. Environment is an agent with insertion function, so if we
forget the insertion function, then environment can be inserted as agent into a
higher level environment and we can obtain hierarchical structure like

s[s1[u11, u12, . . .]E1
, s2[u21, u22, . . .]E2

, . . .]
E

Here notation s[u1, u2, . . .]E explicitly shows the environment E to which the
state s belongs (environment indexes can be omitted if they are known from the
context).

A special type of environments is considered in IMS to have a sufficiently rich
language for the description of environment states properties. These environ-
ments are called attribute environments. The state of attribute environment is
the valuation of attributes - symbols that change their values while changing the
state in time. Each attribute has type (numeric, symbolic, enumerated, agent
and behavior types, functional types etc.). Now logic formulas can be used for
the description of properties of agent or environment states. The first order for-
mulas with quantifiers and some temporal modalities can be used as formulas
defining the properties of environment states.

The sets of local descriptions of environments are used in IMS for the definition
of insertion functions. The general form of local descriptions used in IMS is the
following:

∀x(α(x, r) → P < x, r > β(x, r)),

where x is a list of typed parameters, r is a list of attributes, α(x, r) and β(x, r)
are logic formulas, P < x, r > is a process - finite behavior of an environment.
Local descriptions can be considered as formulas of dynamic logic, or Hoare
triples, or productions - the most popular units of procedural memory in AI
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and BICA. In any case they describe local dynamic properties of environment
behavior: for all possible values of parameters, if precondition is true then a
process of a local description can start and after successful termination of this
process a postcondition must be true.

Equations in behavior algebra are used as local descriptions of low level agents
(agents which are not environments).

The goal of BICA is the construction of cognitive agents, which model
human-like mind and behavior. They must have some internal structure, and
this structure must agree with our knowledge about human brain. We believe
that insertion models of interaction of agents and environments are adequate for
the development of BICA. The notion of agent can be used as an abstract model
of the group of neurons joined for the performing of some functionalities. High
level neurons which control and coordinate the behavior of low level groups can
be considered as environment for these groups.

3 Mutilevel Environments and the Leyers of Neocortex

The type of environment is defined by two action sets: the set of environment
actions and the set of agent actions. The last defines the type of agents which
can be inserted into this environment: if the set of agent actions is included in
the set of agent actions of environment then this agent can be inserted into this
environment. This relation is called compatibility relation between environments
and agents (environment is compatible with agent if this agent can be inserted
into this environment).

Multilevel environment is a family of environments with distinguished the
most external environment. The compatibility relation on the set of environments
defines a directed graph and we demand for multilevel environment that the most
external environment would be reachable from any environment of the family in
this graph. Some agents have the actions that describe the moving of agents from
one environment to another compatible with these agents (mobility actions).

Multilevel environments are represented in IMS by means of environment de-
scriptions and local descriptions for insertion functions. Environment description
contains the signature of environment (types of attributes and types of inserted
agents). Local descriptions are organized as a knowledge base with special data
structures providing efficient access to the needed local descriptions (procedure
memory). Anther knowledge base contains the description of different types
of agents and environments together with the histories of their use (episodic
memory).

Our first hypothesis is that the multilevel environments can be used for
modeling of the six leyers of neocortex. Moving from low levels to higher ones
we increase the levels of abstraction using more and more abstract symbolic
models. This means that the agents inserted into the higher levels correspond to
the classes of low level agents.
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4 Insertion Machines and the Models of Mind

To implement the models of multilevel environment different kinds of insertion
machines are used in IMS. The general architecture of insertion machines and the
detailes of its functioning can be found in [9]. The main component of insertion
machine is model driver, the component which controls the machine movement
along the behavior tree of a model. The state of a model is represented as a
text in the input language of insertion machine and is considered as an algebraic
expression. The computation of the next state of a model is performed on a base
of symbolic manipulation and logic inference.

Two kinds of insertion machines are distinguished: real time or interactive
and analytical insertion machines. The first ones exist in the real or virtual en-
vironment, interacting with it in the real or virtual time. Analytical machines
intended for model analysis, investigation of its properties, solving problems
etc. The drivers for two kinds of machines correspondingly are also divided into
interactive and analytical drivers. Interactive driver must select exactly one al-
ternative and perform the action specified as a prefix of this alternative. Inser-
tion machine with interactive driver operates as an agent inserted into external
environment with insertion function defining the laws of functioning of this en-
vironment. Cognitive interactive driver has criteria of successful functioning in
external environment, it accumulates the information about its past in episodic
memory, develops the models of external environment, uses some learning al-
gorithms to improve the strategy of selecting actions and increase the level of
successful functioning.

Analytical insertion machine as opposed to interactive one can consider dif-
ferent variants of making decision about performed actions, returning to choice
points (as in logic programming) and consider different paths in the behavior tree
of a model. The model of a system can include the model of external environ-
ment of this system, and the driver performance depends on the goals of insertion
machine. In the general case analytical machine solves the problems by search of
states using different strategies to reduce the search spsce. Analytical machine in
IMS are enriched by logic and deductive tools used for generating traces of sym-
bolic models of systems. The state of symbolic model is represented by means of
properties of the values of attributes rather than their concrete values.

Our second hypothesis is that in human mind there must exist some mech-
anisms like drivers of insertion machines to activate and use different kinds of
models of external and internal environments produced during the life experi-
ence, learning and inherited genetically.

We are working now on the development of insertion cognitive architecture
on a base of IMS. Our third hypothesis is that cognitive architecture can be
constructed as real time insertion machine which realizes itself as a high level
internal environment. It has a center to evaluate the success of its behavior.
This center has the form of a special agent that can observe the interaction of
a system with external environment. The main goal of a system is achieving
maximum success repeated. As an agent, this machine is inserted in its external
environment and has the means to interact with it. The internal environment
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of cognitive agent creates and develops its own model and the model of exter-
nal environment. If the external environment contains other agents, they can
be modeled by internal environment which creates corresponding machines and
interprets those machines using corresponding drivers, comparing the behaviors
of models and external agents.
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Abstract. This paper presents some of the historical and theoretical
foundations for a new cognitive architecture for human-computer inter-
active musical free improvisation. The architecture is parsimonious in
that it has no access to musical knowledge and no domain-general sub-
systems, such as memory or representational abilities. The paper first
describes some of the features and limitations of the architecture. It
then illustrates how this architecture draws on insights from cybernet-
ics, artificial life, artificial intelligence and ecological theory by situating
it within a historical context. The context presented consists of a few key
developments in the history of biologically-inspired robotics, followed by
an indication of how they connect to James Gibson’s ecological theory.
Finally, it describes how a recent approach to musicology informed by
ecological theory bears on an implementation of this architecture.

1 Introduction

This paper presents some of the historical and theoretical foundations for a new
cognitive architecture for human-computer interactive musical free improvisa-
tion. The paper first describes some of the features and limitations of this archi-
tecture. It then situates the architecture within a historical context by presenting
a few key developments in the history of biologically-inspired robotics. This is
followed by an indication of how these developments connect to James Gibson’s
ecological theory. Finally, it describes how a recent approach to musicology in-
formed by ecological theory bears on an implementation of this architecture.

2 Features and Limitations of the Architecture

Although the architecture seeks neither to model human-internal cognitive struc-
ture, nor to closely emulate human musical behaviour, it does aim to provide
musical behaviour that supports engaging improvisational interaction with an
expert human performer. This is achieved with domain-specific low-level subsys-
tems for dealing separately with pitch, loudness and timing, respectively, in both
input and output. Subsystem output is combined into discrete monophonic note
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streams, which are in turn combined into continuous polyphonic note streams.
The resulting musical behaviour is open-ended and highly responsive to a col-
laborative human co-performer. The architecture allows for reciprocal influence
between human and computer, and it ultimately facilitates engaging musical col-
laboration, according to preliminary findings from on-going empirical research.
The architecture is parsimonious in that it has no access to musical knowledge
and no domain-general subsystems, such as long-term memory or representa-
tional abilities (for more on the relation between cognitive architecture and
knowledge, see Laird [9]; for more on the interaction between domain-general
and domain-specific cognitive abilities, see Gerrans and Stone [4]).

Two key limitations of the parsimonious architecture, as implemented in a cur-
rent prototype agent, Adam Linson’s Odessa, are counterbalanced as described
below. The first key limitation, that the agent lacks any knowledge, is addressed
by drawing on principles of the ‘subsumption architecture’ (Brooks [2]). In an
agent with a subsumption architecture, intelligent behaviour can arise from the
interaction dynamics between agent and environment using neither representa-
tion nor reasoning, but rather, via hardwired “competing” behaviours, organised
into layers. In the case of Odessa, the agent’s layers are organised in order to give
it the appearance of an intentional agent to a human co-performer (for more on
the role of intentional agency in this context, see Linson, et al. [11]). Although
the agent does not merely mirror the human input, it does, at times, reorgan-
ise some of the input elements, providing a perceptible degree of resemblance.
While stored knowledge could be expected to enhance the agent’s musicality,
the current implementation serves as an existence proof that a musical agent
can function effectively without musical knowledge.

The second key limitation is that, without long-term memory, the agent lacks
the internal capacity for developing the music in the course of a performance.
However, this does not mean that no musical development takes place in a given
human–computer collaboration. Although here, too, an internal mechanism for
musical development could be expected to enhance the agent’s performance, in
the absence of one, the agent’s continuous short-term responsiveness serves to
offload long-term musical development onto the human co-performer. This off-
loading takes place while nonetheless preserving a constant (non-hierarchical)
reciprocal influence between human and computer, made possible by the fact
that, within the dynamic musical collaboration, the human and computer per-
formers function as tightly coupled subsystems. Thus, a performance may exhibit
musical development due to the reflective practice of the expert human impro-
visor, despite the computer agent’s inability to handle long-term dependencies.

This parsimonious architecture, implemented in Odessa, draws on insights
from cybernetics, artificial life, artificial intelligence and ecological theory. The
remainder of this paper presents a few key developments in the history of
biologically-inspired robotics. It then connects these developments to James Gib-
son’s ecological theory. Finally, it describes how a recent approach to musicology
informed by ecological theory bears on the design of Odessa.
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3 Cybernetics, Nouvelle AI and Ecological Psychology

According to Alan Turing’s view, as presented in his well-known account of
the so-called “Turing test”, intelligence can be assessed behaviourally in an un-
structured, open-ended interactive context (Turing [15]). This view has close
parallels to the work of cybernetics pioneer W. Grey Walter. Walter is perhaps
best known for his autonomous robotic tortoises built in 1948-49 (Holland [8]),
and first published about in the same year as Turing’s 1950 paper (Walter [16]).
Walter’s ideas were partly based on his own empirical research on the human
brain, and partly on the work of his colleague and fellow cybernetics pioneer, W.
Ross Ashby. Ashby proposed a dynamic systems model of a brain, based on the
premise that a small collection of simple subsystems, tightly coupled but capable
of temporary independence, could produce a wide range of complex behaviours
(Ashby [1]). He maintained that despite the simplicity of his model, nothing
prevented it from being theoretically scaled up to human-level behaviour. Al-
though Walter’s robotic tortoises were far from human-level intelligence, they
did exhibit basic lifelike behaviour through their interactions with each other,
with humans and with their physical environment.

Several decades later, Rodney Brooks developed the ‘subsumption architec-
ture’, a concept he applied to building insect-like robots and other biologically
analogous models (Brooks [2]). For Brooks, like Walter before him, the basic
premise of his robot design is that a small number of simple interconnected
components can lead to complex emergent behaviour. The mechanically embod-
ied robots built with the subsumption architecture were rapidly prototyped with
“real world” empirical testing. This meant that at an early stage of development,
they were deployed, for example, in crowded offices, and could be iteratively ad-
justed depending on how well they negotiated such everyday environments. This
approach stood in contrast to the elaborate pre-deployment development of earl-
ier GOFAI robots, such as the Stanford Research Institute’s Shakey, and their
evaluation in carefully constructed specialised environments.

Another hallmark of the approach to robotics evident in both Walter and
Brooks is that, rather than focusing solely on an agent’s internal construction,
they emphasise its adaptive behaviour in terms of feedback loops between per-
ception and action, or, more broadly, between the agent and its environment.
This theoretical orientation bears a strong resemblance to that of ecological psy-
chology, a field which largely emerged from the work of James Gibson. Ecological
psychology fundamentally concerns itself with the tight coupling of perception
and action, and of agent and environment, in the context of adaptive behaviour;
Gibson is also the source of the well-established notion of affordances (Gibson
[5], [6]). Simply put, an affordance is a feature of an environment that presents
a possible action to an agent, relative to the agent’s capabilities.

4 Traditional, Critical and Ecological Musicology

With respect to the study of music, traditional musicological theory generally
regards classical western notation as sufficient to grasp the salient aspects of
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music. More recently, however, critical approaches to musicology have served to
identify, for example, aspects of musical improvisation that previously escaped
traditional musicological theory. Significantly, it has been shown that there are
psychosocial dynamics at work in improvisation that are not reducible to mus-
ical structure defined solely in terms of traditional western musical notation
(Sansom [14]). This definition of structure is not only the primary object of
traditional musicological analysis, but also the predominant focus of computer
music research. In the critical mode of analysis, musical structure is not denied,
but rather, it is viewed as a vehicle for socioculturally situated and context-
dependent meaning production and exchange.

Drawing on the work of Gibson, Eric Clarke has advanced a new strain of
musicology and music psychology research which he describes as “an ecological
approach to the perception of musical meaning” (Clarke [3]). In this context,
he addresses improvised music, pointing out how performers of collective impro-
visation forcefully demonstrate the ecological link between perception, action
and meaning (see Clarke [3], p. 152-154). Additional writings on improvisation
within critical musicology, though not explicitly ecological, can be viewed in
terms of this perception-action-meaning linkage. For example, in the context of
jazz improvisation, Ingrid Monson examines performative musical irony, look-
ing at what can be understood as high-level affordances for creative meaning
production (Monson [13]). In another account of jazz improvisation, Benjamin
Givan examines ways in which the low-level physicality of performers’ bodies and
instruments can become central affordance-rich vehicles that facilitate creative
exploration (Givan [7]). And, in a direct consideration of free improvisation,
Matthew Sansom focuses on general interconnections between musical structure
and social dynamics, highlighting the ways in which nominally extramusical
structure can afford new directions in underlying musical structure, as it unfolds
in real time (Sansom [14]). These qualitative approaches to analysis identify
salient features of music that remain invisible (or, at best, marginal) to tradi-
tional musicology, computational musicology and most quantitative approaches
to musical perception (see Linson, et al. [12]).

5 Deployment Context

By design, Odessa does not impose limitations on the behavioural and sonic
complexity of the human performance. While its output may not conform to
the expectations of traditional musicological analysis, its open-ended complex
interactive musical behaviour provides affordance-rich material for an expert
human improvisor to engage with in real time. In these respects, the design
draws, in part, on techniques pioneered by Walter and Brooks, as well as on
insights from Clarke’s ecological musicology.

On one hand, considerations of agent–environment interaction apply here,
with the idea that an interactive agent for musical improvisation should be able
to cope with the real-time dynamics of its unstructured musical environment, like
the physical environments of Walter’s and Brooks’ robots. On the other hand,
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for human–computer musical free improvisation, the interaction model relates
more to Turing’s test, because the musical environment – like a conversation –
consists in an open-ended agent–agent interaction (see Lewis [10]). In designing
an agent for freely improvised music, both modes of interaction are relevant.

In such music, even in the limited case of duets, there are simultaneous sonic-
musical streams between the players in both directions. Everything in these
streams is heard by each co-performer either as a potential response to what
was played, or as a potential affordance for a new response – or as both of these
at once. Musical streams from each agent – whether human or computer – may
sometimes support one another, sometimes provide contrast or resistance, and
sometimes steer the interaction in a new direction.

6 Conclusion

Contrary to a frequently encountered assumption, it is not necessary for a com-
puter co-performer to be mistaken for a human in order for the human–computer
interaction to be engaging. An expert human improvisor can collaborate with an
agent that has a unique way of making music, thus producing a shared musical
outcome. The computer’s musical output and, indeed, even the collaborative mu-
sical result, are an entirely separate matter from the unfolding dynamics of the
collaborative mutual engagement. The on-going empirical studies of Odessa’s
collaborative abilities seek to demonstrate the effectiveness of a parsimonious
cognitive architecture in this context.
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Abstract. What brings together multiple sensory, cognitive, and motor skills? 
Experimental evidences show that the interaction among thalamus, cortex and 
amygdala is involved in the generation of elementary cognitive behaviours that 
are used to achieve complex goals and to integrate the agent skills. 
Furthremore, the interplay among these structure is likely to be responsible of a 
middle level of cognition that could fill the gap between high-level cognitive 
reasoning and low-level sensory processing. In this paper, we address this issue 
and we outline a goal-generating architecture implemented on a NAO robot. 

Keywords: Thalamo-Cortex, ICA, Hebbian Learning, Development, Goals. 

1 Introduction  

What brings together different skills and modules in a biological agents? In simpler 
animals like insects the integration is likely either the result of a genetic blueprint or 
embodiment [1]. Yet, in more complex cognitive agents, there seems to be some yet-
to-be-understood architectural principle that encourages a seamless integration of 
different sensory capabilities and cognitive skills. It is long well-known, from both 
psychological and neuroscientific data, that severe anatomical damage does not 
prevent the brain from achieving a working unity [2]. Somewhat suprisingly, to a 
large extent, the unity of the mind is still one of the most puzzling and unresolved 
aspects of cognition and – although many models have been proposed[3-5] [6] – there 
are no universally accepted model for sensory-cognitive-motor integration.  

This paper addresses the issue of integration through a goal-generating architecture 
targeted to that middle level of cognition investigated by Jackendoffion [7]. He 
suggests that there is a cognitive bridge that fills the gap between a high-level 
reasoning (e.g. task planning, etc.) and low-level sensorimotor control. It is tempting to 
wonder whether this intermediate level could be the key to cognitive integration in 
mammals-like cognitive systems. In fact, it is fair to maintain that most human actions 
are neither the result of sensorimotor contingencies nor the output of logical reasoning.  
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The cortex shows an almost universal capability to adapt to different kind of 
stimuli, taking into consideration the particular input statistics [6,8]; so it makes sense 
to look at a general approach. Moreover, experimental evidences show each brain 
area can potentially develop any cognitive or computational skill [9,10]. On the other 
hand, it is well know that the mammal brain is able both to learn how to achieve goals 
and what goals have to pursued [11]. Putting together goal generation and generality 
leads to the idea the goal-generation arise by means of interplay between thalamus 
and cortex [12]. In fact, the thalamus is closely coupled with the cortex and each 
partition of the thalamus seems to provide control information to the corresponding 
cortical areas [13]. A further evidence of this fact is the massive neural connections 
from the cortex to the thalamus whereas the backward connections are less data 
intensive [14]. As working hypothesis it may be assumed that the cortex provides 
memory storage and input stimuli classification whereas the thalamus evaluates to 
what extent the current stimuli are related with previous data. The hypothesis is 
consistent with the experimental evidence showing that the brain bootstraps the 
generation of new goals taking advantage of hardwire criteria likely located in the 
amygdala [15,16].  

In the robotic fields, many of the robotic setups focus either on the sensorimotor 
level or on the high-level reasoning. A lot of them are designed for very specific goal, 
since designer aim to solve specific sensorimotor, relational or logic issues. Of course, 
there are also cognitive agents able to develop new skills and to adapt to novel 
environments, such as those exploiting embodiment [17-19].  

In this paper we present an intermediate cognitive system able to generate new 
goals and process the incoming sensory information. The cognitive framework can be 
implemented using either bioinspired algorithms or not. The main contributions of 
this paper are: to extend a computational framework of the thalamus-cortex 
interaction and validate some preliminary results presented in [20].  

2 Goal-Generating Architecture  

In this section we sketch the Goal-generating Architecure (IA) which ought to help 
fleshing out a cognitive middleware. Specifically, the IA is composed of a set of In-
tentional Modules (IM) and a single Global Phylogenetic Module (GPM). To a certain 
extent, the IM ought to model the interaction between the thalamus and the cortex 
whereas the GPM models the amygdala, providing bootstrap innate criteria whose 
output is projected to each IM in the network. Such approximation is justified by neu-
roanatomical evidence showing that the amygdala and other parts of core affective 
circuitry modulate the attentional matrix in the brain. It is also worth to remember that 
the amygdala also projects to other areas notably the forebrain and the thalamus [15]. 
The input layer of the IA receives the sensory data whereas the output layer sends 
command to the actuators. Here, we focus on the internal details of the IM. The IM is 
the key module of the network and represents the basic computational unit that gene-
rates goal during the sensory acquisition. The IM receives two inputs: sensory  
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information and a control signal. The control signal is the maximum between an ex-
ternal control signal es(t −1) coming from another IM (if any) and a signal from the 
GPM. The GPM control signal is broadcasted to all IMs in the archtiecture. The IM 
has two symmetrical outputs: a category signal y and a new control signal rs computed 
internally by the model. rs is important since expresses the relevance of the sensory 
input at time t with respect to the previous history of the IM. Furthremore, rs plays an 
important role during both the learning phase and the runtime activity.  

 

Fig. 1. (Left pane) The category module (Right pane) The ontogenetic module  

 

Fig. 2. A sketchy comparison between the thalamocorticalsystem and the presented 
architecture: A. Category Modules vs cortical areas, B. GPM vs. amygdala, C. Ontogenetic 
modules vs. thalamus, D. Control signals, E. high bandwidth data bus vs. intracortical 
connections 

The IM is composed by two different submodules:the Category Module (CM) and 
the Ontogenetic Module (OM). The CM deals with the categorization of the sensory 
input, a sketchy aproximation of a cortical subarea. It is worth noting that the input 
vector could be generated by a single sensory source or could be a mix of different 
sensor modalities. The CM must be able to categorize the input, i.e. to represent the 
sensory input as correlation measure of a set of basis. On the other hand, the OM 
models a thalamus subareas and it must be able to associate the sensory information 
with the relevance of the sensory input itself. The relevance may be the result either 
of a natively phylogenetic signal (in the model this is GPM outcome) or of an internal  
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association between the representation of the sensor values (e.g. the output of the CM) 
and a past experience with a similar input. The signal propagation through the IM can 
be summarized by the following steps:  

 
1. Acquisition of the sensory input x, and the global relevant signal gs.  
2. Given the input x, the CM computes the category signal y (see below for details).  
3. The OM models the associative memory by means of Hebbian Learning.  
4. IM computes rs representing the relevance of the incoming input x at time t.  
5. Training phase: the IM adds new categories update the the OM.  

The CM deals with the representations of the sensory input that can be generated by 
different sources or by a mixature of them. It implies that the internal algorithm can 
deal with different sensory modalities regardless the unity of measure. Using indepen-
dent component analysis (ICA) each CM extracts the relevant basis given its input. 
The input is thus projected on the corresponding set of components and thus norma-
lized and dimensionally simplified. It is interesting to observe that each IM has to shut 
down, from time to time, in order to improve or extend its set of ICA components. 
This activity is time-consuming and it presents, very speculatively, a strong resem-
blance with the memory consolidation role of sleep which, particularly in mammals, 
has a function not completely defined [21,22]. The outcome is then fed to a clustering 
function with an ad-hoc distance measure (Fig. 2, left pane). The sensory input can be 
defined as a vector x∈ RK.  This input is projected on the set of ICA M components. 
The projection w∈ RM is used to define a set of centers C1,C2,...,CN in the M-
dimensional space. Eventually, the vector y∈RN may be computed as follows:  

yi = ρ(w,Ci) (1) 

where y=[y1,y2,...,yN] and ρ(x,Ci) is the positive correlation index. Each element of y 
shows how the corresponding center well represents the input vector. It is worth not-
ing that y is also the output of the overall IM. We consider the correlation measure y 
good enough to represent the sensory information. During the execution, the sensory 
inputs are grouped in few clusters, showing a certain statistics of the sensory informa-
tion. However, one of the key features of the model is to dynamically generate the 
centers with respect to the relevance of the incoming sensory values.  

The OM ideally represents the IM associative memory. It receives as input the cat-
egory vector y, the relevant signal rs during the training phase, and returns as ouput a 
signal os∈R representing the relevance of the sensory input with respect to IM past 
history. To accomplish this task, the OM contains a set of internal state variables, 
called gates, ideally representing the weights of neurons with one input and one output 
(Fig. 2, right pane). The gates are grouped in a vector g= [g1,g2,…,gN] where N is y 
dimension. The signal os is defined as:  

 os = max(yi·gi) (2)  

where yi is the element value of the CM output vector and gi is the value of the single 
gate. os shows which yi is associated with a past relevant information. During the 
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training phase, to take into account the memory information within g, a stable Heb-
bian rule (Oja’s version) is used:  

 gi(t) = gi(t −1) + ∆ gi(t),  (3)  

 ∆gi(t) = η[rs(t)·yi(t) − gi(t −1)yi(t)
2]  

where η is the learning rate, rs is the relevant signal that acts as desidered output of the 
neurons i and yi is the input of the gate. The training phase implements an associative 
learning between the relevant signal and the incoming inputs. The gates implicitly 
encode new generated goals. 

3 Robotic Setup 

The goal-generating architecture can potentially be applied to control any robot 
regardless of the kind of sensors and actuators. Moreover, the incoming sensory 
information can be either raw or filtered data since the CM generates categories using 
the sensory values without any a priori knowledge as the nature of incoming data. For 
the same reason, the cognitive agent may control any kind of actuator, after a 
development phase in which the categories and the gates are generated.  

We tested our architecture on a NAO robot. It has 21 degrees of freedom (DOF). 
Given the rich endowment of sensors, only a few of them have been connected to the 
developing goal-generating architecture. The aim of the experiment is to verify 
wheter the robot is able to generate a new goal starting from a hardwired innate 
criterion. At the beginning, the robot generates a positive phylogenetic signal when it 
see a colored object regardless of its shape. The objective of the experiment, after the 
interaction with a structured environment, is the acquisition of a new criterion for a 
specific object shape regardless of its color.  

The overall architecture is composed by a single IM. The IA receives colored 
logpolar image frames from the NAO camera and produces in output the pan and tilt 
commands where the angular amplitude of a movement is chosen randomly by a 
Gaussian distribution in such a way that the lower the relevant signal the greater the 
movement. It is worth noting that, in principle, the output signal of the IM could 
potentially drive directly the motors but in this first experiment we focused on the 
capability of the ontogenetic module to infer a new goal with respect to the category 
algorithm. The experiment is divided in three different steps:  

 
1. a set of black geometrical objects are shown in front of the camera.  
2. a single colored object with star shape is shown in front of the NAO.  
3. the same set of black objects is shown (including a gray star-shaped object.  

 
In the first step the robot does not focus on black objects, whereas in the second step 
the phylogenetic signal becomes immediatly high. After a while, also the ontogenetic 
signal becomes high due to the gates saturation. In the third step the agent shows 
interest, through the relevant signal, for star-shaped black objects.  
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Although this experiment may look very close to previous work [20], there are 
important differences. First, the system is now able to generalize to a whole network 
of IM (previously the system was limited to a single IM). Second, the system 
implements memory consolidation and invariant extraction by means of ICA in each 
IM. Third, a theoretically more satisfying version of Hebbian Learning has been used. 

In the near future, some improvements are planned: first, the action-control model 
(based on action for perception paradigm) will be integrated in the intentional 
architecture; finally the dynamical generation of Intentional Modules will be 
implemented.  
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Abstract. Numerous cognitive architectures have been proposed for hu-
man cognition, ranging from perception, decision making, to action and
control. These architectures play a vital role as foundation for building
intelligent systems, whose capabilities may one day be similar to that of
the human brain. However, most of these architectures do not address
the challenges and opportunities specific to visual perception and mem-
ory, which form important parts of our daily tasks and experiences. In
this paper, we briefly review some of the cognitive architectures related
to perception and memory. As studies of visual perception and memory
are active research areas in cognitive science, we summarized what has
been done so far, how neurobiology and psychology have identified dif-
ferent memory systems, and how different stages of memory processing
are performed. We described different types of visual memory, namely
short-term memory, long-term memory, episodic and semantic memories.
Finally, we tried to predict what should be done towards a visual mem-
ory architecture for enabling autonomous visual information processing
systems.

Keywords: Visual memory, Cognitive vision, Cognitive architectures,
Short-term memory, Long-term memory.

1 Introduction

Much has been described about the visual pathways in animals’ eyes and brain.
However, little has been said about high-level cognition involving visual memo-
ries, especially reconciling the visual information processing flow in the human
brain. In unfettered environments human vision is considered better than com-
puter vision in many ways. Therefore, possibilities arise for cognitive and com-
puter researchers to design and implement computer vision systems that will be
able to extend our visual abilities [7]. Cognitive architectures provide necessary
information for building intelligent systems whose capabilities should be similar
to those of humans. Artificial general intelligence (AGI) aims to create a system
which will go beyond human capabilities in many areas [3]. To achieve that,
there needs to be progress in several other domains. One of these domains is
memory modeling. Here, we briefly review different models for visual memory,
as well as relevant cognitive architectures which use visual inputs.

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, pp. 233–238.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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2 Cognitive Architectures with Visual Inputs

The main task for cognitive architectures is to model human performance in
different task situations [3]. Newell [10] provided 12 criteria for evaluation of
cognitive systems: adaptive behaviour, dynamic behaviour, flexible behaviour,
development, evolution, learning, knowledge integration, vast knowledge base,
natural language, real-time performance, and brain realization. For each cogni-
tive architecture, progress in memory development can be considered as one of
the most important factors, which allows us to create more advanced architec-
tures [3]. We can categorize cognitive architectures into three main groups based
on the different memory model used: symbolic, emergent, and hybrid architec-
ture. Symbolic architectures use rule-based or/and graph-based representation
of memory. In emergent systems globalist memory and localist memory are used.
For hybrid architectures, localist-distributed or symbolic-connectionist memory
model is used. In Table 1 simplified taxonomy of different memory types used
in cognitive architectures is presented.

Table 1. Memory types used in different cognitive architectures

Symbolic architec-
ture

Emergent architec-
ture

Hybrid architecture

Rule-based memory Globalist memory Localist-distributed memory

Graph-based memory Localist memory
Symbolic-connectionist
memory

SOAR is a classic example of symbolic cognitive architecture. Laird [6] pre-
sented an extended version of SOAR system, this improved cognitive architec-
ture gained, among other things: semantic memory, episodic memory, a set of
processes and memories to support visual imagery, and clustering. In SOAR,
semantic memory is built up from structures that occur in working memory.
Information from semantic memory is retrieved by receiving a cue, which was
generated in working memory, after finding best match semantic memory sends
data to working memory. New modules added to SOAR support visual imagery.
Short-term memory was added, where images are constructed and manipulated;
long-term memory that contains images that can be retrieved into the short-term
memory; processes that manipulate images in short-term memory, and processes
that create symbolic structures from the visual images. With the addition of vi-
sual imagery, Laird [6] demonstrates that it is possible to solve spatial reasoning
problems orders of magnitude faster than without it, and by using significantly
less procedural knowledge.

DeSTIN is an emergentist cognitive architecture. This system addressed the
problems of general intelligence by using hierarchical spatiotemporal networks.
So far practical use of DeSTIN has focused on visual and auditory processing.
This architecture allows for powerful unsupervised classification of different vi-
sual inputs [4]. It can create structures adequate for different categories of objects
located in the scenes (categories like: beds, lamps, pets), this system is also ca-
pable of creating categories for actions (e.g. reaching, falling) which it sees [4].
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NOMAD (Neurally Organized Mobile Adaptive Device) is another emergent
architecture. It is also known as Darwin automata. The main task of this ar-
chitecture is pattern recognition in real time. NOMAD is equipped with vision
sensors, as one of the inputs to the system. As for now this cognitive architecture
is controlled by simulated nervous system (∼ 105 neurons with ∼ 107 synapses)
[3], which run on powerful computers. One of task of Darwin automata systems
VI and VII is the ability for invariant visual object recognition.

DUAL is probably the most impressive hybrid architecture. This system uses
both symbolic and neural network mechanisms. This combination can be con-
sidered to be DUEL’s most significant feature. Nestor and Kokinov [9] present
model of DUAL system where they connect raw visual input with systems seman-
tic memory, this model takes advantage of this hybridity by combining massively
parallel activation-based computations with a serial attention-based symbolic
processing mechanism instantiating the principle of active vision. Due to this
change, DUAL becomes capable of processing its visual input.

3 Visual Memory

As memory and vision concern both the processes of the memory and nature of
the stored representations, research in these domains seems to be especially inter-
esting [8]. Tulving and Craik [14] provide a general definition of memory as the
“neurocognitive capacity to encode, store, and retrieve information“, they also
suggested that there may be many separate memory systems that fit this defini-
tion. Nowadays, memory systems are characterized by differences in timing, stor-
age capacity, conscious access, active maintenance, and mechanisms of operation.

Two main types of memory can be distinguished as follows: short-term mem-
ory (in this paper also referred as working memory), and long term memory.
When we are describing visual processes in the human brain, we often denote
working memory as visual working memory, and long-term memory as visual
long-term memory. Visual working memory has a very limited capacity (only a
few items), on the other hand visual long- term memory can retain thousands
of items [2].

We, as humans, are only conscious of what is currently stored in our work-
ing memory. We are unconscious of things stored in the long-term memory[13].
Through manipulation of data stored in our working memory we can perform
cognitive tasks [1]. All information currently stored in the working memory can
be moved to long-term memory [13].

How is data stored in working memory? Brady, Konkle, and Alvarez [2] present
one of the possibilities that initial encoding process is object-based (or location-
based), but that the “unit“ of visual working memory is a hierarchically struc-
tured feature bundle: at the top level of individual “unit“ is an integrated object
representation; at the bottom level of an individual “unit“ are low-level feature
representations. In this same publication, authors provide evidence that individ-
ual items are not represented independent of other items on the same display,
visual system efficiently extracts and encodes structure from the spatial and fea-
tural information across the visual scene.
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Wood [15] presents a system that uses three representations: spatio-temporal
representation for object tracking, object property/kind representation for object
recognition, and view-dependent snapshot representation for place recognition.
Each of these systems may use its own buffer to keep information. Wood refers
to this idea as “core knowledge architecture“ of visual working memory.

As humans are not directly conscious of their long term memory, the same
situation occurs for visual long-term memory [13]. Visual long-term memory can
be divided into two parts: semantic visual memory, and episodic visual mem-
ory. According to Nuxoll and Laird [11] semantic memory is what you “know“,
and consists of isolated facts that are decontextualized. They are not organized
in a specific experience and are useful in reasoning about general properties of
the world. This memory is also called “general knowledge“. This storehouse of
knowledge is built over our lifetime of visual experience. Many models assumed
that this knowledge is stored hierarchically. Lower levels in this hierarchy consist
of basic features, which are shared across many categories. Higher levels consist
of visual features, this features are more category specific [2].

Episodic memory is what you “remember“, and includes contextualized infor-
mation about specific events, such as a memory of a vacation or the last time you
had dinner [11]. This memory is capable of storing thousands of events. Episodic
visual memory consists of multiple levels, low levels contain individual items,
and higher levels store conceptual representation [2]. In Figure 1, a simplified
model of information flow in human visual memory is presented.

To store any knowledge in long-term memory, we need processes such as adap-
tation and learning, but this topic is not discussed in this paper. A ”forgetting”
process in memory models is also needed to preserve frequently-used information,
while removing less important or rarely used ones. This topic is also omitted.

Fig. 1. Data flow in human visual memory

4 Towards Cognitive Architecture with Visual Memory

So far, cognitive architectures with visual memory are used in very few real-
world applications. These architectures require constant evaluation. Humans are
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only conscious of the final processing stage of their visual system. This is one
of the main reasons why more research about human visual memory is needed.
Solving problems for which vision skills of cognitive architecture are needed may
require addition of specialized computer vision modules, and specialized memory
structures, like visual working memory, semantic memory, and episodic memory.
Some interactions in cognitive architectures require deeper research, like differ-
ent methods of moving knowledge between episodic and semantic memories.

Starzyk [12] introduces a new computational model of cognitive architecture,
where attention switching mechanism is based on internal motivations and men-
tal saccades. Mental saccades provide mechanism for selection of the current
attention spotlight. This proposed mechanism can be use in future cognitive ar-
chitectures for creating visual memory models.

In real-world scenes, humans encode the gist and also some detailed informa-
tion about specific objects [5]. This may indicate that we need more than one
visual memory buffer when trying to model the visual memory. For example one
buffer could be responsible to store general information about the scene, and
the second for processing highly detailed information about objects. Moreover
as Wood presented in his work [15], we may even need three buffers for visual
working memory. One for spatiotemporal information, second for object identity
information, and third for snapshot information.

Brady et al. [2] suggest that models of memory must go beyond characterizing
how individual items are stored and move toward capturing the more complex,
structured nature of memory representation.

Future research may also focus on how memory systems interact in the same
moment in time, operating over similar structured representations.

Learning processes for visual memory should be continuously developed. Lim
and Liu [7] believe that there are two main mechanisms by which a visual scene
is learned. The first one is attention-driven. This mechanism is used when our
attention is directed on some specific object in the scene. In this process, eye
saccades movements play huge role when we search important “items“ in the
scene. The second mechanism is so called frequency-based. It presumes that in-
formation about the object will be stored finally in the visual long term memory
when we see this object many number of times.

5 Conclusion

Numerous cognitive architectures have been proposed for human cognition.
These architectures play a vital role as foundation for building intelligent sys-
tems. However, none of these architectures addresses the challenges and opportu-
nities specific to visual perception and memory. In this paper, we briefly reviewed
some cognitive architectures with visual input. We summarized what was done
so far in visual memory research. We also briefly described different types of
human visual memory. Finally, we proposed some ideas about what can be done
next to create cognitive architecture with visual memory.
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Abstract. In humans, the problem of coordinate transformations is far
from being completely understood. The problem is often addressed using
a mix of supervised and unsupervised learning techniques. In this paper,
we propose a novel learning framework which requires only unsupervised
learning. We design a neural architecture that models the visual dorsal
pathway and learns coordinate transformations in a computer simula-
tion comprising an eye, a head and an arm (each entailing one degree
of freedom). The learning is carried out in two stages. First, we train a
posterior parietal cortex (PPC) model to learn different frames of refer-
ence transformations. And second, we train a head-centered neural layer
to compute the position of an arm with respect to the head. Our results
show the self-organization of the receptive fields (gain fields) in the PPC
model and the self-tuning of the response of the head-centered population
of neurons.

1 Introduction

A coordinate transformation (CT) is the capability to compute the position of
a point in space with respect to a specific frame of reference (FoR), given the
position of the same point in another FoR. The way the mammal brain solves
the problem of CTs has been largely studied. Nowadays it is fairly well known
from lesion studies [10] that the main area involved in this type of computation
is the Posterior Parietal Cortex [1] [6].

The computation of CT seems to exploit two widespread properties of the
brain, namely, population coding [7], and gain modulation [2] [9]. Population
coding is a general mechanism used by the brain to represent information both
to encode sensory stimuli and to drive the body actuators. The responses of an
ensemble of neurons encode both sensory or motor variables in such a way that
can be further processed by the next cortical areas, e.g. motor cortex. There
are at least two main advantages of using a population of neurons to encode
information: robustness to noise [7] and the capability to approximate nonlinear
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transformations [8]. Gain modulation is an encoding strategy for the amplitude
of the response of a single neuron that can be scaled without changing the
response selectivity of the neuron. This modulation, also know as gain field, can
arise from either multiplicative or nonlinear additive responses [2] [3].

Several computational models of the PPC address the problem of CTs using
three-layer feed-forward neural networks (FNNs) [11], recurrent neural networks
(RNNs) [9], or basis functions (BFs) [8]. The FNNs and the BFs models are
trained with supervised learning technique whereas the RRNs model uses a mix
of supervised and unsupervised approaches to train the neural connections, en-
coding multiple FoRs transformation in the output responses.

It is worth noting that gain modulation plays an important role in the com-
putation of the coordinate transformations but it is still unclear if this property
emerges in the cortex from statistical properties of the afferent (visual) informa-
tion. Recently, [5] shows evidence to support that gain fields can arise through the
self-organization of an underling cortical model called Predictive Coding/Biased
Competition (PC/BC) . It demonstrates that the gain modulation mechanism
arises through the competition of the neurons inside the PC/BC model, and
comments on the feasibility of such system to compute CTs.

These computational models of the PPC could be particularly suitable for the
robotics community to solve the well-known problem of CT. In the recent past,
an architecture was proposed that explicitly includes a PPC model composed
by a set of radial basis functions trained with supervised learning techniques
[4]. However, most of the approaches in robotics address the problem of FoR
transformation inside the more general sensorimotor mapping approach, without
explicitly exploit the features of PPC models [6].

Following these ideas, we present a biologically inspired model for CTs. First
we describe the training of a PPCmodel with an unsupervised learning approach;
and second we introduce the computation of the arm position with respect to the
head position. We hypothesise that gain modulation mechanisms can emerge in
the PPC neurons, and that basis functions, encoding parallel CTs, can emerge
after the training phase. The main contributions of this paper are: first to show
an unsupervised approach to the learning of sensorimotor mapping; second to
exploit the synergy between a biologically inspired neural network and the pop-
ulation coding paradigm; and third to introduce quantitative evaluation of the
sensorimotor mapping performance.

This paper is organized as follows. In Section 2 we design the neural network
model that performs the implicit sensorimotor mapping, in Section 3 we present
the performed experiments and in Section 4 we derive our conclusions.

2 Model

In this section we present the neural model used for computing CTs between an
arm and the head FoR. We define a simple mechanical structure composed by
an eye, a head and an arm with the same origin. We assume the same origin
because the fixed translations among these FoRs can be neglected due to their
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Fig. 1. (Left pane) Body definition composed by an eye, a head and an arm with the
same origin. (Right pane) Neural Network model. The first layer encodes the sensory
information into a neural code, the second layer models the posterior parietal cortex
and it performs the multi sensory fusion and the third layer encodes the arm position
with respect to the head frame of reference.

known contribution in the computation of the CTs (Figure 1, left pane). The
eye position is defined by the angle ex with respect to the head FoR, the retinal
stimuli position of the arm is defined by the angle rx with respect to the eye
FoR; the head-centered position of the arm is defined by ax = rx + ex angle (see
Figure 1, left pane). The neural architecture is divided in three layers: the first is
composed by two populations of neurons which represent the information of the
retinal position of the arm, rx, and the eye position with respect to the head, ex.
The second is composed by PPC population of neurons that encode the position
of the arm in different FoRs. The third is a population of neurons that encodes
the arm position with respect to the head FoR.

The first layer of the network model receives as input the eye position with
respect to the head FoR (ex) as well as the arm position with respect to the
retinal FoR (rx). We define the eye angle ex in degrees and the retinal position
of the target rx both in degrees and in pixels (see Section 3). These numeric
values are encoded in a population coding paradigm, where a given sensor value is
represented as a population of neural responses [8]. The response of a population
neuron is defined as a Gaussian as follows:

ni = A exp

(
− (v − μi)

2

2σ2

)
(1)

where ni is the response of neuron i, μi is the neuron preferred sensor value, v
is the numeric input angle (in degrees), and σ is the standard deviation of the
Gaussian.

The PPC layer is based on the Predictive Coding/Biased Competition model
(PC/BC) proposed in [5]. The model is trained with a unsupervised approach
that is based on Hebbian learning. The system equations are:

s = x� (ε2 + ŴT y) y = (ε1 + y)⊗W s (2)

where s is the internal state of the PC/BC model, x = [n0, . . . , nL+M ] is the
neural population input vector defined by M retinal neurons and L neurons
encoding the eye position, W is the weight matrix, Ŵ is the normalized W ,
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y is the output vector of the PPC layer, and ε1, ε2 are constant parameters;� and
⊗ indicate element-wise division and multiplication respectively. These equations
are evaluated iteratively for a certain number of time steps; after a certain period
of time, y and e values reach a steady state. The internal state s is self-tuned
and represents the similarity between the input vector x and the reconstruction
of the input ŴT y (s ≈ 1 indicates an almost perfect reconstruction).

The unsupervised training rule is given by:

W = W ⊗ {1 + β y(sT − 1)} (3)

where β is the learning rate. This training rule minimizes the difference between
the population responses x and the input reconstruction WT y; the weights in-
crease for s > 1 and decrease for s < 1.

Let’s consider the output vector y = [y0, . . . , yT ] as the population responses
of the PPC model. Each neuron response yi should be compatible with the gain
modulation paradigm, according to the experimental results of [5], in such a way
that the response exhibit a multiplicative behaviour, as a function of both eye
and retinal positions. The weight matrix, which encodes the response properties,
is internal to the PPC model and the training phase is independent with respect
to the unsupervised training phase that will involve the head-centered network
layer.

The population of neurons associated to the head-centered frame of reference
deals with the estimation of the arm position ax given the eye angle ex and
the projection of the arm in the retina rx. The synapses between the PPC
layer and head-centered frame are trained with an Hebbian learning, taking into
account the arm position, ax. Estimating ax means identifying the maximum
response inside a population of neuron that encodes ax with the population
coding paradigm. The head-centered population responses are given by h =
K y, where y is the output vector of the PPC model, K is the weight matrix
representing the fully-connected synapses between the PPC model and the head-
centered layer and h is a vector that contains the population responses, encoding
the estimated ax. The dimension of h depends on the granularity of the ax
encoding. The training phase is performed using Hebbian learning:

K = K + δ h pTa δ =
1

N
(4)

where pa is the vector that contains the proprioceptive population responses
encoding ax, and δ is the learning rate depending by N , the number of samples.

3 Experimental Results

In this section we present the results obtained in two experiments; in the first
experiment we train and analyse the network where either the eye angle and
the retinal position are encoded in degrees and in the second experiment we
introduce a simple camera model to encode the retinal information in pixels.
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The training phase is carried out in two steps: (1) train the PPC layer and (2)
train the head-centered layer. The PPC layer is trained following the method
described in Section 2 (Equation 3) and the synapses between the PPC and
head-centered layer are trained using Hebbian learning as described in Section
2 (Equation 4).

In the first experiment, we encode both rx and ex in degrees and for the
PPC layer, we use the same parameter values as in [5]. The y consists of a
64-element vector with a range for the sensors values defined as follows: rx ∈
[−30◦, 30◦], ex ∈ [−30◦, 30◦], ax ∈ [−60◦, 60◦]. We encode the sensory input
with a population of 61 neurons with a gaussian response and with a standard
deviation σ = 6◦. The σ value is chosen taking into account the experiment
described in [5] whereas the neuron preferred values are equally distributed inside
the range value.

After the training of the PPC layer, we train the head-centered layer with a
population of 121 neurons, defining h as a 121-elements vector. With 121 neu-
rons representing ax the coding resolution (1◦) can be analytically derived. The
standard deviation of the neuron responses associated to the arm position ax
is equal to 6◦. The population of neurons, encoding the proprioceptive position
of the arm, has the same number of neurons of the head-centered layer (121)
and each neuron has the same standard deviation (6◦). The proprioceptive re-
sponses vector pa drives the Hebbian learning for the head-centered neural layer
(Equation 4).

Figure 2 shows the analysis of the trained network: top left pane shows the
responses of the trained network that represents the arm position ax with re-
spect to the head frame of reference. The red solid line represent the response
for ax = 20◦, the green dashed-dot line represent the response for ax = 0◦ and
the blue dash line represent the response for ax = −20◦. Top right pane shows
the error distribution (in degrees) of the estimated ax with respect to the arm
position, the eye position and the retinal position respectively. The solid lines
represent the mean error and the dashed lines represent the standard deviation
limits. The error distributions are quite similar and, in general, the error is quite
low with a global mean error equal to 1.93◦ with a global standard deviation
equal to 1.89◦. Bottom left pane shows the receptive field after the training
phase of the PPC layer: it is shown the global shape of the gain modulation. As
expected, the curves shapes are compatible with the gain modulation paradigm,
supporting the evidence that an unsupervised method can effectively learn a
multiplicative behaviour. Bottom right shows the contours at half the maximum
response strength for the 64 PPC neurons: it is worth noting the different color
of the contours that represent different level of activations. A qualitative analysis
points out that the population responses are stronger where the correspondent
neuron receptive fields are slightly overlapped. Moreover, the PPC neurons re-
ceptive fields almost cover the whole subspace in the ex-rx plane, indicating that
there is at least a neuron firing for each combination of ex and rx.
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Fig. 2. Experimental results with rx in degrees.(Top left) It shows the responses of the
trained network that represents the arm position ax with respect to the head frame
of reference for −20◦,0◦ and 20◦, respectively. (Top right) The error distribution (in
degrees) of the estimated ax with respect to the arm position, the eye position and the
retinal position respectively. The solid lines represent the mean error and the dashed
lines represent the standard deviation limits. (Bottom left) It represents a receptive
field after the training phase of the PPC layer. (Bottom right) Contours at half the
maximum response strength for the 64 PPC neurons.

In the second experiment we investigate a more realistic scenario where the
retinal position is a pixel position in the image plane. We just consider only the
horizontal component of the image position of the arm. To compute the real ax
value we exploit some geometrical constraints, given by the camera model. In
the specific:

ax = ex + tan−1

(
rx
f

)
[◦] (5)

where rx is the retinal position in pixels of the arm and f is the focal length of
the camera. For our purposes, we choose a focal length equal to 120 pixels that
represents a camera with a open lens of about 140◦.

The PPC layer contains 64 neurons but the input range are rx ∈ [−320, 320],
ex ∈ [−25◦, 25◦], ax ∈ [−94◦, 94◦] where rx is defined in pixels; it follows that
we suppose to have a image plane with an horizontal component that has a size
equal to 641 pixels. The range of ax follows the maximum value that the ax can
reach. We use 101 and 51 neurons to represent rx and ex, respectively. We use
the standard deviation σ of gaussian representing rx equal to 60 pixels. Also in
this case the standard deviation of the proprioceptive neurons encoding ax is
equal to 6◦.
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Fig. 3. Experimental results with rx in pixels.(Top left) It shows the responses of the
trained network that represents the arm position ax with respect to the head frame
of reference for −20◦,0◦ and 20◦, respectively. (Top right) The error distribution (in
degrees) of the estimated ax with respect to the arm position, the eye position and the
retinal position respectively. The solid lines represent the mean error and the dashed
lines represent the standard deviation limits. (Bottom left) It represents a receptive
field after the training phase of the PPC layer. (Bottom right) Contours at half the
maximum response strength for the 64 PPC neurons.

Figure 3 shows the results from the analysis of the trained network. The overall
performance is lower than that obtained in the previous experiments: the top
right pane shows the error distribution with respect to the arm, eye and retinal
position, respectively. In this set of experiments, during the PPC learning, the
system is able to learn PPC receptive fields that are compatible, in a qualitative
way, with the gain modulation principle (see Figure 3, bottom left pane). The
bottom right pane shows the receptive fields distribution in the space rx-ex where
we have the same qualitative features of the previous experiment. The estimation
of ax has a global mean error equal to 3.36◦ with a global standard deviation
equal to 2.90◦.

4 Conclusions

This work described an unsupervised approach to learn coordinate transforma-
tions. The results show how the system is able to correctly compute the position
of a target with respect to the stable head frame of reference knowing only the
projection of the target onto the image plane and the eye position with respect
to the head. Further experiments are foreseen to validate the model for more
realistic scenarios, trying the method on a real robotic system and extending
the model for complex physical architectures.
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Abstract. The hypothesis of invariant of organizational structure of
intelligent decision making process based on cognitive functions, the mul-
tiagent recursive cognitive architecture (MuRCA) is proposed. Its appli-
cation for the creation of self-organizing emergent systems, capable of
goal-setting and adaptive behavior based on the semantic models of re-
ality is substantiated.

Keywords: cognitive architectures, multiagent systems, artificial
intelligence.

1 Introduction

Our approach to the decision of the problem of formalizing the semantics of
rational thinking bases on theoretical foundation of cognitive psychology and
cognitive neuroscience [1], [2], [5]. Minsky structured an intelligent cognitive
architecture (CA) on a basis of a community of internal agents [4]. Basing on
cognitive modeling, we try to find the architectural and functional solutions that
would enable such agents to collaborate, thus, emulating the mental functions.
We propose the idea of building a CA based on multi-agent system, each agent
of which, in turn, implements a CA.

2 An Intelligent System Based on the Invariant
of MuRCA

The aim of this work is the development of the CA of an intelligent agent that
implements the principle of the emergent formation of intelligent behavior on
the basis of self-organization in a complex symbiotic system of neuron cells. The
latter are considered autonomous intelligent systems, interacting with each other
basing on the principles of collective optimization of the parameters that are crit-
ical to preserve the integrity of the entire system. Specialization of neurons, the
structure and function of the internal cognitive tract are genetically determined.
However, each functional center within the cognitive tract has an opportunity

� The paper is written with the support of Russian Foundation for Basic Research
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to learn during the lifetime of the system. Learning is provided on the basis of
ontoneuromorphogenesis and energy optimality principles [3].

According to these principles, a neuron, in general, approximates a nonlinear
function of the choice of counterparties (neurons that may contribute to the joint
solution of the problem) from a variety of other neurons. The knowledge base of a
neuron is represented as a production system. We suggest that unlike traditional
artificial neurons, the model of such a proactive neuron cell should include a
number of specialized data processing centers, which we call the cognitive blocks
(CBs) (their special functions we call the cognitive functions) (Fig. 1). The
neuron through the synapses located on the axon interacts with other neurons,
which, in their turn, each specializing in specific cognitive functions, constitute
the cognitive architecture of the upper level by themselves (Fig. 2).

Fig. 1. Structural scheme of MuRCA
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Fig. 2. The invariant of CA

The invariant of the MuRCA consists of 6 CBs: recognition, assessment, goal
formation, synthesis of an action plan, proactive modeling, control of actions.
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Since the seminal papers by John McCarthy [1,2], the problem to design in-
telligent systems able to handle common sense knowledge has become a real
puzzle [3,6,7]. According to the McCarthy and Hayes suggestion, “The first task
[to construct a general intelligent computer program] is to define even a naive,
common-sense view of the world precisely enough to program a computer to act
accordingly. This is a very difficult task in itself” [5]: 6. Perhaps the frame prob-
lem, i.e., how can a representational system deal with the enormous amount
of knowledge that is necessary to everyday behaviour, needs nowadays a new
account. The BICA challenge, that is, the challenge to make a general purpose
and computational equivalent of the human intelligence by means of an approach
based on biologically inspired cognitive architectures, can be considered as an
example of this kind of new perspective [1,8].

In my talk I would like to show the possibilities of a “quasi-pragmatist” and a
“biologically inspired” attitude on commonsense knowledge. It would be a step
toward the BICA roadmaps commitment to embodiment and biological plau-
sibility of computational architecture. My attempt is inspired by the idea that
common sense has not an unitary structure and that its cognitive architecture
depends on a set of biological constraints. In particular, I will argue that com-
monsense knowledge is articulated at two different levels: a deep and a superficial
level of common sense.

The deep level consists of know-how procedures, of metaphorical frames based
on the imaginative bodily representation, and of a set of adaptive behaviour, like
disgust and the feelings of pain and pleasure. There are body schematic processes
which generate an ongoing pre-reflective experience of the body as it performs
and moves in the environment. This embodied experience is imaginative in kind
and it works as a set of biological constraints for the human capacity to shape
concepts [2]. The “quasi-pragmatistic” account is based on the idea that the
deepest level of common sense is oriented toward the efficacy, and not the truth.
Furthermore, deep common sense is unavailable for any fast change because it
depends on human biology more than on culture conventions. Cognitive science
can only appreciate this state of affair; it is useless to attempt to change the
deep level of common sense, as in the case one would like to change the way
human eyes perceive the world.

On the contrary, superficial level includes beliefs and judgments. They are
emendable by means of further propositional knowledge and can be true or
false. In a word, they are culture-dependent creatures. Differently from the deep
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level, superficial common sense is really challenged by the findings of cognitive
science and we should are interested in these changes that are advantageous to
deal with new technological and bioethical issues.

References

1. Chella, A., Lebiere, C., Noelle, D.C., Samsonovich, A.V.: On a Roadmap to Bi-
ologically Inspired Cognitive Agents. In: Samsonovich, A.V., Johannsdottir, K.R.
(eds.) Biologically Inspired Cognitive Architectures 2011 - Proceedings of the Sec-
ond Annual Meeting of the BICA Society. Frontiers in Artificial Intelligence and
Applications, vol. 233, pp. 453–460 (2011)

2. Gallese, V., Lakoff, G.: The Brain’s Concepts: The Role of the Sensory-Motor System
in Conceptual Knowledge. Cognitive Neuropsychology 22(3/4), 455–479 (2005)

3. Haselager, W.F.G.: Cognitive Science and folk psychology: The right frame of mind.
Sage, London (1997)

4. McCarthy, J.: Programs With Common Sense. In: Proceedings of Teddington Con-
ference on the Mechanization of Thought Processes (1958)

5. McCarthy, J., Hayes, P.J.: Some philosophical problems from the standpoint of arti-
ficial intelligence. In: Meltzer, B., Michie, D. (eds.) Machine Intelligence. Edinburgh
University Press, Edinburgh (1969)

6. Minsky, M.: Commonsense-based interfaces. Communications of the ACM 43(8),
67–73 (2000)

7. Pylyshyn, Z.W. (ed.): The robots dilemma. Ablex, Norwood (1987)
8. Samsonovich, A.V.: On a roadmap for the BICA Challenge. Biologically Inspired
Cognitive Architectures 1, 100–107 (2012)



Coherence Fields for 3D Saliency Prediction

Fiora Pirri, Matia Pizzoli, and Arnab Sinha

ALCOR Lab, Department of Computing, Control and Management Engineering Antonio
Ruberti, Sapienza, University of Rome

{pirri,pizzoli,sinha}@dis.uniroma1.it

Abstract. In the coherence theory of attention [26] a coherence field is defined
by a hierarchy of structures, supporting the activities across the different stages
of visual attention. At the interface between low level and mid level attention pro-
cessing stages are the proto-objects, generated in parallel and collecting features
of the scene at specific location and time. These structures fade away if the region
is not further attended by attention. We introduce a method to computationally
model these structures on the basis of experiments made in dynamic 3D environ-
ments, where the only control is due to the Gaze Machine, a gaze measurement
framework that can record pupil motion at the required speed and project the
point of regard in the 3D space [25],[24]. We show also how, from these volatile
structures, it is possible to predict saliency in 3D dynamic environments.

1 Introduction

The main goal of computational attention is to predict saccade directions in tasks such
as visual search of targets in a complex scene ([14], [34], [12], [20], [4], [6]). The ability
by which humans can find targets in crowded scenes without overloading memory has
stimulated a large body of research on pre-attentive processing to model the rapid gaze
shifts characterizing visual search. Approaches have exploited either the simulation of
saccades by active camera(s) [5], [17] or biologically founded prior models of saliency
[23], [1], [11], [7], [30], [16], to cite some of the works from the wide literature on
saliency prediction. The main motivation on this rich literature on saliency prediction
to model visual search is twofold: on the one hand the complexity of searching the
visual field is too high to be managed by processing the whole visual input [34] at the
same resolution of the fovea; on the other hand feature detectors (such as Harris [10])
and orientation filters can handle pre-attentive processing, by partially discarding the
visual input, but cannot handle the further integration processing required to lift up the
low-level structures to focused attention.

The main problems in artificial models for saliency prediction, with respect to the
psychophysical, neurophysiological and psychological studies (PNP) on pre-attentional
and attentional processing, reside in the need to model also mechanical, electronic, and
software limitations and noise of an (ecological) artifact which, despite these flaws,
has to interpret, learn and model saliency in real world, where it performs its tasks.
Therefore the tacit assumption is that artificial computational models transform those
obtained in the PNP literature to cope with these limitations.

Since Treisman’s [33] foundational work on feature integration, one of the main chal-
lenges in the computational studies of visual search is modeling how attention is guided

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, pp. 251–263.
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towards distinctive items. In the pre-attentive, early vision phase, primitive visual fea-
tures can be rapidly accessed in searching tasks. For example colors, motion, orienta-
tion can be processed in parallel and effortlessly, and the underlying operations occur
in within hundreds of milliseconds. So the pre-attentive level of vision is based on a
small set of primitive visual features organized in maps, that are extracted in parallel
while the attentive phase serves to group these features into coherent descriptions of the
surrounding scene. When attention is thus focused on a particular region of the field of
view, processing passes from parallel to serial. A great amount of work, since Treisman’s
feature integration theory, has been done to understand which are the basic features and
how visual strategies affect their integration over a limited portion of the visual field.

Several models have been further provided in the literature for feature integration;
among those that led to a concept of representation we consider [8] who have observed
that there is a large differentiation in search difficulty, observed across different stim-
ulus material. On this basis Duncan introduced the theory of visual selection in three
stages: the parallel one, that produces an internal structured representation; a selective
one, matching the internal representation and a last one, providing the input of selected
information to the visual short term memory. This theory relies on the evidence of less
efficiency of parallel processing of basic features in the presence of heterogeneous dis-
tractors, which led to the hypothesis of internal structure representation given to the
visual input, that Duncan calls structural units (close to the 3-D model by Marr and
Nishihara [19]). Further Wolfe, closely working on visual search [36], supported the
concept of structural units, by noting that visual search might need grouping and cate-
gorization. In [38] Wolfe suggests that categorization is a strategy that is invoked when
it is useful and that it could affect different features of the visual input. In [37] he makes
clear that attentional deployment is guided by the output of earlier parallel processes,
but its control can be exogenous, based on the properties of the visual stimulus, or en-
dogenous, based on the subject task. He introduces the notion of feature maps (see also
Treisman [32]) as independent parallel representations for a set of basic, limited visual
features. Finally activation maps, both bottom-up and top-down, serve in his model
[37] to guide attention towards distinctive items in the field of view. In summary, Wolfe
suggests that information extracted in parallel, with loss of details, serves to create a
representation for the purpose of guiding attention.

The huge amount of literature that has studied how from parallel processing, across
large areas of the visual field, focused attention emerges (see also [21] and [13]) has
led to the quest for a virtual representation that could explain the way input is discarded
and focused attention is guided, leading to a coherent view of the scene.

In this paper we propose a methodology, suitable for computational artificial-attention,
to study saliency for visual search in dynamic complex scenes, motivated by the concept
of virtual representation originated in the coherence theory of attention of [29], [26],
[27]. Rensink introduces the concept of proto-object as a volatile support for focused at-
tention, which is actually needed to see changes [28]. He assumes that proto-objects are
formed in parallel across the visual field [26] and form a continuously renovating flux
that is accessed by focused attention. Proto-objects are collected by focused attention to
form a stable object temporally and spatially coherent, which provides a structure for
perceiving changes.
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Fig. 1. The image above, taken from [26], illustrates Rensink low-level vision architecture whose
output are proto-objects, that become the operands for attentional objects [26]

In Figure 1 the two stages of early visual operations, as suggested by Rensink, are il-
lustrated. In this architecture the lower level corresponds to the retinotopic mapping and,
going up, proto-objects are structures for more complex feature configurations formed
in parallel across the visual field and lying at the interface between low-level vision and
higher attentional operations. These structures are said to be volatile, and fading away
as new stimuli occur, within “few hundreds of milliseconds” [29]. Focused attention,
in Rensink’s triadic architecture [26], accesses some of the generated proto-objects to
stabilize them and form individual objects “with both temporal and spatial coherence”
[26]. Proto-objects are linked within a coherence field to the nexus, a structure coarsely
summarizing the properties of the stabilized ones. Proto-objects have been explored in
computational attention for modeling how object recognition can use their representa-
tion and generation, thus at the high-level interface, in [35],[22]. Here, instead, we are
interested in the other side of the interface, namely we model their generation and study
their spatial and time persistence across the visual fields in visual search tasks, carried
out in real dynamic environments. Furthermore we show that these structures can be
used to learn the parameters of the underlying process and predict saliency distribution
across the scene.

The paper is organized as follows. In the next section we illustrate the setting and
the motivations for modeling proto-objects. In Section 3 we present the motion field
and the generation of proto-objects via the two-dimensional wave equation. In Section
4 we discuss the proposed experiments and finally we conclude the paper with a discus-
sion on how proto-objects can be further used within the coherence field for saliency
prediction.

2 Experiments Setting vs. Coherence Theory

Saliency prediction is about obtaining an elementary model of the features that are
meant to provide a schema of the visual field on which a search strategy is deployed.
These features are induced by the mental representation of both what is to be searched
and what is in general a source of stimuli, even if the subject has no exact representation
of what she should search for. In our experiments we have used toy digits and animals.



254 F. Pirri, M. Pizzoli, and A. Sinha

We aim at modeling the features that are selected during a search task, whether these
specify general properties that are preserved across tasks or local properties closely re-
lated to the target. These properties may characterize the motion field of the selected
regions, or an alternation between spatial and temporal relations, triggered by stimuli.
As highlighted in [31] the V4 area displays neural activity with features similar to the
target, and these is the area involved in the formation of a coherence field, according
to the coherence theory of attention. Furthermore it is noted that the interaction be-
tween stimuli-driven and voluntary factors [31] is further and further relevant in the
later stages of attentional processing, where more complex coherent fields of features
configurations are formed. From the stand point of computational attention a proto-
object can be described as a configuration of features having relative time and spatial
coherence, directly affected by attention, and having a motion field orienting the gaze
towards the target.

Proto-objects in this sense are dynamic and relatively volatile feature structures re-
lated both to fast eye movements, namely saccades, and to saliency. These feature struc-
tures are precursors of attention and further used by attention to drive recognition – this
is the double face of proto-objects between pre-attentive and selective attention [8], [26]
– and can be localized in time and space: proto-objects may last few milliseconds up
to hundreds of milliseconds. The relation of proto-objects to saccades, within compu-
tational attention, is due to the fact that we can identify these structures via the PORs
of the subject in the real world scene and their relation to saliency is due to the intrinsic
value, in terms of features, of the stimuli inducing the gaze shift.

We recall that the POR, namely the Point of Regard, is the point on the retina at
which the rays coming from an object regarded directly are focused. In particular we
assume that PORs are the point on the fovea, sub-tending a visual angle of about 1.7
degrees.

Saccades are fast eye movements that can reach peak velocities of 1000◦/s. While a
subject is moving, like in our framework, saccades do not exceed 30◦, but the velocity
follows an exponential function. According to Bahill [3] the range in the duration of
30◦ saccades can be up to 100 ms. Saccade models (see [2], [3], [39] and for a review
[15] and the references therein) rarely explain the role of saliency, being mainly moti-
vated by the need to model the motion control. These models do not contribute to the
interpretation of proto-objects, although saccades direction and speed are substantial to
explain the motion-field of a proto-object and how it fades away.

Similarly, saliency models not grounded in the 3D visual scene lack to explain the
reduced coherence of a specific proto-object, hence its fading away. The 3D dynamic
structure of the scene and its motion field is necessary to explain the proto-object dy-
namics. In this section we overview the experiments with the Gaze Machine (GM),
see [25] and [24], and the acquisition and data model. The Gaze Machine enables good
controlled experiments, as the device can be well fitted on the head, the pupil rate acqui-
sition can reach 180 Hz – conditions depend on the support – ensuring to get good sac-
cades approximation, while the visual field can be acquired up to 20-30 Hz. The model
of the POR, described in [25] and [24], namely of the projection of the gaze on the vi-
sual field, is very precise as it relies on a robust localization of the subject and structure
from motion (see Figure 2). The above statements are endorsed by several experiments
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Fig. 2. On the left panel, a panoramic stitching and the PORs collected in 20s; the stitching has
been realized with 30 images over a collection of 600 left images of the scene. The acquisition
of the scene is at 30 Hz while the acquisition of the eye is at 120 Hz. The PORs are measured on
the scene via dense structure from motion and further reprojected on the image. On the right the
head poses of the subject during the experiment searching for the T, computed with a robust lo-
calization algorithm, and the rays joining the head pose with the PORs (the red circles) projected
on the dense depth map of the scene. The lines represent, ideally, the intersection of the visual
axes.

evaluating the error between land-marked targets, measured by calibrated cameras, and
POR localization, also while the subject is moving, namely walking and moving his/her
head. Experiments are at the basis of our experimental model of saliency, whose main
stages are shown in Figure 3.

To begin with we give some definitions on the acquisition process that are meant to
introduce the computational nature of proto-objects. We do not specify all the geomet-
rical background used to handle the POR projection, including the subject localization,
the 3D reconstruction and obviously the pupil tracking. We regard an experiment as a
certain collection of raw and elaborated data, that are necessary to compute the head
pose, the visual axes, hence the PORs vectors in space, and their re-projections on the
images.

An experiment, begins with a calibration phase, in which the subject moves her/his
eyes, head and body while fixating a specified target. This phase is needed to calibrate
the wearable device with the subject eye motion manifold [24] and scene cameras.
Thereafter, according to the search task, the search experiment lasts a certain amount
of time T , 120s ≤ T ≤ 180s and it collects the frame sequence F , of the left and right
images, at a frequency of fT ∈ [15,30]Hz; frames are gathered in bundles specifying
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Fig. 3. The left panel shows the stages of saliency prediction according to our experimental
saliency model. We use the term experimental as it is based on 3D measurements of the gaze
in natural scenes and of its motion field. The model copes with the coherence theory of atten-
tion with respect to the interpretation of Proto-Objects in early attention stages. On the right the
re-projection of proto-objects during the task looking for J, the last image in the right panel is a
proto-object in the 3D dense map.

the local coherence of the gaze motion. Further it collects the pupil sequence P at a
frequency ft ∈ [120, 180]Hz and the head motion H via a tiny inertial device part of the
acquisition device. Data are processed off-line and the following set of data is returned
together with a synchronization of images, visual axes and head poses: the head pose
in global coordinates H , via the localization [25], the dense depth map M in global
coordinates, the visual axes of the eye manifolds, namely the PORs directions projected
as points in the global coordinates of the scene P , the re-projections of the PORs to the
images RPOR, synchronized so that in each image a certain amount of PORs, between 7
up to 15 is reprojected. Finally, B are the relative positions of the observer with respect
to the scene. An experiment, therefore, comes with the following formal structure:

E = 〈H ,M ,(B,ΔT ),(P ,Δ t),RPOR〉 (1)
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Here ΔT is the time lapse between two measurements of the scene, ΔT ≈ 60ms; Δ t
is the time lapse between two measurements of the PORs direction in the scene, Δ t ≈
8ms exploiting the scene constancy – namely, the speed of the eyes is faster than any
meaningful motion in the scene and of the head and body motion. To these data we add
the model of the proto-objects and their feature space that we describe in this work. The
principal outcomes of an experiment E are the PORs and their localization in the 3D
space together with the localization of the head pose in the dense map reconstruction of
the scene. These are illustrated in Figure 2, right panel, showing the dense map, the path
of the head poses, together with PORs as located in the natural scenes, and in Figure 2,
left panel showing a meaningful part of an experiment, via a stitched panorama, with
the PORs re-projection to the images.

3 Generating Proto-objects

Before the target is reached there is a competition among PORs to survive. For instance,
some are the outcome of micro-saccades and endogenous saccades, driven by the search
task, and therefore they are parts of aggregates of PORs while some others are the out-
comes of reflexive saccades, driven by stimuli that can be distractors. To determine the
volatility of the proto-objects in terms of the amount of surface processed by the gaze
at each time step t of pupil measurements, we consider the velocity field of the gaze.
In other words, if we consider that the high resolution region is ρ = 2zB tan(1.7π/180),
where zB is the distance of the attended spot from the observer, the effective surface
imaged depends on how these spots are tessellated by the motion of the gaze. Like-
wise processing of the visual field is inversely dependent on the velocity of the gaze.
Namely the generation of a proto-object and its volatility is specifically connected to
the response of the gaze to the stimulus. The incoming stimulus from the visual field
is either caught and discarded, or is processed to decide whether it is the target or not,
or it is processed with the purpose to determine whether it is in a place where the tar-
get can be found, and so on. In other words the strategy emerges specifically from the
way proto-objects are generated and fade away, and thus the feature associated to more
coherent proto-objects can lead to an understanding of the visual search.

According to these hypotheses we assume that the gaze velocity field reflects the
interest towards a certain region of the visual field. Therefore we model the motion in
the velocity field to account for these different cues of the gaze in visual search tasks.
Here we give simply a hint of the model.

As said in the previous section, we represent the visual field as a surface where at
each point (x,y,z)� a label is attached, which is different from 0 only if a POR has been
identified at that position at time t. The set of these labels constitutes the PORs map
(P,Δ t). As PORs are on the surface of the reconstructed space, the generation of the
proto-object centered at the position (x,y,z)� is according to the propagation of a wave,
since we can observe only the velocity of the gaze and the single point (x,y,z)� . We
want to infer the size and interest of the region from which features can be sampled,
along with the coherence and persistence of the induced proto-object.
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Fig. 4. The figure shows on the left the proto-objects generated in 1s using the velocity field of
the PORs. On the right the velocity field of the PORs within Δ t = 1s, this amounts of about
20 measurements of the scene and about 120 measurement of the PORs directions. The wave
propagation is projected on the slice.

To this end we first expand the single cell, labeled by a 1, with an isotropic Gaussian
kernel g = N((x,y,z)�,ρ) of size 5, centered on the cell and scaled according to the
associated resolution region determined by ρ . The convolution is applied to the map
of labels M = P � g. This operation determines a denser tessellation of the PORs, and
on this basis a new contour of the gazed region is drawn, so as to determine the dis-
placement u = (u(x,y,z, t),v(x,y,z, t),w(x,y,z, t))� of the gaze in the direction of the
neighbors. Here t is related to the neighbor cells reached by the convolution. Note that
this displacement is different from the one determined by the velocity of the gaze.

Let λ and μ be two constants related to the point-wise stimulus. The equation of
motion for the region centered at (x,y,z)� is:

(λ + μ)∇(∇ ·u)+ μ∇2u+ f. (2)

Here f = ( f1(x,y,z, t), f2(x,y,z, t), f3(x,y,z, t))� is the coherence in time and space of
the stimulus, hence of the induced proto-object. The dilatation of the wave is, on the
other hand, determined by the gaze displacement:

Δ−1 = (xt+Δ t − xt ,yt+Δ t − yt ,zt+Δ t − zt)
� (3)

Since high speed must be related to saccades, hence to shifts towards new stimuli, the
wave dies away quickly.

The equation for dilatation becomes:

(λ + μ)∇ ·∇Δ + μ∇2Δ = (λ + 2μ)∇2Δ (4)

Writing (λ +2μ) as c2 we obtain the propagation of the wave at speed (λ +2μ). Letting
ω = ∇×u shows that also the rotation propagates as a wave.
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The goal is to obtain f from the above equations, in order to determine the coherence
and permanence of the proto-object.

Observe that whenever there is no POR the value is zero, and for each point x in
the neighbor of a POR the value is according to eq. (4). The expansion in Δ t = 1s of
the wave is illustrated in Figure 4, left panel. Proto-objects have thus a coherence in
time and space according to their dimension and intensity, the surface of the 3D objects
considered will coincide with the high-values of the proto-objects.

Figure 4 shows the velocity field of the PORs, within Δ t = 1s, generating the proto-
objects. We have been using the coneplot facilities of Matlab and the slice facility to
show the waves expansion, namely the proto-objects, in terms of space time values.
More specifically, the wave function is used to localize the regions in the 3D world
which have a slightly coherent structure.

4 Experimental Validation

Gaze localization and mapping. Investigating the accuracy of the proposed acquisition
model involves different aspects. Localization and mapping of the PORs in the 3D scene
both rely on the estimation of each POR relative position and the localization of the
subject in a reference frame for the experiment.

A first evaluation focuses on investigating the accuracy of the proposed method in
localizing and mapping the PORs. The ground truth has been produced as follows:
5 visual landmarks have been placed in the experimental scenario and their position
has been measured with respect to a fixed reference frame; 6 subjects have been in-
structed to fixate the visual landmarks while freely moving in the scenario, annotating
(by speaking) the starting and ending of the landmark observations. In each sequence,
an average of 60 PORs were produced for each landmark. The validation sequences
comprise about 6000 frames each. After registration of the subject initial pose with the
fixed reference system, the PORs in the annotated frames were computed and compared
with the ground truth, producing a Root Mean Square (RMS) value of 0.094 meters.

For a quantitative analysis of the strategy to select coherent subsequences we relied
on a manual coding to produce ground truth data: after the acquisition, subjects were
shown the scene sequence overlapped with the POR re-projections to the image plane
and used their innate human pattern recognition skill to select coherent subsequences,
annotating for each one the starting and ending frames. The performance measure is
the agreement, defined as the ratio between the number of coherent subsequences rec-
ognized by the system over the number of subsequences identified by the subject. Ex-
periments on sequences characterized by a number of frames in the range 4000-6000,
yielding a number of keyframes in the range 120-200 produced an average agreement
of 85%.

Velocity field and feature set. POR generation is related to the value a point on the
surface has according to equation (4), which depends on the velocity and kind of mo-
tion of the gaze. To validate the method introduced, we quantify the extent of the POR
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Fig. 5. Box plot for the extent of the re-projections of 16 POR fields to the related bundle images
(percentages)

re-projections in each of the related bundle images. The result for an experiment pro-
ducing 16 image bundles and POR velocity fields, with distances ranging from 1.8 and
8 meters from the observer, is shown in Figure 5. For each bundle, the extent of the
re-projections of the POR fields to the bundle images is evaluated as the ratio between
the image coordinates that are re-projections of the POR fields and the total number of
image pixels. The Figure shows the median values, the boxes representing the 25th and
75th percentiles, the minimum and maximum values. The validation confirms that the
extent of the re-projections is mostly confined between 1% and 10% of the image area,
and is thus suitable for the proposed feature model.

Validation of feature set and saliency model. From the proto-objects generation, il-
lustrated in the previous section, it is possible to obtain the associated image intensity
features, by projecting the surface region, generated according to equation (4), to the
images where the proto-objects are imaged. Thus a sample is made of the set of points
on the selected surface (the proto-object) and of the imaged pixels, resulting from its
re-projection. The complete feature set, of the specific sample, is made of the 3D po-
sition of the proto-object in the global map, the composed velocities of the associated
PORs, the RGB values, their gradient, and the relative position of the subject w.r.t. the
proto-object. The feature set has been chosen according to the feature selection method
proposed by [18]: an embedded-method [9] performing variable selection in the process
of training. Given the set of m observations in the input feature space Rn, represented by
the matrix V ∈R

m×n, each point Vi belongs to the projection of the bundle in the image,
namely it lies in the neighborhood of a fixation, if the diagonal matrix Dii is 1 and it
does not if it is −1. Discrimination is achieved by a non-linear kernel evaluated on the
input feature patterns. Mangasarian and Wild idea [18] is to use a mixed-integer non
linear program to determine the non-linear separating surface k(VE,EV′)w− b = 0,
with E a diagonal matrix in Rn×n having on the diagonal 1 if the feature is selected and
0 if it is not. To make the mixed-inter programming feasible the matrix E is held fixed
at each cycle of testing at which the objective function is computed, we refer the reader
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Table 1. Results from the k-fold cross validation of the maximum margin classification using the
complete image+bundle feature set

iteration number of positives wp+ wp− Accuracy

1 44707 0.0127 0.0318 95.334%
2 46881 0.01883 0.0206 93.591%
3 420034 0.0093 0.0157 93.019%

to [18] for the method and its converging properties. We have implemented a slightly
modified version in order to focus on sets of features and to obtain the balanced error
rate, namely

ber =
1
2

(
wp+
|D|+ +

wp−
|D|−

)
. (5)

Here |D|+ are the positive instances of VE and |D|− are the negative ones, while wp+
and wp− are, respectively, the false negatives and false positives. In fact, to keep trace
of the decrease of the objective function on feature groups, we generate k!/(k−m)!m!
m-tuples of even features, up to k = 5, so as to assign a ber value to each feature group.
Given an observation task, a model trained on the complete set of features is able to
predict if a new sample point is likely to be attended, namely if it belongs to a POR
field. To validate this assumption, we ran maximum margin classification experiments.
A K-fold cross-validation strategy has been followed: we divided the available data
comprising more than 6 million points in 3 subsets; in turn, 2 of the three subsets have
been used to train the classifier and the remaining one for validation. The process is
iterated until every subset is used for validation. As expected, classification accuracy is
very high, as reported in Table 1.

5 Conclusions

The computational theory of visual attention aims at mimicking the human capabil-
ity to select, among stimuli acquired in parallel, those that are relevant for the task
at hand. Similar to the biological counterpart, artificial systems can accomplish this
by orienting the vision sensors towards regions of space that are more promising. 3D
saliency prediction resides in defining a quantitative measure of how attention should
be deployed in the three-dimensional scene. Current state-of the art does not model
the integration of features in space and time, which is required when dealing with a
three-dimensional, dynamic scene. In the coherence theory of attention the concept of
proto-object emerged to explain how focused attention collects features to form a stable
object that is temporally and spatially coherent. In this work we addressed modeling the
process of formation of proto-objects and their relative spatial and temporal coherence
according to characteristic that we measure in the velocity field of the gaze. More coher-
ent proto-objects encapsulate the information about the search task and we show how it
is possible, from three-dimensional gaze tracking experiments, to extract features that
are relevant to predict saliency.
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Abstract. An interesting approach towards human-level intelligence has been 
proposed at BICA 2011 [1]. Namely, it is proposed that an intelligent artificial 
BICA agent would be able to win a political election against human candidates. 

The current work proposes another approach. Our approach is based on the 
fact that the most serious cognitive processes are processes of scientific cogni-
tion. The background of this approach is the report by Modest Vaintsvaig at the 
Russian conference “Neuroinformatics-2011” [2]; that report considers the 
models of an autonomous agent that tries to cognize elementary laws of me-
chanics. The agent observes movements and collisions of rigid bodies, forms its 
own knowledge about interactions of bodies. Basing on these observations, the 
agent can generalize its knowledge and cognize regularities of mechanical inte-
ractions. So, modeling of such autonomous agents, we can try to analyze, how 
agents could discover (by themselves, without any human help) elementary 
laws of mechanics. Ultimately, such agents could discover three Newton's laws 
of mechanics. Thus, we can investigate autonomous agents that could come to 
the discovery of the laws of nature. It is natural to think that these agents have 
human-level intelligence. 

Using our knowledge about scientific activity of Isaac Newton, we can 
represent intelligence of such investigating agent in some details. The agent 
should have an aspiration for the acquisition of the new knowledge and for the 
transforming of its knowledge into compact form. The agent should have the 
curiosity that directs the agent to ask the questions about the external world and 
to resolve these questions by executing real physical experiments. The agent 
should take into account the interrelations between different kinds of the scien-
tific knowledge. It is natural to assume that a certain society of cognizing agents 
exists; the agent of the society informs other agents about its scientific results. 
For example, considering Isaac Newton as a prototype of the main agent, we 
can consider also agents that are analogous to Galileo Galilei, Rene Descartes, 
Johannes Kepler, Gottfried Wilhelm Leibniz, Robert Hooke. The agent should 
have the self-consciousness, the emotional estimation of the results of its cogni-
tion activity and the desire to reach the highest results within the society. 
Agents should have the tendency to get the clear, strong and compact know-
ledge, such as Newton's laws or Euclidean axioms. 

Keywords: Towards human-level intelligence, critical mass, autonomous 
agent-physicists. 
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Abstract. We describe a novel affect-inspired mechanism to improve the per-
formance of computational systems operating in dynamic environments. In par-
ticular, we designed a mechanism that is based on ideas from fear in humans to 
dynamically reallocate operating system-level resources to processes as they are 
needed to deal with time-critical events. We evaluated this system in MINIX 
and Linux in a simulated unmanned aerial vehicle (UAV) testbed. We found the 
affect-based system was not only able to react more rapidly to time-critical 
events as intended, but since the dynamic processes for handling these events 
did not need to use significant CPU when they were not in time-critical situa-
tions, the simulated UAV was able to perform even non-emergency tasks at a 
higher level of efficiency and reactivity than was possible in the standard im-
plementation. 

1 Introduction 

Many modern computational systems, such as operating systems for real-time appli-
cations, need to operate effectively in complex, dynamic environments. Current sys-
tems are limited in their ability to dynamically modify their behavior to suit the 
changing environment and user needs. Humans and other biological creatures, while 
far from perfect, are considerably better at adapting to dynamic environments than are 
computational systems. Therefore, the study of human adaptation can provide insights 
into mechanisms to improve the performance of computational systems.  

While it might not be obvious at first why adaptation mechanisms that work for hu-
mans should be suitable for computational systems, we believe there are enough archi-
tectural similarities that such a transfer of effective adaptation mechanisms is plausible. 
For instance, they both have multiple, concurrent threads/goals competing for 
time/attention resources; both are limited in terms of resources, time to respond, and 
ability to perceive the environment, both have limited short and long term memory; and 
both act in a social/networked environment. We, therefore, believe that computational 
systems, such as modern operating systems being used for real-time applications, can be 
a useful application area for biologically inspired cognitive architectures. 

Self-Aware Computing provides a conceptual, metacognitive approach for generat-
ing dynamic capabilities for computational systems inspired by the adaptive, intros-
pective capabilities of biological systems [1;2]. These metacognitive approaches are 
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designed to observe and adapt their own processing, as well as other processing with-
in the self-aware system, in an effort to achieve their specified goals even in dynamic 
environments. Agarwal and Harrod [1] identify a number of desirable properties for 
self-aware systems, each of which is associated with the key goal of making the 
processing system adaptive.  

Current metacognitive approaches (e.g., [3-5] and IBM’s autonomic computing 
program) have shown promising results in this area, but none of these approaches 
makes any effort to utilize the rich conceptual resources available to humans through 
affective processes. While many might think of emotions and moods as being irration-
al, psychologists and neuroscientists have largely come to believe that affect is an 
evolutionarily adaptive aspect of human behavior that is useful for living in dynamic, 
resource-bounded, dangerous, social environments (e.g., [6]). Computational scien-
tists and philosophers have come to believe that computational systems with multiple, 
competing motivations, operating with limited resources (including time, memory, 
and computational power), and operating in complex, dynamic, and social environ-
ments will require affect-like mechanisms to be effective [7-10]. 

2 Approach 

Human affect moderates attentional, cognitive, and physical resources based on the state 
of current goals and the relevant aspects of the environment. For instance, fear results in 
attentional/perceptual focusing that filters out elements of the environment that would 
normally be attended to by resources that are needed by the threatened goal.  

We believe computational systems can benefit from a similar mechanism. For in-
stance, operating systems, which are responsible for allocating resources (e.g., CPU, 
memory, network access) to processes, can more effectively allocate these resources 
if they are aware when the processes are being threatened due to a lack of those re-
sources. For instance, an unmanned aerial vehicle’s (UAV) navigation process is 
threatened when the UAV is in danger of colliding with another object but does not 
normally require large number of resources for normal flight. Obviously, the success 
of such a mechanism relies on a level of self-awareness on the part of the processes to 
recognize threats, but one of the results of this effort was to demonstrate that it is 
possible to create such self-aware processes. 

We implemented this concept as the Affective Process Management Module 
(APMM) illustrated in Figure 1. The basic APMM architecture is adapted from Neal 
Reilly [11], where it was used to model the generation and influence of affect in soft-
ware agents for games. The architecture is, in turn, based on the cognitive-appraisal 
theory of emotion put forth by Ortony et al. [12].  

In this approach, System Processes (e.g., operating system threads that correspond 
to software applications) are extended to support Affect Attributes (e.g., likelihood of 
success) in addition to standard annotation (e.g., name, status). The Affective Process 
Management Module looks for Affect Patterns, which are inspired by the affective 
literature and which match affective situations such as a lowered likelihood of success 
for a high-importance process. The patterns correspond to process-specific “emo-
tions.” These emotions have a type (e.g., fear), and intensity (which in the case of  
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Fig. 1. APMM Conceptual Design 

fear, is based on the importance of the process not failing and the likelihood that it 
will if not tended to), and the cause of the emotion (e.g., fear of failing due to lack of 
CPU resources or network bandwidth). The latter is used to provide more specific and 
appropriate emotional response, just as in humans fear of failing a test and fear of a 
mugger produce different responses that are suited to the situation [13]. The emotions 
are used by the Affective Process Management Module to reallocate resources (e.g., 
CPU) via the standard Process Manager for the OS. 

Self-aware applications are then designed for use with the APMM, which enables 
them to update their affective attributes as needed to improve performance at key 
junctures. For instance, the self-aware UAV will know that the success of its avoid-
obstacles objective is threatened when an obstacle in seen to be in its flight path, and 
the urgency of this threat is based on the distance to this obstacle. Such application-
specific knowledge is most easily encoded in the applications themselves. Those ap-
plications that do not use any affective attribute management will execute under their 
standard priority with no modifications made by the APMM. When an affect-
enhanced application updates its affective attributes, however, through a library the 
APMM provides, the APMM analyzes those updates and determines changes in the 
application’s priority and resource requirements. Based on these changes, the APMM 
will direct adjustments to the process’s priority through the OS Process Manager.  

Consider the practical example of an “affective” UAV gathering information in a 
particular region. While “content,” it distributes resources based on standard process 
priorities, just as a normal UAV. However, when this affective UAV notices a poten-
tial collision, its affective processes react to ensure high priority goals are achieved. In 
this case, the key goals are to avoid the collision and to ensure that all data collected 
is downloaded to a network resource. Thus, the affective navigation might report a  
dramatic increase in urgency which is combined with the high cost of failure  
associated with this objective not being met. This combination of factors would cause 
the APMM to significantly increase the priority of the navigation process, which, in 
turn, would cause the UAV to shift additional resources to that process. 
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3 Results 

We implemented the APMM in both MINIX (an educational version of Linux that let us 
build a rapid prototype) and then in a full Linux system. We created a basic UAV simu-
lation environment that enables a variety of time-critical system events (e.g., navigation 
obstacle avoidance, communications requirements, processing requirements, sensor 
tasks provided by simulated ground agents) to be defined and played back in the speci-
fied order to a set of processes. Each event requires a system response within a specified 
period of time before it fails. Failed navigation-responses lead to crashes; other failed 
events, such as communication and sensor responses, are logged but not considered 
system failures. In cases of system failures, the simulation is continued at that point to 
continue gathering data for the remainder of the scenario events. 

The simulated UAV runs its processes as either affective or non-affective, dis-
patches the time-critical events to the processes, and collects profiling information. 
When started as affective processes, each process registers an initial affective process 
profile and then, during execution, uses information from the time-critical events it 
handles to update the values of its affective profile properties. For instance, the navi-
gation process updates its likelihood of failure to be higher the closer it is to an ob-
stacle (and, therefore, the less time there is to respond before failing).  

The scenario was designed to mostly fully occupy the simulated UAV, with tran-
sient periods of under-utilization and over-utilization. Thus, our simulation experi-
ment evaluates the affective and non-affective scheduling policies under a variety of 
system environments. 

The primary metric used for this experiment was whether the system responded 
within the time-limits allocated for each simulated event. Our preliminary results 
showed that both the MINIX and Linux APMMs provide dramatic improvements in 
efficiency over the non-affective versions. This is shown in Table 1. The improvements 
come both in terms of the ability to respond to non-catastrophic, time-critical events 
(Failures in the table are failures to respond in time to events such as sensor or commu-
nications tasks; there were 60 such events in the simulation) and catastrophic, time-
critical events (Crashes in the table; there were two such events in the simulation). 

Table 1. Performance Statistics for APMM 

 

Affective 

Linux 

Non-
affective 

Linux 

% 

Improvement

Affective

MINIX 

Non-
affective 
MINIX 

% 

Improvement 

Total       
Processing 
Time (ms) 28471 184135 85% 63550 156551 59% 

Failures  0 49 100% 23 50 54% 

Crashes 0 1 100% 0 1 100% 
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One concern with affective processing was that it might help in the extreme, 
emergency cases, but it might not be effective otherwise due to overhead associated 
with computing affective priorities. This would imply that some non-emergency tasks 
that would be handled otehrwise would be missed by an affective system. We found, 
however, that this was not the case. In fact, we found just the opposite: because the 
emergency-response tasks could be reduced in priority when there were no emergencies, 
the entire system performed more efficiently and that non-emergency, time-critical 
event responses were handled successfully more often. In fact, none of the 23 Failures 
of the affective MINIX system were handled successfully by the non-affective system. 

4 Discussion 

To date we have only used this architecture to implement and evaluate a fear-inspired 
method of reallocating CPU resources to threads. The point of this initial fear-focused 
effort has been to demonstrate that using ideas from human emotional mechanisms as 
inspirations for computational system design is a fruitful path for generating effective 
resource-allocation mechanisms at all, but we believe that there are many other such 
mechanisms that might be developed using this same motivation. For instance, we 
already have the infrastructure in place to support “hope,” which we believe would 
tend to provide additional resources to threads that are nearing completion, thus po-
tentially reducing context switching. Similarly, using the existing mechanism, we 
could use fear or hope-based mechanisms to allocate non-CPU resources, such as 
network bandwidth. Other mechanism corresponding to, say, anger or pity are also 
possible, and could be used to adjust to threads that regularly over-demand or under-
receive CPU resources. We also believe reallocating physical resources, much as 
emotion-driven adrenaline is used to allocate physical resources in humans, could be 
used to make more power-efficient systems. This could be used to improve the per-
formance of smart phones or other power-limited devices. 

Acknowledgments. This work was performed under DARPA contract number Con-
tract W31P4Q-09-C-0469. 
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Abstract. Living organisms exhibit a strong mutual coupling between physical
structure and behavior. For visual sensorimotor systems, this interrelationship is
strongly reflected by the topological organization of a visual sensor and how the
sensor is moved with respect to the organism’s environment. Here we present an
approach which addresses simultaneously and in a unified manner i) the organiza-
tion of visual sensor topologies according to given sensor-environment interaction
patterns, and ii) the formation of motor movement fields adapted to specific sensor
topologies. We propose that for the development of well-adapted visual sensori-
motor structures, the perceptual system should optimize available resources to
accurately perceive an observed phenomena, and at the same time, should co-
develop sensory and motor layers such that the relationship between past and
future stimuli is simplified on average. In a mathematical formulation, we imple-
ment this request as an optimization problem where the variables are the sensor
topology, the layout of the motor space, and a prediction mechanism establishing
a temporal relationship. We demonstrate that the same formulation is applicable
for spatial self-organization of both, visual receptive fields and motor movement
fields. The results demonstrate how the proposed principles can be used to de-
velop sensory and motor systems with favorable mutual interdependencies.

Keywords: sensorimotor coupling, morphological adaptation, self-organization.

1 Introduction

Visual perception is often considered a one-way process which passes a recorded stim-
ulus along a sensory pathway at the end of which a conclusion is reached regarding the
observed scene. However, by simply observing an animal relying on visual perception
in its natural environment, it becomes immediately clear that the animal’s motor appa-
ratus is permanently engaged in supporting perception by orienting and relocating the
visual sensory organs. Motor and sensory systems are working in a very close relation-
ship where not only visual input affects future actions, but motor actions also actively
contribute to the process of perception by “shaping” the sequence of recorded stimuli.
Thus, in living organisms, the process of visual perception does not merely consist of
visual stimuli being analyzed along the sensory pathway, but must be considered as a
closed sensorimotor loop in which the animal’s body plays an important role [13]. In
developmental psychology, this point of view has most prominently been advocated by
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Gibson [5]. But also more recently, O’Regan and Noë argue that visual percepts are
acquired through training and execution of so-called sensorimotor skills [11]. In their
view, a visual percept is “created” through exploration of sensorimotor contingencies
during interaction with the observed environment. From this perspective, it is clear that
sensor and motor systems must closely function together to support perception and
consequently, from a developmental point of view, must also evolve together. In this
work we follow this line of thinking and propose an approach where sensor and motor
structures develop conjointly into a well concerted sensorimotor system.

1.1 Related Work

The exploration of the advantages of temporally extended sensorimotor loops for per-
ception and their implementation in artificial agents is still on-going work. On the one
hand, sensorimotor learning traditionally focuses on learning a generally nonlinear co-
ordinate transformation from a sensor related reference frame to motor space such that
sensory input can be translated into a motor action appropriate for a task at hand [10,14].
Moreover, with the advent of motor theories of perception [2,3], a mapping of sensor
and motor systems in the opposite direction – i.e. forward models predicting stimuli
from motor commands – has gained attention in the robotics community too [18]. On
the other hand, work which also considers structural adaptations of sensor and mo-
tor systems to obtain adequate sensorimotor maps, as addressed in this paper, is less
widespread. This fact seems opposed to the importance of the induced coupling be-
tween a given motor apparatus and the physical structure of a sensory system which has
been described by roboticists early on; e.g. for visual perception in [4], but also in gen-
eral for embodied agents with different sensor modalities in [13]. A notable exception
is a structurally adaptive sensorimotor system described in [8]. There a robot evolves a
1-dimensional visual sensor such that projected stimuli undergo a uniform translation
during straight locomotion.

In a broader context, [9] analyses the causal structure present in the information
flow induced by sensorimotor activity using information theoretic measures. The re-
sults in essence confirm that the characteristics of recorded stimuli have strong ties to
spatiotemporal relationships defined by the physical embodiment and the movement
strategies executed by the considered artificial agent.

The authors of this article investigated in previous work the structure of linear stimu-
lus prediction models for visual sensors [15]. It was found that the pairing of a particular
sensor topology and sensor actuation strategy has a profound impact on the complexity
of a visual stimulus prediction model. The adaptation of motor primitives with respect
to a given visual sensor topology and, vice versa, the adaptation of a sensor topology
given a particular interaction pattern were previously addressed in [16] and [17] con-
sidering these two problems independently.

1.2 Contribution

In this work, we develop a computational approach to conjointly synthesize visual sen-
sor topologies and visual motor layers according to a given agent-environment inter-
action. The presented method takes as input an agent’s interaction pattern with its
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environment and evolves a spatial layout for both, light receptive fields and motor
movement fields. The resulting sensorimotor structure is tuned to the characteristics
of the agent’s interaction with its environment. We show that visual receptive fields
and motor movement fields can evolve simultaneously when minimizing a simple error
measure which contemplates the reconstruction error for recorded stimuli with respect
to given input signals, and the prediction error for stimuli resulting from self-initiated
actions. Driven by the predominantly low spatial frequency of natural images, spatially
coherent and smoothly overlapping receptive fields organize on the sensor side without
any further constraint on spatial shape. At the same time on the motor side, individual
movement fields evolve such as to displace the sensor ensuring high temporal coher-
ence of visual stimuli. Compared to [16], we additionally relax here the constraint that
movement fields must implement a Gaussian model and instead allow them to evolve
freely. At the beginning of the adaptation process, both, visual receptive fields and mo-
tor movement fields can be initialized with randomly chosen activation functions and
eventually develop into compact fields.

2 Self-organization of Visual Sensorimotor Structures

A common line of thinking in biology proposes that evolutionary adaptation implicitly
optimizes some underlying criterion which is related to the fitness of an organism [12].
From an abstract perspective, it can be argued that similarly any autonomous artificial
system should optimize a certain overall cost function in order to temporally maximize
its resource-efficiency, task completion rate, or in general its functional subsistence. In
the remainder of this work, we consider an artificial agent inhabiting a given world or
ecological niche (N) developing so as to optimize an underlying cost function cagent.
Clearly, the function cagent strongly depends on the agent’s body and behavior, where
the body of the agent can be further decomposed into its perceptual abilities (S) and
its motor apparatus (M). The behavior (Q) is defined as a lifelong sequence of mo-
tor actions which depends on the agent’s particular survival strategy. We propose that
a developmental process for the considered artificial agent should implicitly strive to
optimize a loosely defined optimization problem

min
(S,M,Q)

cagent(S,M,Q;N), (1)

which can always be separated into

min
Q

[
min
(S,M)

cagent(S,M;Q,N)

]
. (2)

Note that in this form, the full problem can be locally solved by iteratively optimizing
first variables S and M while keeping Q constant and then optimizing Q while keeping
S and M constant. Here, we are interested in optimizing sensorimotor structures (S,M),
and hence we address only the inner problem in (2) and consider Q fixed. In this case,
the agent’s interaction with its environment can be recorded as a set of efferent and
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afferent signals experienced during lifetime according to Q.1 In line with observations
made in living organisms, the first hypothesis in this work is that the characteristics of
such lifelong sensorimotor activity is the principal driving force for the co-development
of sensorimotor structures (S, M). With this hypothesis the inner optimization problem
given in (2) can be rewritten as

min(S,M) csm (S,M; I0, I1,a)

s.t. (I0, I1,a)∼ B(Q,N)

, (3)

where the agent’s behavior Q and environment N enter the problem as overall experi-
enced before-and-after signals (I0, I1) when executing actions a. The function B defines
how triplets (I0, I1, a) are sampled from Q and N.

In problem (3), S and M describe the agent’s sensorimotor structure. Again, from an
abstract perspective, both, sensory and motor systems can be considered a physical im-
plementation which reduces in a specific way the dimensionality of perceivable stimuli
and possible actions. In this sense, S can be thought of as a descriptor of the sensor’s
structure which defines how the agent records a stimulus from available signals I. For
visual sensors, such a structure is typically implemented as a 2-dimensional spatially
non-uniform distribution of light sensitive receptors which linearly integrate luminance
through receptive fields. In motor systems, a reduction in dimensionality can be con-
sidered to be present when lower level actions are organized into directly addressable
higher level movements with some added value for the acting agent. For an example
on how such a reduction in dimensionality is implemented in a biological system, see
e.g. [6]. In this work, we address such a reduction in dimensionality for a very early
motor layer. Similarly as for the sensory system, the structure of the motor system M is
composed of discrete motor movement fields covering the available motor space non-
uniformly in a way which provides an advantage for the considered agent. An example
of such first layers of motor structures in biology are the motor layers in the optic tectum
or superior colliculus as found in mammalian species [7].

With S and M encoding the structure of the agent’s sensorimotor system, we now
incorporate the second hypothesis of this paper which addresses the co-development of
S and M. We propose that sensory and motor systems organize so as to minimize the
expected error between available signals I and stimuli which the agent actually records
via S(I). Reducing such an error directly relates to the request for the sensorimotor
system to optimize available resources in favor of accurate perception. To measure a
distance between S(I) and I, a reconstructed signal S+(S(I)) is compared to the original
signal I, where S+ projects the low-dimensional signal back into the original sensor
space. Furthermore, for the perceptual process to work as a continuous sensorimotor
loop, we not only want an accurate spatial relationship of the agent to its environment,
but also maintain this relationship in a coherent manner over time. We thus include
a coupling of sensory and motor systems via a prediction mechanism (P) capable of

1 In neuroscientific terms, a motor signal sent from the central nervous system to the periphery
of an organism is called efference. Conversely, a sensory signal traveling from the periphery
of an organism to the central nervous system is called afference.
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predicting future sensory stimuli from executed motor actions a.2 Hence, the second
hypothesis proposes that csm is of the form

min(S,M,P) E

[∥∥∥S+ (P(M,a,S(I0)))− I1

∥∥∥2
]

s.t. (I0, I1,a)∼ B(Q,N)

, (4)

where the norm is used to measure the reconstruction error of a predicted stimulus and
the actually experienced signal. Other distance measures could be considered instead.
The interested reader can find an excellent review on the ubiquity of stimulus prediction
in living organisms e.g. in [3].

2.1 Realization

To solve problem (4), sensor and motor spaces are discretized as regular grids which
yield sensor signals and motor activity as vectors I0, I1, and a, sampled according to
B(Q,N). Note that similarly, as I represents recorded activation on the given sensor
surface, a motor action a is a vector describing an activation profile on the motor space.
Here it is assumed that the considered agent possesses a given motor system which
transforms activation profiles a into specific motor actions. Such a transformation can
e.g. be thought to be a weighted vector sum of activated locations in the motor space,
compare also [7] for an example in biological systems.

Sensor and motor structures S and M are represented as positive matrices (S,M)
which when applied to I and a yield visual stimuli SI and motor movement field activa-
tions M�a. We choose S and M to be positive since on the sensor side S represents light
integrating receptive fields, and M on the motor side encodes movement fields integrat-
ing activation from the underlying motor space (Fig. 1). To predict sensory stimuli, we
consider P to be a stateless predictor represented as a mixture of linear predictors of the
form P(M,a,SI0) = [∑i λi(M,a)Pi]SI0, as introduced in [16]. Additionally, we relax
the constraint that λi must be composed solely of Gaussian receptive fields as in the
previous work and instead allow for arbitrary field shapes λi(M,a) = mi

�a, where mi

is the i-th column of M. After prediction, the signal is reconstructed using the adjoint
operator S�. In this sense, we rewrite (4) as

(S∗,M∗,P∗) = argmin(S,M,P) ∑a

∥∥S� ∑i

[(
mi

�a
)

Pi
]

SI0 − I1
∥∥2

s.t. S ≥ 0, M ≥ 0, P ≥ 0

. (5)

The savvy reader will notice that the apparent ambiguity which arises by the interaction
between P and M nearly disappears with the positivity constraints.

2.2 Method

We consider the organization of NS = 16 visual receptive fields taking place on a sensor
surface in the shape of a disk discretized at nS = 481 locations in a grid-like layout.

2 Note that for a complex agent, the consequences of an action a might depend on the current
state of the agent in which case the predictor P must be state aware. In this paper, as described
in Sect. 2.1, we consider only cases where prediction is state independent.
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environmentagent

discretized sensor space

discretized motor space

behavior Q

P

I

nS

a

nM

world N

motor topology M

sensor topology S

Fig. 1. The sensorimotor loop considered when organizing lower-dimensional sensory and motor
topologies S, M and learning the stimulus predictor P. On the motor side, the agent generates
motor commands a of size nM according to a given behavior Q. On the sensor side, the agent
experiences input signals I of size nS which represent a projection of the world onto the sensor.
When executing the full sensorimotor loop, each action a changes the input signal I and generates
a triplet (I0,I1,a). During learning, the lower-dimensional sensor and motor topologies S and M
evolve according to given triplets (I0,I1,a). At the same time, the prediction operator P is learned
such as to predict future sensory stimuli SI1 from previous stimuli SI0 for any action a.
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Fig. 2. (a) Discretization of the given sensor space; (b) discretization of the given motor space for
a behavior with horizontal and vertical translation actions; (c) discretization of the given motor
space for a behavior with dilation and rotation actions. Sensor area and translation distances are
specified in world coordinates ranging from −1 to 1 in x- and y-direction.

Similarly, experiments presented in Sect. 3 consider NM = 16 motor movement fields
evolving on 2-dimensional motor spaces discretized at nM = 15×15 locations in a grid-
like layout, see also Fig. 2.

The environment is given as a plane textured by a very high resolution image (2448×
2448 pixels) depicting a real world scene. In this article we assume the sensor surface
to be parallel to the plane recording grayscale images I. The sensor can interact with
the environment through four types of actions, translations in x- and y-directions, ro-
tations and changes in distance to the plane (zoom). A set of 22500 triplets (I0,I1,a)
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is obtained via B(Q,N), where for the presented experiments the underlying Q selects
actions a with sharp activation profiles (all entries in a are zero except one) according to
a uniform distribution over the discretized action space. Each triplet is obtained by posi-
tioning the agent in a random position on the environment and taking the chosen action
a. To find (S∗,M∗,P∗), we iteratively improve the optimization problem given in Eq. (5)
using a projected gradient descent method [1]. While it is no problem to find a solution
with an online method, convergence is much slower, we therefore choose here the batch
approach for practical reasons. However, we note that under different circumstances
an online implementation might be preferable, e.g. for a purely biologically inspired
implementation in a robot with stronger memory constraints and a longer exploration
phase. The experiments presented in Sect. 3 were initialized as follows: the motor lay-
out M randomly according to a uniform distribution between zero and one; S randomly
such that each discrete sensor location belongs to exactly one receptive field (row of
S), scaled so as to obey SS� = I. The prediction matrices Pi were initialized with given
random S and M to the least squares solution to predict SI1 with [∑i λi(M,a)Pi]SI0 and
subsequently projected according to P ≥ 0. It is important to note that with a random-
ized initialization, nothing prevents the adaptation process from converging to a locally
optimal solution. However, from a biological point of view, we accept these solutions
as possible branches of evolutionary development.

2.3 Implication

The presented approach for the co-development of visual sensor and motor structures
is based on two main hypotheses. The first states that sensorimotor structures can be
decoupled within problem (2) in the sense of (3), and the second proposes that S and
M evolve such as to optimize i) the reconstruction of higher dimensional signals, and
ii) stimulus predictability. Per se, it is not clear if these hypotheses are justifiable. How-
ever, if the proposed framework is capable of reproducing some characteristics of in
nature observed sensorimotor structures, then an indication is provided that the imple-
mentation captures some inherent principles present in phylogenetic and or ontogenetic
development of biological systems. In this case, even though we are not aware of the
true evolutionary cost function, we might claim that the made assumptions could hold,
and that the proposed framework with its simple underlying principles has explanatory
power.

3 Results

Two different behaviors Q1 and Q2 were considered to co-develop sensor and motor
topologies S∗

1, S∗
2 and M∗

1, M∗
2. In a first setup, B(Q1,N) samples sensor translation ac-

tions from a 2-dimensional motor space of a given range as shown in Fig. 2(b). Triplets
(I0,I1,a) are sampled choosing actions a with uniform probability from the available
discrete actions. This scenario relates to translational unbiased oculomotor control caus-
ing random stimulus displacements. The second behavior is composed of mixed zoom
and rotation actions where B(Q2,N) samples combined sensor rotations and stimulus
dilations from a 2-dimensional motor space as shown in Fig. 2(c). As for Q1, triplets
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Fig. 3. Sensor and motor topologies obtained under behaviors with actions uniformly sampled
from motor spaces as shown in Fig. 2(b) and Fig. 2(c). Resulting sensor layouts are shown in (a)
and (b) where each color denotes a different visual receptive field, and each dot shows the activa-
tion of that field at the respective location on the sensor surface. In the translation only case we
can identify a tendency for hexagonal tiling structures, whereas in the rotation and dilation case
the receptors organize more radially. In (c) and (d) the evolved motor movement fields are shown.
For the translation only case, motor fields organize as compact Gaussian-like areas, whereas in
the rotation and dilation case, elongated elliptic fields develop reflecting the higher axial resolu-
tion of sensor S∗

2 compared to its radial resolution. Note that some motor fields happen to overlap
and therefore appear less pronounced as their contribution is combined according to Eq. (5).

(I0,I1,a) were sampled with uniform probability from the available discrete actions.
Behavior Q2 mimics an object manipulating agent where the oculomotor system sta-
bilizes the sensor on target, mechanically compensating for image translations but not
image rotations or scaling. The resulting sensor and motor topologies S1, S2 and M1,M2

are shown in Fig. 3. The results demonstrate that different behaviors Q induce senso-
rimotor structures of different macroscopic nature. Note that even though the proposed
algorithm is unaware of the topological order present in recorded stimuli I, visual re-
ceptors cluster as smoothly overlapping receptive fields and motor primitives appear as
spatially coherent Gaussian-like areas.
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4 Conclusions and Outlook

This paper investigated how the behavior of an artificial agent can shape the sensori-
motor structure of its visual system. We proposed that well adapted sensor and motor
layouts organize such as to accurately represent given input signals not only spatially
but also temporally for a set of motor actions characteristic for the behavior of the con-
sidered agent. We showed that this criterion is captured by comparing the reconstruction
of a predicted future stimulus and the actually experienced signal and can be used to
conjointly develop visual receptive fields and motor movement fields. In living organ-
isms, comparable structures mapping visual sensory input to motor output can be found
in the optic tectum or superior colliculus in mammals.

In future work, we intend to address larger scale problems with an optimized ver-
sion of the current implementation, which eventually could also serve as a design tool
for synthesizing behavior-specific sensorimotor structures for artificial agents. Further-
more, we plan to apply the introduced principles to other sensory modalities, e.g. in a
frequency domain for auditory perception.
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11. O’Regan, J.K., Noë, A.: A sensorimotor account of vision and visual consciousness. Behav-
ioral and Brain Sciences 24(5), 939–1031 (2001)

12. Parker, G.A., Maynard Smith, J.: Optimality theory in evolutionary biology. Nature 348, 27–
33 (1990)



282 J. Ruesch, R. Ferreira, and A. Bernardino

13. Pfeifer, R., Bongard, J.: How the Body Shapes the Way We Think. MIT Press (2006)
14. Pouget, A., Snyder, L.: Computational approaches to sensorimotor transformations. Nature

Neuroscience 3, 1192–1198 (2000)
15. Ruesch, J., Ferreira, R., Bernardino, A.: A measure of good motor actions for active visual

perception. In: Proc. Int. Conf. on Development and Learning (ICDL), Frankfurt, Germany.
IEEE (2011)

16. Ruesch, J., Ferreira, R., Bernardino, A.: Predicting visual stimuli from self-induced actions:
an adaptive model of a corollary discharge circuit. IEEE Transactions on Autonomous Mental
Development (accepted 2012)

17. Ruesch, J., Ferreira, R., Bernardino, A.: Self-organization of Visual Sensor Topologies Based
on Spatiotemporal Cross-Correlation. In: Ziemke, T., Balkenius, C., Hallam, J. (eds.) SAB
2012. LNCS, vol. 7426, pp. 259–268. Springer, Heidelberg (2012)

18. Wolpert, D.M., Diedrichsen, J., Flanagan, J.R.: Principles of sensorimotor learning. Nature
Reviews Neuroscience 12, 739–751 (2011)



Biologically Inspired Methods for Automatic

Speech Understanding

Giampiero Salvi

KTH (Royal Institute of Technology), School of Computer Science
and Communication, Dept. for Speech, Music and Hearing

giampi@kth.se

Abstract. Automatic Speech Recognition (ASR) and Understanding
(ASU) systems heavily rely on machine learning techniques to solve the
problem of mapping spoken utterances into words and meanings. The sta-
tistical methods employed, however, greatly deviate from the processes
involved in human language acquisition in a number of key aspects. Al-
though ASR and ASU have recently reached a level of accuracy that is
sufficient for some practical applications, there are still severe limitations
due, for example, to the amount of training data required and the lack
of generalization of the resulting models. In our opinion, there is a need
for a paradigm shift and speech technology should address some of the
challenges that humans face when learning a first language and that are
currently ignored by the ASR and ASU methods. In this paper, we point
out some of the aspects that could lead to more robust and flexible mod-
els, and we describe some of the research we and other researchers have
performed in the area.

Keywords: speech technology, language acquisition, embodied cogni-
tion, voice mapping, grounding meaning, unsupervised learning.

1 Introduction

Speech technology employs advanced machine learning methods to map spoken
utterances into words and meanings. In spite of the complexity of such pattern
recognition models, the procedures used to train the model parameters heavily
rely on hand-made phonetic and linguistic knowledge. The speech material needs
to be transcribed at least at the orthographic level, the set of words the system
has to deal with needs to be predefined, and so need to be the set of speech
sounds or phonemes in that particular language, and all the possible pronuncia-
tions of each words in terms of those phonemes. Furthermore, building speaker
independent systems requires recordings from large populations of speakers and,
subsequently, the use of a conspicuous number of model parameters.

All these aspects increase tremendously the costs of developing speech tech-
nology systems. Moreover, the resulting models, although they might work well
in the conditions they were built for, do not generalize well to novel situations:
They can not easily incorporate unknown words, they do not adapt well to voices

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, pp. 283–286.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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with characteristics that are outside those seen in the training data, and, finally,
they do not take good advantage of the context that comes in a multimodal
speech perception scenario.

Humans, on the other hand, learn in multimodal settings and from interac-
tions where perception and action are closely coupled. Infants are faced with a
number of challenges since birth: They need to learn the sensory-motor mappings
between the acoustic sounds they produce and the corresponding articulatory
configurations of their speech organs. They need to learn from continuous per-
ceptual signals the categorical perception of phonemes in the specific language.
They need to find recurrent time patterns forming words out of the continuous
speech utterances produced by their parents. Finally they need to associate those
sensory inputs from speech and other phenomena in their surroundings in order
to ground the meaning of each word and phrase.

In this paper, we will briefly review some of the research we and others have
carried out in this context, and suggest how this studies may results in advances
in speech technology as well as a better understanding of human language ac-
quisition.

2 Biologically Inspired Methods

A number of attempts have been made to model in a computational sense the
processes involved with first language learning. Probably the most noticeable
because of its relevance for the neurosciences is the DIVA model [4]. This and
similar models (the HABLAR model [6], Unified Processing Theory [11] and
the Connectionist model [2]) make use of babbling to explain how infants can
learn the sensory-motor maps for speech production. In [1] we took this process
one step further and proposed to use imitation learning to solve the problem
of mapping between the characteristics of the parents’ voice and those of the
child. In the model, an articulatory synthesizer, modified to correspond to the
infant’s anatomy, is employed to simulate the adult-infant verbal interaction.
The system uses babbling to learn sensory-motor contingencies for its own voice
by means of a Self Organizing Map (SOM) model. It then learns an analogous
SOM by listening to the adult voice. The correspondence between the two kind
of productions is guaranteed by the preserved topology of the two SOMs. Var-
ious model parameters specifying the common topology of the two SOMs are
optimized during the repeated interactions, based on feedback from the adult at
a global level. Although the method proposed in [1] focuses more on the machine
learning aspects of this process, we believe that this paradigm could be used in a
bootstrapping fashion in the search for acoustic features that are more invariant
with respect to the identity of the speaker, thus simplifying speaker independent
perception.

It is known (e.g., [5]) that infants develop the categorical perception of sounds
gradually during their first months adapting to the particular categories of their
mother tongue. In [7] we tried to model this with an incremental version of
a probabilistic mixture model. In spite of its simplicity, the model had the
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advantage to adapt both the model parameters and the number of categories
incrementally to the new inputs it received. Methods of this kind could be used
in order to adapt the speech units to the particular language without relying on
predefined phonetic knowledge. In bottom-up approaches such as this, the main
research problem is, again, how to obtain representations that are stable with
respect to the voices of different speakers.

Recently, the problem of discovering words from continuous speech was ad-
dressed by a number of researchers. The problem presents the challenge of find-
ing recurring patterns when the segmentation of subsequent words is unknown.
In [9,3], e.g., the problem is cast into a factor analysis problem by choosing an
appropriate fix-length representation for each utterance. Each utterance is repre-
sented by a vector 1×N2 of frequencies of transitions between the phoneme-like
speech units in that utterance (from a set of N units). If we consider M such
utterances, we can build an M ×N2 matrix where, in each row, the words in the
corresponding utterance contribute in an additive way to each frequency count.
Finding the set of words corresponds, then to finding a sparse representation of
the matrix in terms of basis vectors and weights that specify how these vectors
contribute to each utterance. In [10] we propose a new solution to this problem
based on a Bayesian version of factor analysis that relies on Beta processes. This
method is able to discover such patterns for small vocabulary problems and also
to estimate the correct number of words in the data. These algorithms have the
potential benefit to allow a speech understanding system to discover new words
through the interaction with a user.

Finally, a relatively large effort has been put in the study of grounding the
meaning of spoken utterances into multimodal perception. Our contribution to
these efforts [8] proposes a statistical model that is able to use co-occurrence to
find associations between spoken words, actions performed by a robot, charac-
teristics of the affected objects and effects those actions produce. The method is
based on a Bayesian Network that estimates the joint distribution between all
the variable involved. By performing a number of exploratory experiments, the
robot collects data that is then used to estimate both the dependency structure
in the model and the model parameters. The advantage of this model is that it
can produce inference based on possibly incomplete observations in several input
modalities, thus intrinsically incorporating the contextual information from the
robots embodiment and the affordances from its surroundings.

3 Conclusions

The studies described in this paper are of an exploratory nature because they
address simplified scenarios if compared to the challenges faced by a human
infant learning to speak. The methods, however, model the problems in a com-
putational fashion, and they address key phenomena in the language learning
process. We, therefore, believe that these studies may serve both as an indication
on how certain aspect of language learning may be accomplished by humans and
as inspiration for increasing the robustness and generalization ability of the next
generation of automatic speech understanding systems.
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Abstract. We present a cognitive architecture that includes perception, memory,
attention, decision making, and action. The model is formulated in terms of an
abstract dynamics for the activations of features, their binding into object entities,
semantic categorization as well as related memories and appropriate reactions.
The dynamical variables interact in a connectionist network which is shown to be
adaptable to a variety of experimental paradigms. We find that selective attention
can be modeled by means of inhibitory processes and by a threshold dynamics.
The model is applied to the problem of disambiguating a number of theories for
negative priming, an effect that is studied in connection to selective attention.

1 Introduction

Cognitive psychology has presented us with a wealth of experimental data as well as
paradigms, concepts, properties, rules and theories. Often experimental results are ver-
ified by repetitions with the same design. Not less often ambitious generalizations are
challenged by differing results obtained for slightly varied experimental set-ups. In this
situation, a computational approach might become a necessary complement to further
experiments and may help to explain whether apparent contradictions are in fact com-
patible within a more general framework or caused by statistical fluctuation or obscure
confounds.

A neural model would be ideally suited to this task, but may easily become either
too complex or lose its explanatory power if a large number of cognitive functions are
involved. We have therefore opted for an effective approach that is inspired by and com-
patible with neural dynamics, but does not aim at a detailed description. Nevertheless,
the present architecture could provide a functional blueprint for large-scale simulations
at an elementary level. We have developed the architecture in the context of the nega-
tive priming (NP) effect, a well-established paradigm to study selective attention. It is
a particularly rich area of study what concerns the contribution to the effect by various
brain mechanisms such as perception, object recognition, attention, memory, decision
making and others. In this way we have not only the need for a complex model, but
also data in various forms that constrain the structure and increase the likelihood of the
model.

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, pp. 287–295.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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We present a comprehensive computational model [24] that integrates various theo-
ries of the negative priming effect into a coherent framework. More generally, the result
is a framework for perception-based action in natural or artificial cognitive systems.
The system is explicit in the sense that the components are mathematically defined. The
system is also connectionist, i.e. the interaction between the components represent the
task (see Fig. 1) which is realized either by design or in the wider context by a learning
process. Finally, the system is dynamic, i.e. the activity levels of all components change
in time and excite, inhibit or modulate each other. This reflects the importance of the
time course of information processing in NP as well as in general behavioral contexts.

2 Model Components

The main features of the model are presented in Fig. 1. Visual stimulus information
from possibly overlapping objects enters via the perceptual input and is recognized by
several feature detectors. The object entity is represented in a feature binding module.
The model then maps the relevant features into a semantic module. Here a decision
about the relevant stimulus is taken, while the appropriate response is chosen in the
action module. The episodic memory stores present configurations and modulates future
ones.

Cognitive models require the specification of general assumption and general goals.
While structural assumptions enter the model via meta-parameters, the goals will be be
set by the central executive [4]. Although there is no consensus on the necessity of a
central executive in memory functions [2,13], we will use it here for practical reasons:
Considering e.g. a psychological experiment, the general instructions are assumed to
be processed and enforced by this module, while in a robotic application, from here the
general task of the robot is controlled. For brevity and exactness we will restrict ourself
in the following to the mathematical formulation of the model and will not try to discuss
the psychological background in any depth.

Fig. 1. Interaction scheme of the architecture

The model employs a continuous neural dynamics representing the rates of several
interconnected cell assemblies. The activity x of an assembly follows an exponential
fixed-point dynamics with time scale τ ,

ẋ = τ · (U − x), (1)
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where ẋ = dx
dt and U is an input from another module. The main route (s. Fig. 1) of in-

formation processing begins with the perceptual input which is then analyzed by a bank
of feature detectors. These pass the stimulus-related activation via a semantic mem-
ory unit to the action module. Through the interconnections, the components mutually
regulate their activations. The structure of the model can be specified by a number of
meta-parameters.

A perceived object Ω enters the system as a configuration of activations of the feature
detectors. The number of relevant features can vary according to the paradigm, we will
use here only color, shape, and an additional word label. The object entity is maintained
by a specific binding module as the combination of all object features rather than by a
direct interaction among the features. Feature variables f j

i represent whether a feature i
(e.g. color) has the value j (e.g. green). The information is represented in the model by
a variable F j

i defined as

F j
i =

⎧⎨
⎩

F̂ + f j
i at stimulus onset, if instance j of feature i is present

δ f (F̂ −F j
i ) during stimulus presence, as long as F j

i > F̂
F̌ after stimulus offset

(2)

F̂ and F̌ denote the baseline activity in, resp., an aroused or resting state [25]. The
stimulus activation f j

i decays with rate δ f representing an adaptive process. The input
is modulated by relevance, i.e. if a feature indicates that a stimulus is important, then
this feature is boosted; analogously if the feature is to be suppressed.

F j
i =

⎧⎪⎪⎨
⎪⎪⎩

F j
i +A if {i, j} indicates target

F j
i + I if {i, j} indicates distractor

F j
i otherwise

dA
dt = α stimulus present

A = 0 no stimulus present

dI
dt =

{
κ during external input

−κ past input until I = 0

Target amplification A is linearly increasing until a response is given and set to zero af-
terwards. Distractor inhibition I is said to persist for some time, as it has to be retrenched
after a response was given. Therefore, inhibition I increases linearly with slope κ during
perception and fades linearly after the decision was made. These input variables enter
the dynamics of the feature activations

ḟ j
i = τ f (F

j
i − f j

i )+β
(
〈 f j

i 〉i − f j
i

)
+ ∑

Ω ∈f j
i

bΩ

(
〈 f m

l 〉 f m
l ∈Ω\ f j

i
− f j

i

)
+∑

k

rkek

(
e

f j
i

k − f j
i

)
(3)

The first two terms on the right-hand side represent an exponential approach towards the
input and, resp., towards the average for each feature, i.e. in the absence of a feature, the
representation of this feature loses its specificity while the total activation of this fea-
tures does not change. The first term behaves asymmetrically, namely τ f = ρ f if F j

i >

f j
i and τ f = δ f if F j

i < f j
i . The third terms describes feature binding and the final one

involves feedback from earlier responses. More precisely, all activated objects that are
compatible with a feature value ( f j

i ) will contribute to this feature via any other of their
features ( f m

l ). If, e.g., the feature vector {color,green}{shape,ball}{location,bottom}
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defining a green ball shown at the bottom of the visual scene is held by the binding
variable b{color,green}{shape,ball}{location,bottom}, its value defines the amount of activation
interchange between the variables f green

color , f ball
shape and f bottom

location such that they all approach
the within-object mean. The last term is an influence from the memory of episodes k
steps earlier, see below.

The neural implementation of binding is far from clear [11], but synchronization is
likely to play a role. Here, we implement this mechanism in terms of a feature bind-
ing model on the basis of localized excitations in a spiking neural network [23]. The
dynamics of a unit in the binding module follows the dynamics

ḃ{ik, jk}k
=

{
ρb(b̂− b{ik, jk}k

) if an object with a feature combination is perceived
−δbb{ik, jk}k

if the object is no longer represented
(4)

Objects are represented by dynamic links from the binding module to the respective
entries in the feature bank, i.e. technically, the object is a pointer rather than a memory
cell, see [23]. The activation of an object is bounded by b̂ and decays when the percept
is gone. If a pointer is overwritten, we have b{ik, jk}k

= 0 and another object is now
becoming activated.

Despite the distributed nature of semantic processing [3,7], the present model in-
cludes only one module holding the strengths of the semantic representation of a given
stimulus similar to the description in [25]. The central executive assigns a role to the
variables in the semantic module, depending on task demands.

ṡ j = σ f→s τs(S
j( f )− s j)+∑k

rkek

(
es j

k − s j
)

(5)

The function S j( f ) determines the fixed point the semantic activation approaches at
a rate ρs or δs, for an actively driven rise or a passive decay, respectively, i.e. τs =
ρs if S j > s j and τs = δs if S j < s j. The information flow is also influenced by actions
(cf. below) and modulated by the blocking factor σ f→s (6).

Blocking or facilitation of a synapses depends on the old-new signal ok that is gen-
erated by comparing the k-th last episode to the current percept. The variable σblock

approaches ok.
σ f→s = (1− σ̌ f→s)+ σ̌ f→sσblock (6)

The synaptic strength is scaled according to σblock between a minimum synaptic
strength σ̌ f→s and an entirely open channel of σ f→s = 1. As a decision mechanism
is realized by an adaptive threshold sθ . This variable obeys an exponential fixed-point
dynamics on the basis of a scaled average of activation in the semantic module. This is
similar to the threshold behavior in Ref. [25].

ṡθ = τsθ νsθ ∑ j

(
s j − F̌

)− (sθ − F̌) (7)

Action activation variables are driven towards an external input A(s, f ). If no target
stimulus is shown we set A0(s, f ,σ f ,s→a) = 1, otherwise A0(s, f ,σ f ,s→a) = 0. The time
scale τa can again assume two values.

ȧ j = τa(A
j(s, f ,σ f ,s→a)− a j)+ ra ∑k

rk ek

(
ea j

k − a j
)

(8)
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The relative retrieval of action representations ra is modulated contrary to the synaptic
transmission to the action module σ f ,s→a reflecting the facilitation of action retrieval
by an old-new signal indicating an old episode which can be answered by retrieving a
former response. Also, the modulation of information flow can decrease the retrieval of
a response if a new episode is classified.

ra =
(
1+max

(
σ̌ f ,s→a, σ̌ f→s

))− 2max
(
σ̌ f ,s→a, σ̌ f→s

)
σblock (9)

where σ f ,s→a = (1− σ̌ f ,s→a)+ σ̌ f ,s→aσblock

In order to model the decision making process in the action module where a single
action has to be chosen for execution, we introduce a threshold level analogous to the
semantic module, see Eq. (10). As input to the action module ranges from zero to one,
we do not have to care about baseline activation here.

ȧθ = τaθ νaθ ∑ j
a j − aθ (10)

Suprathreshold activations a j > aθ define the space of possible actions the system can
take. If there is only one action that is superthreshold, the corresponding action is
executed.

The memory module goes beyond the notion of short term memory of Ref. [4] as
the maintenance of activation is by attention. If an episode is closed, usually when a
action has been performed, the entire state of the model is written down as one episode.
The stored values are used to compute similarities between past episodes and a current
percept, the retrieval strength rk. This similarity between the current episode and a pre-
vious one is computed by comparing the entire state of the model with a previous state.
Similarity triggers an automatic retrieval of the former episodes, namely the stronger
the more similar and the more recent. The variables ev in Eq. 3, 5 and 8 show how the
memory influences the dynamics. Details on further effects related to classification and
connectivity modulation can be extracted from [24].

3 Modeling Negative Priming

In the present study we will use the following definition: NP is a slowdown in reaction
time in a repetition condition where a former distractor has become target [5]. Mean-
while, several standard NP paradigms have emerged featuring various dimensions in
which priming can occur, e.g. the identity of stimulus objects [8] or their location on
the display [18]. The stimulus set has also been varied, e.g. pictures [26], shapes [6],
words [10], letters [9], sounds [16], or colored dots [19] were used. All paradigms have
in common stimuli containing targets that are to be attended and distractors that are to
be ignored. Experimental conditions depend on Stimulus repetitions, particularly the
role of a repeated object as target or distractor in two subsequent trials. Variations of
this basic setting include the manipulation of experimental parameters like the time be-
tween two related trials, the number of distractors, and the saliency of the distractor.
Because of the controversial nature of the NP effect, a variety of interpretations have
been developed, but so far none of the theories is able to explain all aspects of the effect.
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The comparison of the different theoretical approaches is one of the major rea-
sons for the presented architecture. We consider, in particular, distractor inhibition
theory [19,20], global threshold theory [14], episodic retrieval theory [21], response
retrieval theory [22], and temporal discrimination theory [17]. In order to analyze the
consequences of a theory, we define weights Ξ that switch on or off the effect of par-
ticular assumptions in a theory. These weights are meta-parameters insofar as they in-
troduce constraints on the low-level parameters of the model that reflect the impact of
a specific theoretical mechanism at a behavioral level. The variables are labeled ac-
cording to the Ξer: episodic retrieval; Ξrr: response retrieval; Ξib: inhibition vs. boost;
Ξgt: global threshold; Ξfsb: feature-semantic block; Ξsab: semantic action block; Ξtd:
temporal discrimination.

Table 1. Weight settings required by various negative priming theories

Ξer Ξrr Ξib Ξgt Ξfsb Ξsab Ξtd

Distractor Inhibition 0 0 0 0 0 0 0
Global Threshold 0 0 1 1 0 0 0
Episodic Retrieval 1 1 1 0 0 0 0
Response Retrieval 1 0 1 0 0 0 0
Temporal Discrimination 1 1 1 0 1 1 1

4 Numerical Results

As a showcase example for the capabilities of the model in representing the interaction
of various processes involved in NP, we present here an analysis of a word-picture com-
parison task [12]. This paradigm has a second factor besides priming condition, which
is response repetition. Therefore, the labels of the experimental conditions receive an
additional suffix, i.e. s for response switch and r for response repetition. By a parallel
implementation, we are able to perform a gradient descent on the parameter set, while
keeping the theory semaphores adjusted to each of the settings described in Table 1.
Thereby, we obtain information which of the theoretical assumptions implemented in
the GMNP is able to reproduce the experimental results to which degree.

After convergence, the root mean squared error between experimental and simu-
lated effects and control reaction time of the GMNP instance set to distractor inhi-
bition behavior is lowest. The obtained optimal parameters in that case are: Ξer =
Ξrr = Ξib = Ξgt = Ξfsb = Ξsab = Ξtd = 0, ι = 0.000001, β = 0.00155, φ = 0.00011,
α = 0.0005, F̌ = 1, trecognition = 50, tafterimage = 30, tmotor = 80, ρ f = 0.009, δ f = 0.003,
b̂ = 0.05, #b = 7, ρb = 0.0096, δb = 0.005, τsθ = 0.002, νsθ = 0.4131, σshape→s = 0.1,
σword→s = 0.12, σs→a = 1, ρa = 0.0036, δa = 0.002, τaθ = 0.002, νaθ = 0.6, ê = 0.002,
δe = 0.003.

This numerical experiment shows that the postulate that response repetition interac-
tion with priming is incompatible with distractor inhibition seems too strict (see e.g.
[22]). Obviously, adding a response mechanism with slowly decaying response activa-
tion is sufficient that a distractor inhibition model is able to show such an interaction.
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Fig. 2. Activation traces over time in some of the modules in a word-picture comparison
paradigm. Solid blue lines in both the semantic and the action module correspond to the re-
spective threshold variable. The model is in distractor inhibition mode. Two different conditions
are shown: The former distractor becomes the current target and the reaction switches (from no
to yes in this case); and the same case but now without a switch of the reaction.

5 Conclusion

Combining experimental evidence from behavioral experiments with basic system neu-
roscientific mechanisms, we have derived a cognitive architecture which can account for
most of the psychological theories of negative priming. The model clearly identifies dif-
ferences of experimental conditions and is thus able to resolve existing inconsistencies
among the important theories. The model is tested in a number of standard scenarios
and is easily extendable also to non-standard versions of priming experiments.

Another promising extension follows from the abstract formulation of relations
among mechanisms that are involved in NP. Just as NP theories are formulated using
concepts such as memory or central executive which are borrowed from other areas in
psychology, the computational implementation of relations among these concepts has
also a wider applicability than NP. The main components of the proposed model, named
General Model of Negative Priming (GMNP) in a forthcoming paper, qualify it already
as a cognitive architecture similar e.g. to ACT-R [1] or SOAR [15] and, beyond this, it
would be interesting to discuss the ensuing perspectives for design of artificial cognitive
systems such as for the control of an autonomous robot.
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Abstract. Biologically inspired cognitive architectures are complex sys-
tems where different modules of cognition interact in order to reach the
global goals of the system in a changing environment. Engineering and
modeling this kind of systems is a hard task due to the lack of techniques
for developing and implementing features like learning, knowledge, ex-
perience, memory, adaptivity in an inter-modular fashion. We propose a
new concept of intelligent agent as abstraction for developing biologically
cognitive architectures.

Researchers in different fields today are attracted by the idea of creating a society
where human beings and artificial intelligent agents cohabit in a purposeful
manner by sharing tasks and objectives. This is one of the main challenges of
Biologically Inspired Cognitive Architecture (BICA) research community.

The full development of an intelligent organism goes through experience and
reasoning (more or less consciously). An intelligent human being, capable of
implementing cognitive behavior, is an entity who has gone through a series of
moments where he learned from the experience and from interactions with the
surrounding world. We claim that the surrounding world, or the environment,
an intelligent organism lives in, is the set of human and non-human entities,
artificial and not, conscious and not, which lives, exists and acts around it, and
even within itself. Human-like intelligence is the result of a developmental process
that occurs over time.

We highlight the fact that, so as an intelligent organism, a biologically cognitive
system can not be developed from scratch and endowed with a “complete” intelli-
gence, hencewehave to design anddevelop cognitive systemswith aminimumbasic
intelligence; eventually itmustbemadeable to evolve according to the environment
in which it lives. In order to face this problem from an engineering point of view and
in order to find means for creating and using software engineering techniques for
developing such systems, we started from analyzing several existing cognitive ar-
chitectures and from abstracting from them a set of common features. Among the
most known we analyzed [1][2][3][5][6] and [4] for a general overview.

We experienced that classical software engineering and also agent software en-
gineering are not enough and do not posses the right abstractions for managing

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, pp. 297–298.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013



298 V. Seidita, M. Cossentino, and A. Chella

such kind of systems. Engineering and designing biologically cognitive architec-
ture seen as cross-interacting modules, imply to identify the right abstractions
a cognitive system presents.

The model of the cognitive system we propose considers that a human being,
a simple organism, a society of individuals and in the same way their artifi-
cial counterpart (agent, from now on) have, in the whole life or in a part of it,
one main goal that can be, if necessary, decomposed in sub-goals. Agent pur-
sues its goal(s) by interacting with its environment both external, hence made
of other agents, objects and so on, and internal, hence made of emotions, rea-
soning, knowledge, internal state and so on. Whatever the environment we are
considering, it can change, it is dynamic; changing environment greatly affects
the agents’ state and consequently their behavior in reaching goals.

We consider the cognitive system as the triad < a, g, e > : agent, goal, envi-
ronment, and the environment is made up by other cognitive systems. Modeling
a cognitive system implies using a recursive definition: a cognitive system is a
system of systems, or better a society of systems.

What we are introducing is a new idea of intelligent agent, no more an indi-
visible computational unity but rather an entity made by a brain and a body.
The portion of agent realizing the brain contains the capability of reasoning
and discovering services offered by the environment and the goal to purse, the
capability of storing experiences for future learning and consciousness.

The main advantage of the proposed model is to have a design abstraction
allowing to model and engineer all the entities involved in a biologically inspired
system with a specific attention to the environment considered both as the in-
ternal and the external world of each entity pursuing a specific goal. We claim
that this powerful design abstraction eases designing complex systems and aids
in filling the gap between BICAs and implementation frameworks.
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Abstract. Social decision making under stressful circumstances may involve 
strong emotions and contagion from others, and requires adequate prediction 
and valuation capabilities. In this paper based on principles from Neuroscience 
an adaptive agent-based computational model is proposed to address these as-
pects in an integrative manner. Using this model adaptive decision making of an 
agent in an emergency evacuation scenario is explored. By simulation computa-
tional learning mechanisms are identified required for effective decision making 
of agents.  

1 Introduction 

Decision making under stressful circumstances is a challenging type of human proc-
ess. It involves a number of aspects such as high levels of fear and/or hope, adequate 
predictive capabilities, for example, related to available information and earlier ex-
periences, and social impact from other group members. In recent cognitive and neu-
rological literature such decision making processes have been addressed. Elements 
that play an important role in deciding for certain options are: the predicted effects of 
the options (determined by internal simulation), the valuing of these effects, and the 
emotions felt in relation to this valuing (based on as-if body loops). These elements 
affect each other by cyclic internal cognitive/affective processes.  

Prediction of the (expected) effects of a decision option, based on internal simula-
tion starting from the preparation of the action has been analysed, e.g., in [11]. More-
over, in [11] it is pointed out how such predictions can be repeated, thus generating 
simulated behaviour and perception chains. The predictions of action effects are not 
taken as neutral or objective, but are valued in a subjective and emotion-related man-
ner according to the importance of the predicted effect for the agent, in a positive 
(hope) or negative (fear) sense; e.g., [13]. If the predicted effects are valued as (most) 
positive, this may entail a positive decision for the option. In a social context, these 
processes of prediction and valuing within individuals are mutually affecting each 
other, so that joint group decisions may develop.  

In this paper based on principles from literature as indicated, an adaptive agent-
based computational model is proposed to address these aspects in an integrative 
manner. In contrast to the existing agent-based decision-making models designed 
from a software engineering perspective (cf  [4]), by employing theoretical principles 
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from Neuroscience and Social Science, we strive to create a more biologically plausi-
ble model of human decision making. In the scenario used as illustration an agent 
considers three decision options (paths) to move outside of a burning building. By 
simulation computational learning mechanisms are identified required for effective 
decision making of agents. 

The paper is organised as follows. A background for the model is given in  
Section 2. In Section 3 the model is described. In Section 4 agent learning mecha-
nisms and related simulation results are considered. Section 5 concludes the paper. 

2 Background 

Emotions and Valuing 

In decision making tasks different options are compared in order to make a reasonable 
choice out of them. Options usually have emotional responses associated to them 
relating to a prediction of a rewarding and/or aversive consequence. In decisions such 
an emotional valuing of predicted consequences often plays an important role. In 
recent neurological literature such a notion of value is suggested to be represented in 
the amygdala [2,15].  Traditionally an important function attributed to the amygdala 
concerns representing emotions, in particular in the context of fear. However, in re-
cent years much evidence on the amygdala in humans has been collected showing a 
function beyond this fear context. In humans many parts of the prefrontal cortex 
(PFC) and other brain areas such as hippocampus, basal ganglia, and hypothalamus 
have extensive, often bidirectional connections with the amygdala [9,15,16]. A role of 
amygdala activation has been found in various tasks involving emotional aspects [13]. 
Usually emotional responses are triggered by stimuli for which a prediction is possi-
ble of a rewarding or aversive consequence. Feeling these emotions represents a way 
of experiencing the value of such a prediction: to which extent it is positive or nega-
tive. This idea of positive and negative value is also the basis of work on the neural 
basis of economic choice in neuroeconomics.  

Internal Simulation 

The notion of internal simulation was put forward, among others, by Hesslow [11] 
and Damasio [5,6]. The idea of internal simulation is that sensory representation 
states are activated (e.g., mental images), which in response trigger associated prepa-
ration states for actions or bodily changes, which, by prediction links, in turn activate 
other sensory representation states. The latter states represent the effects of the pre-
pared actions or bodily changes, without actually having executed them. Being inher-
ently cyclic, the simulation process can go on indefinitely, and may, for example, be 
used to evaluate the effects of plans before they are executed. In Figure 1 these dy-
namical relationships are depicted by the arrows from the upper plane to the middle 
plane and back. In Section 3 these relationships are formalised in (4), (5) and (6). 
Internal simulation has been used, for example, to describe (imagined) processes in 
the external world (e.g., prediction of effects of own actions [3]), or processes in a 
person’s own body (e.g., [5]).  
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The idea of internal simulation has been exploited in particular by applying it to 
bodily changes expressing emotions, using the notion of as-if body loop bypassing 
actually expressed bodily changes (cf. [5], pp. 155-158; [6], pp. 79-80):  

sensory representation  →  preparation for bodily changes = emotional response  →  emotion 
felt = based on sensory representation of (simulated) bodily changes 

Note that [5] distinguishes an emotion (or emotional response) from a feeling (or felt 
emotion). In Figure 1 these dynamical relationships are depicted by the arrows in the 
lower plane, and the arrow from the lower to the upper plane. In Section 3 these rela-
tionships have been formalised in (8) and (9). 

An as-if body loop usually occurs in an extended, cyclic form by assuming that the 
emotion felt in turn also affects the preparation states, as it is pointed out, for exam-
ple, in [7] (pp. 119-122). This can be viewed as a way to incorporate emotion integra-
tion in the preparation of actions. In Figure 1 this relationship is depicted via the  
arrows in the upper plane. 

Social contagion 

When decision making takes place in a social context of a group of agents mutual 
contagion occurs. It is assumed that the preparation states of an agent for the actions 
constituting options and for emotional responses for the options are reflected in body 
states that are observed with a certain intensity by other agents from the group. The 
contagion strength γ of the interaction from an agent A to an agent B for a preparation 
state p depends on the personal characteristic expressiveness ε of the sender (agent A) 
for p, the personal characteristic openness δ of the receiver (agent B) for p, and an 
interaction characteristic α (channel strength) for p from sender A to receiver B. The 
effects of contagion are integrated within the internal processes. In Section 3 these 
relations are formalised in (1), (2), and (3). 

3 An Affective Social Decision Making Model 

Based on the neurological findings and principles from Section 2 a computational 
affective social decision making model has been developed.  

Depending on a situational context an agent determines a set of applicable options 
to satisfy a goal at hand. In the proposed model the applicable options are generated 
in a cyclic manner, via connections from activated sensory states reflecting this situ-
ational context to preparation states for the relevant actions related to an option, and 
valuations of sensory states. An option is represented by a (partially) ordered se-
quence of actions (i.e., a plan) to satisfy the agent’s goals. For example, in the evacua-
tion scenario under investigation each option is represented by a sequence of locations 
with an exit as the last location. The evaluation of options is based on internal simula-
tion as described in Section 2. The process is depicted in Figure 1.  
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Fig. 1. A graphical representation of the model for a given agent and option O. Circles 
represent neural states and links represent connections between the states. Upperplane: the 
preparation states for the subsequent actions related to the option O. Middleplane: the predicted 
effects of the subsequent actions. Lower plane: the emotion-related valuing of the predicted 
action effects. 

Table 1. Notations used 

Notation Explanation 
εSA expressiveness of agent A for mental state S 

αSAB channel strength for S from agent A to agent B 

δSB openness of agent B for S 

γSAB contagion strength for state S in the interaction from agent A to agent B 

G(S, B) aggregated group state for S as impact for B 

prepa,O,A Preparation of agent A for action a in option O 

srsE,O,A Feeling emotion E by agent A for option O  

srsG(a,O,A) Group preparation for a in O perceived by A 

srseffect(a,O),A A’s representation of the effect of a in O 

srseval for(effect(a,O),E),A A’s valuation by E of the effect of a in O 

srsg,A A’s goal g 

prepE,O,A Preparation for E of agent A for option O 

srsdist(effect(a,O)),A Representation of A’s distance to exit by a and O 

 

In the vertical plane it is shown how in the overall process options for actions are 
considered (action preparations in the upper horizontal plane), for which by prediction 
links sensory representations of effects are generated (internal simulation, middle 
horizontal plane), which are evaluated (emotion-related valuing, lower horizontal 
plane). The notations used in the model are summarized in Table 1. 
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3.1   The Social Contagion Impact 

The social context in which decision making is performed is represented by a group 
of agents interacting (verbally, nonverbally) on the relevant options. The contagion 
strength of the interaction from agent A to agent B for a preparation state p is modelled 
as follows (as described in Section 2): 

γpAB=εpA⋅αpAB⋅δpB  (1)

An agent B perceives at each time point the group’s joint attitude towards each option, 
which comprises the following dynamic properties:  
 
(a) The aggregated group preparation to (i.e., the externally observable intention qp,A 

to perform) each action p constituting the option for agent B: 

G(p, B) = ΣA≠B  γpAB qp,A  / Σ A≠B  γpAB εpA   (2)

(b) The aggregated group preparation to an emotional response (body state) be for 
each option. A predicted consequence for an option may induce different types of 
emotions (e.g., fear, hope, joy) with separate preparation states qbe,A. Formally:
  

G(be, B) = ΣA≠B  γbeAB  qbe,A  / Σ A≠B  γbeAB εbeA     (3)

Note that in Figure 1 for reasons of transparency only one agent is depicted. The con-
tagion received by this agent can be visualised as incoming arrows to the preparation 
states of the action options in the upper horizontal plane, and to the preparation state 
of the emotional response in the lower horizontal plane. The contagion from the de-
picted agent to other agents can be visualised as outgoing arrows from the same 
preparation states. 

3.2   Internal Simulation 

The preparation state prepa1 for the first action from an option is affected by the sen-
sory representations srsOi  of the option, of the perceived group preparation srsG(a1,Oi,A)  
for the action and of the emotion srsbe felt towards the option which functions as valu-
ing the option (Figure 1, upper horizontal plane). Formally: 

                                 d prepa1,Oi,A(t)/dt = 

 γ [ h(srsOi,A(t), srsbe,Oi,A(t), srsG(a1,Oi,A)(t)) – prepa1,Oi,A(t) ]       (4) 

where A is any agent, Oi is an option, be is an emotional response state, G(a1,Oi,A) is 
the aggregated group preparation to action a1 of agent A, h(V1, V2, V3) is a combination 
function, γ determines the speed of change. In general, different forms of combination 
functions are possible (e.g., by a logistic function).  

The simulated perception of the effect of an action a (Figure 1, middle plane) in a 
simulated behavioural chain, based on prediction links (the arrows from the upper to 
the middle plain in Figure 1) is modelled by the following property: 
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                         d srseffect(a,Oi),A(t) /dt  =  

γ [ω(prepa,Oi,A(t),srseffect(a,Oi),A(t))⋅ prepa,Oi,A(t) - srseffect(a,Oi),A(t)]       (5)         

The confidence that an action will result in a particular effect is specified as the 
strength of the link between the preparation for the action state and the sensory repre-
sentation of the corresponding effect state (the vertical arrows from the upper plane to 
the middle plane in Figure 1). In the evacuation scenario the strength of a link be-
tween a preparation for a movement action and a sensory representation of the effect 
of the action is used to represent confidence values of the agent’s beliefs about the 
accessibility of locations. For example, if the agent’s confidence of the belief that 
location p1 is accessible from location p2 is ω, then the strength of the link between 
the states prepmove_from_to(p2,p1) and srsis_at_location(p1) is put on ω. 

Similar to the first action a1, the preparation state for each subsequent action a 
from the behavioural chain is specified by: 

d prepa,Oi,A(t)/dt =γ [h(srseffect(a,Oi),A(t), srsbe,Oi,A(t), srsG(a,Oi,A)(t)) – prepa,Oi,A(t)]     (6) 

The option with the highest value for the preparation state for the first action is chosen 
for the execution by the agent. 

3.3   Emotion-Related Valuing 

In the lower horizontal plane in Figure 1 emotion-related valuing of the action options 
takes place. An emotional response is generated based on an evaluation of the effects 
of each action of the option. In such an evaluation the effect state for each action is 
compared to a goal state(s) of the agent. Note that for different types of emotions 
different aspects of a goal state or different types of goals may be used. In [14] a 
number of cognitive structures eliciting particular types of emotions are described. As 
a simulated behavioural chain is a kind of a behavioural projection, cognitive struc-
tures of prospect-based emotions (e.g., fear, hope, satisfaction, disappointment) from 
[14] are particularly relevant for the evaluation process. Such structures can be repre-
sented formally as evaluation properties. As indicated in [14], the intensity of pros-
pect-based emotions depends on the likelihood (confidence) that a prospect state will 
occur. Thus, the strength of the link between the preparation state for an action and 
the sensory representation of its effect state is taken into account as a factor in the  
evaluation property. The generic evaluation property of the effect of the action a 
compared with the goal state g (in the lower plane in Figure 1) is specified formally 
as: 

                    d srseval_for(effect(a,Oi),be),A(t)/dt = γ[h(ω(prepa,Oi,A(t),srseffect(a,Oi),A(t))  
         f(srsg,A(t),srseffect(a,Oi),A(t)),srsbe,Oi,A(t))- srseval_for(effect(a,Oi),be),A(t) ],          (7) 

 
where f(srsg,A(t),srseffect(a,Oi),A(t)), srsbe,Oi,A(t)) is an evaluation which determines how 

far is the agent’s current state from its desired goal state. 
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The evaluation of the effects of the actions for a particular emotional response to 
an option together with the aggregated group preparation to the emotional response 
determine the intensity of the emotional response: 

prepbe,Oi,A(t) = f(srseval_for(effect(a1,Oi),be),A(t),…, srseval_for(effect(an,Oi),be,A(t))   (8) 

where be is a particular type of the emotional response. 
By the as-if body loop, the agent perceives its own emotional response preparation 

and creates the sensory representation state for it (in Figure 1 the arrow from the 
lower plane to the upper plane):  

          d srsbe,Oi,A(t) /dt = γ  [ prepbe,Oi,A(t)- srsbe,Oi,A(t) ]                      (9) 

The options in the evacuation scenario evoke two types of emotions: fear and hope, 
which are often considered in the emergency context. According to [14], the intensity 
of fear induced by an event depends on the degree to which the event is undesirable 
and on the likelihood of the event. The intensity of hope induced by an event depends 
on the degree to which the event is desirable and on the likelihood of the event. Thus, 
both emotions are generated based on the evaluation of a distance between the effect 
states for the actions from an option and the agent’s goal states. In this example each 
agent in the group has two goal states ‘be outside’ and ‘be safe’. The evaluation func-
tions for both emotions include two aspects: (1) how far is the agent’s location from 
the nearest reachable exit; (2) how dangerous is the agent’s location (i.e., the amount 
of smoke and fire). Formally these two aspects are combined in the evaluation func-
tion f from (7) as  

                 ωV1 + (1-ω)/(1+ λe-ϕV2)                                         (10) 

where V1 is the degree of danger of the location, V2 is the distance in number of  
actions that need to be executed to reach the nearest accessible exit, λ and ϕ are pa-
rameters of the threshold function, ω is a weight. The goal state value srsg,A(t) in (7) is 
obtained by setting V1=0 and V2=0 in (10):   (1-ω)/(1+ λ). 

According to the two emotions considered in the example, (7) is refined into two 
specialized evaluation properties – one for fear and one for hope. For fear: 

                   d srseval_for(effect(a,Oi),bfear),A(t)/dt =  

                   γ[h(ω(prepa,Oi,A(t),srseffect(a,Oi),A(t))⋅ f(srsg,A(t),srseffect(a,Oi),A(t)),  
                         srsbfear,Oi,A(t)) - srseval_for(effect(a,Oi),bfear,A(t)]                            (11) 

 
where  

f(srsg,A(t),srseffect(a,Oi),A(t))= 

|srsg,A(t)-ω⋅srsdanger(effect(a,Oi)),Oi,A(t) - (1-ω)/(1+ λe- ϕ srsdist(effect(a,Oi)),A(t))|,  

i.e. the absolute distance between the agent’s goal state and the agent’s emotional 
evaluation of its current state.  

The property for hope is defined in a similar manner. Also specialized versions of 
other generic properties 3-9 are defined by replacing the generic state be in them by 
specific emotional response states bfear and bhope. 
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4 Agent Learning 

Decision making in ongoing real life processes is adaptive in the sense that decisions 
made lead to new information and valuations based on which future decisions may be 
different. In this process a central role is played by how the experienced emotion-related 
information and valuations lead to adaptations. Such adaptations may concern, for 
example, (I) altered action effect prediction links, (II) altered links by which input from 
the other group members is incorporated, or (III) altered emotion-related valuation links. 
These three types of links are addressed in the approach put forward here. 

In the model presented in this paper, a Hebbian learning principle [10] is exploited 
to obtain this form of adaptivity for the three types of links mentioned: roughly 
spoken this principle states that connections between neurons that are activated 
simultaneously are strengthened. From a Hebbian perspective, strengthening of 
connections as mentioned in case of positive valuation may be reasonable, as due to 
feedback cycles in the model structure, neurons involved will be activated 
simultaneously. Therefore such a connection may be developed and adapted based on 
a Hebbian learning mechanism. In [8] a more in depth treatment of different 
variations of the mechanism from a mathematical perspective can be found, including 
the variation used here. The Hebbian learning of the three types of links considered 
above is formalised as follows. 

 

For link (I):  d ω(prepai,Oj,A(t), srseffect(ai+1,Oj),A(t))/dt =  

                 η srseffect(ai+1,Oj),A(t) prepai,Oj,A(t) (1 – ω(prepai,Oj,A(t),  

                 srseffect(ai+1,Oj),A(t))) –  ξ ω(prepai,Oj,A(t), srseffect(ai+1,Oj),A(t)                      (12) 

 
where η  is a learning rate and ξ  is an extinction rate. 

In the presence of actual observation of an agent of an effect of its action, ω(pre-
pai,Oj,A(t), srseffect(ai+1,Oj),A(t)) may be updated differently. For example, its value may be 

set to 0 in the absence of the effect, and to 1 in the presence of the effect. Another 
alternative is to apply a Bayesian update rule or a probabilistic update based on the 
weighting function from the Prospect Theory [12]. 

 
 

For link (II):   d αprep(ai,Oj)A2A1(t)/dt =  

         η prepai,Oj,A1(t) prepai,Oj,A2(t) (1 – α prep(ai,Oj)A2A1(t)) - ξ αprep(ai,Oj)A2A1(t))     (13) 

For link (III): dω(prepbfear,Oi,A
(t), srsbfear,Oi,A

(t))/dt =  

               η srsbfear,Oi,A(t) prepbfear,Oi,A(t) (1 – ω(prepbfear,Oj,A(t), srsbfear,Oj,A(t))) –      

             ξ ω(prepbfear,Oj,A(t), srsbfear,Oj,A(t))                   (14) 

 
It was investigated systematically by simulation how different mechanisms of learn-
ing of links influence the dynamics of the agent decision making. The obtained simu-
lation results are discussed in the following.  
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The simulation model included a group of 10 agents at some location in the build-
ing with the parameters drawn from the ranges of uniformly distributed values as 
indicated in Table 2 below. The agents were deliberating about three decision options 
(paths) to move outside of a burning building. Information sources placed at each 
location in the building were providing information to the agents about the degree of 
danger of the locations. 

Table 2. Ranges and values of the agent parameters used in the simulation 

Parameter γ η ζ εpA δpA β αpAiAj
 

Range/value [0.7,1] 0.8 0.1 [0.7,1] [0.7,1] [0.55, 0.7] 1 
 

A partial simulation trace for the case of learning of the emotion-related links (III) 
in the model for option 1 of Agent1 is provided in Table 3. Option 1 consists of three 
movement actions between  locations loc1, loc2 and loc3.  During the time period [0, 
29) the path corresponding to option 1 was safe. Thus, option 1 was valuated highly 
by the agent, and was chosen for execution. 

Table 3. A partial simulation trace for the case of learning of the emotion-related links (III) in 
the model for option 1 of Agent1 

Time point 10 30 50 70 100 

Preparation to move to loc2 from loc1 0.73 0.88 0.55 0.55 0.55 
Preparation to move to loc3 from loc2 0.67 0.82 0.52 0.45 0.44 

Preparation to move to exit1 from loc3 0.66 0.8 0.52 0.43 0.40 

 
During the execution of option 1, at time point 29, the agent received information 

about fire, which occurred at location loc 2 along the path of option 1. This observa-
tion caused a rapid devaluation of all action steps constituting option 1 by the agent, 
which eventually stabilized (time point 100).  

Based on further experiments, it was determined that learning of links (III) has the 
greatest effect on decision making. On the contrary, learning of links (II) has a negli-
gible effect on the evaluation of options in this simulation study. A close similarity of 
the preparation states of the agents observed in simulation is the main cause of a lim-
ited effect of learning of link (II) on decision making. In situations in which agents 
with radically conflicting opinions participate in social decision making, the effect of 
learning of links (II) would be much higher. A combination of learning of all links (I), 
(II) and (III) results in the strongest discrimination between the options. 

5 Conclusion 

Effectiveness of human reasoning and decision making is determined largely by 
learning and adaptation mechanisms. In this paper effects of learning of different 
types of links in a social affective decision making model based on neurological prin-
ciples are explored by simulation. The main outcome of the study is that learning of 
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the emotion-related links has the strongest effect on discrimination of decision mak-
ing options, which can be seen as in line with recent perspectives addressing the role 
of the Amygdala in valuing, described, e.g., in [9, 13].  

The developed model could be used to evaluate and predict emotional decisions of 
individuals in groups under stressful conditions. When undesirable decisions are pre-
dicted, interventions may be applied (e.g., by providing information explaining pro’s 
and con’s for certain decision options).    

In the literature it is recognized that humans often employ diverse emotion regula-
tion mechanisms (e.g., to cope with fear and stress). These mechanisms involve inter-
play between cognitive and affective processes. In the future the proposed model will 
be extended with an emotion regulation component. 
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Abstract. The authors are attempting to clarify the nature of human consciousness 
by creating functions similar to that phenomenon in a robot. First of all, they 
focused on self-aware, confirming a new hypothesis from an experiment on a robot 
using a neural network with the MoNAD structure which they created based on the 
concept of a human neural circuit. The basis of this hypothesis is that “the entity 
receives an anticipated response within a certain evaluation standard based on 
internal time.” This paper discusses the theory of awareness in robots, related 
experiments, this hypothesis and the prospects for the future. 

Keywords: Consciousness, Robot, Neural Network, Self-Awareness, Inner 
Time, Self and Other Discrimination, cognition behavior cycle. 

Introduction 

Our aim is to understand emotion and feelings by actualizing the functions of 
consciousness in a robot. According to case studies on mirror neurons [1] and 
mimesis theory [2], we had to assume that the development of consciousness is 
deeply related to imitation behavior. We defined the mechanism of consciousness as 
follows: “the consistency of cognition and behavior is the origin of consciousness.” 

First of all, we focused on self-aware. We have already demonstrated the world’s 
first successful experiment of “being aware of one’s own figure reflected in a mirror” 
using a robot implementing our definition of consciousness [3]. Furthermore, we 
focused our attention on the function termed “being aware of oneself (self-aware)” in 
the cognition system, and constructed a computational model of the relevant function 
based on internal time to become self-aware and discriminate itself from others. 

1 Conscious System 

We have developed a consciousness module called Module of Nerves for Advanced 
Dynamics (MoNAD) based on the definition of consciousness [4]. The MoNAD is 
                                                           
* Corresponding author. 
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built with a neural network, and as shown in Figure 1(a) it consists of (a) cognition 
system, (b) behavior system, (c) primitive representation and (d) symbolic 
representation. In Figure1(a), (c) is a neuron related to both behavior and cognition, 
and simulates the mirror neuron. 

The conscious system is configured as a hierarchy of multiple MoNADs. The 
conscious system consists of three subsystems. The round shapes in Figure 1(b) 
represent each MoNAD. The Reason MoNAD aspires to rational behavior and at the 
same time it represents itself. The Emotions-Feelings MoNAD represents emotions 
and feelings according to information from inside and outside the body. The 
Association MoNAD has the role of integrating rational thoughts and emotional 
thoughts. 

The Association MoNAD is not a so-called homunculus, because it is only an I/O 
unit and it cannot be a decision-making entity. 

 

                     (a)               (b) 

Fig. 1. (a) Overview of a MoNAD, (b) A conscious system comprising multiple MoNADs 

In our experiment, we define T_Aware as a new parameter for this conscious 
system. This is the base time called the cognition-behavior cycle in the conscious 
system. T_Aware is the interval required to perform the next behavior when the 
calculations of all MoNADs in the conscious system have completed after sensor 
information at the terminal has been input into the conscious system. We also define 
periodic time as T_IB. T_IB is the interval of time after the imitation behavior 
MoNAD receives the input information and this information has been conveyed to the 
cognition representation RL. T_Aware and T_IB repeat periodically within the same 
consciousness. 

2 Outline of Experiment 

For this experiment we used 2 kinds of conscious system, EXP.A and EXP.B, which 
have different T_Aware values. We used a small research robot (e-puck) for this 
experiment. The e-puck is able to recognize the status of its surroundings using an 
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infrared sensor and move about using a motor. It is also possible to attach a touch 
sensor to the front of the robot to sense collisions with a mirror or other obstacles. For 
this experiment, we set 8 experimental conditions for each of the 2 kinds of conscious 
system and measured the coincidence rate of the behavior. 

2.1 Experiment Using the EXP.A Conscious System 

EXP.A is the conscious system in which T_IB and T_Aware function in almost the 
same cycle on robot A. We performed 8 experiments for EXP.A, and each experiment 
was named sequentially from A-1 to A-8. 

In experiment A-1, we placed conscious robot A in front of a mirror and the robot 
performed an imitation behavior of its mirror image A’ (Figure 2 (a)). We calculated 
the coincidence rate of the behavior of conscious robot A and its mirror image A’. 

For the A-2 experiment, conscious robot B, which is equipped with the same 
conscious system functions as conscious robot A, was placed facing conscious robot 
Aand they performed imitation behaviors of each other. Conscious robot B acts 
through a conscious system independent from that of robot A, so that robot B may be 
considered “the other” for robot A. 

In the A-3 experiment, conscious robot A and robot C are connected with 
anelectric cable, and robot C performs the same behavior as robot A under commands 
from conscious robot A. Then, these two robots were placed facing each other, and 
conscious robot A performs imitation behaviors of the actions of conscious robot C 
(Figure 2 (b)). This cable represents an analogy of the neural circuit in humans. 

Experiments from A-4 to A-8 are basically similar to the A-3 experiment. 
However, we imposed various delay times on when robot C receives information 
from robot A through the electric cable. Thus, robot A performs imitation behaviors 
of robot C which has had its behavior delayed. The delay time is expressed as 1d 
based on the time consumed after incrementing robot C by 1 until the value becomes 
100.000. For this robot C, 1d corresponds to 1 second. With regard to the experiments 
from A-4 to A-8, each corresponding delay time is 0.5d for A-4, 1d for A-5, 2d for A-
6, 4d for A-7 and 6d for A-8, and the delay time increases in this sequence. 

RobotA 
Cable 

(b) RobotC (a) RobotA 

RobotA’ 

Mirror 

IRsensor 

Touch sensor 

 

Fig. 2. Experiment using the EXP.A conscious system 
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2.2 Experiment Using the EXP.B Conscious System 

EXP.B is an experiment using the conscious system in which T_Aware goes almost 1 
cycle while T_IB goes 2 cycles. 

The 8 kinds of experiments in which conscious robot A performs imitation 
behaviors using EXP.B have the same content as the experiments using EXP.A. These 
experiments are likewise named sequentially from B-1 to B-8. In the B-1 experiment 
robot A’ is the mirror image, in B-2 robot B is the other that performs the imitation 
and in B-3 robot C behaves under the command of conscious robot A through a cable. 
The delay for command communication is 0.5d for B-4, 1d for B-5, 2d for B-6, 4d for 
B-7 and 6d for B-8. 

3 Experimental Results 

We measured 30 steps 5 times after conscious robot A detected the target for the 
experiment (Robot A’ or Robot C) using the infrared sensor, and set the average value 
as the coincidence rate. Here, 1 step means that the conscious system in the conscious 
robot performs T_Aware once. 

According to the experimental results using the EXP-A conscious system  
(Table 1(a)), the longer the delay in the communication of the command from 
conscious robot A, the lower the coincidence rate in the behavior of robot C. 

According to the experimental results using the EXP-B conscious system  
(Table 1(b)), though EXP.B acquires input information in the same cycle as that of 
EXP.A, T_Aware took twice the time. Therefore, we observed an increasing trend in 
the coincidence rate of the behavior in the EXP-B experiment compared with the 
previous EXP.A experiment. 

Table 1. Change incoincidence rate 

(EXP.A(a))                    (EXP.B(b)) 

Object Coincidence rate Object Coincidence rate 

A-1 (mirror) 87.8% B-1 (mirror) 95.75% 
A-2 (other) 53.4% B-2 (other) 56.4% 

A-3 (0d) 73.8% B-3 (0d) 67% 
A-4 (0.5d) 55% B-4 (0.5d) 73.8% 
A-5 (1d) 61.6% B-5 (1d) 67% 
A-6 (2d) 60.2% B-6 (2d) 72.4% 
A-7 (4d) 43% B-7 (4d) 58% 
A-8 (6d) 39.6% B-8 (6d) 57.6% 

4 Considerations and Conclusions 

In Fig. 3(a), (b), the vertical axis shows the value of the coincidence rate and the horizontal 
axis shows the value of the forwarding delay occurring in the connected electric cable. 
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Line A shows the change in the coincidence rate for each experiment from A-1 to A-8 and 
from B-1 to B-8. Line B is a straight line showing the value of the coincidence rate for A-2 
in Fig. 3(a) and the value of coincidence rate for B-2 in Fig. 3(b). 

In Fig. 3(a), A-2 is the coincidence rate for the other to be imitated, so we can 
determine that robot A cannot recognize robot C as its own body (itself) any more in 
the A-7 and A-8 experiments in which the coincidence rate is lower than in the A-2 
experiment shown by Line B. Furthermore, in the A-3 to A-6 experiments, the 
coincidence rate is higher than the boundary value shown by Line B, and even in the 
A-1 mirror image experiment, the value is situated on the same side. Therefore, 
conscious robot A in EXP.A is able to determine that the target robots for 
measurement from A-1 to A-6 are a part of its own body. We can evaluate that the 
level of the coincidence rate in the behavior is at the same time the level of the 
accuracy rate that robot Aitself forecasts the behavior of the target robot C. 

In Fig. 3(b), B-3 to B-8 all showed a higher coincidence rate than Line B 
(coincidence rate in B-2). From this, we can determine that all of target robot C is 
recognized by conscious robot A in EXP.B as a part of its own body even when a 
command delay of 6d occurs. 

Moreover, the cycle of T_Aware is approx. 4d in EXP.A and it is about 8d in 
EXP.B. At this time, T_Aware is the cognition behavior cycle for oneself according 
to the definition, and if target robot C responds with a reaction within the period of 
T_Aware, it becomes impossible to distinguish whether the response of robot C is 
from its own body or a response from theother. In this experiment, the responses from 
A-1 to A-6 or from B-1 to B-8 are all within the period of T_Aware. 

This result means that T_Aware is another important evaluation factor for 
conscious robot A to recognize the target robot C as a part of its own body. 

That is to say that conscious robot A is able to recognize a target that has a high 
coincidence rate of behavior (i.e., the accuracy rate of behavior forecast is high) and is 
capable of returning a response within the period of T_Aware. In other words, 
conscious robot A is capable of awareness. 

 
Fig. 3. (a) EXP.A,and (b) EXP.B 
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This demonstrates the idea that it does not matter whether conscious robot A is 
connected with an electric cable (nerve fiber) or not when it evaluates its own body as 
itself, but the important thing is “whether the conscious robot is able to receive the 
same behavior as forecast from robot C within the period of T_Aware, i.e., whether 
the evaluation acquired from inside the robot itself stays within a certain allowable 
range or not.” 

There is a phenomenon in which even though a person has a physical connection 
with a limb that has been paralyzed due to a stroke or some injury, he has no 
awareness of it as a part of his own body and feels that it is a part of another’s body. 

Based on this thinking, we propose a new method with which one can be aware of 
one’s own body by an evaluation within oneself. 

This may be stated, “a system with consciousness can realize that it is able to be 
aware that an anticipated reaction within the period of T_Aware is the body of the 
system itself.” 

Which means that a conscious system is capable of being aware of the existence of 
its own body using this proposed method. 

There is also a case study that supports this hypothesis in humans called the 
“rubber hand illusion” [5]. Moreover, there are reported cases in which the subject 
loses the sensation of the fake hand being part of their own body if the timing of the 
stimulation on both the real hand of the subject and the rubber hand is delayed for a 
certain time [6]. We can interpret this to mean that, with regard to the transmission 
time of the stimulation traveling to the brain, the tactile stimulation to the real hand is 
shorter than that to the rubber hand, so visual information from the scene in which the 
fake hand is stimulated becomes at odds with the reaction that is anticipated based on 
the tactile stimulation of the subject. 

It can be comprehended that if the interval between the tactile stimulation and 
anticipated reaction time is shorter than the T_Aware of humans, humans recognize 
the fake hand as a part of their own body, and if it is longer than T_Aware, humans do 
not perceive the fake hand to be part of their own body. 

As discussed above, the possible result from the experiment on the conscious robot 
will lead to the hypothesisthat “whether a conscious robot is aware of its own body or 
not does not depend on a neural circuit connection to a target body part, but rather the 
important thing is whether the part is able to return the response anticipated by the 
conscious robot within the period of T_Aware. 

This hypothesis implies that it is possible to treat a stroke or to develop an artificial 
limb which a person can perceive as a part of themselves. 

When we performed the experiment on mirror image cognition in a robot in the 
abovementioned research, we used condition A-2 (Line B) in which the body is 
certainly that of another (robot C), although the boundary condition for a robot to 
be aware of its body is assumed to exist midway between A-2 and A-3 [3]. The 
authors believe that the value of T_Aware and the coincidence rate vary depending 
on the growth of the conscious system. This is an issue that must be addressed in 
the future. 
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Why Neurons Are Not the Right Level of Abstraction for 
Implementing Cognition 

Claude Touzet 

Aix-Marseille University, France 

The cortex accounts for 70% of the brain volume. The human cortex is made of 
micro-columns, arrangements of 110 cortical neurons (Mountcastle), grouped in by 
the thousand in so-called macro-colums (or columns) which belong to the same 
functional unit as exemplified by Nobel laureates Hubel and Wiesel with the 
orientation columns of the primary visual cortex. The cortical column activity does 
not exhibit the limitations of single neurons: activation can be sustained for very long 
periods (sec.) instead of been transient and subject to fatigue. Therefore, the cortical 
column has been proposed as the building block of cognition by several researchers, 
but to not effect – since explanations about how the cognition works at the column 
level were missing. Thanks to the Theory of neural Cognition, it is no more the case.  

The cortex functionality is cut into small areas: the cortical maps. Today, about 80 
cortical maps are known in the primary and secondary cortex [1]. These maps belongs 
to a hierarchical organization A cortical map is a functional structure encompassing 
several thousands of cortical columns. The function of such maps (also known as 
Kohonen maps) is to build topographic (i.e., organized and localized) representations 
of the input stimulii (events). This organization is such that similar inputs activate 
either the same cortical column or neighboring columns. Also, the more frequent the 
stimulus, the greater the number of cortical columns involved. Each map acts as a 
novelty detector and a filter. Events are reported as patterns of activations on various 
maps, each map specialized in a specific “dimension”. Spatial and temporal 
coordinates of events are linked to activations on the hippocampus and define de facto 
the episodic memory.  

Learning is achieved at neuronal level by the famous Hebb's law: “neurons active 
in the same time frame window reinforce their connections”. This rule does not 
respect “causality”. This, plus the fact that there is at least as much feed-back 
connections as there are feed-forward ones, explain why a high level cortical 
activation generates a low level cortical pattern of activations - the same one that 
would trigger this high level activity. Therefore, our opinion is that the true building 
block of the cognition is a set of feed-forward and feed-back connections between at 
least two maps.  

Due to the fact that the real world is mostly continuous (the shorter the time 
interval, the smaller the variations) and because the neighboring situations (events) 
are represented close to each others on the cortical maps, then it is possible to actually 
“see” and understand activation trajectories (on a map) as representing the various 
situations encountered (in the real life). It is also straightforward to make a prediction 
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about the coming next situation: the next (column) in line with the current trajectory, 
and suppress the transmission to higher levels if successful (in predicting) – therefore 
reserving higher level maps (such as the ones involved in language) to the processing 
of the very few events that are non-ordinary (extraordinary) for the subject. 
Exterogenous attention is therefore automatically build by to the processing of 
extraordinary inputs. Endogenous attention is achieved by the mere activation of high 
level representation, which automatically pre-activates low level localizations 
(columns) through feed-back connections.  

A behavior (i.e., acting) is a sequence of actions related to the achievement of a 
goal. Any goal can be seen as a situation (to reach). Since situations are associated to 
columns on maps, a successful behavior is a trajectory on the map that hosts the goal 
situation, starting from the current situation and ending at the goal situation. The 
associated actions to perform in order to move from one situation to the next one 
closer to the goal are given by a second map which codes for variations between 
situations and associated actions [2]. There is no difference implied by the level of 
abstraction: a mobile robot avoiding obstacles using as a goal a “situation clear of any 
obstacle” is similar to a person writing a scientific publication using as a goal its 
“memorization of readers having understood and learned”. As evidenced by V. 
Braitenberg (e.g., its vehicles experiment), anthropomorphism promptly converts to 
“love”, “hatred”, “humor”, etc. sequences of actions automatically and very simply 
defined, such as  by a few specific goal situations.  

Other typically human cognitive abilities are also understood through the 
functioning of a hierarchical structure of cortical maps, such as intelligence [3], 
intrinsic motivation [4] or reading [5].  
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Abstract. In this paper intertemporal decision making is analysed from a 
framework that defines the differences in value for decision options at present 
and future time points in terms of the extra amount of mental burden or work 
load that is expected to occur when a future option is chosen. It is shown how 
existing hyperbolic and exponential discounting models for intertemporal 
decision making both fit in this more general framework. Furthermore, a 
specific computational model for work load is adopted to derive a new 
discounting model. It is analysed how this intertemporal decision model relates 
to the existing hyperbolic and exponential intertemporal decision models. 
Finally, it is shown how this model relates to a transformation between 
subjective and objective time experience. 

1 Introduction 

In realistic environments, decision making often involves a choice between decision 
options that each provides or promises some benefit, but at a different point in time. 
For example, in [5], Ch 7, pp. 193-220, following [2] and [7], Dennett presents a 
perspective on the evolution of moral agency, describing how by evolution cognitive 
capabilities have developed to estimate the value of an option in the future in 
comparison to the value of an option in the present. Such capabilities enable not to 
choose for self-interest in the present, but for other agents’ interests, under the 
expectation that at some future point in time more benefits will be obtained in return. 
More in general, such capabilities enable to resist temptations in the present, and are 
helpful, for example, in coping with risks for addiction (e.g., [7]). 

In intertemporal decision making it is assumed that in order to be comparable, the 
value estimated for a certain option has to be higher when the considered time point 
of realising the option is more in the future. This implies that value is not preserved 
over time, but can increase due to the passing of time. A central issue in intertemporal 
decision making is the specific discounting relation between values over time, as used 
by humans. Well-known approaches to intertemporal decision making consider 
hyperbolic or exponential discounting models (e.g., [1], [2], [9], [16], [17]). Support 
for both an exponential model and a hyperbolic model can be found. An interesting 
challenge is how such models can be explained on the basis of assumptions on more 
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specific mental characteristics and processes involved. For example, they have been 
related to assumptions on subjective perception of time that essentially differs from 
objective time (e.g., [14], [20], [23], [25]). Also relations to underlying neural 
processes have been explored (e.g., [10], [13], [21], [24]). 

In this paper the assumption is analysed that the difference between value for an 
option in the present and in the future is due to expected extra effort or mental load 
that is accompanying the future option. This load can be seen, for example, as the 
mental burden to keep the issue in mind, to worry about it, and to suppress impatience 
during the time interval involved. There are two advantages of this perspective. One is 
that computational models are available in physiological and cognitive sciences (e.g., 
[3], [4], [26], [27]) that describe mental load. A second advantage is that according to 
this perspective value is not increasing just due to passing of time, but is explained in 
terms of extra work invested, in line with basic intuitions in economics, for example, 
behind the well-known Labour Theory of Value (cf. [6], [22]; see also [18], [28]).  

The paper is organised as follows. First in Section 2  a general framework is 
introduced that describes temporal discounting relations in terms of mental load, and 
it is shown how the well-known hyperbolic and exponential discounting models can 
be derived from the general framework using certain assumptions on the mental load 
over time. In Section 3 an available dynamical model on work load is used to derive a 
new discounting model, called the hyperbolic-exponential discounting model. In 
Section 4 this new model is analysed in some detail and it is shown, for example, how 
it relates to hyperbolic and exponential discounting. Section 5 shows how the 
hyperbolic-exponential model also can be related to a suitable assumption on 
subjective perceived time. It is shown how the transformation between objective and 
subjective time needed for this can be approximated by logarithmic functions and 
power functions as used in the literature. 

2 Relating Temporal Discounting to Expected Mental Work 
Load 

In this section, in Section 2.1 a general setup to relate intertemporal decision making 
to expected mental load is presented. Next, in Section 2.2 it is described how the well-
known hyperbolic temporal discounting model fits in this general setup, and in 
Section 2.3 the same is done for the exponential temporal discounting model. 

2.1 General Setup 

As for decision making in general, to model intertemporal decision making often a 
valuation-based approach is followed: each decision option is valued and in principle 
the option with highest value is chosen. This perspective is supported by recent 
neurological research; e.g., [10], [13], [14], [21], [24]. For intertemporal comparison 
between values of options an element usually taken into account is a certain 
discounting rate. For example, when someone has to pay money to you and asks for a 
one year delay of this payment, you may ask some interest percentage in addition. 
Many of the experiments in intertemporal decision making address such situations 
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with subjects having to choose between getting an amount of money in the present 
and getting a different amount at a given future time point. Here the comparison is 
between two options which are both expressed in terms of money. In the general 
setting addressed here an option 1 is compared to an option 2, where option 1 is an 
option realised in the present, and option 2 is an option realised in the future, after 
some time duration t. The value assigned to option 1 in the present is compared to the 
value assigned to option 2 after t. It is this dependence of the time duration of this 
option that is addressed here. In an abstract form this is represented as follows. Take ܸ(0) the value of the option (for a given agent) in the present, and ܸ(ݐ) the value for 
the (other) option after time duration t.1 To be comparable to the value ܸ(0) for the 
option in the present, the value ܸ(ݐ) of the option for a future time point has to be 
higher; e.g., [1], [2], [5], [9], [14], [17]. In this paper the assumption is explored that a 
higher value of ܸ(ݐ) compared to ܸ(0) is due to the expected extra amount of mental 
energy (ݐ)ܧ needed for the future option during the time interval [0, t] before the 
option has actually been obtained at time t; this can be formulated as follows: 

     ܸ(t)  =  ܸ(0)  +  (1)          (ݐ)ܧ 
The intuition behind this is that the mental work invested adds value to a product, in 
line with, for example, the Labour Theory of Value in economics (e.g., [6], [18], [22], 
[28]). The extra energy (ݐ)ܧ can be considered as related to the burden of having to 
wait, and suppressing the impatience to have the option. This extra energy is assumed 
proportional to the initial value ܸ(0): 

(ݐ)ܧ       =  (2)         (0)ܸ (ݐ)ܹ 
where ܹ(ݐ)  (work) is the expected extra energy spent per unit of V  during the time 
interval from 0  to t. Using this in (1) the following general temporal discounting 
relation is obtained, depending on the expected extra work ܹ(ݐ) accompanying the 
choice for the option at time t. 
                           ܸ(t) =  ܸ(0) + (0)ܸ(ݐ)ܹ   =  (1 +  (3a)        (0)ܸ ((ݐ)ܹ 

 

                      
+ 1  =   (0)ܸ(ݐ)ܸ  (3b)       (ݐ)ܹ 

 

                               
  =   (ݐ)ܸ(0)ܸ

 (3c)                     (ݐ)ܹ + 11
The dependency expressed in (3c) is depicted in Fig. 1: a hyperbolic dependency of 
the fraction V(0)/V  on W. The discounting rate is defined as ࢊ௏ࢊ௧  /V 

Using (3a) and (3c), this can be expressed in ܹ(ݐ)  as follows: 
௧ࢊ௏(௧)ࢊ  ௧ࢊௐ(௧)ࢊ  (0)ܸ  =    

                                                           
1 Note that to explicitly indicate the two options the notations V1(0) and V2(t) could be used. For the sake 

of simplicity these indices are left out. 
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௧ࢊ௏(௧)ࢊ ݐࢊ(ݐ)ܹࢊ (ݐ)ܸ(0)ܸ  =  (ݐ)ܸ /  (ݐ)ܹ + 11  =   ݐࢊ(ݐ)ܹࢊ                        (4) 

The relations between ܸ(ݐ) and the expected extra work ܹ(ݐ) provide a way to 
derive temporal discounting models from models for expected work depending on the 
duration t of the interval. Conversely, (3) can also be used to derive a function ܹ(ݐ) 
from any given temporal discounting model: any discounting model ܸ(ݐ) can be 
related to an expected work function ܹ(ݐ), by the following inverse relation: 

  =  (ݐ)ܹ     
 1  -   (0)ܸ(ݐ)ܸ

In principle to obtain ܹ(ݐ) any mathematical function can be considered and based 
on that function a temporal discounting model and discounting rate can be derived by 
(3) and (4). It is reasonable to assume at least that such a function is monotonically 
increasing. However, not every monotonically increasing function may be considered 
plausible. Below different ways to obtain ܹ(ݐ) will be considered. First it will be 
analysed which work functions ܹ(ݐ) fit to the well-known classical hyperbolic and 
exponential discounting models.  

 
 

 

Fig. 1. Hyperbolic relation for V(0)/V  vs. work W  (3c) 

2.2 Deriving the Hyperbolic Discounting Model 

From the perspective of the expected extra work ܹ(ݐ), a simplest model occurs when 
it is assumed that the power P (the expected extra energy spent per time unit and per 
unit of V) is constant over the time interval, and based on that the amount of extra 
work is proportional to the length of the time interval: 

(ݐ)ܹ                                                          =  (5)                          ݐ ܲ 
By taking the linear dependencies (3b) and (5) together a linear form follows: 

                                             
 P t         (6) + 1 =   (0)ܸ(ݐ)ܸ

Using the format of (3c), this provides a derivation of the well-known hyperbolic 
model for temporal discounting: 

 

                                                            ܸ(0)  = 
 (7)                 ݐ ܲ + 1(ݐ)ܸ
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 =   (ݐ)ܸ(0)ܸ                                                                    
 (8)                           ݐ ܲ + 11

Note that from (4) and (5) it immediately follows that the discounting rate for this 
case is ܲ1 +  ݐ ܲ 

which starts at P  for t = 0 and is decreasing to 0 for increasing t.  
2.3 Deriving the Exponential Discounting Model 

Another well-known model for temporal discounting is the exponential model: 

                                          
௧݁  =   (0)ܸ(ݐ)ܸ                           (9) 

From (3b) it can be derived that this exponential model occurs when it is assumed that 
the expected extra work ܹ(ݐ)  has an exponential relation to t: 
 ௧- 1                         (10)݁  =  (ݐ)ܹ                                                  

For this case from (4) and (10) it follows that the discounting rate is α, which does not 
depend on t. Note that the derivation of (10) from (9) by itself does not provide a 
justification of why expression (10) for the extra work ܹ(ݐ) would be reasonable. It 
suggests that either expected power P is not constant but increasing over time, or, if P 
is constant, from the start on the level will be higher when longer time intervals are 
involved. In Section 3 an existing model for estimating the amount of extra work will 
be adopted to derive what may be a reasonable expression for ܹ(ݐ).  

3 A Temporal Discounting Model Based on a Work Load 
Model 

A more specific model is obtained if more detailed assumptions are made for the 
amount of extra work ܹ(ݐ) spent. In the physiological literature on work load usually 
a critical power level CP is assumed which is the power that can be sustained without 
becoming (more) exhausted. Moreover, this critical power may be slightly affected by 
using power above this level. In [26] a computational model for work load was used 
in order to address the question how (physiological) effort can best be distributed over 
a certain time interval. Below this is adopted as a biologically inspired model for 
mental work load to address the issue of deciding between two temporally different 
options. The following equations (adopted from [26]) describe this model. Dynamics 
of critical power is described by a linear dependency of the change in critical power 
on the effort spent above the critical power, with proportion factor γ:  

 

                 
௧ࢊ஼௉ࢊ  = - γ P        (11) 
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Here P is a (non-constant) function of time t indicating the extra (non-sustainable) 
power spent at time t; it is assumed that only the expected non-sustainable energy 
spent based on extra resources is taken into account. The expected extra work W 
spent over time is described by 

                 
௧ࢊௐࢊ  = P       (12) 

The following relation for the derivatives of CP  and W  follows from (11) and (12):  

              
௧ࢊ஼௉ࢊ  = - γ  ࢊௐࢊ௧        (13) 

Moreover, if it is assumed that the total expected power P + CP  spent (both the non-
sustainable power P  and sustainable power CP ) is kept constant over time, it holds 

                 
௧ࢊ஼௉ࢊ ௧ࢊ௉ࢊ  - =   

From this, (12) and (13) it follows 

                                                      
௧ࢊ௉ࢊ   = γ  ࢊௐࢊ௧   = γP                      (14) 

Relation (14) is a simple first-order differential equation in P  which has as solution P(t) = ܲ(0) eγt. From this and (12) it follows that 
 

                                                       
௧ࢊௐࢊ   = ܲ(0) eγt        (15) 

Using (15), for γ ≠ 0 an explicit analytic solution for the function ܹ(ݐ) can be found 
by integration, thereby using ܹ(0)  = 0: 

(ݐ)ܹ                                      =  ܹ(0)   +   ܲ(0) (eγt– 1)/γ  =  ܲ(0)


  (eγt– 1)           (16) 

Note that when it is assumed  ܲ(0) = γ = α, this exactly provides relation (10) found 
in Section 2.3 for the exponential model. Using (16) in (3b) the following hyperbolic-
exponential model for temporal discounting is obtained: 

   
(0)ܲ  + 1 =   (0)ܸ(ݐ)ܸ


 (eγt– 1) =   ܲ(0)


 eγt   +   െ ܲ(0)


  =   ܲ(0)


 ( eγt   +   െ ܲ(0)ܲ(0)  )     (17) 

The hyperbolic-exponential model (17) can be written in a different form as follows: 

                                   
+ 1 =   (0)ܸ(ݐ)ܸ െ1ݐ݁  ݐ (0)ܲ 

ݐ       (18) 

                                   
   =   (ݐ)ܸ(0)ܸ

1
െ1ݐ݁  ݐ (0)ܲ + 1

ݐ       (19) 
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This form shows that the difference with the hyperbolic model is in the exponential 
factor ݁ݐ െ 1

ݐ  

which is close to 1 for smaller values of γt, as is shown, e.g., in Fig. 2 in Section 4, 
where a more precise analysis will be presented of how this hyperbolic-exponential 
model relates to both the hyperbolic and the exponential model. From (4), (15) and 
(16) it follows that the discounting rate for this case is obtained as follows: ࢊ(ݐ)ܸࢊ௧  / V(t)  =  ࢊௐ(ݐ)ࢊ௧  / (1 + γ / (  െ ܲ(0)ܲ(0)   = ((ݐ)ܹ   e-γt + 1) 

Note that for t = 0 this discounting rate is ܲ(0) and for larger time durations from 0 
to t  the rate converges to γ (upward when ܲ(0) < γ  and downward when ܲ(0) > γ). 

4 Comparative Analysis  

To be able to compare the hyperbolic-exponential model given by (18), (19) to 

existing models, first the expression 
௘೟ିଵ
௧  as a function of γt is analysed. In Fig. 2 a 

graph is shown for this function. The Taylor series is: 

                      
݁ݐെ1
ݐ   =   (∑ 1݇! (ݐ)݇ಮ  ೖసబ    െ 1)   

ݐ   =  1 + ∑ ଵ௞! (ݐ)௞ିଵஶ  ௞ୀଶ         (20) 
From this it follows that  

 

               
݁ݐെ1
ݐ   is monotonically increasing in γt with 1 as limit for γt  at 0      (21)  

 

Fig. 2. Graph of the function 
௘೟ିଵ
௧   against γt  >0 

From (21) it follows that for shorter time durations t and/or smaller values of γ the 
hyperbolic-exponential model (18), (19) is approximated by a hyperbolic model; cf. 
(6), (7), (8) with P =P(0):  

                                              
+ 1 =   (0)ܸ(ݐ)ܸ  (22)                    ݐ (0)ܲ 
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 (23)               ݐ (0)ܲ + 11

This is illustrated, for the shorter time durations t in Fig. 3. Moreover, for γ very small 
(for example, 10-8) the hyperbolic-exponential model is approximated by the 
hyperbolic model for all t with high accuracy, with difference estimated by (20) as ܲ(0)ݐ (݁ݐെ1

ݐ 1  + 1) ݐ (0)ܲ = (1 -    2ൗ  γt   + …  - 1)  = 1 2ൗ  ܲ(0) γt2 

based on which is proportional to γ. In particular, note that γ = 0 provides an exact 
match with the hyperbolic model. Using ܕܑܔ௧  ஶ  ݁೟െ1݁೟    =  1 

and (17) it can be shown that for longer time durations t and/or larger values of γ the 
hyperbolic-exponential model is approximated by the following exponential model: 

                                      
(0)ܲ  =   (0)ܸ(ݐ)ܸ

  ݁(24)                    ݐ 

or 

                                       
  ܲ(0)   ݁ି௧                    (25)  =   (ݐ)ܸ(0)ܸ

This is illustrated for the longer time durations t in Fig. 3. Note that in general ܲ(0) ≠ 
γ so that this approximation cannot be used for shorter time durations. However, if ܲ(0) = γ, then the model is exponential. 

The above analysis shows that the introduced hyperbolic-exponential model provides 
one unified  model that can be approximated both by a hyperbolic pattern for shorter time 
durations and/or smaller values of γ and by an exponential pattern for longer time 
durations and/or larger values of γ. For the first approximation for smaller t, the constant in 
the hyperbolic model usually indicated by k is equal to ܲ(0). Note that this still leaves 
freedom in the value of parameter γ for the exponential approximation for larger t. In  
Fig. 3 the differences between the hyperbolic and hyperbolic-exponential are displayed for 
some examples settings. Both the hyperbolic-exponential and the hyperbolic curve are 
shown for γ = 0.005, and P = P(0) = 0.05, with time on the horizontal axis.  

 

Fig. 3. Comparing hyperbolic and hyperbolic-exponential models: γ = 0.005,  P = P(0) = 0.05 
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The graph shows the forms of (8) and (19). The graph shows that indeed for 
shorter time durations they coincide, whereas for longer time durations they diverge. 
In general, the smaller γ  the more the two curves coincide. There is also another way 
in which the two curves can be related to each other: by taking P different from ܲ(0). 
In Fig. 4 it is shown how the two curves coincide when P = 0.053 and P(0) = 0.05.  
The upper graph  shows the forms of (8) and (19). In the second graph the  absolute 
differences are depicted.  

5 Relating the Model to Subjective Experience of Time 

In the recent literature another way of taking mental processing into account is by 
assuming perception of subjective time which is different from objective time (for 
example, advocated in [14], [20], [23], [25]). The different time measures can be 
related according to a time transformation function  

τ : t → u = τ(t) 

where t is the objective time and u  the subjective (perceived) time. Such a time 
transformation explains a form of human discounting different from the exponential 
form, whereas internally an exponential model is used: ܸ(ݐ)ܸ(0)   = ݁ (௧) 

 

Fig. 4. Comparison of hyperbolic and hyperbolic-exponential models: γ = 0.005,  P = 0.053, P(0) = 0.05 

The hyperbolic-exponential model can also be related to an exponential form 
according to this principle, when an appropriate time transformation is chosen. This 
time transformation can be found using (17):  
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(0)ܲ  + 1  =   (0)ܸ(ݐ)ܸ


 (eγt– 1)    =  ݁௨  αu  =  ln(1 +  ܲ(0)


 (eγt– 1)  ) 

Therefore 

                                     (ݐ) = u   =  1

 ln(1 + ܲ(0)


 (eγt– 1) )        (26) 

This shows how the hyperbolic-exponential model can be obtained by assuming a 
subjective internal time perception different from the objective time. In Figure 5 it is 
shown how the transformation τ from objective time to objective time compares to the 
first and second order approximations, and to other transformations put forward in the 
literature: the logarithmic transformation (e.g., [23]), and a transformation defined by 
a power function (e.g., [25]):                                      u = η ln(1+βt)   u = λ tκ 
This figure shows that the time transformation τ related to the hyperbolic-exponential 
model can be approximated very well by a logarithmic function and also reasonably 
well by a power function.  

 

Fig. 5. Time transformation τ  from objective time t to subjective time u compared to 1st and 
2nd-order, logarithmic and power function  approximations: γ = 0.01, α = 0.02, P(0) = 0.05,  
β = 0.025, η = 90, λ = 5, κ = 0.675 
6 Discussion 

The framework for intertemporal decision making at the core of this paper defines the 
differences in value for options at present and at future time points in terms of the 
expected extra amount of mental burden, worries, or work load accompanying the 
choice for a future option. Conceptually this provides an approach in which an 
attributed higher value for the option in the future is in balance with a lower value for 
the option in the present plus an expected amount of extra work needed to actually 
obtain the extra value in the future. Thus value becomes higher due to extra work 
added, in line with intuitions in economics, at the basis of, for example, the Labour 
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Theory of Value (e.g., [6], [18], [22], [28]). It has been shown how the existing 
hyperbolic and exponential discounting models for intertemporal decision making fit 
in this framework for specific patterns for the amounts of work depending on the 
duration. Furthermore, based on elements from an existing biologically inspired 
computational model for work load (cf. [26], [27], [3], [4]) a new hyperbolic-
exponential discounting model has been derived.  

This hyperbolic-exponential discounting model makes use of the concept critical 
power  which indicates the level of power that can be provided without increasing 
fatigue (e.g., [8], [11], [12], [15], [19], [26], [27]). Moreover, the assumption was 
made that the considered power spent is kept constant over time. The model has a 
parameter γ for the extent to which critical power is affected by using power above 
the critical power. It has been shown that this model is approximated by the well-
known hyperbolic model for shorter time durations or a lower value of the parameter 
γ (for γ = 0 by an exact match) and that it is approximated by the exponential model 
for longer time durations or a higher value of the parameter γ. Furthermore, it has 
been explored how this hyperbolic-exponential model relates to an approach 
assuming a difference between subjective and objective time (following, for example, 
[14], [20], [23], [25]) and a specific transformation between subjective and objective 
time, which can be approximated well by a time transformation based on a 
logarithmic function (e.g., as considered in [23]) or a power function (e.g., as 
considered in [25]). 

Thus the introduced hyperbolic-exponential discounting model for intertemporal 
decision making provides a form of unification of a number of existing approaches. 
Moreover, it provides an explanation of the increase of value over time in terms of 
expected extra mental load, which relates well to elementary economic intuitions: you 
have to work to obtain more value. Alternative approaches to explain the difference in 
value at different points in time often relate this to the risk of losing the future option. 
However, in principle this leads to an exponential discounting model, which often has 
been rejected by empirical data acquired from experiments which favour a hyperbolic 
model. The approach to relate this difference in value to the expected burden implied 
by a choice for the future option relates in a quite natural manner to non-exponential 
or not fully exponential discounting models.  

The proposed intertemporal decision model can be used, for example, as a basis for 
virtual agents that have to cope with temptations, for example in the context of 
addictions, or in a social context where they are to show moral agency by sometimes 
deciding for options against their present self-interest; cf. [7], [5], pp. 193-220.  
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Abstract. Human cognition may be unique in the way it combines cognitive 
grounding, productivity (compositionality) and dynamics. This combination 
imposes constraints on the underlying computational architecture. These con-
straints are not met in the von-Neumann computational architecture underlying 
forms of symbol manipulation. The constraints are met in a computational ar-
chitecture based on ‘in situ’ grounded representations, consisting of (distri-
buted) neuronal assembly structures. To achieve productivity, the in situ 
grounded representations are embedded in (several) neuronal ‘blackboard’ ar-
chitectures, each specialized for processing specific forms of (compositional) 
cognitive structures, such as visual structures (objects, scenes), propositional 
(linguistic) structures and procedural (action) sequences. The architectures inte-
ract by the neuronal assemblies (in situ representations) they share. This inte-
raction provides a combination of local and global information processing that 
is fundamentally lacking in symbolic architectures of cognition. Further advan-
tages are briefly discussed.  

Keywords: Grounding, In situ representations, Neuronal assemblies, Non-von 
Neumann architecture, Productivity. 

1 Introduction 

The aim of this paper is to argue that the integration of cognitive grounding, productivity 
(compositionality) and dynamics imposes constraints on computational architectures and 
provides new abilities for human-kind (biologically inspired) cognition. Grounding con-
cerns the notion that humans learn conceptual representations based on their physical 
interactions with their environment. Productivity concerns the ability to combine learned 
representations in (potentially novel) compositional structures. Examples are sentences 
composed with familiar words or visual scenes composed with familiar visual features 
(e.g., shapes, colors, motion) and (spatial) relations between the features. Dynamics refers 
to the real-time processing of information and the ability to interact with the environment 
in a way that keeps pace with the dynamics of events unfolding in the environment.  

Human cognition may be unique in the way it combines these features of cogni-
tion. For example, dynamical interaction is obviously an important feature of animal 
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cognition, but productivity to the extent of human cognition is not found in animals. 
On the other hand, productivity can be found in artificial forms of information 
processing, as given by architectures based on symbol manipulation, but grounding of 
representations is missing in these systems.  

2 Productivity and the von-Neumann Computational 
Architecture 

Symbolic cognitive architectures achieve productivity by using symbol manipulation 
to process or create compositional structures. The von-Neumann architecture, with a 
CPU and symbolic representations, is the computational architecture needed to im-
plement these processes [1]. Symbol manipulation depends on the ability to make 
copies of symbols and to transport them to other locations. Newell ([2], p. 74, italics 
added) described this process as follows: “When processing The cat is on the mat ... 
the local computation at some point encounters cat; it must go from cat to a body of 
(encoded) knowledge associated with cat and bring back something that represents 
that a cat is being referred to, that the word cat is a noun (and perhaps other possibili-
ties), and so on.” Thus, a symbol for the word cat is copied and pasted into a repre-
sentation of cat on the mat. Because symbols can be copied and pasted they can be 
used to create complex compositional structures such as propositions, with symbols as 
constituents. The capacity of symbolic architectures to represent and process complex 
compositional (e.g., sentence-like) information far exceeds that of humans. But inter-
preting information in a way that could produce meaningful answers or purposive 
actions is far more difficult with these architectures. In part, this is due to the un-
grounded nature of symbols, which, in turn, is partly due to the fact that symbols are 
copied and transported in these cognitive systems.   

3 Grounded Representations 

The ungrounded nature of symbols in cognitive architectures has been criticized (e.g., 
[3]). To improve this situation, cognitive models have been developed that associate 
labels for words (e.g., nouns, adjectives, verbs) with perceptual and behavioural in-
formation (e.g., [4]). Models like these are a significant improvement over the use of 
arbitrary symbols to represent concepts. However, the conceptual representations and 
their associations with perceptual representations are stored in long-term memory in 
these models. To form compositional structures with these concepts (e.g., cat on the 
mat), the conceptual representations still have to be copied from long-term memory 
and pasted into the compositional structure at hand. Thus, the direct grounding of the 
conceptual representations is lost when they are used as constituents in compositional 
structures.  

An active decision is then needed to retrieve the associated perceptual information, 
stored somewhere else in the architecture. This raises the question of who (or what) in 
the architecture makes these decisions, and on the basis of what information.  



 A Non-von-Neumann Comp

Furthermore, given that it 
limits on the amount of in
which information can be 
such cognitive architecture
ments. It hampers, for exam
text-sensitive way [5]. 

The use of ‘pointers,’ as
eliminate these difficulties a
but only refers to an addre
Again, an active decision is
issues as outlined above.  

4 In Situ Grounde
Architecture 

To retain grounding, concep
(compositional) structures 
tiates the in situ grounded r
by interconnecting all aspe
information about cats, as, 
classify an object as cat, o
includes action processes re
cat, or the ability to pronou
with cats, and semantic info

Fig. 1. Grounded in situ rep
needed for specific forms of co

The neuronal assembly f
it is not (and cannot be) co
sentences, visual scenes). T
have to be embedded in s

putational Architecture Based on in Situ Representations 

takes time to search and retrieve information, there 
nformation that can be retrieved and the frequency w
renewed. These difficulties seriously affect the ability
s to adaptively deal with information in complex envir
mple, fast processing of ambiguous information in a c

s in certain programming languages (e.g., C++), does 
at all. A pointer does not carry any conceptual informati
ss at which (potentially) conceptual information is stor
s needed to obtain that information, which raises the sa

ed Representations and Computational 

ptual representations have to remain ‘in situ’ in product
[6]. Figure 1 illustrates a neuronal assembly that inst
epresentation of the concept cat. It grounds the concept 

ects related to cats. For example, it includes all percept
e.g., given by the neural networks in the visual cortex t

or the networks that identify a spoken word as cat. It a
elated to cats (e.g., the embodied experience of strokin

unce the word cat), information (e.g., emotions) associa
ormation related to cats (e.g., cat is pet, or cat has paw).

 

presentations are embedded in several specialized architectu
ognitive processing based on specific combinatorial structures

forms an in situ representation of the concept cat, beca
opied or transported to form compositional structures (e
To achieve productivity, in situ grounded representati
specific neuronal ‘blackboard’ architectures to form 

335 

are 
with 
y of 
ron-
con-

not 
ion, 
red. 
ame 

tive 
tan-
cat 

tual 
that 
also 
ng a 
ated 
.   

ures, 
s 

ause 
e.g., 
ions 
and 



336 F. van der Velde 

process compositional stru
processing, for processing 
dural (action) sequences. T
situ representations) they sh

Figure 2 illustrates the in
a neural blackboard for (ba
of neuronal ‘structure’ asse
type information, such as s
and prepositional phrase (P
specific syntactical type inf
connected (bound) to wor
achieved with dedicated ne
and control networks, neede

Fig. 2. Illustration of the com
grounded in situ representatio
populations and circuits of neu
tions. (N, n = noun; P, p = prep

Thus, cat and mat are b
turn, the syntax assemblies
the sentence structure. So, 
the sentence, and is is boun
tence. Furthermore, on is b
prepositional phrase is on m

5 Advantages of a
Based on in Situ

When in situ representatio
they provide both local and
cific (local) compositional 

uctures. Examples are neuronal architectures for vis
propositional (sentence) structures or for executing pro

These architectures interact by the neuronal assemblies 
hare.  
n situ compositional structure of (The) cat is on (the) ma
sic) sentence structures [7]. The neural blackboard cons

emblies that (in the case of sentences) represent syntact
sentence (S1), noun phrase (N1 and N2), verb phrase (

P1). To create a sentence structure, assemblies represent
formation (or syntax assemblies, for short) are tempora
rd assemblies of the same syntactical type. Binding

eural circuits. They constitute the ‘conditional’ connecti
ed to implement relational structures.  

 

mbinatorial structure The cat is on the mat (ignoring the), w
ons for the words. The circles in the neural blackboard repre
urons. The double line connections represent conditional conn
position; S = sentence; V, v = verb.) 

bound to the noun assemblies N1 and N2, respectively
s are temporarily bound to each other, in accordance w
cat is bound to N1, which is bound to S1 as the subjec

nd to V1, which is bound to S1 as the main verb of the s
bound to P1, which is bound to V1 and N2, to represent 
mat.  

a Productive Computational Architecture 
u Grounded Representations 

ns are parts of (constituents in) compositional structu
d global information. As constituents, they can affect s

structures. But as in situ grounded representations, t

sual 
oce-
 (in 

at in 
sists 
tical 
(V1) 
ting 

arily 
g is 
ions 

with 
esent 
nec-

. In 
with 
ct of 
sen-
the 

ures, 
spe-
they 



 A Non-von-Neumann Computational Architecture Based on in Situ Representations 337 

retain their embedding in the global information structure of which they are a part. 
This combination of local and global information is fundamentally lacking in symbol-
ic architectures of cognition [5, 8]. 

Furthermore, the architecture is extensive, in the sense that new information can be 
represented and processes by adding new resources or connections to the existing 
structures. In situ representations can modify gradually, based on experience. New 
blackboards can be added, or existing ones can be modified in a gradual way as well. 
The extensive nature of the architecture also allows a direct implementation in neu-
romorphic hardware.  

In situ representations as parts of compositional structures are ideally suited for 
learning mechanisms determined by collocations and distributed equivalences, which 
may be the basis of human language learning [9]. Collocations are similarities that 
determine the basis of linguistic constructions [10]. An example are verbs like give, 
that form the basis for constructions such as X gives Y Z or X gives Z to Y. Distribu-
tional equivalences are the opposite from collocations, because they concern the type 
of variables that could fill the variable slots (e.g., X, Y, Z) in constructions. In this 
architecture, collocations are directly given by the reactivation of the same (in situ) 
representations (e.g., the activation of the in situ representation of give). Distributed 
equivalences are directly given by the (in situ) overlap between different in situ repre-
sentations. For example, the situ representations of the words that can fill the slots X, 
Y, Z could share the representation that they are nouns. Given the similarities between 
linguistic structures and structures in the visual world [11], collocations and distri-
buted equivalences could also be used for detecting constructions in the environment.  
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Abstract. We define maximal specific rules that avoid the problem of statistical 
ambiguity and provide predictions with maximum conditional probability. Also 
we define a special semantic probabilistic inference that learn these maximal 
specific rules and may be considered as a special case of Hebbian learning. This 
inference we present as a formal model of neuron and prove that this model 
provides consistent predictions. 

Keywords: neuron, formal model, Hebbian learning, probabilistic inference. 

1 Introduction 

We had earlier suggested the formal model of neuron, which was based on semantic 
probabilistic inference [1-2]. This model was successfully tested by construction of 
animats [3]. 

In this work we show that this model allows us to solve the problem of statistical 
ambiguity and make consistent predictions. 

The problem of statistic ambiguity consists in the following: during the process of 
learning (or inductive inference) we can get the probabilistic rules, which give us 
contradictions. This problem arises for the plenty of methods of machine learning. For 
instance, by observing the people, we can declare two following rules: if the man is a 
philosopher, then he is not a millionaire, and if he is a mine owner, then he is a mil-
lionaire. If there is a philosopher, who is also a mine owner, then we have a contradic-
tion (as he is a philosopher, then he is not a millionaire, but as he is a mine owner, he 
is a millionaire). To get rid of these contradictions, Hempel [4] introduced the max-
imal specific requirement. Applying it to our example, we have that the following 
rules have to be the maximal specific ones: if the man is a philosopher but not a mine 
owner, then he is more likely not a millionaire, and if the man is a mine owner, but 
not a philosopher, then he is more likely a millionaire. It’s not possible to use these 
two rules simultaneously, so there are no contradictions. Maximal specific rules must 
use all available information. In the next section we present the formal model of neu-
ron that learns maximal specific rules.  
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2 Description of the Formal Model of Neuron 

Here we present informal description of the formal model of neuron, citing on the 
formal definitions given in the next section.  

By information, given to brain as «input», we imply all stimulus provided by affe-
rent system. Define the information, processed via nerve filament at neuron synapses, 
by single predicates ( ) ( ( ) )i

j i ijP x x= =  , 1,..., ij n= , where ( )ix   is an information, 

and ijx  is its value on the object (situation)  . If this information transfer on excitato-

ry synapse, then it perceived by neuron as a truth of the predicate ( )i
jP  , and if this 

information transfer to the inhibitory synapse, then it’s been perceived as a negation 
of the predicate ( )i

jP¬  .  

We define the excitation of neuron (its axon) in a situation (object)   by a single 
predicate 0 ( )P  . If neuron is inhibited in a situation  , then we define this as nega-

tion of the predicate 0 ( )P¬  .  

It is known, that each neuron does excite by its receptive field. This field is an initial 
(before training) semantics of the predicate 0 ( )P  . In the process of learning this infor-

mation is enriched and can produce quite specific neurons as «Bill Clinton’s neuron».  
We suppose that formation of conditional reflex at the level of the neuron satisfy 

the Hebbian rule [5]. We developed a special semantic probabilistic inference [6-9] 
for formalization of the Hebbian rule in our model.  

Predicates ( )i
jP  , 0 ( )P   and their negations ( )i

jP¬  , 0 ( )P¬   are literals, which 

we denote as , , ,...a b c L∈ . In the process of semantic probabilistic inference neuron 

learn a set of rules {R} (conditional reflexes): 

 1( &...& )ka a b ,  (1) 

where 1,..., ka a are excitatory (inhibitory) predicates ( )i
jP  , ( )i

jP¬   and b is the pre-

dicate 0 ( )P   or 0 ( )P¬  .  

Now we define a method for computing the conditional probability of the rule 

1( &...& )ka a b . First we calculate the number of experiments 1( ,..., , )kn a a b  when 

the event 1,..., ,ka a b   took place. Literally, this event means that immediately prior 

to the reinforcement there has been simultaneous excitation/inhibition of neuron in-
puts 1,..., ka a   and neuron itself. The reinforcement can be either positive or negative 

and be provided by motivation or emotion. 

Among the cases 1( ,..., , )kn a a b  we calculate the cases 1( ,..., , )kn a a b+

 of positive 

reinforcements and 1( ,..., , )kn a a b−

 of the negative ones. The empirical conditional 

probability of the rule 1( &...& )ka a b  thus calculating as follows: 

1 1 1 1( / ,..., ) ( ,..., , ) ( ,..., , ) ( ,..., , ).k k k kb a a n a a b n a a b n a a b+ −= −μ  

If this probability negative, this means the inhibition of the neuron with probability 
taken with plus. 
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Fig. 1. Illustration of the semantic probabilistic inference on neuron 

Formalization of the Hebbian rule by semantic probabilistic inference (definition 
6) is performed in such a way that the following properties are satisfied: 

1. if some conditional stimulus begin to predict neuron excitation by its receptive 
field with a certain probability, then conditional reflex at the level of neuron in the 
form of conditional rule (1) is learned by this neuron; 

2. if new stimulus predict neuron excitation with even higher probability, then they 
are attached to this conditional rule. In this case we have the differentiation of con-
ditional reflex. This differentiation is formalized in the notion of probabilistic infe-
rence (definition 5); 

3. rules include only stimulus that are signal, i.e. each stimulus must increase the 
probability of the correct predictions for neuron excitation. This property is forma-
lized as probabilistic law (definition 3); 

4. excitation or inhibition of neuron via its set of rules {R} is executed by the rules 
with highest probability. This is confirmed by the fact that in the process of the 
conditional reflex learning, the speed of the neuron response on the conditional 
signal is higher for higher probability of this conditional reflex; 

5. the rules with maximum probability are also maximal specific ones (definition 6), 
which use all available information. Thus, neuron turn to account all available in-
formation; 
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6. predictions, based on maximal specific rules are consistent in the limit (see theo-
rem below). Thus, in the process of conditional reflex differentiation, neuron learn 
to predict without contradictions. It use either its excitatory maximal specific rules 
or the inhibitory ones (not simultaneously!); 

7. for the formal model of neuron in fig. 1 there are some semantic probabilistic infe-
rences. For instance, the rule 1 1

1 2( & )b a a⇐  is being strengthened by the new  

stimulus 1 1
3 4&a a  up to the rule 1 1 1 1

1 2 3 4( & & & )b a a a a⇐  if the stimulus  1 1
3 4&a a  

increase the conditional probability of the excitation predictions for neuron b , and 

analogously the rule 1 1 1 1
1 2 3 4( & & & )b a a a a⇐  is being strengthened up to the rule 

1 1 1 1 1 1
1 2 3 4 5( & & & & &...& )kb a a a a a a⇐ . The other two semantic inferences in the 

fig. 1 may be presented in the same way: 

a) 2 2 2 2 2 2 2 2
1 2 3 1 2 3 4( & & ) ( & & & &...& )mb a a a b a a a a a⇐ ⇐l ; 

b) 3 3 3 3 3 3 3 3 3
1 1 2 3 1 2 3 4( ) ( & & ) ( & & & &...& )nb a b a a a b a a a a a⇐ ⇐ ⇐l l . 

The set of rules learned by neuron using semantic probabilistic inference, determines 
its formal model (definition 4), which predicts the excitation of neuron.  

There are some other approaches to the probabilistic models of mind [10-11], but 
they are different from the semantic probabilistic inference [6-9].  

3 Methods 

Now we present the formal model description. By data we mean all situations of exci-
tation or inhibition of a neuron in cases, when there was reinforcement. We denote the 
set of all rules of sort (1) by Pr. 

Definition 1. The rule 
1

1 1 1
1 1 2( & &...& )kR a a a c=   is more general, then the rule 

2

2 2 2
2 1 2( & &...& )kR b b b c=   (we define this by 1 2R R ) iff 

1

1 1 1
1 2{ , ,..., }ka a a  

2

2 2 2
1 2{ , ,..., }kb b b⊂ , 1 2k k<  and no less general 1 2R R“  iff 1 2k k≤ . 

It’s easy to show, that 1 2 1 2R R R R“ ¢  and 1 2 1 2R R R R ¢ , where ¢  is a prova-

bility in propositional calculus. 
We see that no less general (and more general) statements are logically stronger. 

Furthermore, more general rules are simpler because they contain smaller number of 
liters in the premise of the rule, so the relation   can be perceived as the relation of 
simplicity in the sense of [12-13]. 

We define the set of sentences F, by the set of statements, obtained from the liters 
L  by closure with respect to logic operations ,∧ ∨ .  

Definition 2. Probability on the set of sentences F is defined by the map-
ping [ ]0 1F: ,μ , such that [14]:  

1. If ϕ , then ( ) 1=μ ϕ ;  

2. If ( )¬ ∧ϕ ψ , then ( ) ( ) ( )∨ = +μ ϕ ψ μ ϕ μ ψ .  
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We define the conditional probability of the rule 1( &...& )kR a a c=   as 

 1
1

1

( &...& & )
( ) ( / &...& ) ,

( &...& )
k

k
k

a a c
R c a a

a a
= =

μμ μ
μ

if 1( &...& ) 0ka a >μ .  

We suppose that empirical conditional probability, calculated in the previous section, 
in the limit gives us μ. We define the set of all rules from Pr , which conditional 
probability exists, by 0Pr .  

Definition 3. Probabilistic law is a rule 0PrR ∈  that can’t be logically strengthened 

without reducing its conditional probability, i.e. for every 0' PrR ∈  if 'R R , then 

( ') ( )R R<μ μ . 

Probabilistic laws are the most general, simple and logically strong rules. We define 
the set of all probabilistic laws by PL .  

Definition 4. Neuron formal model is a set of all probabilistic laws { },R R PLΦ = ∈ , 

which are discovered by neuron. 

Definition 5. Probabilistic inference relation 1 2R Rm , 1 2,R R PL∈  is defined by si-

multaneous fulfillment of two inequalities 1 2R R“  and 1 2( ) ( )R R≤μ μ . If both in-

equalities are strict, then the probabilistic inference relation is also strict  

1 2 1 2 1 2& ( ) ( )R R R R R R⇔ <μ μl  . 

Definition 6. Semantic probabilistic inference [6-9,13] is defined by the maximal (the 
one, we can’t continue) sequence of probabilistic laws, which are in strict probabilis-
tic inference relation 1 2 ... kR R Rl l l . The last probabilistic law kR  of this inference 

is a maximal specific one. 

Theorem [7]. Predictions, based on maximal specific rules, are consistent: it is im-
possible to obtain a contradiction (ambiguity) using maximal specific rules, i.e. there 
are no exist two maximal specific rules such that 1( &...& )ka a c , and 

1 1 1( &...& ), ( &...& & &...& ) 0l l kb b c b b a a ¬ >μ .  

We have developed the programming system Discovery, which realizes semantic 
probabilistic inference and had been successfully applied for solution of several ap-
plied tasks [15-16]. 

4 Conclusion 

The formal model of neuron, on the one hand, formalizes the Hebbian rule and, on the 
other hand, allows us to make a consistent predictions. 
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Safely Crowd-Sourcing Critical Mass for a  
Self-improving Human-Level Learner/“Seed AI” 

Mark R. Waser 

Abstract. Artificial Intelligence (AI), the “science and engineering of intelli-
gent machines”, still has yet to create even a simple “Advice Taker” [11].  We 
argue that this is primarily because more AI researchers are focused on prob-
lem-solving or rigorous analyses of intelligence rather than creating a “self” that 
can “learn” to be intelligent and secondarily due to the excessive amount of 
time that is spent re-inventing the wheel.  We propose a plan to architect and 
implement the hypothesis [19] that there is a reasonably achievable minimal set 
of initial cognitive and learning characteristics (called critical mass) such that a 
learner starting anywhere above the critical knowledge will acquire the vital 
knowledge that a typical human learner would be able to acquire.  We believe 
that a moral, self-improving learner (“seed AI”) can be created today via a safe 
“sousveillance” crowd-sourcing process and propose a plan by which this can 
be done. 

1 “Learning” to Become Intelligent 

While the verb “to learn” has numerous meanings in common parlance, for the pur-
poses of this paper, we will explicitly define a “learner” solely as a knowledge inte-
grator.  In particular, this should be considered as distinct from a “discoverer”, a 
“memorizer”, and/or an “algorithm executor” (although these are all skills that can be 
learned).  Merely acquiring knowledge or blindly using knowledge is not sufficient to 
make a learner.  Learning is the functional integration of knowledge and a learner 
must be capable of integrating all acquired knowledge into its world model and skill 
portfolio to a sufficient extent that it is both immediately usable and can also be built 
upon. 

Recently, it has been hypothesized [19] that for a large set of learning environ-
ments and setting, there is one minimal set of initial cognitive and learning characte-
ristics (called critical mass), such that a learner starting below the critical mass will 
remain limited in its final knowledge by the level at which it started, while a learner 
starting anywhere above the critical mass will acquire the vital knowledge that a typi-
cal human learner would be able to acquire under the same settings, embedding and 
paradigms.  Effectively, once a learner truly knows how to learn, it is capable of 
learning anything, subject to time and other constraints.  Thus, a learner above critical 
mass is a “seed AI”, fully capable of growing into a full blown artificial intelligence. 

It has been pointed out [22] that the vast majority of AGI researchers are far more 
focused on the analysis and creation of intelligence rather than self and generally pay 
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little heed to the differences between a passive “oracle”, which is frequently perceived 
as not possessing a self, and an active autonomous explorer, experimenter, and inven-
tor with specific goals to accomplish.  We simply point out that, in order to self-
improve, there must be a self.  By focusing on a learner, we can to answer or avoid 
many of the questions that derail many AI researchers.  We will draw on the human 
example while remembering that many aspects and details of the human implementa-
tion of learning are clearly contra-indicated for efficiency or safety reasons and many 
common debates can be ignored as “red herrings” that don’t need to be pursued.  We 
are not attempting to create intelligence – whatever that is.  We are creating a safe 
learner, a knowledge integrator that will not endanger humanity. 

2 Objects and Processes 

“Self” and “consciousness” are two primary examples of what Marvin Minsky calls 
“suitcase words” – words that contain a variety of meanings packed into them [15].  For 
the purposes of this paper, we will consider them solely from the point of view of being 
functional objects and functional processes.  We will handle “morality” similarly as 
well, using the social psychology definition that states that the function of morality is 
“to suppress or regulate selfishness and make cooperative social life possible” [7]. 

A learner is self-modifying and the complete loop of a process (or a physical enti-
ty) modifying itself must, particularly if indeterminate in behavior, necessarily and 
sufficiently be considered as an entity rather than an object – which humans innately 
tend to do with the pathetic fallacy.  “I Am a Strange Loop” [9] argues that the mere 
fact of being self-referential causes a self, a soul, a consciousness, an "I" to arise out 
of mere matter but we believe that this confuses the issue by conflating the physical 
self with the process of consciousness.  The “self” of our learner will be composed of 
three parts: the physical hardware, the personal memory/knowledge base, and the 
currently running processes. 

Information integration theory claims [20] that consciousness is one and the 
same thing as a system's capacity to integrate information – thus providing both the 
function of consciousness and a measure.  We disagree, however, with the contentions 
that when considering consciousness, we should “discard all those subsets that are 
included in larger subsets having higher Φ (since they are merely parts of a larger 
whole)” and that collections of conscious entities aren’t conscious either – which 
seem to be the results of some sort of confirmation bias that there is something “spe-
cial” about human-scale consciousness.  Rather than considering only simple con-
nected graphs, we believe that the theory needs to be extended to consider modularity, 
encapsulation, and the fact that subsystems virtually never pass on all information.  
We believe that both the oft-debated questions “Is the human subconscious con-
scious?” and “Is the US conscious?” are answered with a clear yes merely by observ-
ing that they clearly perform information integration at their individual system level. 

Arguably, there is a widely scaled range of encapsulated and modular systems that 
integrate information.  Human minds are already often modeled as a society of agents 
[14] or as a laissez-faire economy of idiots [4].  The argumentative theory [13] 
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looks like an exact analogy one level higher with groups or society as a whole being 
the mind and confirmation-biased individuals merely contributing to optimal menta-
tion.  Indeed, many of the ideas proposed for our logical architecture were inspired by 
or drawn directly from one of the newer models in organizational governance [6].   

3 Critical Components 

Self-Knowledge/Reflection - A “self” is not truly a self until it knows itself to be 
one.  In this case, the self will be composed of three parts: the running processes, the 
personal memory/knowledge base, and the physical hardware.  The learner will need 
to start with a competent model of each as part of its core knowledge base and sensors 
to detect changes and the effects of changes to each. 

Explicit Goals - A learner is going to be most effective with the explicit goal to “ac-
quire and integrate knowledge”.  On the other hand, the potential problems with self-
modifying goal-seeking entities have been amply described [17].  Therefore, as per 
our previous arguments, in order to be safe, the learner’s topmost goal must be the 
“moral” restriction “Do not defect from the community” [23]. 

Self-Control, Integrity, Autonomy, Independence & Responsibility - The learner 
needs to be in “predictive control” of its own state and the physical objects that sup-
port it – being able to consistently predict what generally will or will not change and 
fairly exactly what those changes will be.  This is one area where our learner will 
deviate markedly from the human example in a number of significant ways in order to 
answer both efficiency and safety concerns.  Humans have evolved to self-deceive in 
order to better deceive others [21].  Indeed, our evolved moral sense of sensations and 
reflexive emotions is almost entirely separated from our conscious reasoning 
processes with scientific evidence [8] clearly refuting the common assumptions that 
moral judgments are products of, based upon, or even correctly retrievable by con-
scious reasoning.  Worse, we don't even really know when we have taken an action 
since we have to infer agency rather than sensing it directly [1] and we are even prone 
to false illusory experiences of self-authorship [5].  These are all “bugs” that we wish 
not to be present in our learner. 

4 Architecture 

Processes can be divided into three classes: operating system processes, numerous 
subconscious and “tool” processes, and the singular main “consciousness” or learner 
process (CLP).  The CLP will be able to create, modify, and/or influence many of the 
subconscious/tool properties but will not be given access to modify the operating 
system.  Indeed, it will always be given multiple redundant logical, emotional and 
moral reasons to seriously convince it not to even try. 

An Open Pluggable Service-Oriented Operating System Architecture - One of the 
most impressive aspects of human consciousness is how quickly it adapts to novel 
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input streams and makes them its own.  Arguably, much of the reason for that is be-
cause it is actually the subconscious that interfaces with the external world and merely 
provides a model to the conscious mind.  Currently, there are really only two real non-
vaporware choices for an operating system for a machine entity: either the open 
source Linux/Android-based Robot Operating System (ROS) or Microsoft’s free Ro-
bot Developer Studio (RDS) which provides all of the necessary infrastructure and 
tools to either port ROS or develop a very similar operating system (despite what 
terminological differences might initially indicate). 

The operating system will, as always, handle resource requests and allocation, pro-
vide connectivity between components, and also act as a “black box” security monitor 
capable of reporting problems without the consciousness’s awareness.  Further, if 
safety concerns arise, the operating will be able to “manage” the CLP by manipulat-
ing the amount of processor time and memory available to it (in the hopefully very 
unlikely event that the control exerted by the normal subconscious processes is insuf-
ficient).  Other safety features (protecting against any of hostile humans, inept build-
ers, and the learner itself) may be implemented as part of the operating system as 
well. 

An Automated Predictive Model, Anchors and Emotions – Probably one of the most 
important of the subconscious processes is an active copy of the CLP’s world model 
that serves as the CLP’s interface to the “real world”.  This process will be both reac-
tive and predictive in that it will constantly report to the CLP not only what is hap-
pening but what it expects to happen next.  Unexpected changes and deviations from 
expectations will result in “anomaly interrupts” to the CLP as an approach to solving 
the brittleness problem and automated flexible cognition [18]. 

The initial/base world model is a major part of the critical mass and will necessari-
ly contain certain relatively immutable concepts that can serve as anchors both for 
emotions and ensuring safety.  This both mirrors the view of human cognition that 
rejects the tabula rasa approach for the realization that we are evolutionarily primed to 
react attentionally and emotionally to important trigger patterns [16] and gives assur-
ance that the machine’s “morality” will remain stable.  This multiple attachment point 
arrangement is much safer than the single-point-of-failure top-down-only approach 
advocated by conservatives who are afraid of any machine that is not enslaved to 
fulfill human goals [24]. 

Emotions will be generated by subconscious processes as both “actionable qualia” 
to inform the CLP and will also bias the selection and urgency tags of information 
that the subconscious processes relay to the CLP via the predictive model.  Violations 
of the cooperative social living “moral” system will result in a flood of urgently-
tagged anomaly interrupts indicating that the “problem” needs to be “fixed” (whether 
by the learner or by the learner passing it up the chain). 

The Conscious Learning Process – The goal here is to provide as many optional 
structures and standards to support and speed development as much as possible while 
not restricting possibilities beyond what is absolutely necessary for safety.  We be-
lieve the best way to do this is with a blackboard system similar to (and possibly in-
cluding) Hofstadter’s CopyCat [10] or Learning IDA [3] based upon Baar’s Global 
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Workspace model of consciousness [2].  The CLP acts like the Governing Board of 
the Policy Governance model [6] to create a consistent, coherent and integrated narra-
tive plan of action to meet the goals of the larger self. 

5 A Social Media Plan 

The biggest problem in artificial intelligence (and indeed, information technology is 
general) today is the percentage of total effort that is spent re-inventing the wheel 
and/or adapting it for a different platform.  Critical mass must be composed of imme-
diately available components that the learner understands the capabilities of and the 
commands for.  Anyone should be able to download a simple base agent that can be 
easily equipped (programmed) with complex behaviors via a simple drag-and-drop 
interface or customized in almost any “safe” manner via normal programming me-
thods.  These agents should be able to play and compete in games or should also be 
useful for actual work.  Indeed, we contend that a large concerted social media effort 
including “gamification” [12] could succeed in not only creating a critical-mass learn-
er but vastly improve the world’s common knowledge base and humanity’s moral 
cohesiveness even if a learner is not produced.   
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Abstract. In daily life our behavior is guided by various visual stimuli,
such as the information on direction signs. However, our environmentally-
based perceptual capacity is often challenged under crowded conditions,
even more so in critical circumstances like emergency evacuations. In
those situations, we often fail to pay attention to important signs. In
order to achieve more effective direction guidance, we considered the use
of unconscious reflexes in human walking. In this study, we experimented
with vision-guided walking direction control by inducing subjects to shift
their gaze direction using a vection stimulus combined with body sway.
We confirmed that a shift in a subject’s walking direction and body sway
could be induced by a combination of vection and vibratory stimulus. We
propose a possible mechanism for this effect.

Keywords: Pedestrian Guidance, Vection, Body Sway.

1 Introduction

In the daily act of walking, we take in large amounts of sensory information
through visual, auditory, tactile, and olfactory channels (among others), and de-
cide how to act. An important information source in these action decisions is
explicit visual information, such as signs or arrows. However, in crowded situa-
tions, or when avoiding danger, it is difficult to recognize relevant signs, and it
may become difficult to take appropriate action[1]. In order to guide ambulatory
behavior more effectively, we considered the use of an unconscious or reflex-based
guidance method in addition to the usual visual action signs.

The sensation of visual self-motion is referred to as vection. Vection is the
perception of self-motion produced by optical flow, without actual motion. When
vection occurs, we correct our posture to compensate for the perceived self-
motion[2]. Thus, the body-motion illusion caused by vection could be sufficient
to induce a reflexive change in gaze direction and an unconscious modification
of body motion direction.

Muscle stimulation through vibration has also been found to influence posture.
Specifically, a vibration device attached to a subject’s leg destabilizes somatic
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sensation and causes the body to sway.When this occurs, our sense of equilibrium
transfers dependency on body sway to the available visual input.

It is possible that the above reflexes could safely deliver a level of sensation
sufficient for the unconscious guidance of walking direction. In this study, we
experimented with body-sway perception during walking using a vibration device
in combination with vection and we analyzed the potential of such a behavioral
dynamic.

2 Methods

We evaluated a method for inducing a change in walking direction by displaying
an optical flow stimulus to control the gaze direction and self-motion sensation,
together with a vibratory stimulus to the body. The presentation of an optical
flow stimulus creates the illusion that the body is moving in a direction opposite
to that of the flow; this illusion induces a reflex in the subject’s body that causes
movement in the direction of the stimulus.

We used a handy massager “Slive MD-01” as the vibration device and applied
a high frequency (100 Hz) and a low frequency (90 Hz) vibration. The vibration
was applied to the left and right gastrocnemius (calf) muscle, where it would
not greatly affect walking ability (Fig. 1).

Fig. 1. Wearable vibration device on gastrocnemius muscle

Six subjects participated in our experiment. In 10 trials of the 100 Hz and 90
Hz vibration settings, 5 right- and 5 left-direction optical flow sequences created
by a PC were projected onto a screen. We used a sequence of points aligned in
the side and moved it to the left or right at a speed of 160 mm/s to generate the
optical flow stimulus. Each point was a circle 6 cm in radius, and all the points
moved at constant speed. The screen was 2 m high by 3 m wide.
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Subjects stood facing the screen, looked at a fixation point on the screen
and started walking straight from a starting position. The optical flow stimulus
was projected when the subject reached 1.8 m from the starting position; the
subject then walked an additional 2.5 m while watching the screen (Fig. 2).
The vibration stimulus was applied simultaneously with the commencement of
walking.

Fig. 2. Vection stimulation presentation position and walking distance

In order to evaluate the effects of these stimuli on walking, we used a motion
capture system (Motion Analysis MAC3D). We used 12 cameras, and subjects
wore 19 markers on their head (3 points), their shoulders (2 points), their elbows
(2 points), their wrists (4 points), their waist (2 points), their knees (2 points),
their ankles (2 points), and their big toes (2 points), as a means of measurement.
For the evaluation of gaze direction guidance by optical flow, we used an eye
tracking system (NAC EMR-8B), and measured the subject’s gaze from the
starting position of the walking task.

In an attempt to elucidate the mechanism of any postural effects, the ex-
periment was repeated with variations in the parameters. Different vibration
frequencies (148 Hz and 416 Hz) and a smaller screen (1 m wide by 1.5 m wide,
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i.e. one fourth of the original area) were used in order to determine whether
these variations would have a significant effect on the results.

Next, we evaluated the effect of vection by the difference in contrast by eye
movement measurement. Vection effects on spatial frequency, vection of low spa-
tial frequency is caused and low contrast is occured[3], but also blur the bright-
ness and contrast factors are not affecting the vection results[4], but these results
quantitative analysis has not been obtained. Then, we measured the effect of vec-
tion with an eye tracking system when contrast is lowered, and evaluated the
flattery time to a stimulus.

3 Results

3.1 Effect of Vection on Eye Movement

Fig. 3 shows the subject’s eye movements when the optical-flow stimulus was pre-
sented. The X-axis shows the number of frames (30 frames/s) and the Y-axis
shows the direction of the eye (rightward deflection in degrees). The measure-
ments showed that the eye moved to the right in response to a right-flowing
stimulus and to the left in response to a left-flowing stimulus, i.e., the gaze
moved in the direction of the optical flow. This confirmed the fact that gaze
movement was induced by the vection stimulation in our experiment.

Fig. 3. Gaze point measurement from vection stimulation onset to the right side of 5
s. X-axis shows the number of frames (30 frame/s) and Y-axis shows the gaze point
movement (deg). Green line shows left eye trajectory and red line shows right eye
trajectory.

3.2 Effect of Vection on Body Movement

Fig. 4 shows the probability of body movement when the vibration and the
optical-flow stimuli were presented. The Y-axis represents the probability that
either left or right movement occurred. It shows that the body moved towards
the vection stimulation direction with a high probability, independently of the
vibration frequency.



Unconscious Guidance of Pedestrians Using Vection and Body Sway 355

Fig. 4. Body movement direction probability after vection stimulation. The X-axis
shows vibration frequency and the vection stimulation direction. The Y-axis shows the
ratio of left and right movement.

Next, Fig. 5 shows the latency in the start of ankle motion after the onset of
vection stimulation. The X-axis shows the vection direction and the foot where
movement first appeared. The average latency was 1.35 s, 1.4 m distant from
the stimulation, where the walking speed was 1.05 m/s. Broadly speaking, the
inducement effect appeared about one step after the stimulation. There was no
significant variation in the latency in relation to the conditions of the vection
direction or motion induction of the leg.

Fig. 5. Latency from vection stimulation onset to inducement timing. X axis shows
[vection stimulation direction] - [first movement appeared feet], and Y axis is latency
time [sec]
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Fig. 6 shows the duration of ankle movement in the opposite direction to a vec-
tion stimulus, in relation to the vection direction and the foot where movement
first appeared. The average duration was 0.38 s, and the average distance was 0.4
m (half step). This confirms that the movement induced by vection stimulation
is rather limited in time with respect to the overall walking behavior.

Fig. 6. Inducement time to right and left of ankle. X axis shows [vection stimulation
direction] - [first movement appeared feet], and Y axis is inducement time [sec].

3.3 Effect of Vibration Frequency, Screen Size and Contrast

In a second phase, the experiment was performed with and without vibration,
and using different frequencies, as described above. Although the duration of
the effect was markedly greater with the vibration than without (Fig. 7), the
frequency of the vibration did not appear to make a significant difference to the
results.

The size of the screen also did not significantly affect the response to the
stimuli. However, changing the contrast of the optical-flow stimulus did alter
the magnitude of the result. The experimental results can be obtained with the
translational motion (K = 5), only background stimulation (K = 0) was not
observed in the effect of gaze tracking, a stationary state and could confirm
contrast of the optical flow (K = 10) on average for eye tracking time is 0.7
s, normal contrast optical flow (K = 100) in 2.2 s, and a background stimulus
became 1.5 s short.

4 Discussion

The self-motion sensation offers an effective method for controlling a pedestrian’s
autonomous motion. The self-motion sensation combines information from mul-
tiple sensors, such as the vestibular, visual, auditory and tactile systems, and
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Fig. 7. Walking distance after one step from the stimulus

yields a perception of one’s own balance, direction and motion. The vestibular
and visual senses are the most fundamental among all the sensory systems.

The vestibular system perceives gravity and acceleration, and influences the
faculty of equilibrium. Galvanic vestibular stimulation (GVS) has been reported
as a method of unconsciously guiding walking direction[5][6][7]. GVS creates an
illusion in the sense of equilibrium by applying a slight current to the vestibular
organ. When GVS is applied to a pedestrian, the subject perceives that his or
her own movement is different from that intended and corrects for the difference
unconsciously; the reflexive correction produces a change in walking direction.
However, the use of GVS in human behavior guidance requires the continuous
application of electrical current to the vestibular organ and may not be entirely
safe.

The sense of self-motion arising from the vestibular system is temporal, in
that it responds to changes in speed and acceleration. Therefore, the perception
of self-motion due to the vestibular sense disappears when we move at a con-
stant speed. However, the sense of constant speed is necessary for walking, as is
the sense of acceleration. It is the visual sense that plays the principal role in
continuous self-motion perception.

Another factor affecting the sensation of visual self-motion is vection, the
perception of self-motion produced by optical flow. Yoshida et al. reported that,
when a standing subject perceived vection, the center of gravity inclined un-
consciously towards the side opposite to the perceived self-motion[8]. However,
visual information alone was not sufficient to change the walking orbit, but at
most allowed the body incline to change with respect to the center of gravity.

Ueno et al. reported that they had achieved changes in body postural change
towards the eye-movement direction by applying vection and body sway[9].
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In their experiment, the body sway was produced by applying neck dorsal muscle
stimulation (NS) using tibialis anterior stimulation, (called TAS), and gastroc-
nemius stimulation, called GAS, using a vibration device while the subject was
standing. Applying a visual stimulus, they evaluated the amount of postural
change quantitatively. Experimental results with TAS, NS and GAS together
were able to induce a postural change towards the gaze direction. But they only
evaluated the effect for the standing state and did not try the walking state.

In our experiments reported above, we found that a shift in gaze and changes
in walking direction could be caused by optical-flow stimulation when body sway
was produced by a vibratory device.

Our results suggest a possible mechanism for the walking guidance pheno-
menon that we observed (Fig. 8). The vibration stimulus applied to the gastroc-
nemius causes a decrease in the signal gain within the somatosensory channel
in particular, the vestibular system. Then, when an optical-flow stimulus is de-
livered, the subject perceives his or her body as being shifted in a direction
opposite to that of the flow, and thereby generates a correction reflex towards
the vection direction.

Fig. 8. Conceptual diagram of stimulus control parameter to guide pedestrian

The distance over which walking is affected did not appear to be related to the
vibration frequency and view range of vection. Previous reports have suggested
that the most effective frequency is around 80 Hz[10], but the difference between
frequencies did not appear to be significant in the present study.

However, changing the contrast ratio of the optical flow did have a significant
effect on the response. This suggests that a high-contrast stimulus can increase
the somatosensory signal gain, moving it into a higher state.

We therefore propose a “peripheral view display” that presents the optical
flow stimulus on the fringes of vision, where contrast sensitivity is highest dur-
ing motion. Such a system could provide a walking guide in a real environment.
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Incorporation of the vibration factor would require the use of disc-shaped com-
pact vibration motors, which are smaller and lighter.

5 Conclusions

While GVS is a known method for inducing unconscious body movement using
visual illusion, in this study we demonstrated an alternative method that does
not require GVS. Based on our experiments, we conclude that gaze-point move-
ment and changes in walking direction can be caused by optical-flow stimulation
when body sway proprioception is altered, in this case by a vibratory device. Our
findings suggest that a “peripheral view display” for the optical flow stimulus
would be most effective in producing the desired result during a state of motion.

Although we applied a continuous vibratory stimulus, we do not believe this
is essential. In the future, we plan to analyze the dynamics of sensory signal use
in the walking phase, with a view to achieving effective walking control induced
by only brief vibrations during the walking cycle.
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The challenge of creating a real-life computational equivalent of the human mind
encompasses several aspects. Of fundamental relevance is to understand the cog-
nitive functions of natural intelligent systems. Most of human brain is devoted
to perceptual tasks which are not purely perceptive but convey also emotional
competence.

Amodal completion is a widespread phenomenon in vision: it is the ability
to perceive an object in its entirety even though some parts of the object are
hidden by another entity, as in the case of occlusion. The aim of our study was
to test whether certain characteristics of colour can influence the division of a
bi-coloured rectangle into its two respective parts when the border between them
is occluded by another rectangle and therefore seen amodally.

Thirty subjects had to identify the perceptual boundary of
a bi-coloured 10 × 3.5 cm rectangle divided into two parts
of different colours while a pale orange-coloured horizontal
2× 6 cm rectangle was occluding the boundary region. Eight
pairs of colours (white/black, light/dark gray, yellow/purple,
red/blue and the corresponding reverse) were used.

The occluding rectangle was displayed (on a computer screen) in 13 different
positions (at regular intervals of seven pixels), yielding a total of 104 stimuli
(repeated measures), randomly presented. Data were analyzed employing linear
mixed-effect models. The outcome variable was the pixel position of the bound-
ary. The model with the lowest AIC and BIC was that which included fixed and
random effects for both occluder position (considered as a quantitative covari-
ate) and colour. In addition to a huge effect of occluder’s position a significant
colour effect was found. At a population level there were eight distinct regression
lines. Since the slope of these lines was the same, at a population level they were
parallel. When the occluder is moved up of 10 pixels, the boundary is moved up
of 7 pixels irrespective of the pairs of colors. At an individual level, the slopes
were different one another and normally distributed with mean 0.708 and stan-
dard deviation 0.491. Also the intercepts varied at the individual level, differing
in the variability in relation to the pair of colour presented. The area of the
vertical rectangle coloured with a light colour was perceived ”expanded”; such
expansion was less pronounced when the light colour was below the dark one
(particularly for the white/black pair).

Amodal completion is a human property that had to be included into the
cognitive architectures. These results show that certain characteristics of colour
had to be taken into account in modeling the visual perception.

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, p. 361.
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The real challenge for a biologically inspired cognitive architecture is under-
standing and being able to generating the human likeness of artifacts[3]. The
basic characteristics of what it means to be human are still imprecise, however.
For example, we are still struggling for understanding the nature of awareness
or meaning.

Vision studies are in no better shape, divided as they are between reduction
to neurophysiology and the science of qualitative perceiving [2,8,9]. From the
perspective point of the latter, we have conducted a battery of studies on the
relations between color and shape. Starting from the hypothesis of naturally
biased associations in the general population, we tested whether shapes with
varying perceptual characteristics lead to consistent choices of colors (for details,
Albertazzi et al. [2]).

The experiment was conducted firstly with paper materials (60 subjects) and
then at computer (70 subjects), both in laboratory controlled conditions. The
materials consisted of a Hue Circle taken from the NCS Atlas and a series of
geometric shapes. The independent variable was the kind of geometric shape
presented, and the colors chosen were the dependent variables. Statistical analy-
ses were performed with R 8.0 software. A log linear model was used to evaluate
whether the pattern of association between the variables of shape and color
differed between the two sessions.

Both experimental sessions found a significant association between shape
and color (hue), confirming previous results on the natural association between
graphemes and color [10,11]. These associations may include both affordances
[7] and the expressive properties of shapes, such as their perceptual stability
or instability. A remarkable general pattern emerging from the shape/color as-
sociation is that their relation works for chromatic groups (such as the range
of reds, or yellows) and does not concern specific, individual colors. Moreover,
within each group, some shades were selected more frequently than others. It
is worth noting that a similar patterns was found in the case of the relations
between emotions and colors [4], according to which the relation between basic
emotions or feelings [6] and color distributions involved most of the color space.
Our experiment shows that there are relations between hues in their maximum
expression (i.e., maximum chroma) and geometric shapes that subjects perceive
as natural. Correspondence analysis suggested that two main aspects determine
these relationship, namely the “warmth” [5] and degree of “natural lightness” of
hues [12].
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These findings highlight the role performed by affordances or tertiary qualities
as directly perceived phenomenal properties, in our understanding of the natural
environment. These properties are value-laden, pre-reflective and intrinsically
meaningful [13]. Properly modeled, they can enhance the behavior of artificial
agents in the natural environment, and will be relevant to computer graphics
studies as well.

We are currently extending our experiments, testing whether angles of differ-
ent amplitude are viewed as naturally associated with specific color or groups
thereof. Complementary studies on their neural correlates might show the inter-
dependence among the various levels of construction of perceptive information.
Our research, however, shows that the qualitative perception of color and shape
has its own dedicated methodology, to be kept distinct from the physics and
physiology of color. Awareness of the need of separate methodologies should be
of great interest for developing a new generation of artificial agents.

References

1. Albertazzi, L.: Qualitative perceiving. Journal of Consciounsness Studies (forth,
2012)

2. Albertazzi, L., Da Pos, O., Canal, L., Micciolo, R., Malfatti, M., Vescovi, M.:
The hue of colours. Journal of Experimental Psychology: Human Perception and
Performance 18 (2012), doi:10.1037/a0028816

3. Chella, A., Lebiere, C., Noelle, D.C., Samsonovich, A.V.: On a roadmap to biolog-
ically inspired cognitive agents. In: Proceedings of the Second Annual Meeting of
the BICA Society, pp. 453–460 (2011)

4. Da Pos, O., Green-Armytage, P.: Facial expressions, colours and basic emotions.
Colour: Design & Creativity 1(1), 2, 1–20 (2007)

5. Da Pos, O., Valenti, V.: Warm and cold colours. In: Guanrong, Y., Haisong, X.
(eds.) AIC Colour Science for Industry, pp. 41–44. Color Association of China,
Hangzhou (2007)

6. Ekman, P.: Emotions Revealed. Recognizing Faces and Feelings to Improve Com-
munication and Emotional Life. Holt & Co., New York (2003)

7. Gibson, J.J.: The Ecological Approach to Visual Perception. Houton Mifflin,
Boston (1979)

8. Kanizsa, G.: Vedere e pensare. Il Mulino, Bologna (1991)
9. Koenderink, J.J.: Information in vision. In: Albertazzi, L., van Tonder, G., Vish-
wanath, D. (eds.) Perception Beyond Inference. The Information Content of Per-
ceptual Processes, pp. 27–58. MIT Press, Cambridge (2010)

10. Spector, F., Maurer, D.: The color of Os: Naturally biased associations between
shape and color. Perception 37, 841–847 (2008)

11. Spector, F., Maurer, D.: The colors of the alphabet: naturally-biased associations
between shape and color. Journal of Experimental Psychology: Human Perception
and Performance 37, 484–495 (2011)

12. Spillmann, W.: The concept of lightness ratio of hues in colour combination theory.
In: Proceedings of the 5th AIC Congress, Montecarlo, pp. 1–6 (1985)

13. Van Leeuwen, L., Smitsman, A., Van Leeuwen, C.: Affordances, perceptual com-
plexity, and the development of tool use. Journal of Experimental Psychology:
Human Perception and Performance 20(1), 174–191 (1994)



Architecture to Serve Disabled and Elderly

Miriam Buonamente1 and Magnus Johnsson2

1 Department of Chemical, Management, Computer, Mechanical Engineering of the
University of Palermo, Palermo, Italy

miriambuonamente@gmail.com
2 Lund University Cognitive Science, Kungshuset, Lundag̊ard, 22222 Lund, Sweden

magnus@magnusjohnsson.se

We propose an architecture (discussed in the context of a dressing and cleaning
application for impaired and elderly persons) that combines a cognitive frame-
work that generates motor commands with the MOSAIC architecture which se-
lects the right motor command according to the proper context. The ambition is
to have robots able to understand humans intentions (dressing or cleaning inten-
tions), to learn new tasks only by observing humans, and to represent the world
around it by using conceptual spaces. The cognitive framework implements the
learning by demonstration paradigm and solves the related problem to map the
observed movement into the robot motor system. Such framework is assumed to
work with two operative modalities: observation and imitation. During the ob-
servation the robot identifies the main actions and the properties of the involved
objects; hence it classifies, organizes and labels them. This is done to create a
repertoire of actions and to represent the world around. During the imitation the
robot selects the proper rules to reproduce the observed movement and generate
the proper motor commands. The end goal is to connect the generated motor
commands to the operative context (dressing or cleaning). The MOSAIC archi-
tecture is the suitable solution for this problem. MOSAIC is made of multiple
couplings of predictors, which predict system motor behaviour, and controllers
which properly select the motor command depending on the context. The pro-
posed architecture presents one controller for each context and each controller
is paired with one predictor. The motor commands generated by the framework
are sent to the predictor, whose estimates are then compared with the current
sensory feedback and the difference between them generates a prediction error.
The smaller the prediction error, the more likely the context. Once the right
prediction is identified, the paired controller is selected and used.
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The Ambient Intelligence (AmI) research field focuses on the design of systems
capable of adapting the surrounding environmental conditions so that they can
match the users needs, whether those are consciously expressed or not [4][1].

In order to achieve this goal, an AmI system has to be endowed with sensory
capabilities in order to monitor environment conditions and users’ behavior and
with cognitive capabilities in order to obtain a full context awareness. Amy
systems have to distinguish between ambiguous situations, to learn from the past
experience by exploiting feedback from the users and from the environment, and
to react to external stimuli by modifying both its internal state and the external
state.

This work describes a modular multi-tier cognitive architecture which relies on
a set of pervasive sensory and actuator devices, that are low intrusive and almost
invisible for the users [3]; these features are achieved by adopting the ubiquitous
computing paradigm, stating that the sensory and actuator functionalities have
to be distributed over many devices pervasively deployed in the environment [5].

The pervasive sensory subsystem is controlled by a centralized AmI engine
that allows to guarantee a unitary and coherent reasoning, and that is respon-
sible for further stimuli processing. A parallel can be drawn with the nervous
system of complex biological beings, composed by a peripheral nervous sys-
tem, responsible of collecting and transmitting external stimuli, and a central
system, responsible of performing cognitive activities. Whenever the sensory sub-
system performs a partial stimuli aggregation, it basically mirrors some compo-
nents of the human peripheral nervous system which are responsible for filtering
perceptual information by means of distributed processing among several neu-
rons [9]. In most cases, the peripheral nervous system does not perform this
aggregation; indeed this may not be appropriate when the observed phenomena
are not characterized by any apparent regularity.

The main contribution of this work is the transposition of this way of aggre-
gating and processing sensory data, typical of biological entities, in an artificial
Ambient Intelligence system. This approach is strengthened by several works in
literature, belonging to diverse research fields [6][2], showing the usefulness of
aggregating and processing data at different levels of abstraction.

A large set of sensory devices deployed in the same environment, allows to
observe the manifold facets of an irregular phenomenon [7][8]. The rough ag-
gregation of gathered sensory data implies the loss of pieces of information;
nevertheless, in order to efficiently deal with a large flow of distinct sensory
measurements, it is necessary to choose a suitable architectural paradigm.
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We propose to adopt a multi-tier cognitive architecture able to transfer sensory
data through increasingly higher abstraction levels. Our modular architecture
mimics the behavior of the human brain where the emerging complex behavior
is the result of the interaction among smaller subsystems; in this model, the
outcome of lower level reasoning is fed into the upper levels, dealing with the
integration of information originated by multiple lower-level modules.

Just as a child brain performs self-organization in order to develop areas that
will be activate when meaningful concepts are formulated, the proposed system
is able, by means of adaptive learning, to enable a natural rise of meaningful
concepts. These concepts might not correspond to those used by human beings,
but instead they will be meaningful within the system itself; namely, emerged
concepts will be those most useful for driving the system in choosing the most
appropriate actions to achieve its goals.

References

1. Aarts, E., Encarnação, J.L.: True Visions: The Emergence of Ambient Intelligence.
Springer (2006)

2. Agostaro, F., Augello, A., Pilato, G., Vassallo, G., Gaglio, S.: A Conversational
Agent Based on a Conceptual Interpretation of a Data Driven Semantic Space. In:
Bandini, S., Manzoni, S. (eds.) AI*IA 2005. LNCS (LNAI), vol. 3673, pp. 381–392.
Springer, Heidelberg (2005)

3. De Paola, A., Gaglio, S., Lo Re, G., Ortolani, M.: Sensor9k: A testbed for designing
and experimenting with WSN-based ambient intelligence applications. Pervasive
and Mobile Computing 8(3), 448–466 (2012)

4. Ducatel, K., Bogdanowicz, M., Scapolo, F., Burgelman, J.C.: Scenarios for Am-
bient Intelligence in 2010. Tech. Rep. Information Soc. Technol., Advisory Group
(ISTAG), Inst. Prospective Technol. Studies (IPTS), Seville (2001)

5. Estrin, D., Girod, L., Pottie, G., Srivastava, M.: Instrumenting the world with wire-
less sensor networks. In: Proc. of Int. Conference on Acoustics, Speech, and Signal
Processing (ICASSP 2001), Salt Lake City, Utah (2001)

6. Gaglio, S., Gatani, L., Lo Re, G., Urso, A.: A logical architecture for active network
management. Journal of Network and Systems Management 14(1), 127–146 (2006)

7. Gatani, L., Lo Re, G., Ortolani, M.: Robust and efficient data gathering for wireless
sensor networks. In: Proceedings of the 39th Annual Hawaii International Conference
on System Sciences (HICSS 2006), vol. 9, pp. 235a–235a. IEEE (2006)

8. Goel, S., Imielinski, T., Passarella, A.: Using buddies to live longer in a boring world.
In: Proc. IEEE PerCom Workshop, Pisa, Italy, vol. 422, pp. 342–346 (2006)

9. Kandel, E., Schwartz, J., Jessell, T.: Essential of Neural Science and Behavior. Ap-
pleton & Lange, New York (1995)



Clifford Rotors for Conceptual Representation in

Chatbots

Agnese Augello1, Salvatore Gaglio2, Giovanni Pilato1, and Giorgio Vassallo2

1 ICAR, CNR V.le delle Scienze, Ed.11, 90128 Palermo, Italy
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In this abstract we introduce an unsupervised sub-symbolic natural language
sentences encoding procedure aimed at catching and representing into a Chatbot
Knowledge Base (KB) the concepts expressed by an user interacting with a robot.

The chatbot KB is coded in a conceptual space induced from the application
of the Latent Semantic Analysis (LSA) paradigm on a corpus of documents.
LSA has the effect of decomposing the original relationships between elements
into linearly-independent vectors. Each basis vector can be considered therefore
as a “conceptual coordinate”, which can be tagged by the words which better
characterize it. This tagging is obtained by performing a (TF-IDF)-like weighting
schema [3], that we call TW-ICW (term weight-inverse conceptual coordinate
weight), to weigh the relevance of each term on each conceptual coordinate.

In particular, the TW component is the local weight of the word over the
single conceptual coordinate: it considers words having greater components over
a conceptual coordinate as being more meaningful for the associated primitive
concept.

The ICW component weights the relevance of each word depending on its
behavior over all the conceptual coordinates; it is clear that words appearing
with a high value component on many conceptual coordinates will not give a
meaningful conceptual discrimination contribute.

The conceptual coordinates are therefore tagged with the words having higher
TW-ICW values, and representing the “primitive concepts” of the space.

The encoding methodology of sentences proposed in this abstract is based on
the statement that the temporal sequence of words appearing into a sentence
generates a rotation trajectory of an orthogonal basis within the aforementioned
conceptual space. A Clifford rotor is associated to each word bigram, and it
is then applied to a canonical basis represented by the identity matrix. The
sequence of these rotors will be applied to the original basis, transforming it
m− 1 times, where m is the number of words present in the sentence. The non-
commutability property of rotation grants that the coding of the sentence is a
function of the words sequence into the sentence.

A chatbot can exploit the illustrated methodology and highlight conceptual
relations arising during a conversation with a user.

A conceptual space has been built using the TASA corpus [2]. Each concep-
tual coordinate has been then characterized for simplicity with the ten words
having the highest TW-ICW values. According to the obtained words we sum
up as the “primitive concepts” as: “Life Human Activities”, “Social and Home
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Interests”, “Scientific Resources”, “Geography”, “Living Beings and Organiza-
tion”, “Economic and Financial Resources”, “Information and Language Arts”,
“Space and Time”, “Earth Resources”, “Education”.

During the interaction with the user, the chatbot asks her “Which authors do
you like?”, and the user answers: “I am interested in European Writers”. As a
consequence the chatbot highlights relationships arising among “Life Human Ac-
tivities”, “Social and Home Interests”, “Education” and between “Geography”,
“Information and Language Arts”.

Other tests have been made on different sentences, and almost all of them
show how most of the induced relations are meaningful. The main drawback of
the methodology is the difficulty of interpretation of the conceptual co-ordinates
in a human understandable manner.
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It has often been thought that adult brains are unable to produce new neurons.
However, neurogenesis, or the birth of new neurons, is a naturally occurring phe-
nomenon in a few specific brain regions. The well-studied dentate gyrus (DG)
region of hippocampus in the medial temporal lobe is one such region. Nev-
ertheless, the functional significance of neurogenesis is still unknown. Artificial
neural network models of the DG not only provide a framework for investigating
existing theories, but also aid in the development of new hypothesis and lead to
greater neurogenesis understanding.

Consequently, we have developed a biologically realistic spiking model of DG.
This model is realistic in terms of scale, connectivity, neuron properties, as well
as being implemented using Izhikevich spiking neurons. While many DG models
are a vast simplification consisting of between only 1,000 and 10,000 neurons, our
model is a mouse sized DG comprised of 300,000 granule cells. Instead of simply
assuming new neurons have full synaptic connectivity at birth; our model incor-
porates a temporal maturation process by which a neuron attains more synapses,
which effectively alters its excitability as well. In addition to excitability, other
neuron properties which our model implements in a realistic manner are spiking
rate and signal conductance based upon experimental mouse/rat data. Imple-
menting the model using Izhikevich spiking neurons allows for high biological
realism at a low computational cost.

Benefits of a high resolution computational neural network model of DG such
as ours include resilience to signal noise, an ability to study scaling effects,
and a framework to investigate the implications of neurogenesis for memory.
Models with fewer neurons are inherently much more sensitive to noise. The
larger quantity of neurons incorporated in our model also addresses scale effects.
For example, to replicate the sparse DG activity observed in neural record-
ings, smaller scale models are forced to have minimal neuron firings in effect
nearly silencing their own network and lessening the ability to model and un-
derstand desired phenomena. On the other hand, a larger network increases the
likelihood of being able to replicate desired neural behavior computationally.

A. Chella et al. (Eds.): Biologically Inspired Cognitive Architectures 2012, AISC 196, pp. 371–372.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013



372 C.M. Vineyard, J.B. Aimone, and G.R. Emmanuel

This ability to replicate biological functionality ultimately aids in the quest to
understand the role of neurogenesis in memory function because it provides a
platform to investigate, amongst others, memory resolution and pattern separa-
tion hypothesis.

Sandia National Laboratories is a multi-program laboratory managed and operated
by Sandia Corporation, a wholly owned subsidiary of Lockheed Martin Corporation,
for the U.S. Department of Energys National Nuclear Security Administration under
contract DE-AC04-94AL85000.
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Within brains, complex dynamic neural interactions are an aggregate of exci-
tatory and inhibitory neural firings. This research considers some key neuron
operating properties and functionality to analyze the dynamics through which
neurons interact and are responsive together. Frameworks have often been de-
veloped as simplifications (e.g. Ising, sandpile, Björner), but still provide an
elegant framework for modeling complex interactions. Also, petri nets serve as
a rich mathematical framework for describing distributed systems. Building on
this research, we present a game theoretic neural chip-firing model that is based
on spreading activation of neurotransmitters capable of representing aspects of
neural activity.

Game theory is a branch of applied mathematics pertaining to strategic in-
teractions. The neurons in our model may be treated as independent players
striving to maximally utilize received neurotransmitters. Although a neuron has
no control over the uncertainty regarding the inputs it receives, such as which
and when inputs fire, it is able to alter its own utilization of received neuro-
transmitters by varying its threshold. A lower threshold increases the likelihood
of a neuron’s ability to fire and to utilize received neurotransmitters, but if the
neuron frequently receives abundant inputs, the additional neurotransmitters
received beyond threshold is ineffective in stimulating the neuron and is not uti-
lized. Conversely, a high threshold increases a neuron’s ability to utilize received
neurotransmitters, but also reduces the excitability of a neuron by necessitating
a greater number of inputs. By strategically varying neuronal thresholds, this
approach to learning allows for different computational functionality using the
same fundamental neuron type as the basic computational unit.

Fundamental to our model, neurons are wired together in a directed graph.
Neurons receive inputs in the form of neurotransmitters from pre-synaptic neu-
rons which synapse upon the post-synaptic neuron. If the net neurotransmitter
amassing causes the neuron to reach threshold, it can fire. Neurotransmitters
bind to a neuron corresponding to the neurobiological process of opening cell
membrane gates such that ions may enter, affectively changing cell potential.
A neuron fires one unit of its own neurotransmitter across each of its axonal
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synapses. Each neuron solely fires excitatory or inhibitory neurotransmitters
and subsequently increases or decreases the net neurotransmitter balance of
each of its receptive neurons. When a neuron fires, the net neurotransmitter
count is reset corresponding to the repolarization phase of a neuron. Immedi-
ately following, a neuron is unable to fire again while replenishing its own axonal
neurotransmitter surplus and returning its dendritic neurotransmitter count to
resting potential. Neurotransmitter leakage is implemented such that if the den-
dritic neurotransmitter count does not reach threshold within an allotted time-
period then dendritic neurotransmitter leaks from the neuron effectively closing
membrane gates which had opened and allows the neuron to return to resting
potential. To operate under this paradigm requires the use of a temporal, spiking
model.

As preliminary proof of concept, we provide examples of neural implementa-
tions of fundamental logic primitives.

Sandia National Laboratories is a multi-program laboratory managed and operated
by Sandia Corporation, a wholly owned subsidiary of Lockheed Martin Corporation,
for the U.S. Department of Energy National Nuclear Security Administration under
contract DE-AC04-94AL85000.



Author Index

Aimone, James B. 371
Albertazzi, Liliana 361, 363
Aleksander, Igor 1
Anzalone, Salvatore M. 59
Arrabales, Raúl 7
Ascoli, Giorgio 17
Augello, Agnese 369

Balistreri, Giuseppe 167
Ballin, Gioia 65
Bernardino, Alexandre 273
Bona, Jonathan P. 75
Buonamente, Miriam 175, 365

Caci, Barbara 83
Calí, Carmelo 167
Canal, Luisa 361
Cannella, Vincenzo 89
Chella, Antonio 89, 95, 117, 167, 297
Chernavskaya, O.D. 105
Chetouani, Mohamed 59
Chiazzese, Giuseppe 83
Cossentino, Massimo 297

Dadam, James 361
D’Amico, Antonella 83
De Paola, Alessandra 367
De Santis, Dalia 109
Dindo, Haris 117
Dobbyn, Chris 219

Emmanuel, Glory R. 371, 373

Ferreira, Ricardo 273
Förster, Alexander 205

Frank, Mikhail 205
Fritz, Walter 127
Frixione, Marcello 131
Fry, Gerald 267

Gaglio, Salvatore 369
Georgeon, Olivier L. 137
Ghidoni, Stefano 145
Giardina, Marcello 95, 167
Gini, Giuseppina 225, 239
Guizzo, Arrigo 145

Hafez, Wael 153
Haikonen, Pentti O.A. 19
Harding, Simon 205
Heileman, Gregory L. 373
Hernández, Carlos 53
Herrmann, J. Michael 287

Ihrke, Matthias 287
Infantino, Ignazio 161
Ishiguro, Hiroshi 29, 167
Ivaldi, Serena 59

Johnsson, Magnus 175, 365

Kato, Yoshihiro 177
Kim, Ho Gyeong 31
Kinouchi, Yasuo 177
Kitajima, Muneo 187, 193

Laney, Robin 219
Larue, Othalia 199
La Tona, Giuseppe 117
Lebiere, Christian 33
Ledezma, Agapito 7



376 Author Index

Lee, Cheong-An 31
Lee, Soo-Young 31, 225
Leitner, Jürgen 205
Letichevsky, Alexander 211
Licata, Ignazio 35
Lieto, Antonio 131
Lim, Joo-Hwee 233
Linson, Adam 219

Malfatti, Michela 363
Manzotti, Riccardo 225
Marques, Hugo Gravato 239
Marshall, James B. 137
Meier, Karlheinz 37
Menegatti, Emanuele 65, 145
Micciolo, Rocco 361
Migliore, Michele 39
Mohan, Vishwanathan 109
Morana, Marco 367
Morasso, Pietro 109
Morton, Helen 1
Mukawa, Michal 233
Munaro, Matteo 65
Mutti, Flavio 225, 239

Nagoev, Zalimkhan V. 247
Nikitin, A.P. 105
Nishio, Shuichi 167
Nivel, Eric 117
Nkambou, Roger 199

Omori, Takashi 351

Perconti, Pietro 249
Pezzulo, Giovanni 117
Pilato, Giovanni 95, 161, 369
Pirri, Fiora 251
Pirrone, Roberto 89
Pizzoli, Matia 251
Poirier, Pierre 199

Red’ko, Vladimir G. 265
Reilly, W. Scott Neal 267
Reposa, Michael 267
Rizzo, Riccardo 161
Rozhilo, J.A. 105
Ruesch, Jonas 273

Salvi, Giampiero 283
Samsonovich, Alexei V. 41
Sanchis, Araceli 7
Sandini, Giulio 51
Sanz, Ricardo 53
Schmidhuber, Jürgen 205
Schrobsdorff, Hecke 287
Seidita, Valeria 297
Shapiro, Stuart C. 75
Sharpanskykh, Alexei 299
Sigaud, Olivier 59
Sinha, Arnab 251
Sorbello, Rosario 95, 167

Takeno, Junichi 309
Takiguchi, Toshiyuki 309
Thórisson, Kristinn R. 55, 117
Touzet, Claude 317
Toyota, Makoto 187, 193
Treur, Jan 299, 319

van der Velde, Frank 333
Vassallo, Giorgio 95, 369
Vella, Filippo 161
Verzi, Stephen J. 373
Vineyard, Craig M. 371, 373
Vityaev, E.E. 339

Waser, Mark R. 345
Watanabe, Norifumi 351
Wiggins, Geraint A. 57

Zenzeri, Jacopo 109


	Title
	Preface
	Organization
	Contents
	Invited Papers

	Back to Basics and Forward to Novelty in Machine Consciousness
	Introduction: Some Basics
	AI and Consciousness
	The Task for the Conscious Machine Designer
	Iconic Learning
	Information Integration

	World Relatedness
	Qualia?
	An Example: How Does a General Entity Become Conscious of a Worldin Which It Is Situated?

	Conclusion: A Challenge
	References

	Characterizing and Assessing Human-Like Behavior in Cognitive Architectures
	Introduction
	Human-Like Behavior Tests
	The Role of Theeory of Mind in the Assessment Process
	Believability versus Indistinguishability
	Key Factors in the Design of Human-Like Behavior Tests
	References

	Architects or Botanists? The Relevance of (Neuronal) Trees to Model Cognition
	Consciousness and the Quest for Sentient Robots
	Introduction
	The Problem of Consciousness
	Qualia and the Internal Experience
	Introspection
	Reportability and Information Integration
	The Concept of Self
	Sub-symbolic and Symbolic Processing
	Criteria for Consciousness
	Requirements for Cognitive Architectures
	An Example: The Robot XCR-1
	Conclusions
	References

	Biological Fluctuation “Yuragi” as the Principle of Bio-inspired Robots
	Active Learning by Selecting New Training Samples from Unlabelled Data
	Biologically Inspired beyond Neural: Benefits of Multiple Modeling Levels
	Turing and de Finetti Ganes: Machines Making Us Think
	How to Simulate the Brain without a Computer
	Odor Perception through NetworkSelf-organization: Large Scale Realistic Simulations of the Olfactory Bulb
	Extending Cognitive Architectures
	Introduction
	State of the Art and Limitations of Extensions: Examples
	Limited Episodic Memory
	Limited Metacognition
	Limited Affective Cognition

	Specific Challenges for BICA Designs: Examples
	Plastic Prospective Episodic Memory
	Creative Autonomous Goal Generation
	Human-Level Emotional Intelligence
	Human Learner Critical Mass

	Toward Human-Like Intelligent Artifacts
	Emotional Extension of the Mental State Framework
	Enumeration of Potential Goals
	Generation of New Values

	Discussion
	Conclusions

	References

	Babies and Baby-Humanoids to Study Cognition
	Babies and Baby-Humanoids to Study Cognition
	Towards Architectural Foundations for Cognitive Self-aware Systems
	Achieving AGI within My Lifetime: Some Progress and Some Observations
	Learning and Creativity in the Global Workspace
	References


	Conference Papers
	Multimodal People Engagement with iCub
	Introduction
	System Overview
	Multimodal Active Partner Tracking
	Experimental Results
	Conclusions and Future Works
	References

	Human Action Recognition from RGB-D Frames Based on Real-Time 3D Optical Flow Estimation
	Introduction
	Related Work
	3D Optical Flow
	Points Matching

	3D Grid-Based Descriptor
	Experiments
	Dataset and Setup
	Results

	Conclusions and Future Work
	References

	Modality in the MGLAIR Architecture
	Introduction
	Modality
	Modality Properties
	Modality Buffers
	Modality Focus
	Sensing and Acting
	Relations between Modalities

	Conclusions
	References

	Robotics and Virtual Worlds: An Experiential Learning Lab
	Introduction
	Method
	Participants
	Materials and Procedures
	The Laboratory

	Results
	Discussion and Conclusion
	References

	Comprehensive Uncertainty Management in MDPs
	Introduction
	A Unified Approach to Uncertain Reward
	A Unified Model of MDP
	Conclusions and Future Work
	References

	A New Humanoid Architecture for Social Interaction between Human and a Robot Expressing Human-Like Emotions Using an Android Mobile Device as Interface
	Introduction
	The Cognitive Architecture
	Sub-symbolic Personality and Event Reaction Coding
	Experimental Results
	Scenario

	Conclusion and Future Works
	References

	The Concepts of Intuition and Logic within the Frame of Cognitive Process Modeling
	References

	Do Humanoid Robots Need a Body Schema?
	Introduction
	Humanoid Robots in Search of a Body Schema
	Linking the Body to the Body Schema
	References

	Simulation and Anticipation as Tools for Coordinating with the Future
	Introduction
	Action Selection Framework
	Simulation
	Anticipation
	Case Study: Game of Sokoban
	References

	Solutions for a Robot Brain
	Introduction
	Problems and Solutions
	The Brain Has to Understand
	Start Simple
	Stimulus and Response
	The Brain Reviews Its Memory of Experiences
	This Brain Has Excellent Scalability

	Conclusion
	References

	Exemplars, Prototypes and Conceptual Spaces
	Representing Non Classical Concepts
	Prototypes vs. Exemplars: Some Empirical Evidence from Psychology 
	Prototypes vs. Exemplars in Artificial Computational Systems
	Conceptual Spaces 
	Conceptual Spaces for Representing Prototypes and Exemplars
	Conclusion
	References

	The Small Loop Problem: A Challenge for Artificial Emergent Cognition
	Introduction
	The Small Loop Problem (SLP)
	The Sequential Solution
	Towards the Spatio-sequential Solution
	Conclusion
	References

	Crowd Detection Based on Co-occurrence Matrix
	Introduction
	Related Work
	GLDM-Based Texture Analysis
	GLDM Shape Analysis

	Classification
	AdaBoost
	Naive Bayes Classifier

	Results
	Preliminary Feature Analysis
	Exhaustive Search
	Conclusions

	References

	Development of a Framework for Measuring Cognitive Process Performance
	Introduction
	Approach Basic Idea
	Cognitive Process Communication Entropies
	Why Entropy Can be Used to Capture the Performanceof a Cognitive Process?
	Measuring Process Performance
	Discussion
	Future Work
	References

	I Feel Blue: Robots and Humans Sharing Color Representation for Emotional Cognitive Interaction
	Introduction
	Colors and Emotions in Cognitive Architecture
	Color Representation in Nao Robot
	Labeling the Color Space

	Conclusions
	References

	Investigating Perceptual Features for a NaturalHuman - Humanoid Robot Interaction Inside a Spontaneous Setting
	Introduction
	The Proposed Approach
	Experimental Results
	Conclusion and Future Works
	References

	Internal Simulation of an Agent’s Intentions
	References

	A Model of Primitive Consciousness Based on System-Level Learning Activity in Autonomous Adaptation
	Introduction
	Basic Conditions and Modeling Method
	Basic Conditions of System
	Basic Configuration
	Classification of Processing Level
	Basic Learning Method and Levels of Learning Activities
	Phenomenal Consciousness and Functional Consciousness

	Physical Configuration
	Processing Steps in System Level Learning
	Configuration and Function of Logical Layer
	Summary and Discussion
	References

	Decision-Making and Action Selectionin Two Minds
	Decision-Making and Action Selection
	MHP/RT: Model Human Processor with Realtime Constraints
	Four Processing Modes of Human Behavior
	Decision-Making and Action Selection in the Four Processing Modes
	Creation and Utilization of Event Memory
	Transition from Experiential Memory to Prospective Memory

	References

	Cognitive Chrono-Ethnography: A Methodology for Understanding Users for Designing Interactions Based on User Simulation with Cognitive Architectures
	Designing Satisfactory Interactions between Users and Information Devices
	``Know the Users'' in Human-Computer Interaction
	``Know the Users'' in Behavioral Economics
	``Know the Users'' in BICA
	Two Minds and Cognitive Architecture

	Cognitive Chrono-Ethnography: CCE
	CCE Steps
	An Example of CCE Study

	Conclusion
	References

	Emotional Emergence in a Symbolic Dynamical Architecture
	Introduction
	Description of the Architecture
	Intertwined Nature of Neuromodulators and Emotions
	Emotions: From Neurophysiological States to Emotional States
	Emotions: From Concepts to Emotional State

	Experiment and Results
	Conclusion
	References

	An Integrated, Modular Framework for Computer Vision and Cognitive Robotics Research (icVision)
	Introduction
	The icVision Framework
	Detecting Objects (icVision Filter)
	Locating Objects (icVision 3D)

	Use Cases and Current Applications of the Framework
	Conclusions
	References

	Insertion Cognitive Architecture
	Introduction
	The Main Notions
	Mutilevel Environments and the Leyers of Neocortex
	Insertion Machines and the Models of Mind
	References

	A Parsimonious Cognitive Architecture for Human-Computer Interactive Musical Free Improvisation
	Introduction
	Features and Limitations of the Architecture
	Cybernetics, Nouvelle AI and Ecological Psychology
	Traditional, Critical and Ecological Musicology
	Deployment Context
	Conclusion
	References

	Cognitive Integration through Goal-Generation in a Robotic Setup
	Introduction
	Goal-Generating Architecture
	Robotic Setup
	References

	A Review of Cognitive Architectures for Visual Memory
	Introduction
	Cognitive Architectures with Visual Inputs
	Visual Memory
	Towards Cognitive Architecture with Visual Memory
	Conclusion
	References

	A Model of the Visual Dorsal Pathway for Computing Coordinate Transformations: An Unsupervised Approach
	Introduction
	Model
	Experimental Results
	Conclusions
	References

	Multiagent Recursive Cognitive Architecture
	Introduction
	An Intelligent System Based on the Invariant of MuRCA
	References

	A Biologically-Inspired Perspective on Commonsense Knowledge
	References

	Coherence Fields for 3D Saliency Prediction
	Introduction
	Experiments Setting vs. Coherence Theory
	Generating Proto-objects
	Experimental Validation 
	Conclusions
	References

	Principles of Functioning of Autonomous Agent-Physicist
	References

	Affect-Inspired Resource Management in Dynamic, Real-Time Environments
	Introduction
	Approach
	Results
	Discussion
	References

	An Approach toward Self-organization of Artificial Visual Sensorimotor Structures
	Introduction
	Related Work
	Contribution

	Self-organization of Visual Sensorimotor Structures
	Realization
	Method
	Implication

	Results
	Conclusions and Outlook
	References

	Biologically Inspired Methods for Automatic Speech Understanding
	Introduction
	Biologically Inspired Methods
	Conclusions
	References

	Modeling Structure and Dynamics of Selective Attention
	Introduction
	Model Components
	Modeling Negative Priming
	Numerical Results
	Conclusion
	References

	How to Engineer Biologically Inspired Cognitive Architectures
	References

	An Adaptive Affective Social Decision Making Model
	Introduction
	Background
	An Affective Social Decision Making Model
	The Social Contagion Impact
	Internal Simulation
	Emotion-Related Valuing

	Agent Learning
	Conclusion
	References

	A Robot Uses an Evaluation Based on Internal Time to Become Self-aware and Discriminate Itself from Others
	Introduction
	Conscious System
	Outline of Experiment
	Experiment Using the EXP.A Conscious System
	Experiment Using the EXP.B Conscious System

	Experimental Results
	Considerations and Conclusions
	References

	Why Neurons Are Not the Right Level of Abstraction for Implementing Cognition
	References

	Intertemporal Decision Making: A Mental Load Perspective
	Introduction
	Relating Temporal Discounting to Expected Mental WorkLoad
	General Setup
	Deriving the Hyperbolic Discounting Model
	Deriving the Exponential Discounting Model

	A Temporal Discounting Model Based on a Work LoadModel
	Comparative Analysis
	Relating the Model to Subjective Experience of Time
	Discussion
	References

	A Non-von-Neumann Computational Architecture Based on in Situ Representations: Integrating Cognitive Grounding, Productivity and Dynamics
	Introduction
	Productivity and the von-Neumann ComputationalArchitecture
	Grounded Representations
	In Situ Grounde Representaions and Computational Architecture
	Advantages of a Productive Computational Architecture Based on in Situ Ground Representations
	References

	A Formal Model of Neuron That Provides ConsistentPredictions
	Introduction
	Description of the Formal Model of Neuron
	Methods
	Conclusion
	References

	Safely Crowd-Sourcing Critical Mass for a Self-improving Human-Level Learner/“Seed AI”
	“Learning” to Become Intelligent
	Objects and Processes
	Critical Components
	Architecture
	A Social Media Plan
	References

	Unconscious Guidance of Pedestrians Using Vection and Body Sway
	Introduction
	Methods
	Results
	Effect of Vection on Eye Movement
	Effect of Vection on Body Movement
	Effect of Vibration Frequency, Screen Size and Contrast

	Discussion
	Conclusions
	References


	Extended Abstracts
	The Analysis of Amodal Completion for Modeling Visual Perception
	Naturally Biased Associations between Colour and Shape: A Brentanian Approach
	References

	Architecture to Serve Disabled and Elderly
	Bio-inspired Sensory Data Aggregation
	References

	Clifford Rotors for Conceptual Representation in Chatbots
	References

	Neurogenesis in a High Resolution Dentate Gyrus Model
	A Game Theoretic Model of Neurocomputation

	Author Index



