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Abstract. Non-intrusive digital image forensics (NIDIF) aims at authenticating
the validity of digital images utilizing their intrinsic characteristics when the ac-
tive forensic methods, such as digital watermarking or digital signatures, fail or
are not present. The NIDIF for lossy JPEG compressed images are of special
importance due to its pervasively use in many applications. Recently, researchers
showed that certain types of tampering manipulations can be revealed when JPEG
re-compress artifacts (JRCA) is found in a suspicious JPEG image. Up to now,
most existing works mainly focus on the detection of doubly JPEG compressed
images without block shifting. However, they cannot identify another JRCA –
the shifted double JPEG (SD-JPEG) compression artifacts which are commonly
present in composite JPEG images. In this paper, the SD-JPEG artifacts are mod-
eled as a noisy 2-D convolutive mixing model. A symmetry verification based
method and a first digit histogram based remedy method are proposed to form
an integral identification framework. It can reliably detect the SD-JPEG artifacts
when a critical state is not reached. The experimental results have shown the
effectiveness of the proposed framework.

1 Introduction

Digital images have been pervasively used as evidences in many applications. Their
credibility has become increasingly important yet also challenging to establish for the
abusive use of modern digital image editing software, such as Photoshop and GIMP.
Digital signature and digital watermarking are the typically used techniques to ensure
the image content trustworthy. These methods need additional processing at the time of
data creation, such as signature generation and watermarking embedding, for facilitat-
ing tampering detection at a later time. In many forensic cases, however, the provider
himself is the fraudster. Image inspectors cannot depend on these active methods since
the side information for detection is not available, for instance, most images on the Web.
The demands from practical use, therefore, have urged the researchers to reconsider the
image authentication problem from a different perspective.

Recently, many non-intrusive digital image forensics (NIDIF) methods have been
proposed by researchers. In NIDIF, the image provider is untrusted and the authentica-
tion is performed on the inspector side solely based on the image data. By analyzing the
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disturbance or violation of some intrinsic characteristics of original images, the NIDIF
can detect tampered or fake digital image content in many forms. Many characteristics
have been used for the purpose of image forensics, for example, lighting consistency
[7], color filter array (CFA) interpolation [1], fixed pattern noise(FPN) [4], and cam-
era response function (CRF) [11]. However, due to the intricate mathematical nature of
these problems, each method works under some preconditions and there is currently no
universal solution for all tampering conditions.

JPEG re-compression artifacts (JRCA), one kind of such characteristics can be uti-
lized to detect tampering in JPEG images. When tapering a JPEG image, we have to
decode it into spatial domain, and then modify some regions within the image, and fi-
nally re-compress it as a JPEG file. So once JRCAs were found in a JPEG image, the
image is highly suspected to be modified and is untrustworthy. Currently, researches
have focused on addressing the so-called Double JPEG Compression Problem, which
entails identifying images that suffered from lossy JPEG compression twice without
block shifting. Lukáŝ et al. [9] use neural network to estimate the primitive quantization
table coefficients. Popescu et al. [12] utilized the periodical artifacts of the re-quantized
blockwise discrete cosine transform (BDCT) coefficient histograms. Fu et al. [5] con-
tributed a generalized Benford’s Law model of the BDCT coefficients. He et al. [6] use
the artifact to identify JPEG image splicing. However, when the fraudster simply shift
or crop the JPEG image with several rows or columns before recompression, all the
mentioned methods would fail. In this paper, therefore, we will focus on the detection
of JPEG recompressed images with block shifting.

This work is originated from our previous studies [10,13]. In this paper, we ana-
lyze the SD-JPEG problem, and then proposed an identification framework. We found
that the SD-JPEG problem can be modeled as a noisy 2-D convolutive mixing model
(CMM) and the solution has a blind source separation (BSS) essence. However, it can-
not be well handled with conventional BSS methods, such as independent component
analysis (ICA), since the noisy here is often too strong. By utilizing a cyclosymmetry
property of the independent value maps (IVM) of ordinary JPEG (Ord-JPEG, i.e. com-
pressed only once) images , we managed to overcome this problem. But it also results
a few undetectable conditions (UDC). They need to be further treated with a remedy
scheme. With the shifted distance(s-dist), obtained as a by-product of this identification
framework, one can also reveal some image manipulation histories, such as cropping,
copy-paste or both, of a suspicious JPEG. The effectiveness of this method is evidenced
with extensive experimental results.

2 Modeling the SD-JPEG Compression

Illustrated in Fig. 1, the SD-JPEG compression process generates an SD-JPEG image
in three steps: 1) Decompress an Ord-JPEG into the spatial domain; 2) Crop/shift the
resulting image with Δx columns and or Δy rows; 3) Re-compress it into a JPEG file.

It can be formulated as a 2-D CMM as follows:

̂Sm,n =
1

∑

i=0

1
∑

j=0

AΔy,iSm−i,n−jA
T
Δx,j + Êm,n (1)
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Fig. 1. Gernerating an SD-JPEG image with s-dist=(Δx,Δy)

where Sm,n and ̂Sm,n are the input and output M × M BDCT coefficient blocks re-
spectively. Êm,n is the quantization noise of the secondary JPEG compression.

{AΔx,0,AΔx,1,AΔy,0,AΔy,1}

are called a set of mixing matrices determined by the s-dist (Δx,Δy) and the BDCT
transform matrix. In practice, the multiplications of these matrices are done implicitly
by the JPEG compression. Equation (1) indicates that an output block ̂Sm,n is a lin-
ear mixture of four input blocks {Sm,n,Sm,n+1,Sm+1,n,Sm+1,n+1} overlapped by it.
Then the identification of SD-JPEG image can be defined as

Definition 1 (SD-JPEG). A JPEG image is identified as SD-JPEG if and only if its
s-dist is not (0, 0)

As to identify SD-JPEG, one needs to reveal the s-dist or more specifically de-mix the
mixture by estimating its mixing matrices. This is the essence of BSS.

3 A Framework for Identifying SD-JPEG Images

The proposed identification framework includes two complementary methods. Firstly, a
questionable JPEG image is examined with an ICA-based identification method. If the
image is identified as SD-JPEG, the identification process is over and one can further
estimate the s-dist to identify the type of image editing. Otherwise, the image is treated
with a first digit histogram based method to check out if the s-dist is in one of the three
non-trivial UDCs.

3.1 ICA-Based Identification Method

In our previous work [13], we proposed an ICA-based identification method which is
able to detect SD-JPEG in most conditions. It works by firstly generating an IVM from
the BDCT coefficients of the image, and then calculating a RAVM (relative asymmetric
value map) from the IVM’s cyclosymmetricity , and finally 13 discriminative features
are extracted from the RAVM to train an SVM classifier to automate the identification
process. For details of this method please refer to [13].
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The above method [13] adopted kurtosis as the objection function. We found that
the selection of the objection function is a key issue that influences the identification
accuracy of our method. As the fourth order statistics, kurtosis is sensitive to out lies,
and thus is not a robust measure of the non-Gaussianity of the distribution. In this work,
we further improved the method by adopting a more robust entropy-based objective
function. Inspired by the famous InfoMax algorithm [2], we use the entropy objective
function here as to more distinctively captures the sparse histogram. The entropy of a
BDCT subband s is defined as:

J (s) =
∑

i

h (i) log h (i) (2)

where h(i) is the i-th bin of the hitogram of BDCT coefficients. Here the discrete en-
tropy is used to approximately calculate the continuous entropy.

We calculate the IVM with this new objective function, and keep the other steps the
same as before. With some intrinsic characteristics of natural images, we can prove
that the cyclosymmetry property of IVM will hold as well. Due to page limitation, the
detailed derivations will not be presented in this paper. This new implementation can
significantly improve the performance of the ICA-based method, and the experimental
results are given in section 4.

For the same reason, the formulas used for estimating the s-dist would usually work
better than the method [13]. By comparing the s-dist estimated from the image regions
that correspond to a foreground object under suspicion and its background respectively,
we can identify at least three major types of image manipulation methods. For example,
if the foreground and the background have the same s-dist other than (0, 0), the image
can be generally judged as a “cropping” manipulation, otherwise, when the two s-dists
are inconsistent, a “splicing” manipulation is detected. In particular, the condition in
which either of the two inconsistent s-dists is not (0, 0) cannot be well handled by most
of existing methods.

3.2 Handling the Undetectable Conditions

There are a totally four UDCs as indicated by their s-dist, that is (0, 0), (0, 4), (4, 0) and
(4, 4). Because if an Ord-JPEG image is re-compressed with one of these special s-dists,
the cyclosymmetry of the IVM will not be violated. It will be identified as Ord-JPEG
in the symmetry verification scheme and need special treatments here. The UDCs can
be classified into two types. Firstly, when the s-dist is (0, 0), this refers to double JPEG
mentioned in Section 1. It can be identified by several existing methods [5,12]. Thus,
it is a trivial UDC and will not be discussed here. The other three conditions are non-
trivial cases. Each of them occurs with a probability of 1/64 = 1.56% if the shifting
was performed randomly. However, they demand more effects than the detectable s-
dists. Here we proposed a learning-based approach to detect SD-JPEG in the non-trivial
undetectable conditions. By training a classifier with the histograms of Ord-JPEG and
SD-JPEG images, we can use the classifier for judgment. However, doing this will result
a very high dimension feature set by concatenating the all 63 AC BDCT coefficient
histograms each with approximately 200 bins which is also computationally intractable
with many modern classifiers.
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To bring down the feature dimension while maintaining its discriminative power, we
adopt a learning-based approach with the FDH [8] derived from the famous First Digit
Law or “Benford’s Law” [5]. It simply counts the coefficients with their first digits to
form a histogram with only nine bins. It has been shown that for a wide variety of “or-
dinary” distributions, e.g., the exponential family, the resulting FDH can be fitted with
a generalized function [5]. On the contrary, an “abnormal” distribution with multiple
plumbs resulting by SD-JPEG, will cause irregular rises and falls in the FDH.

For a given JPEG image, we try every UDC s-dist to de-mix it. With each of the de-
mixed AC components, we obtain one FDH. And then these 63 FDHs are concatenated
as one feature vector that is fed to a classifier. Non-linear regression based statistical
classifiers, such as the RBF kernel SVM [3] used here, can implicitly fitted these his-
tograms to a generalized function. In addition, a binary judgment can be given by adap-
tively weighting these fitting errors. The benefit of this method is that one does not need
to have any explicit knowledge of the distribution of the SD-JPEG BDCT coefficients.

4 Experimental Results

In our experiments, the test image database [10] includes 1000 uncompressed TIFF im-
ages taken by a Panasonic DMZ-FZ30 digital camera with indoor and outdoor scenes.
The performance in detectable and undetectable conditions is evaluated separately with
the two methods mentioned in Section 3.1 and Section 3.2. The image sizes are ranging
from 640×480 to 600×1200, and QF1, QF2 ∈ [60, 65, ..., 95]. A pair of Ord-JPEG and
SD-JPEG is generated from each image with strict consistency in their image contents.
In the experiments, the primary quality factor QF1 and and s-dist are chosen with uni-
form distributions. The SVM classifier is trained with half of them and tested with the
other half. This process is repeated 5 times to obtain the average results.

Figure 2(a) shows the performance of detectable conditions with the symmetry ver-
ification scheme. Figure 2 (b–d) shows the classification accuracy for three UDCs. It
is observed that for those images with a fixed size, the identification performance of
SD-JPEG is mainly depended on the three parameters: the s-dist (Δx,Δy), the primary
quality factor QF1, and the secondary quality factor QF2. And the detection accuracy
will become better with increasing image sizes.

A fraudster will always prefer to “wipe out” the artifacts caused by the primary com-
pression so as not to raise any suspicion. Intuitively, there should be a critical state for
QF2. For example, if the secondary compression is weaker than the primary one, say
QF2 > QF1, more traces will be preserved and it will be fully detectable. In contrast,
because the secondary compression is stronger than the former one, it might have com-
pletely removed the traces of the first compression and make the re-compressed image
unidentifiable in any sense. Therefore, when a QF1 is specified, we are greatly con-
cerned about whether there exist some QF2, in which the re-compressed image will be
identified as an Ord-JPEG image.

Figure 3 shows how the classification performance would vary with different combi-
nation of QF1 and QF2 both for detectable and undetectable condition. It is evident that
there is a “cliff” where the performances begin to deteriorate quickly. This figure also
shows, however, that the critical state is NOT at QF1 = QF2. For example, in Fig. 3(a),
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Fig. 2. The classification performance in detectable and three non-trivial UDCs. (a) symmetric
verification method (b–d) FDH method with three UDCs (4, 0), (0, 4), (4, 4).

when QF2 = 60 the performance does not begin to deteriorate until QF1 = 75. In
addition, this bias will be smaller with a larger QF2. A similar condition is also ob-
served in Fig. 3(b). This indicates that an SD-JPEG image is still identifiable even if the
secondary compression is slightly stronger than the primary one.

We also measured the goodness of the estimation of s-dist. It is measured by the
average shifted distance error (ASDE).

ASDE = mean

(
√

(x̂−Δx)
2
+ (ŷ −Δy)

2

)

(3)

where (x̂, ŷ) and (Δx,Δy) are the estimated and ground truth s-dist, respectively. Table
1(a) and Table 1(b) show the ASDE of the condition when QF1 ≤ QF2 and QF1 >
QF2 respectively. As shown, when QF1 ≤ QF2 nearly all the s-dists are correctly
estimated. This suggests that the s-dist can be revealed without error when the critical
state is not reached. However, when QF1 > QF2, and there would be estimation errors.
The estimation errors are relatively large in the location near the four UDCs.
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Fig. 3. The classification accuracy curves decline suddenly with the increase of QF1 at a specified
QF2. (a) ICA-based method for detectable condition. (b) FDH-based method for the UDC with
s-dist=(0, 4).

Table 1. (a)The ASDE of QF1 ∈ [50 . . . 80] and QF2 = 75. (b)The ASDE of QF1 ∈ [80 . . . 95]
and QF2 = 75.

(a)
����Δy

Δx
0 1 2 3 4 5 6 7

0 NA 0.00 0.00 0.03 NA 0.01 0.00 0.00
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 NA 0.00 0.00 0.00 NA 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

(b)
����Δy

Δx
0 1 2 3 4 5 6 7

0 NA 1.63 2.00 2.52 NA 1.85 1.45 1.50
1 1.42 1.16 1.43 1.93 2.01 1.52 1.17 0.91
2 1.60 1.48 1.50 2.08 1.91 1.51 1.34 1.06
3 2.55 1.70 1.90 2.24 2.82 1.77 1.75 1.74
4 NA 2.34 2.41 2.92 NA 2.50 2.22 2.24
5 2.70 2.04 2.02 2.33 2.88 2.21 1.97 1.64
6 1.90 1.54 1.57 2.50 2.22 1.61 1.38 1.24
7 1.50 1.18 1.37 2.09 1.94 1.56 1.18 0.87

5 Conclusion

In this paper, we proposed a method to identify the shifted and re-compressed JPEG
image blocks. We extend our previous work [13] in two aspects. Firstly, an entropy-
based function is used to more distinctively capture the abnormal BDCT coefficient
histograms of SD-JPEG image. Secondly, an FDH based method is provided as a rem-
edy for the three non-trivial UDCs that were undetectable in our previous approach.

One limitation of the proposed method is that the exhaustive search scheme can
only deal with pixel-wise shifting. However in some image editing software, the shift-
ing can be conducted in sub-pixel level which would result in a continuous space for
searching the de-mixing matrices. Based on the same reason, rotated or scaled JPEG
re-compression is also not detectable here. It would be interesting but challenging to
determine whether there exist continuous optimization based methods that can learn
these parameters without the restriction of limit number of s-dist. These topics will be
addressed in future works.
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