Chapter 18
Low-Energy Electron Microscopy

Juan de la Figuera and Kevin F. McCarty

Abstract Low-energy electron microscopy (LEEM) images a beam of low-energy
electrons that have been reflected from a sample. The technique characterizes the
sample’s surface in real-space with nanometer-scale lateral resolution. Through a
variety of contrast mechanisms, different aspects of the surface can be imaged, in-
cluding the distribution of different phases and the location of atomic steps. LEEM
instrumentation can also acquire electron diffraction patterns from local regions
of the surface. The ability to acquire images quickly during temperature changes,
while depositing films and exposing materials to reactive gases makes LEEM ex-
tremely useful for studying dynamical processes on surfaces. New developments
include aberration correction systems for improved spatial resolution and bright
spin-polarized electron sources.

18.1 Introduction

Low-energy electron microscopy (LEEM [1-7]) is a technique uniquely suited to
perform dynamical observations of surfaces with nanometer resolution under vac-
uum. Figure 18.1 schematically illustrates the technique. A parallel beam of elec-
trons is deflected onto a sample by a prism optic (beam separator). The electrons
decelerate as they approach the surface because of an electrical bias applied to the
sample. Electrons backscattered from the surface are accelerated and deflected by
the prism into an imaging column and finally onto an imaging detector. Apertures in
the illumination and imaging columns control the size of the electron beam on the
sample and the electrons that strike the detector, respectively.

In many aspects LEEM is analogous to transmission electron microscopy
(TEM [8]), the standard bulk microscopy technique. For example, both techniques
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Fig. 18.1 Simplified LEEM schematic. Electrons from an emitter are formed into a parallel beam
in the illumination column. After deflection by a prism optic, the beam impinges orthogonally onto
a reasonably flat surface. The sample is biased to decelerate the electrons from their initial energy
to a small energy, typically a few to tens of eV. Backscattered electrons are accelerated away from
the sample and deflected in the opposite direction through the prism and into an imaging column.
There a series of lens manipulates the electrons onto a two dimensional imaging detector. An
illumination aperture defines the size of the electron beam on the sample, which is particularly
useful for selected area electron diffraction. The contrast aperture in a diffraction plane selects the
electrons that pass through to the detector

can acquire electron diffraction patterns from local sample areas and form images
from the zeroth order electron beam (bright field imaging) or higher order diffrac-
tion beams (dark-field imaging). Although TEM can, and has been used to “look™ at
surfaces [9], it lacks strong contrast precisely because the operating conditions are
optimized for bulk, not surface, observations. In particular, the high electron energy
needed for the transmission mode gives low sensitivity to surface signals. A natural
solution for observing surfaces is to employ low-energy electrons, which strongly
interact with the surface. Since low-energy electrons won’t penetrate through sam-
ples of practical thickness, the solution is to reflect the beam from the surface. This
is the essence of LEEM. This idea was proposed before the development of “mod-
ern” surface science, with its heavy reliance on commercial technology to achieve
ultrahigh vacuum (UHV). But due to technical challenges, only within the last two
decades has the technique achieved its promise and become a versatile tool that
allows the real and reciprocal space observation of surfaces during crystal growth,
surface phase transitions or chemical reactions. This is achieved by using a vari-
ety of contrast mechanisms and imaging modes with nanometer-scale resolution, as
explained in detail below (see Fig. 18.2). When coupled to a light source (be it a
synchrotron, a laboratory-based laser or a helium discharge source) the instrumenta-
tion can provide most of the classical techniques for surface characterization: low-
energy electron diffraction (LEED), scanning electron microscopy (SEM), X-ray
photoelectron spectroscopy (XPS), ultraviolet photoelectron spectroscopy (UPS),
etc. Use of spin-polarized electron sources or illuminated by polarized light add the
capability to detect magnetic domains.
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Fig. 18.2 Different working modes of a LEEM instrument. (a) Mirror electron microscopy of
MgH, on Mg(0001), where the 1.25 eV electrons are reflected before striking the surface. The
field of view (FOV) is 7 um (reprinted with permission from [10]). (b) Phase contrast where atomic
steps on a W(110) surface appear as dark lines because of interference in Fresnel diffraction (FOV
is 10 pm). (c¢) Real-space image showing composition (diffraction) contrast between Cu islands
and bare regions of a Ru(0001) substrate (FOV is 10 pm). (d) Phase contrast causing different
thicknesses of Co on Ru(0001) to have different brightnesses. Average thickness is 7 ML (FOV is
10 um). (e) LEED pattern of Cu/Ru(0001) showing 6-fold satellite spots around specular (zeroth
order) beam. (f) Dark-field imaging mode using one of the satellite LEED spots in ) (FOV is 4 pm,
from [11]). (g) Magnetic contrast in 2 ML thick islands of Co/Ru(0001) using a spin-polarized
electron source, with a FOV of 4 um. The schematics are adapted with permission from [1]

This chapter emphasizes what can and cannot be done with the current gener-
ation of LEEM instruments, with suggestions to make the most of them. We limit
the scope to using electrons as the illumination source, i.e., pure LEEM. Please
note, though, that all LEEMs can also perform photoemission electron microscopy
(PEEM) if the appropriate light source is available [12].! LEEM can be used to
analyze samples prepared ex-situ, as commonly done in synchrotron-based PEEM
analysis. However, we particularly note that the real power of LEEM is being able
to prepare materials under the carefully controlled conditions possible in an UHV-
based instrument and track in real time the material’s evolution. The ability to image
quickly while changing temperature, annealing, exposing to gases or growing films
allows for the rapid exploration of material systems. This productivity has led to a
generation of LEEM users, as opposed to the LEEM “builders” of the pioneering

In fact PEEM is more forgiving in terms of the samples that can be analyzed—some electrons
are photoemitted normal to the surface plane even from very rough surfaces or from surfaces
whose facets are not in the surface plane. In contrast, LEEM works best on relatively flat surfaces
whose facets lie mainly within the surface plane. (For surfaces whose facets are not orthogonal to
the electron beam, the specularly reflected electron beam is not transmitted through the imaging
column under normal conditions.)
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Fig. 18.3 (a) Glass LEEM test system, reproduced with permission from [13]. (b) Elmitec III in-
strument at Sandia National Laboratories, California. (¢) Flange-on SPLEEM at Berkeley National
Laboratories, California. (d) First Specs aberration-corrected LEEM/PEEM [18] at the BESSY
synchrotron, Berlin

era [13]. The audience of this chapter are researchers interested in the LEEM capa-
bilities. Hopefully some will turn into LEEM users.

Historical Development The LEEM concept, to use reflected electrons for sur-
face crystallography, was proposed and developed by Ernst Bauer over a multi-
decade period of time. The first feasibility tests where conducted in the 1960s with
the construction of a glass system (Fig. 18.3a) [13]. The first functioning instruments
providing quality images are from the mid-1980s [14]. In contrast, the last decade
of the XX century can be considered the awakening age of LEEM. The first spin
polarized instrument was constructed in the beginning of the decade (see Fig. 18.3c,
[15]). The founding of the first successful LEEM company (Elmitec [16]) took place
in 1995. The first work on employing aberration correction also started in the same
decade, with the development of the SMART LEEM [17].

Developments have recently accelerated and the technique has attracted more at-
tention [7]. By the end of the first decade of the XXI century, we have already two
commercial companies (Specs [19] entering the field in 2009 to join Elmitec [16])
with different designs (see Fig. 18.3b and d). Both offer instruments with aberra-
tion correction optics, electron energy analyzers and resolutions that go below the
10 nm mark and approach the nm level. New developments are under way, such as a
cryogenic LEEM using helium cooling and an aberration-corrected instrument with
a spin-polarized electron source.

18.2 Background

Using reflected electrons to image a surface is a simple idea. But it raises the obvious
questions of whether a surface would have enough electron reflectivity to allow for
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an imaging technique, what mechanisms would provide contrast and what would be
the achievable resolution [3, 13].

Imaging with Backscattered Electrons A large flux of electrons are needed to
image a surface with reflected electrons in a non-scanning mode. The experience
from low-energy electron diffraction (LEED) from single crystal surfaces indicated
that a few percent of incident electrons should be backscattered at select energies
[20]. Nevertheless LEED experience can be misleading since the technique tradi-
tionally uses electron energies above 50 eV due to experimental limitations [21].
But LEEM instruments work well at lower electron energies, where most of the
contrast effects are strongest.

If the sample is at a voltage slightly more negative than that of the electron source,
the entire electron beam is reflected just above the specimen surface. In this imag-
ing mode, mirror electron microscopy (MEM [22]), the slow moving electrons are
sensitive to the spatial and temporal variations in the electric field. In MEM there
is obviously no scarcity of electrons for imaging. As those electrons do not actu-
ally reach the sample and they are very sensitive to changes in the electric field,
their interpretation is not straightforward [23] but it can be used to reduce damage
from the electron beam [10]. But even at higher energies, the reflectivity of a crys-
talline substrate is very high. Figure 18.4a shows experimental reflectivity, i.e., the
reflected intensity normalized to the incident intensity, obtained from LEEM images
as a function of electron energy. The reflected ratio of electrons is still very high (up
to 20 %) at electron energies above the vacuum level, i.e., where the reflectivity falls
below unity. This high reflectivity at low energies was theoretically predicted early
on [3, 13], fueling the development of LEEM.

Contrast Modes The interaction of low-energy electrons with a substrate can
give rise to a variety of contrast mechanisms. We have already presented the mirror
mode (Fig. 18.2a), where contrast arises from differences in the electric field at the
surface of the sample. Other contrast mechanisms also allow imaging: (1) the spa-
tial distribution of different phases (Fig. 18.2c), (2) the thickness in atomic layers
of films on a substrate (Fig. 18.2d), (3) the location of atomic steps on crystalline
surfaces (Fig. 18.2b), and (4) the spatial distribution of differently oriented magnetic
domains (Fig. 18.2¢g). The detailed reflected electron intensity at higher energies de-
pends, among other factors, on the band structure of the substrate. To understand
the relation of reflectivity and band structure it is instructive to consider the electron
reflection under the single scattering approximation [28]. In such case, the reflected
intensity would be directly related to the unoccupied band structure of the surface:
a high reflectivity would occur when the density of available unoccupied electron
states is low, and vice versa. Of course, multiple scattering is very important at
LEEM energies, so it has to be taken into account using similar formalisms to those
employed in LEED [28]. But even in the absence of detailed understanding of a
particular system, it is expected that the band structure, and thus the electron reflec-
tivity, from different materials should differ. In consequence, an energy-dependent
contrast should arise from composition differences (see Fig. 18.4a). Whether two
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Fig. 18.4 Origin of image contrast in LEEM. (a) Electron reflectivity vs incoming electron en-
ergy for W(110), with and without a layer of Ag on top (reprinted with permission from [24]);
(b) electron reflectivity as a function of film thickness for films of different thickness on Ru(0001),
reprinted with permission from [25]; (¢) real-space profile expected from Fresnel diffraction across
a step with different aberrations, reprinted with permission from [26]; (d) electron reflectivity as a
function of the incoming electron beam spin orientation relative to the sample magnetization in a
4 ML Co film on Mo(110), reprinted with permission from [27]

different elemental compositions give a useful contrast must be determined experi-
mentally.

Another common origin of contrast in LEEM instruments is electron interference
effects (phase contrast). For example, if a thin film has a sharp interface with its sub-
strate, interference can occur between electrons reflected from the film/substrate in-
terface and from the film surface. This gives rise to a Fabry-Perot effect that makes
the electron intensity change as a function of electron energy and film thickness.
Clearly, these changes in reflectivity can be used to detect film areas of different
thickness, as shown for Mg films in Fig. 18.4b. Choosing appropriate electron ener-
gies allows imaging the formation of new film layers during layer-by-layer growth.

A similar effect allows detecting atomic steps: Fresnel diffraction [26, 29, 30]
from electrons reflected at the lower and upper terraces around a substrate step
gives rise to an oscillatory pattern of the reflected intensity around the step location
(Fig. 18.4c, bottom). In non-aberration corrected instruments, the aberrations mask
the fine detail of the Fresnel diffraction pattern so a step is typically seen as a single
line (Fig. 18.4c, top). By observing the changes with focus and electron wavelength
(i.e., energy) the up-down or down-up sense of the step can be determined [29].



18 Low-Energy Electron Microscopy 537

In aberration corrected instruments, the fringe pattern around step edges has been
observed [31]. Steps in LEEM have been detected on metal, semiconductor, nitride
and oxide surfaces, and the easy observation of steps remains a crucial advantage of
LEEM over other surface-sensitive electron microscopies.

Diffraction is another source of image contrast in LEEM. To improve contrast,
LEEM images are usually acquired using a “contrast” aperture, which limits the
diffracted beams that contribute to the observed image to the specular beam. This
corresponds to the bright-field imaging mode in TEM [8]. By using deflectors in
the beam separator, the illuminating or reflected beam can be tilted so real-space
images can be formed from other diffraction beams (see Fig. 18.2f). If the surface
has domains that give different diffraction patterns, each domain can be imaged in
turn by selecting diffraction spots unique to each corresponding diffraction pattern
(see Fig. 18.2f), i.e., by dark-field imaging.

18.2.1 Magnetic Contrast

Magnetic contrast can be obtained using electrons due to interactions of the illu-
minating electron beam either with (1) the magnetic field outside a ferromagnetic
sample through the Lorentz force, or (2) by a direct interaction with the spin of
the sample’s electrons. In the latter case, exchange scattering or spin-orbit interac-
tions can produce a dependence of the reflected intensity on the electron beam spin
direction, and thus, provide magnetic contrast related to the magnetization of the
sample, as shown in Fig. 18.4d. Either the source can be spin polarized or the spin
polarization of the electrons can be analyzed after interaction with the sample.

The first method (Lorentz force) is implemented in LEEM by tilting the illu-
mination beam and using incident electron energies close to mirror mode. Stripe
domain patterns in a perpendicular magnetized film [32] and more recently bit
patterns in magnetic recording media have been imaged [33]. But the most com-
mon method is to use a spin-polarized electron source (spin-polarized LEEM, or
SPLEEM [34, 35]), where exchange scattering at the sample provides a contrast
that depends on the scalar product of the spin direction and the sample magneti-
zation. The magnetic contrast can be as high as 20 % of the topographic contrast
for selected substrates or films, although it is often much smaller. To remove non-
magnetic contrast from the images, it is common to acquire LEEM images with
opposite illuminating electron-beam spin polarizations, denoted as I, I_. Then the
asymmetry ratio A, corrected by the electron beam spin polarization P, is calculated
pixel by pixel:

114 —1-
S PI+ I

By selecting the spin direction in each of three orthogonal directions, the local mag-
netization direction can be determined with nanometer resolution.

Dark-field imaging is also usable for magnetic imaging in antiferromagnetic do-
mains, even without a spin polarized incident beam. An antiferromagnetic structure
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gives rise to a magnetic unit cell that is larger than the material’s structural unit cell.
Thus, it gives additionally diffracted beams of pure magnetic origin [36]. Using the
magnetic diffracted beams as a source of dark-field contrast allows imaging antifer-
romagnetic domains in real-space. This method has recently been used on NiO [37].
The advantage of using spin-polarized electrons would be to determine additionally
the spin-direction of the antiferromagnetic structure while also easily verifying the
magnetic origin of the observed contrast.

18.2.2 Resolution

In contrast to TEMs where the actual resolution is orders of magnitude larger than
the electron wavelength, in LEEM the experimental resolution is not far from this
limit. The achieved resolution of an electron optics system can be written in a simpli-
fied description as the quadratic addition of several terms, the most important ones
being the diffraction limit, the chromatic aberration and the spherical aberration. The
latter two correspond to the same aberrations in light optics: considering a lens with
a given focus length, spherical aberration arises because the focus depends on the
radial distance to the center of the lens, while chromatic aberration corresponds to
the dependence of the focal length on wavelength, i.e., electron energy [38]. Nearly
all of the aberrations of a LEEM instrument arise in the objective lens [2, 38, 39],
and unlike in TEM [8], a substantial part arises from chromatic aberration. Spher-
ical aberrations are typically minimized using a contrast aperture centered around
the specular beam. (A contrast aperture in PEEM also improves spatial resolution
but reduces the signal available for imaging.) The chromatic aberration in LEEM is
reduced by decreasing the energy spread of the electron source. For example, the
current generation of instruments reaches 10 nm resolution with thermionic emis-
sion electron sources and 4 nm resolution with field emission sources, with aberra-
tion coefficients for chromatic aberrations of & 150 m and for spherical aberrations
of & 0.5 m (at the image side) [39, 40].

The resolution of a LEEM is improved if the aberrations are reduced. But unlike
in light optics, aberration correction in electron optics is quite recent. In LEEM
instruments, the correction is performed by electron mirrors. Current instruments
can remove the first order chromatic and spherical aberration and achieve 2 nm
lateral resolution [18, 31]. Further improvements are anticipated.

18.3 Experimental Setup and Methods

From the technical point of view, a LEEM has much in common with a traditional
TEM. Both use a series of lenses for manipulating the electrons that illuminate the
sample and those that have interacted with the sample. Also, both form real-space
images or diffraction patterns of the electrons that have interacted with the sample.
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But LEEM works in reflection mode instead of in transmission, and at very low
energies. Currently there are two successful commercial instrument designs [16, 19],
plus a few unique, researcher-built systems.

A LEEM system (Fig. 18.1) consists of an illumination system, a beam sepa-
rator, an objective lens system, and an imaging column. Additional lenses allow
imaging the diffraction plane (back-focal plane) of the objective lens, while aper-
tures can limit the illuminated area on the sample (i.e., the imaged area) and the
angular spread in reciprocal space of the imaged electrons. While lenses and aper-
tures are well-known elements of other electron microscopes (SEMs and TEMs),
the beam separator is unique to LEEM. The objective lens is shared with other types
of emission microscopes.

Lens System and General Considerations At the heart of any LEEM there are
several electrostatic and magnetic lenses [43]. Electron lenses are well-developed
and used in a variety of charged-particle instrumentation. The preference of elec-
trostatic [44] vs magnetostatic lenses is mostly a question of convenience. While
magnetic lens have smaller in aberrations, they are usually more bulky and difficult
to cool down unless the coils are outside vacuum. They also rotate the electron spin
and the image they form, although this effect can be avoided using self-canceling
doublets.

Within the LEEM instrument the electrons have energies in the range of 10—
20 keV. The objective lens decelerates the electrons to a few eV close to the sample.
Decelerating the electrons requires either that the electrons travel at a high posi-
tive potential relative to the laboratory electrical ground, with the electron source
grounded and the sample at a few eV, or that the electrons travel close to electri-
cal ground and the electron gun and sample are at 10-20 kV negative potential.
Obviously, having the sample close to ground potential is convenient from the ex-
perimental point of view. But it is not compatible with magnetic lenses, which have
their central tube section at ground. Electrostatic lenses do not have this limitation.

The most popular commercial designs (see Fig. 18.5a, c) are dedicated LEEM
instruments that employ magnetic lenses and have the electron source and sample
at high voltage. In these instruments the illuminating and imaging sections and the
objective and sample sections are housed in separate (but connected) vacuum cham-
bers. The magnetic coils surround lengths of thin vacuum tubing at ground poten-
tial. As the connection between the sample area and the columns is through a small
opening (several mm), differentially pumping permits imaging under pressures in
the 10~* mbar range while keeping the detector and electron emitter at UHV.

There are also fully electrostatic instruments (with the exception of the beam
separator, see Fig. 18.5b) that have the electron source at ground and the sample
close to ground. The use of electrostatic lenses makes for compact instruments that
can be mounted on a standard flange (e.g., a 6” CF flange) of a UHV chamber.
Such systems comprise one commercial design (Elmitec IV [16]) and a few research
systems [42, 45]. As all the electrostatic lenses are in the sample vacuum chamber,
this type of LEEM usually is more demanding in terms of background pressure.
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Fig. 18.5 (a) Specs/IBM LEEM design, reproduced with permission from [41]. (b) SPLEEM
on-a-flange design, reproduced with permission from [42]. (¢) Elmitec III design [16]

INlumination Sources and Condenser Optics Three types of electron sources
are used in current LEEM instruments: thermionic, field emission and photoemis-
sion sources. The most popular thermionic source is based on a LaBg single crystal
emitter. It is inexpensive, has a long lifetime, and is quite sturdy in UHV envi-
ronments [46]. The main limitations is the energy spread of about 0.6 eV and the
brightness.

More recently, cold field emission (CFE) sources are gaining in popularity. Al-
though the LEEM market is too small to fuel electron source development, the TEM
and SEM markets have provided for easy-to-use and reliable sources. The energy
spread for cold field emission is ~0.25 eV, significantly improving resolution.

Finally, GaAs sources are the only spin-polarized electron sources presently used
for magnetic imaging (i.e., SPLEEM), both in commercial systems [16] and in
custom-built instruments [15]. The energy spread is even smaller than cold field
emission sources (0.11 eV). A GaAs electron source [47] consists of a GaAs cath-
ode conditioned to negative electron affinity (NEA), which emits electrons when
illuminated by circularly polarized light from a diode laser. Driving the GaAs cath-
ode to NEA condition requires an appropriate coverage of cesium and oxygen. The
need to properly prepare the GaAs surface (cleaning it, and then depositing Cs and
oxygen) together with the requirement of extreme vacuum (well below 10~ !9 mbar)
for reasonable lifetimes of the prepared cathode make this electron source quite de-
manding.? The traditional design suffers from the large size of the illuminating laser
beam, which consequently provides a brightness lower by about 103 Axcm ™2 sr~!
than a thermionic LaBg source. Recent designs focus the laser beam to a microm-
eter area and provide brightness comparable with thermal sources [48]. The spin

2If properly tuned, cathode preparation is routine and lifetimes are several days.
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Fig. 18.6 Resolution limit as a function of the electron beam energy at the sample for a given en-
ergy spread (AE) and acceleration voltage (E), adapted with permission from [39]. The curves
shown the resolution from top to bottom for AE =2 eV and E =5 kV, AE =2 eV and
E=15kV, AE=025¢eV and E =5 kV, AE =0.25 eV and E = 15 kV respectively. The
inset shows two popular objective configurations adapted with permission from [50]: a fully elec-
trostatic tetrode (lower schematic) and an electrostatic acceleration electrode paired with a floating
magnetic lens (upper schematic)

direction of the electrons is perpendicular to the GaAs cathode. A spin manipulator
between the GaAs cathode and the condenser optics is used to turn the spin direction
to any desired orientation relative to the sample [40, 49].

The condenser lenses are used to obtain a parallel beam of electrons before
reaching the sample by providing a demagnified image of the source at the ob-
jective back-focal plane. Having several condenser lenses provides maximum flex-
ibility, although some recent designs use a minimalist approach of a single con-
denser lens [19]. Additionally the illuminating system can contain some deflectors
and/or astigmatic octupole correctors. Typically the illuminated area on the sample
is 10-100 pm in diameter depending on the design and source. Apertures can reduce
the area down to about 0.2 pum.

Objective  The objective lens performs a dual role: for the incoming electron
beam its functions are to slow the beam from 10-20 keV to the eV range and provide
a parallel beam of electrons at the sample by collecting the electrons at its back-focal
plane. For the electron beam reflected from the sample, the objective increases the
beam energy from several eV to 10-20 keV and forms a magnified real image of the
emitted electrons (typical magnifications range from 10-50x). A diffraction pattern
exists at its back-focal plane. All objectives are thus composed of an accelerating
lens and an additional electrostatic or magnetostatic lens for focusing (see the inset
in Fig. 18.6). As shown in Fig. 18.6, the two most important factors for determining
the resolution in a LEEM objective are (1) the acceleration voltage, or conversely,
the field strength between the sample and the first lens, and (2) the energy spread of



542 J. de la Figuera and K.F. McCarty

the electrons. In all current instruments, the field strength is about 10-20 keV/mm.?
Several objective designs have been tried (see inset of Fig. 18.6) with an electro-
static tetrode or a magnetic lens behind the accelerating lens being the most popular
(the latter has smaller aberrations [50]). Nearly all the spherical and chromatic aber-
rations that limit the final instrument resolution originate at this objective system.
The quantification of the objective aberrations has been studied in detail [39] due to
the current interest in the aberration correction of LEEM instruments.

Beam Separator The function of the beam separator is to separate the electrons
going into the sample from the electrons leaving the sample. In its simplest form it
consists of a square or circular magnetic dipole with two parallel pole plates excited
by a coil. A limitation of this design is that a dipole field focuses the electrons that
move in a plane normal to the magnetic field. This means that the focusing properties
are very different in the two axis of the electron beam. A solution to this problem
is to add extra lenses for the focusing function, as in the Berkeley SPLEEM [15]
(Fig. 18.5b), which uses double dipoles with opposite magnetic fields in both the
illuminating beam and in the imaging section together with additional electrostatic
lenses in the beam separator.* Most of the current systems are based on a 60° deflec-
tor that uses an array of dipole fields [51] (see Fig. 18.5¢c). However, 90° deflectors
are being increasingly used [41] (see Fig. 18.5a). They allow stacking the optics ver-
tically, a particular advantage for aberration correction, where an additional beam
separator is needed [18]. They are constructed from a central (square) dipole mag-
net, surrounded by one [41] or more rings [33] at different magnetic potentials, or
by additional round electrostatic lenses [52].

Imaging Optics and Imaging Systems The imaging column contains several
lenses arranged so a field of view between about 1-100 um can be imaged. After
the last imaging lens, the electron current is amplified by microchannel plates before
impinging on a phosphor screen. A digital camera outside of the vacuum chamber
records images of the screen.

The channel-plate-based detectors are delicate and typically do not have a uni-
form response across their area. The main operational danger of a LEEM lies in the
microchannel plates: excessive electron flux can damage the plates and the phos-
phor, giving rise to dead areas in the detector. Moreover, runaway events in the
detector can cause damage even when no electron beam is present. When switching
from real-space mode to a diffraction pattern, care has to be exercised not to exceed
the maximum current of the channel plates. Controlling the image intensity safely is
essential for the current detectors. In some instruments, the preferred way to control
intensity is changing the illuminating beam current, while other instruments change

30ne fact in LEEM that is often overlooked is that the sample always experiences such an applied
field. As the resolution degrades mildly with acceleration voltage [39] (see Fig. 18.6), the electrical
field might be somewhat reduced for delicate samples.

4The opposite magnetic fields cancel the spin rotation of an individual dipole so that an electron
transiting the complete beam separator does not change spin direction.
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the channel plate voltage. Direct imaging sensors without channel plates are being
tested but they have smaller active areas and cannot be baked at the temperatures
typically used to achieve UHV conditions [53].

Energy Filters Additional capability comes from the ability to filter the electrons
emitted from the surface by their energy. In its simplest form, LEEM makes images
from elastically reflected electrons. Any inelastically emitted electrons are then an
unwanted background in the images and in LEED patterns. But the inelastic elec-
trons also contain information, as do electrons in photoemission. An energy filter
extracts information from these electrons.

Two types of energy filters are being used. One type decelerates and then bends
the electron beam, which disperses it by energy. A recent design takes advantage of
the energy dispersion within the beam separator itself to provide energy discrimina-
tion without extra optical elements other than apertures [41]. The magnetic field of
the beam separator gives a chromatic dispersion of about 5 pm/eV [54], useable but
much smaller than that of the first type of filter [1].

Two modes of operation are common. In the first, the dispersive plane of the en-
ergy filter is imaged onto the detector. Converting image intensity versus position
into a count rate vs. energy gives a traditional spectrum. An aperture in the beam
separator is used to select the analysis region on the sample, analogous to selected-
area LEED. In the second mode, an aperture in the dispersive plane is used to select
a given energy bandpass. The passed electrons are then formed into an energy fil-
tered image. Changing the sample potential changes the electron energy that passes
through the filter’s aperture to the detector.

In a pure LEEM instrument (no light source), a filter enables electron energy loss
spectroscopy (EELS) [55, 56] and Auger spectroscopy. Setting the filter energy to
a given loss or Auger peak gives spatial maps of phase or elemental composition.
When combined with light sources, the energy filter allows photoemission spec-
troscopy and microscopy, as is most powerfully practiced at synchrotrons. How-
ever, intense He discharge lamps and ultraviolet lasers are enabling photoemission
spectromicroscopy in laboratory environments [57].

Aberration Correction Systems As mentioned before, simple electrostatic or
magnetostatic lenses always have the same sign of spherical and chromatic aberra-
tions. To increase the resolution and the acceptance angle (throughput) of the in-
strument, the first order aberrations have to be corrected. A successful approach is
through the use of electron mirrors [38], which have opposite chromatic and spher-
ical aberrations than lenses. Such an electron mirror can be realized with a regular
electrostatic lens but with a much higher voltage, so the incoming electrons are re-
flected back. The main drawback of using an electron mirror is that the electrons go-
ing towards the mirror and the electrons reflected have to be separated. This means
that electron mirrors had to wait until the development and familiarity with beam
separators, which are specific to LEEM. With the present beam separator expertise,
the adoption of electron mirrors for aberration correction is finally taking place.
The current designs use either a special four-way beam separator, or stacked beams
separators of the 60° [16, 40] or 90° type [18].
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Methods to measure the aberrations and adjust the mirror voltages to correct for
the first order aberrations all while changing other instrument parameters such as
the electron energy are under development [31, 39].

18.4 Applications

LEEM instruments have been applied to a variety of surface science phenomena.
Here we highlight some applications where LEEM instruments have added new in-
sights. Most LEEM experiments share the same profile: first an atomically clean
surface must be obtained, so either sputtering or annealing cycles are performed.
Already at the cleaning stage, the surface state should be checked often (or contin-
uously if possible) in LEEM. The full power is realized when all processes such
as exposure to molecular or atomic fluxes are done under LEEM observation. Un-
less preparation procedures are very cumbersome, several experimental runs can be
performed per day. This allows for rapid exploration of the experimental parameter
space. LEEM instruments have been used to study metals, semiconductors or com-
pounds such as oxides or nitrides. In most areas, the breath of the experiments has
been limited more by instrument availability rather than by the technique itself.

18.4.1 Observation of Clean Surfaces

The high-resolution observation of metal and semiconductor surfaces [14], locating
the atomic surface steps, was a hallmark in LEEM evolution. As mentioned before,
atomic steps are imaged by Fresnel diffraction. Although the bulk of the LEEM
work has been performed on metal and semiconductor surfaces, more complex sys-
tems such as binary oxides [58—60], nitrides [61-63] and quasi-crystals [64, 65]
have been explored (see Fig. 18.7a—d).

The surface morphology can be directly imaged by locating the atomic steps. As
LEEM can select a field of view between a few microns to up to tens of microns, it is
possible to explore large areas of a surface. This often provides a dual role. On one
hand, some particular types of surface areas can be located, either large flat terraces,
step bunches or features created by, for example, a focused ion beam (FIB) [66].
On the other hand, sampling can reveal the average state of the surface, information
that can guide experiments using complimentary techniques. Easily exploring parts
of the surface millimeters apart serves to avoid the common “tunnel view” of STM
where a restricted area of the surface is assumed to be representative of the full
surface.

Besides steps or dislocations, which themselves can give rise to steps [62], stack-
ing faults and twins are defects that occur in films and surfaces. Both defect types are
easily located in LEEM through a combination of dark-field and bright field imag-
ing [11, 67, 68]. In the case of two structures related by twinning, the diffraction
pattern of one twin is rotated by 180° from the other’s pattern. Selecting a diffracted
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Fig. 18.7 LEEM images of different surfaces. (a) Dark-field image using an first order diffraction
spot of Ru(0001), reproduced with permission from [69]. The field of view of 10 pm. (b) Dark-field
image of Si(100) acquired with a diffraction spot from one of the domains of the 1 x 2 reconstruc-
tion, reproduced with permission from [71]. The field of view is 5.5 um. (¢) Bright field image of
TiO>(110) reprinted with permission from [58]. The field of view of 10 um. Diffraction contrast
causes the 1 x 2 reconstruction to be dark compared to the bulk-like 1 x 1 phase. (d) TiN(111),
reprinted with permission from [63]. The field of view is 5.6 pm

spot in dark-field imaging from one twin will give the real-space distribution of that
twin. Bright field imaging can be used to determine whether the dark-field image is
a pure twin or a stacking fault. In the former case, no bright field contrast would be
possible by symmetry. In the latter, the stacking fault can be considered a change in
the unit cell of the last layers and would be seen in bright-field [68]. Sometimes the
structure of the surface is such that crystallographically inequivalent but energeti-
cally equivalent terminations are possible. Examples include hcp [69] and wurzite
[70] structures. In both structures the local sequence of layers in the direction per-
pendicular to the basal plane is such that consecutive atomic steps give rise to a
rotation by 180° of the local environment, i.e., the crystal symmetry group has a
screw symmetry operation. Then, a dark-field image from a first-order diffracted
spot gives an image with alternatively white and dark terraces separated by atomic
steps (see Fig. 18.7a).

18.4.2 Surface Dynamics: From Adatoms to Phase Transitions

The evolution of surfaces has an important role in nanoscience. Such evolution is de-
termined by thermodynamic and kinetic effects. The ability of LEEM to locate steps
in real time makes it a powerful technique for observing the evolution of surfaces
under controlled conditions.

Steps As LEEM can easily image single-layer atomic steps, a popular focus has
been step dynamics, both in semiconductors [72, 73] or metals [74, 75]. Although
the emphasis has been on simple surfaces by extracting accurate properties for com-
parison with theory, an obvious evolution of the technique is to expand it to more
complex surfaces such as quasi-crystals [65]. Through the interpretation of the step
motion, both properties intrinsic to the steps (such as line tension) and adatom-step
interactions can be determined.

A related line of work has been examining the evolution, not of more or less lin-
ear steps, but of closed steps forming islands or pits [76]. By measuring in detail
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the evolution of a non-equilibrium structure, such as an island array on a substrate
terrace or a mound of islands, the evolution towards equilibrium can be directly
compared with model simulations incorporating the mass carriers and their inter-
action with steps. When a set of differently sized islands on a terrace undergoes
Ostwald ripening, the dependence of the island line tension on curvature makes
smaller islands decay and larger islands grow [71]. The particular way the islands
area changes with time gives information about the limiting process that the mass
carriers experience: either diffusion along the terraces or attachment/detachment
from step edges. But also the role of bulk diffusion has been highlighted in ex-
periments studying the evolution of Pt(111) [77]. In the more complicated case of
NiAI(110), separating the effects of bulk vs surface diffusion [78] required taking
advantage LEEM’s ability to image while oscillating the sample temperature. An-
other option in LEEM is the ability to observe a surface at very high temperatures,
needed for refractory metals such as Rh(001) [79]. Adsorbates can also be deposited
in real time during island decay, helping solve long standing questions about the role
of impurities in surface evolution. The influence of sulfur on Cu island decay has
thus been explained in terms of the formation of S-Cu units that serve as additional
and very efficient surface mass carriers [80]. A novel development is the ability to
deposit ions while imaging. The adatom concentration can be enhanced or depleted,
depending on the ion energy [81, 82]. In this way, the phase space under which
surface evolution can be observed is greatly expanded.

Thermal Adatoms Thermal adatoms on a crystal surface equilibrate with sinks
such as steps. The concentration and distribution of the adatoms can be deduced
from the detailed time evolution of the steps. This information can also be deter-
mined by studying island nucleation [83]. But to determine directly the concen-
tration of adatoms is complicated as thermal adatom concentrations are often very
low, and the adatoms themselves can move large distances, precluding the use of
STM-related techniques at any but the lowest temperatures, where the surface evo-
lution is nearly frozen. LEEM can be used to determine both the concentration and
distribution of thermal adatoms on a surface by monitoring changes in the surface
reflectivity. Adatoms cause the incident beam to be scattered diffusely, reducing its
reflected intensity. Therefore in a bright field image a decrease in intensity can be re-
lated to an increase of adatom concentration. The method has been applied to metal
[24] and carbon adatoms [84], and the sensitivity easily reaches concentrations of
1074 ML.

Phase Transitions LEEM’s rapid imaging gives a powerful approach to observe
surface phase transitions, which are typically driven by changing temperature [85].
Depending on the phases involved, different contrast mechanisms can be used in
imaging. Unlike using reciprocal space techniques to probe phase transitions, a real
space view of the surface allows determining whether there is phase coexistence. An
early success of LEEM was the real time observation of the transition between the
Si(111) 7 x 7 and 1 x 1 surface structures [86]. The detection of phase coexistence
showed directly that the transition was first order. The subtleties of the 7 x 7-1 x 1
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phase transition have been studied in detail by LEEM, shedding light on the role
of bulk diffusion [87] and the extended temperature range of the phase coexistence
[88]. The richness of the system has motivated recent studies on the impact of the
phase transition on island decay [89].

Another classic surface phase transition is the roughing transition. Although not
as spectacular as Si’s 1 x 1 to 7 x 7 transition, the roughening transition of Si/Ge
alloys has been characterized by LEEM [90]. Additional phase transitions have been
studied on other semiconductors [91] or metal/semiconductor surfaces [92]. Phase
transitions in metals and oxides have received much less attention [59]. It is a glaring
omission that well-known metal reconstruction phase transitions have not yet been
studied by LEEM.

18.4.3 Thin Film Growth: From Self-assembly to Film Dewetting

One field where a real-time view of a process is most rewarding is thin-film growth.
There are a limited number of techniques that allow real-time monitoring of thin-
film growth by molecular beam epitaxy (MBE), pulsed laser deposition (PLD) or
reactive MBE. The most used technique is reflection high-energy electron diffrac-
tion (RHEED), which only provides reciprocal-space information averaged over a
macroscopic area. Consider the growth mode of a film by step-flow, i.e., a growth
mode in which the deposited material adds to at the preexisting steps and the film
grows in strict layer-by-layer mode. Step-flow gives rise to films as flat as their
substrate. But as no new steps are created on the growing film, RHEED is com-
pletely blind to the number of layers deposited. LEEM is the only general purpose
surface science technique that allows real-time and real-space monitoring of the
surface growth front in PLD and MBE. For example, in Fig. 18.8 we show two
examples of thin-film layer-by-layer growth, either by step-flow (Fig. 18.8a) or by
island nucleation (Fig. 18.8b). The capabilities of LEEM to explore growth have
been used to monitor metal growth both on metals [25, 66, 68, 93-97] and semicon-
ductors [98, 99], semiconductor growth [100, 101], graphene growth both on metal
[84, 102-110] and on SiC [111-113], and oxide growth [114—120]. The particular
role of dislocations in thin-film growth has been studied in semiconductors [121],
metals [62, 67, 122], and nitrides [62].

The surface sensitivity of LEEM is usually stated to arise from the short inelas-
tic mean free path of low-energy electrons. However, at typical imaging energies,
the mean free paths can be surprisingly long. This implies that changing the focus
allows the buried interface between the film and the substrate to be easily imaged
[125]. As heating to high temperatures under observation in LEEM is straightfor-
ward, sublimation of thin films can be tracked [126]. At lower temperatures, the
dewetting process by which a continuous film breaks up [127] or a thinner film
roughens to form large 3-dimensional islands (mesas) has been studied in metals
[128]. Thanks to LEEM observations, the latter process has been used as part of a
method [129] to produce large flat areas in metallic crystals by sputtering a mesa-
containing thin film [130].
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Fig. 18.8 Thin-film growth. (a) Step-flow in the growth of 1 ML Cr on W(110), adapted with
permission from [123]. (b) Layer-by-layer island nucleation growth in the growth of the first three
layers of Co on Ru(0001), adapted with permission from [124]. The field of view of each sequence
is, respectively, 7 and 10 um

Furthermore, the capabilities of LEEM allow not only for monitoring the growth
front of the film, but for a detailed structural characterization of the film itself. By
combining the different working modes of a LEEM, the interlayer spacings, the
stacking sequence of the film layers or the presence of stacking faults can be re-
solved for each film thickness [25, 68, 94, 97].

In the same way as TEM characterizes the structure of a bulk film, LEEM can
determine the microstructure of films a few atoms thick. As a complex example
[11], Cu on Ru(0001) has a thickness dependent misfit dislocation network. For
films two monolayers thick, the dislocation network consists of sets of parallel dis-
locations. Three equivalent rotational domains occur, with the dislocations aligned
along the three equivalent directions of the substrate. Even if the dislocation spacing
in the domains is below the resolution limit of a non-aberration corrected LEEM,
each rotational domain can still be imaged in dark-field using its unique diffraction
spots (see Fig. 18.9b, and composite image in Fig. 18.9c). But in addition to the
rotational domains, there are also domains within the film that differ in their stack-
ing sequence. This additional microstructure can be imaged in bright field using an
appropriate energy (see Fig. 18.9d). In this way, the evolution and the interplay be-
tween the different types of film defects can be determined. In this particular exam-
ple, it was found that the healing of stacking domains was impeded by the threading
dislocations present at the boundaries of rotational domains.

Self-assembly of Submonolayer Films The quest for ordered arrays of nano-
scale objects has popularized the study of self-organized patterns in submonolayer
film growth. Monolayer-height islands deform the substrate, giving rise to an elas-
tic interaction between islands. The competition between the (short-range) bound-
ary cost of creating island edges is then compensated by the (long-range) elastic
interaction between island edges. The resulting self-assembly gives rise to striped
patterns on uniaxial systems, while isotropic systems should exhibit a transition be-
tween a bubble phase (round islands in an hexagonal pattern), a stripe phase and an
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Fig. 18.9 Microstructure of a 2 ML Cu film on Ru(0001), adapted with permission from [11].
(a) LEED pattern arising from the superposition of three rotational domains. (b) LEEM dark-field
images from three different diffraction spots. The bright regions map the spatial distribution of
the three rotational orientations. (¢) Composite image of the dark-field images in (b). (d) LEEM
bright-field image showing the distribution of the two different stacking sequences (light and
medium gray). (e) Complete microstructure of the film showing both rotational and stacking do-
mains. The field of view is 5 pm

inverted bubble phase. The origin of the patterns lies thus in the thermodynamics
of the system. They have been observed for metals [131-134] and semiconductors
[135-137]. Pb islands on Cu(111) can be considered a model system for stress do-
main self-assembly [138—142]. Pb on Cu forms a disordered alloy until a critical
Pb concentration is reached. Then, in addition to the disordered alloy, islands of
pure Pb nucleate on the surface. As the coverage of Pb is increased, the shape of
the Pb islands changes from round islands, to stripes, and then to inverted droplets,
as predicted by theory and shown experimentally in Fig. 18.10. The pattern period-
icity depends exponentially on the ratio of boundary cost (step energy) and elastic
interaction. In the Pb/Cu system, detailed studies of the fluctuations of the stripe
phase allowed an accurate and independent measure of the boundary energy. The
long range elastic interaction was measured by studying fluctuations of the island
positions in the droplet phase. The predicted periodicity matched the experimentally
observed value.

Alloys Alloying in thin films or surfaces can be followed in LEEM. But as LEEM
cannot image the atomic scale, quantifying the alloying is usually indirect. NiAl
bulk alloys have been studied by following changes in the surface morphology
[143, 144]. At surfaces, alloying and dealloying on refractory metals have been
detected by the morphology of the surface [145] or more directly by the observation
of a specific alloy-related LEED pattern [146, 147]. The effects on island growth
and motion can be striking. In Sn on Cu(111) the formation of an alloy actually
propelled the Sn islands across the substrate leaving a trail of surface alloy [148]. In
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Fig. 18.10 Self-organization of Pb islands on Cu(111) as a function of the Pb coverage, reprinted
with permission from [139]. The field of view is 1.8 um

Pd/Ru(0001), at specific temperatures and deposition rates, the formation of a sur-
face alloy around growing Pd islands impedes further island growth except at par-
ticular points. This produces distinctive labyrinthine-shaped islands, whose growth
was followed in real time [96].

Magnetic Domain Studies = We consider here imaging magnetic domains in fer-
romagnetic films or surfaces (studies of spin-dependent electron reflectivity are dis-
cussed in the VLEED section below). The number of SPLEEM instruments at the
time of writing this chapter is just four, so the span of the different material combi-
nations tested is extremely limited. Ferromagnetic elements that have been shown
to provide usable contrast in SPLEEM include all the 3d magnetic transition met-
als (Fe, Co, Ni), and the rare earth Tb. In compound form, magnetite islands also
give SPLEEM contrast [120]. Other compounds and alloys await experimental stud-
ies.

A straightforward SPLEEM application is to determine the magnetic domain
structure of surfaces and islands [149-154]. In this way, finite-size effects on the
magnetization patterns can be determined, such as the transition between single do-
main and vortex states in 3-dimensional magnetic islands [155], or the magnetiza-
tion patterns in elongated islands [156, 157]. The Curie temperature is determined
by measuring the temperature where magnetic contrast is lost. But the important
point is that the Curie temperature can be measured locally, so it is easy to check
the effect of thickness [124] or the local environment [158].

Since SPLEEM can measure each component of the magnetization, it can per-
form 3-dimensional magnetometry [159] by changing the spin-orientation of the
illuminating electron beam in orthogonal directions. It then becomes a powerful
method to explore spin-reorientation transitions [124, 152, 159-163]. For example,
consider the magnetization of Co on Ru(0001). The growth can be interrupted at
intermediate coverages between 1-2 ML and 2-3 ML, and the magnetization along
two in-plane directions and the out-of-plane direction can be measured in sequence.
As Fig. 18.11 shows, the 1 ML and 3 ML areas are only magnetized in-plane, un-
like 2 ML areas, which are magnetized out-of-plane. Thus, there are consecutive
spin-reorientation transitions as a function of thickness. Further studies followed
in real time how the capping the Co with noble metals also produce additional
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Fig. 18.11 3-D magnetometry in Co/Ru(0001) ultra-thin films, reproduced with permission from
[124]. Top row: SPLEEM images of the same film with 2 ML Co thick islands on a continuous
1 ML Co layer. Each SPLEEM image shows magnetic contrast along the direction indicated in the
left-lower corner. Bottom row: SPLEEM sequence acquired on a film with 3 ML Co thick islands
on a continuous 2 ML Co layer. FOV is 2.8 um

spin-reorientation transitions [162]. Another theme is the study of the coupling
between magnetic layers. But unlike measuring magnetization using PEEM tech-
niques, SPLEEM lacks chemical sensitivity, making the extraction of information
about the magnetization of individual layers more involved.

18.4.4 Determining Surface Crystallography and Electronic
Structure

Low-energy electron diffraction (LEED), the measurement of diffraction patterns
with reflected electrons is the standard surface science crystallographic tool [21].
LEEM is an excellent technique to measure LEED. This can be done both in real
space (with a contrast aperture, so only the specular beam is measured) or in recip-
rocal space and with spin-polarized electrons in SPLEEM instruments. We discuss
separately the diffraction information of the “traditional” LEED energy range (50—
400 eV) and that of VLEED (0-50 eV). The distinction serves to underline the
different characteristics of the information obtained in each energy range.

“Traditional” LEED  The “traditional” LEED allows determining surface struc-
tures comprising up to a hundred atoms with picometer accuracies by an iterative
comparison of the intensity of diffracted beams vs electron energy with multiple



552 J. de la Figuera and K.F. McCarty

scattering calculations from a model structure [20, 28]. In the 50-400 eV energy
range the electron mean free path is small (a few atomic layers), giving it extreme
surface sensitivity. The energies are high enough that the band structure of the sur-
face can be disregarded, with the calculations employing a muffin-tin approxima-
tion. In this range, the usual collection method in LEEM is to image the back-focal
plane of the objective, i.e., the diffraction pattern of the electrons leaving the sample
surface.

There are several experimental advantages to acquiring LEED data in LEEM. As
the illumination and the reflected electrons paths are separated by a beam separator,
there is no problem measuring the specular beam or its closely spaced satellites un-
der normal incidence conditions. The sample manipulator and electron optics allow
the incident beam to be aligned precisely normal to the surface. The optical (light)
path from the sample is also separate from the electron path, so measurements can
be performed even when the sample is hot. (In a regular LEED instrument, light
from the hot sample or the heater apparatus gives a substantial background intensity
on the detector screen, making measurements at elevated temperatures difficult.)
As all LEEMs include high gain microchannel plates for imaging, they can acquire
LEED patterns at very low electron beam intensities. The position of the diffracted
spots on the detector does not change with incoming electron energy because the
diffracted electrons are deflected during their acceleration away from the surface
in a way that exactly cancels the change in initial emission angle with energy [3].
Thus, there is no need for sophisticated tracking of diffracted beams with energy
while measuring their intensity. Furthermore, the ability to change the power of the
lens in the imaging column means that a LEEM instrument can serve as a reasonable
spot-profile analysis LEED system (SPA-LEED [164]). But the reason why LEED
in LEEM stands apart is the ability to select the area from which the LEED infor-
mation is obtained by using the real-space imaging mode of LEEM. First a region is
characterized by real-space imaging. Then a particular region is selected for LEED
analysis. Diffraction from regions of interest as small as % pum in diameter can be
routinely obtained.

Nevertheless there are some limitations acquiring LEED in LEEM. One is that
the size of the reciprocal space that can be observed without large distortions is
limited to about the second Brillouin zone. The total energy range for quantitative
structural analysis can thus be limited, but this can be offset by the ability to measure
beams that would be domain-averaged in a regular diffractometer, such as from a
1 x 2 reconstruction or an hep substrate [69]. Even under optimum conditions resid-
ual distortions in the optics prevent measuring spot positions with accuracies better
than a few percent of the first Brilluoin zone, inferior to a dedicated SPA-LEED in-
strument. The transmission of electrons through the system might be different from
a standard LEED diffractometer, although the common usage of the Pendry R factor
in structural calculations ameliorates this problem.

The observation of LEED patterns in LEEM started with the first successful in-
struments [2]. But surprisingly there are only a few studies that have used “tra-
ditional” LEED IV calculations coupled to LEED IV measurements in LEEM, as
presented in Fig. 18.12 for Ct/W(110) [123]. Both in clean substrates [69] and thin
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Fig. 18.12 (a) LEED pattern of W(110). (b) LEED IV measured in LEEM, and multiple scattering
fit of the same W(110) surface, reproduced with permission from [123]

films [68, 97], an advantage is the ability to acquire the LEED IV from a single
terrace of the substrate or film removing any possible effect of steps, which are not
usually included in the multiple scattering calculations. Other than metal surfaces,
to date an oxygen reconstruction on Ag [165] has been solved.

In a SPLEEM system, spin-polarized LEED can be measured. Nevertheless, to
our knowledge no experimental dataset of SP-LEED has been measured in LEEM.

VLEED In VLEED (0-50 eV) the Ewald sphere is so small that usually only
the specular beam or closely-spaced satellites are present. The mean free path can
be quite large, extending through films tens of layers thick, and the effect of the
band structure on the electron reflectivity cannot be disregarded. The traditional
multiple-scattering LEED codes can fail due to convergence limitations, and also
due to an incorrect treatment of the dependence of the inner potential with energy.
One advantage is that the wavelength of the electrons changes more rapidly at low
energies, so the information content is very high.

Besides measuring VLEED in the diffraction mode, where typically only the
specular beam is observed, real-space imaging can be used instead. This gives a
method to measure the diffraction information of the specular beam with nanometer
resolution. This approach has been termed LEEM IV to highlight that the zeroth-
order diffraction information is acquired from real-space images. The surface alloy
formation of Pd on Cu(100) has been explored in this way [166, 167] by a pixel-
by-pixel fitting of the VLEED IV curves to a multiple scattering calculation. The
spatially resolved structure gave detailed information about alloy formation around
steps. In the same way, monolayers and bilayers of graphene on Ru(0001) have been
distinguished [102].

More traditional VLEED determinations can be performed by comparing the
experimental data to a calculated unoccupied band structure, including the effect of
anisotropic scattering. In this case, the available theoretical calculations [168—-170]
lag considerably behind the experimental data available. VLEED can be performed
with spin-polarized electrons in an SPLEEM, from which information about the
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spin-split band structure can be obtained. This was first performed on Co/W(110)
[171].

In some cases, comparison of VLEED information with other techniques is pos-
sible [172]. As a fingerprinting technique using reference spectra, VLEED has
sometimes been used to follow the distribution and evolution of several adsorbates
on surfaces, such as carbon monoxide, hydrogen or oxygen [173, 174].

The most popular use of VLEED, though, is the measurement of quantum inter-
ference peaks (QIP) in flat films. As mentioned above, the electrons reflected at the
film interface and at the film surface interfere, giving rise to maxima and minima
of the reflected intensity. The Reflectivity then oscillates as the wavelength of the
electrons or the film thickness is changed. Although QIPs are observable at higher
energies, the mean free path is then smaller so the QIPs are vanishingly small above
50 eV. A requirement for the observation of QIPs is an abrupt buried interface with
high reflectivity. The high reflectivity can arise from a symmetry gap in the substrate
electronic structure or a large potential step between film and substrate.

QIPs in VLEED are routinely employed to characterize thickness in ultra-thin
films. QIPs have been observed on many different combinations of metal films and
substrates [66, 67, 93, 94, 122, 128, 131, 171, 175-179]. It has also been observed
in metal/semiconductor combinations [125] and oxide/metal [180] systems.

The QIPs can also be fit to multiple scattering calculations to obtain interplanar
spacings in a similar way to regular LEED calculations [175, 177]. Another use
of QIPs is determining a material’s bulk band structure. The phase accumulation
model (PAM, [181, 182]), used to interpret oscillations in the intensity of the pho-
toelectrons emitted from thin films, is also applicable to QIPs. PAM indicates that a
continuous electron band in the bulk is reduced to a series of discrete quantum well
resonances in a thin film along the direction perpendicular to the interface, with
the number of states related to the number of layers. The resonances correspond to
conditions of constructive interference for electrons with a given wavelength, taking
into account the phase change ¢ of the electron upon reflection at the film/substrate
interface and at the film surface:

2kdfym + ¢ =2nm

where k is the electron wave vector, djy, is the film thickness and » is an integer.
As the phase accumulation only depends on the energy, i.e., ¢ (E), measuring the
thickness dyg between reflectivity maxima at a given energy provides the electron
wave vector as k = d , allowing a parameter-free measurement of the dispersion of
the unoccupied electron band. A limitation of the method is that it assumes that the
electronic structure of the thin film is the same (except for the quantization of the
levels) as for the bulk material. If the film is strained the assumption will not hold.
Also the first few layers are expected to have a different electronic structure due to
interactions with the substrate. Bulk structure determinations have been made in this
way for Ag [on W(110) and on Fe(100)] [94, 177] and Cu [on Co(100)] [179].
Using a SPLEEM, the spin-dependent electron reflectivity of buried non-
magnetic/magnetic interfaces can be studied. From the applied point of view, the
study of spin-dependent reflectivity has suggested the design of novel spin-analyzers
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Fig. 18.13 Determining the spin-resolved unoccupied band structure, reprinted with permission
from [27]. Electron reflectivity for (a) spin-down electrons and (b) spin-up electrons shows layer
resolved quantum interference peaks. (¢) Spin-split energy bands retrieved from the quantum in-
terference peaks

[183]. The spin-dependent reflectivity of buried interfaces has been measured in
MgO/Fe [180] and Cu/Co(100) [179]. The unoccupied bulk band structure has been
measured for Fe [on W(110)] [178] and Co [on Mo(110)] [27] (shown in Fig. 18.13).

18.4.5 Advantages and Limitations vs Other Surface Imaging
Techniques

In this section we briefly compare and contrast LEEM to other experimental tech-
niques. The scanning probe microscopies of STM and AFM can routinely achieve
atomic resolution, unlike LEEM. However, LEEM has decided advantages in imag-
ing speed and the ease of imaging while changing the surface’s state by varying,
for example, temperature. X-ray magnetic circular dichroism using PEEM, XMCD-
PEEM, characterizes magnetism with elemental specificity, unlike SPLEEM. But
the latter technique can perform 3D magnetometry and typically is faster. Sur-
face magneto-optic Kerr effect microscopy, SMOKE, can be performed with ap-
plied magnetic fields, unlike SPLEEM. But SPLEEM has much better resolution.
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Finally the lateral resolution of scanning electron microscopy (SEM) is comparable
to LEEM. But standard SEM is not very sensitive to the surface. For example, sin-
gle atomic steps are difficult to detect by secondary electrons [184]. However SEM
with an immersion lens can give enhanced surface sensitivity [185]. The impact of
this technique is still to be determined.

In summary, LEEM is not usually the best technique to make any single type
of measurement. But LEEM is capable of many different types of surface analysis,
all within one instrument. Also the ability for fast real-spacing imaging combined
with selected-area diffraction, is unsurpassed. But the real differentiating capability
is making observations in real-time while the surface is evolving. Watching a pro-
cess occur is incredibly powerful and has revealed many unexpected pathways of
surface evolution. Real-time microscopy frequently determines pathways without
ambiguity. In contrast, forensic analysis only sees the end result, not the path.

18.5 Future Developments

Two trends in surface science are clear. First, the emphasis on studying increas-
ingly complicated materials. The goal is analyzing the actual “functional” materials
used in real applications. Second, characterizing materials under conditions simi-
lar to those experienced during their technological use. That is, in the presence of
fluids, electric fields and at low and high temperatures, etc. Instrumentation devel-
opment already in progress and envisioned will allow LEEM to participate fully
in these two trends. For example, new schemes of sample cooling will allow the
study of materials such as high-temperature superconductors in their superconduct-
ing state. New LEEM designs will also be able to operate at much higher pres-
sures. Achieving the same pressures (several millibar) as in near-ambient pressure
X-ray photoelectron spectroscopy [186] has technical challenges. However, even at
lower pressures, ‘“near-ambient pressure” LEEM/PEEM will be a valuable micro-
scopic compliment to XPS. LEEM-based techniques will increasingly use the spec-
tromicroscopies enabled by imaging energy filters. Electron energy loss and Auger
spectromicroscopies need only an electron source. Improved laboratory-based light
sources, including focused discharge lamps and ultraviolet lasers, will bring the
power of photoemission spectromicroscopy to laboratory studies.
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