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Abstract. This work presents case studies of effective knowledge transfer in 
projects that focused on using nonlinear time series analyses in varied industrial 
settings. Applications, characterized by intricate dynamical processes, ranged 
from e-commerce to predicting services request in support centres. A common 
property of these time series is that they were originated by nonlinear and 
potentially high-dimensional systems in weakly stationary environments. 
Therefore, large amount of data was typically required for providing useful 
forecasts and thus a successful transfer of knowledge. However, in certain 
scenarios, classifications or predictions have to be inferred from time windows 
containing only few relevant patterns. To address this challenge, we suggest here 
the combined use of statistical learning and time series reconstruction algorithms 
in industrial domains where datasets are severely limited. These ideas could entail 
a successful transfer of knowledge in projects were more traditional data mining 
approaches may fail. 

1   Introduction 

With the increasing possibilities of accessing massive amount of data, prediction 
of customer’s behaviour in industrial domains has become a very active research 
area during the last twenty years. For instance, one of the most important goals 
within data mining in Web environments consists of predicting interesting 
characteristics of users using their previous navigation patterns or clickstreams 
(Martin et al., 2004). These kinds of data analyses enables to better profile the 
customers commercial Web portals, and in turn, to customize the interface by 
providing the most suitable services for reach individual user in advance (Fu et al., 
1999; Carberry, 2001; Martin et al., 2006). Therefore, it is particularly relevant to 
anticipate users’ demands. Recently, it was shown that powerful nonlinear 
algorithms for predicting of users’ preferences can significantly increase the 
effectiveness of large web portals of organizations or institutions; provided we 
have access to a significant amount of historical data (e.g. Martin et al., 2004; 
Martin et al., 2006, 2007).  
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Besides web mining, time series analyses have been successfully applied in 
other industrial settings. For instance, a recent study addressed the more efficient 
management of Support Centres (Balaguer-Ballester et al., 2008). Support Centres 
(SCs) usually deal with all the requests reported by either external customers or 
internal users of a company. The formal contract between the service provider and 
the customer (the service recipient) usually contains clauses that economically 
penalize or incentive the SC depending on its performance. Therefore the 
successful anticipation of service request is an essential aspect in the efficient 
management of both human and technological resources that are used to solve 
these eventualities; and thus is of highly significant economical relevance.  

Another domain in which predictive analyses have been successful is targeted 
marketing. The latest marketing trends focus on maintaining and optimizing the 
behaviour of loyal customers rather than getting new ones i.e. to increase the net 
value of the customer in the long term or lifetime value, LTV (Reichheld, 2001). 
The relationships between a company and its costumers follow a sequence of 
action-response cycles, and customer’s behaviour typically evolves according to 
the marketing actions (Pfeifer and Carraway, 2000). For this reason, in targeted 
marketing, is also essential to predict which subsequent marketing action (for 
instance, offering a discount to a particular customer) will result in an increase of 
customer‘s LTV (Gomez-Perez et al., 2009). 

The case studies outlined above are good examples of successful knowledge 
transfer between Academia and Industry. The algorithms developed in a scientific 
environment were then implemented in several commercial software Java© 
platforms and used for improving the performance of the web sites, incidences 
management centres or marketing policy of the companies, respectively. The 
processes underlying such applications were typically nonlinear and therefore very 
challenging for prediction models (Balaguer-Ballester et al., 2008). Nevertheless, 
forecasts were still possible because large amount of data was available in all 
situations, enabling us to robustly optimize the parameters of sophisticated 
machine learning approaches; and thus knowledge transfer was successfully 
implemented (Martin et al., 2006).  

However, in certain challenging scenarios, predictions have to be inferred from 
very short time series, for instance in biomedical applications using functional 
magnetic resonance brain-imaging, where the sampling rate is very low and 
therefore only tens of data patterns are available. Moreover, sometimes the 
number of accessible variables does not suffice in accounting for the real 
complexity of the system. In these challenging research situations, the underlying 
system dynamics is not accessible from the available data. Therefore knowledge 
transfer may not be successfully implemented using standard machine learning 
and computational statistics approaches. In this work, we propose the combined 
use of statistical learning and time series reconstruction algorithms for analysing 
intrinsically nonlinear problems in industrial settings, particularly when the 
number of relevant temporal patterns is severely limited. These approaches could 
be useful in real-life industrial domains were more traditional inferential 
approaches are not easily applicable due the complexity of the system (many 
potentially independent variables) and data limitations.   



Nonlinear Time Series Analyses in Industrial Environments 53
 

2   Case Studies and Discussion 

2.1   Web Mining and Viability of Recommender Systems 

The first case study of this work consists of designing recommendation strategies 
in commercial or institutional web portals using predictive models.  

Personalized recommender systems has been a very active field of research 
during the last decade (Carberry, 2001), and they become an important component 
of e-commercial Web sites (for instance, Amazon.com). Such systems have been 
extensively tested and can reliably process large amount of data (Zukerman & 
Albrecht, 2001). Collaborative filtering is perhaps the most popular approach. 
This type of systems computes indicators of interest such as frequency of access 
or indexes of user similarities; and then suggests the most suitable services or 
products on-line to the user. Some early and well-known examples are 
Recommender (Hill et al., 1995) or NetPerceptions (Resnick et al., 1994). Those 
“coarse-grained” analyses have the advantage that they do not need any complex 
object representation, but only aggregated statistics. Therefore, collaborative 
filtering is a good strategy in commercial portals provided that “people-to-people 
correlations” i.e. variations in tastes, accounts for the majority of the variation in 
user’s preferences (Schaffer et al., 1999). In contrast, content-based approaches 
are based on users’ past preferences in order to forecast his/her future behaviour; 
thus, those learning algorithms are particularly suitable for situations in which 
users exhibit a predictable behaviour i.e. a significant “item-to-item correlation”. 
Figure 1 shows a simple schema of these two approaches. 

An example of the successful applications of recommender systems to 
commercial portals is the Java platform iSUM©; developed by the Spanish IT and 
software company TISSAT© (www.tissat.es). The data mining capabilities of this 
product were entirely based on the results shown in Martin et al. (2004, 2006, 2007). 
The two classes of recommender algorithms outlined above were implemented, in 
order to provide the optimal solution depending on data characteristics. For instance, 
in Martin et al. (2004), content-based recommenders based on Associative 
Memories, Time-Delayed Perceptrons (Balaguer-Ballester et al., 2002), 
Classification and Regression Trees (CART; Duda et al., 2001), and Support Vector 
Machines (SVM; Vapnik, 1998) were used for predicting the services related to 
bureaucracy, shopping or entertainment etc. based on the historical information of 
individual users. The optimal models where able to predict with an 80% of success 
the preferred service by users in a large institutional portal; thus validating the 
“item-to-item” assumption in this scenario (Martin et al., 2004).  

In other situations however, “people-to-people” collaborative recommendation is 
more appropriate, since the aim is to find inter-user similarities rather than 
idiosyncratic behaviours of individual users. In particular, in Martin et al. (2006, 
2007) users’ behaviour was profiled by using different neurologically inspired 
clustering algorithms such as Adaptative Resonance Theory-2 Networks (ART2, 
Carpenter & Grossberg, 1991); which have been designed to adapt clusters to new 
data patterns, without disrupting the already established clusters. This feature can 
support on-line tracking of user profiles. Moreover, in this work, we developed an 
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artificial data generator; which permitted to benchmark different recommendation 
algorithms in arbitrarily complex web scenarios. Our approach was able to 
accurately find groups of similar users on a range of real and simulated e-commerce 
websites; and afterwards new users were offered services which were primarily 
accessed by the users of the same group. As a result, this approach improved by 1.5-
2.5 times the prediction accuracy obtained with more standard approaches (Martin et 
al, 2007). As briefly mentioned earlier, this functionality was transferred to the web 
platform iSUM©. The recommender systems above described were integrated in the 
Artificial Intelligence Module, available in versions 4.x and superior of such 
software product. These novel functionalities permitted to successfully position 
iSUM© within the international market of intelligent web mining software. 

 

Fig. 1 The most widely used recommender systems. A. Content-based recommendation, 
where “item-to-item” correlation is significant and thus prediction of the future preferences of 
customers is feasible (FIR NN: Finite Impulse response Networks; see e.g. Balaguer et al., 
2002). B. Collaborative filtering, where the aim is to find inter-user similarities rather than 
idiosyncratic behaviours of individual user, thus unsupervised clustering algorithms are 
typically used (SOM: Self-Organizing Map, Kohonen, 1997). In both approaches (especially 
in Content-based-approaches), accuracy for short time series is severely compromised. 
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Unfortunately, these two recommendation algorithms require collecting large 
amounts of data from each user in order to reliably estimate the parameters of such 
nonlinear models. This requirement is of course not exclusive of e-commerce 
websites but is common to many predictive scenarios in other industrial domains; 
as discussed in the following sections. 

2.2   Predicting Service Requests in Support Centres 

A second example of successful predictive modelling in industrial domains is the 
automatization of Support Centres management.  

Although telephone has been the traditional way to provide support, nowadays 
the Internet is widely used (Balaguer-Ballester et al., 2008). The contracts between 
service provider and customers (service level agreement) define a series of quality 
measures or service level measurements (SLMs) that are used to evaluate the 
quality of the support service. Different system performance and business 
parameters can be considered for SLMs: aggregated statistics of time-dependent 
parameters, service availability, number of affected users, metrics based on a 
particular business process, etc. These measurements are automatically collected, 
maintained and analysed in order to manage the service support process. The 
“Help Desk” platform consists of several software applications that allow 
recording all the information involved in a SC; which is considerably wide: 
general information, purchases, complaints, etc. SCs are especially interested in 
managing these forthcoming events as good as possible. Moreover, is preferable 
that, whenever it is possible, problems are solved by operators at the first levels of 
the system hierarchy. Therefore the prediction of the number of forthcoming 
service requests as well as the time when they occur will permit to optimize the 
resources used to solve these eventualities.  

For instance, in Balaguer-Ballester et al. (2008) we analysed different 
eventualities managed by an official SC (CETESI©; a project which aimed for a 
complete integration of institutional services provided by local authorities in 
Valencia, Spain). In this project, we used time series reconstruction algorithms in 
order to evaluate the complexity of the system dynamics, which varied during the 
four years of recordings. Therefore, we were able to determine when a linear 
predictor will suffice (for low-complex multivariate time series of incidences) or 
rather highly-parameterized nonlinear approaches where more suitable. Then, we 
selectively applied linear/nonlinear models (auto-regressive moving averages with 
exogenous inputs and neural networks) depending on the previous analyses in 
order to apply the most robust and reliable method to predict future events in each 
situation.  

Using this “meta-approach” for selecting the most suitable model, we obtained 
an 86–94% of out-of sample prediction accuracy in certain management projects; 
contributing to the successful fulfilment of the service level agreement. As a 
result, local authorities renewed the contract with TISSAT©; yielding to an 
increase in the company's revenue and to a better positioning in the Support 
Centres Management sector.  
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Nevertheless, those nonlinear time series predictions were less accurate in the 
projects were long time series (two years of recordings) were not accessible 
(Balaguer-Ballester et al. 2008). 

2.3   Optimizing Strategies in Marketing Campaigns  

The most common strategy for increasing the loyalty of customers is by offering 
them the opportunity to obtain some gifts as the result of their commercial 
transactions. For instance, the company can assign “virtual credits” for each 
purchase of those products which wants to be promoted. After a certain number of 
purchases, the customers can exchange their virtual credits for the gifts offered by 
the company. 

Therefore, the policy of this targeted marketing campaign consists of 
establishing the appropriate number of virtual credits for each promoted item. The 
goal is to achieve an optimal trade-off between the cost of the marketing campaign 
(for instance, the value of the gifts) and the increase in the amount of purchases as 
a result of the campaign. Commercial domains of this kind can be viewed as a 
Markov decision problem, in which a company decides what action to take given 
the current customer state (Abe et al., 2004). 

This is however a difficult problem, due to the large number of variables that 
can be potentially used for characterizing the state of the customer. In Gomez-
Perez et al. (2009), we profiled the behaviour of the customer using three optimal 
features in Relational Marketing which are the last transaction date a.k.a. Recency, 
Frequency and Monetary value (Figure 2). After that, we used reinforcement 
learning algorithms (RL, Sutton and Barto, 1998) in order to determine the 
optimal marketing policy i.e. the assignment of the appropriate number of virtual 
credits to each customer for each purchase.  

Moreover, targeted marketing can have a very complex characterization of the 
transactions that are involved. This high-dimensionality requires the combined use 
of RL algorithms with some dimensionality reduction approaches. For overcoming 
this drawback, we combined Q-Learning methods with SOM networks (Smith, 
2002), which enabled us to compute the optimal policy in a complex credit 
assignment problem (Gomez-Perez et al., 2009; see Figure 2).This combined 
approach indicated that incurring in more marketing costs for certain customers 
(some of the most loyal ones) results in a significant increase (over 50% in some 
cases) of the long-term LTV with respect to the previous strategy (established 
manually by marketing experts).  

Therefore our algorithm revealed that the company’s policy had a lack of 
exploration of apparently non-profitable marketing actions in the short term, 
which results in larger long-term benefits. Nevertheless, for other groups of 
customers the manual strategy could not be largely improved suggesting that, in 
spite we have about 106 data patters, a much large amount of data was still 
required for optimizing the marketing policy on such customers. 
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Fig. 2 Methodology for finding the optimum policy A(t) of a Marketing campaign, that is the 
sequence of marketing actions which maximizes the predicted customers long-term life time 
value (LTV). A reinforcement learning algorithm (RL, in this case Q-learning) combined with 
a SOM for compressing the variables space (consisting of customer states S and marketing 
actions) enabled us to improve the company benefits (Gomez-Perez et al., 2009). 

2.4   Limitations of Standard Approaches in Short Time Series 

The element that is common for all three presented above case studies is the 
availability of large number of “independent” variables and, simultaneously, of 
large amount of data. Therefore, the underlying dynamical process, which was 
generating the observable temporal patterns, could be inferred using machine 
learning approaches. Nevertheless, these algorithms were in general less 
successful in improving the expert-supervised strategies when long time series 
where not available. 

The reason of this failure can be understood in the light of nonlinear time series 
analyses theorems (Sauer et al., 1992): When the number of variables in the system 
is not sufficiently large, we cannot precisely determine the underlying dynamics. For 
instance, trajectories corresponding to two different customer’s behaviours may look 
tightly entangled in a two dimensional space of recorded variables (x-y plane in 
Figure 3), and therefore two truly separated trajectories exhibit multiple crossings. In 
those ambiguous patterns (crosses in Figure 3), the future direction of the flow 
cannot be precisely predicted. It is well-known that this ambiguity can be resolved if 
we add sufficient number of delayed version of our original axes (Takens, 1980); 
provided we have noise-free and unlimited data. Nevertheless, those assumptions 
can be particularly inaccurate for short time series.  
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A possible alternative consists of “supplanting the missing variables” of the 
system by nonlinear functions of the recorded variables and suitable temporal 
delays (for instance see Figure 3, z-axis). This simple approach aims to create a 
sufficiently expanded space such that trajectories are not ambiguous anymore. 
Therefore, trajectory analyses are feasible by using linear classifiers which have 
few parameters to estimate and thus may not require large datasets for obtaining 
robust and generalizable predictions.  

 

Fig. 3 Reconstructing nonlinear dynamics in noisy time series. When the number of 
recorded variables is not sufficient (for instance, the x-y plane in the figure), trajectories are 
entangled and thus is particularly difficult to discern whether those trajectories correspond 
to different classes. The expended space including a nonlinear combination of variables and 
their delayed version as new axes (for instance the z variable) can disambiguate the 
system’s dynamics, enabling robust classification using simple (low-parametric) models. 

For instance, in Balaguer-Ballester et al. (2011), we used simple discriminants 
(with the aid of kernel-representations) for successfully predicting the rodent’s 
behaviour in maze based on neurophysiological recordings. These ideas can be 
applied to other complex scenarios and thus potentially provide solutions to 
particularity problematic problems in different industrial settings. 

3   Conclusions 

This study presents three examples of successful knowledge transfer in very 
varied industrial domains. Towards that goal, a wide range of machine learning 
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algorithms specialized in temporal patterns processing was used. These 
approaches helped to improve the existing strategies in e-commerce, supported 
centres management or targeted marketing scenarios, and others. These novel 
functionalities in data mining and artificial intelligence were implemented in 
existing or new commercial software products of TISSAT©. As a result, the 
company strengthened its position in these strategic sectors. Nevertheless, 
predictions were much more effective in situations where many system variables 
and large amounts of data were accessible. This work suggests an alternative 
approach designed for classification problems based in short nonlinear time series 
in noisy conditions; which has been recently used in neuroscientific applications. 
These ideas could help in the successful completion of projects in industrial 
environments where standard approaches are unfeasible. 
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