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Preface

The Search Computing project (SeCo), funded by the European Research Coun-
cil as an advanced IDEAS grant, aims at building concepts, algorithms, tools, and
technologies to support complex Web queries—whose answers cannot be gath-
ered through conventional “page-based” search. Indeed, while the Web search
arena is dominated by a few players offering gigantic systems capable of world-
wide crawling and indexing Web pages, challenging research problems stem from
the need of integrating data sources forming the so-called “deep Web”; this in-
formation is available through data collections which are often hardly accessible,
requiring data extraction and integration both for understanding their seman-
tics and for mastering their interplay. By studying issues and challenges involved
with structured integration of Web data sources, the SeCo project has the am-
bitious goal of lowering the technological barrier required for building complex
search applications, thereby enabling the development of many new applications,
covering relevant search needs.

The project is now in the fourth of a five-year lifespan (Nov. 2008-Nov. 2013);
during its third year, the project has broadened the spectrum of considered
sources, by including structured tables and by including humans and social net-
works as a new, unconventional, but increasingly relevant source of information.
We have also focused on new interaction paradigms, by adding natural language
queries to exploratory queries, and by developing techniques for clustering and
diversification of results, so as to broaden the spectrum of user experiences.
Owing to the high cost of accessing data sources (and to other difficulties in
managing them, such as access limitations and lack of stability), we have also
considered the need of integrating search with a data materialization system that
can produce local copies of most frequently used data.

This is the third book in the Search Computing Series; while the first two
books reported the results of SeCo Workshops held in Como in 2009 and 2010, in
this book we collect 16 articles which in most cases were contributed to several
workshops during 2011, organized by members of the Search Computing project
in the context of major international conferences: ExploreWeb at ICWE 2011 (co-
chaired by Alessandro Bozzon and Marco Brambilla), Very Large Data Search
at VLDB 2011 (co-chaired by Marco Brambilla and Stefano Ceri), DBRank also
at VLDB 2011 (co-chaired by Davide Martinenghi), DATAVIEW at ECOWS
2011 (co-chaired by Alessandro Bozzon and Maristella Matera), and OrdRing at
ISWC 2011 (co-chaired by Emanuele Della Valle and Alessandro Bozzon).

Articles were selected, extended, and revised in the first semester of 2012, so
as to build a rather cohesive set of contributions; they are clustered in four parts
according to their thematic similarity.

– Part 1: Extraction and Integration
– Part 2: Query and Visualization Paradigms
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– Part 3: Exploring Linked Data
– Part 4: Games, Social Search, and Economics

The first part collects articles dealing with the problem of extracting and
integrating data from heterogeneous sources. The first paper, by Blanco et al.,
addresses the issue of extracting the best estimate of data values which have
several replicas on the Web based on extracting all the existing values and then
applying a Bayesian model to them, thereby overcoming the uncertainty of ac-
cessing a given copy. The second paper, by Mulwad et al., describes the problem
of extracting semantics from structured sources in very general terms, by con-
tributing a classification of current tools for data extraction and then describing
a specific tool for data extractions which turns relational data into the RDF for-
mat. The next two papers are focused on the extraction of semantic information
from tables whose content is potentially very useful but whose schema and doc-
umentation are missing; in the third paper, by Unbehauen et al., the objective
is to connect content to linked data; in the fourth paper, by Brambilla et al.,
the objective is to extract those tables which are similar both for their schema
and for their content, so as to integrate them either through union or through
joins. Finally, the last paper, by Bozzon et al., describes the features of a data
materialization system – part of the SeCo framework that produces a local copy
of content from a frequently queried remote source, thereby providing an active
cash; specifically, the paper focuses on seeding the materialization system with
data which can be progressively retrieved from the sources.

The second part of the book addresses new paradigms for expressing search
queries or for managing query results, in a way that can be most expressive
for final users. The first paper, by Guerrisi et al., describes a natural language
interface – also part of the SeCo framework—which is capable of understanding
complex queries upon multiple domains of interests, by employing rule-based and
machine learning methods. The second paper, by Aral et al., discusses the use of
mobile interfaces for exploratory Web searches. The third paper, by Brambilla
et al., deals with how multi-dimensional data should be clustered together and
labeled semantically so as to improve the user’s capability of “reading”useful in-
formation from results. The fourth paper, by Morales-Chaparro et al., deals with
visualization of search results under very different requirements and challenges
offered by displays of different format and technology, by presenting a high-level
model-driven approach to the development of visualization interfaces.

The third part of the book deals with exploration of semantic data sources
presented as linked data. Linked data are clearly the most powerful solution that
has been produced by the Semantic Web community for solving data integration
and interoperability, hence the exploration of linked data is emerging as a new
topic of research. The paper by Bozzon et al. presents how the Sparql query
language for accessing RDF sources can be empowered by making ranking a
first-class construct, thereby offering a query search paradigm for enabling the
use of RDF sources. The paper by Castano et al. offers a method for the thematic
exploration of linked data which aims at clustering them, thereby turning messy
data into organized collections that expose strong internal cohesion. The paper
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of Cohen et al. provides an example of a tool for exploring linked data helping
users to explore linked data and also to reuse queries that were previously issued,
thereby building a personalized collection of queries over linked data repositories.

Finally, the fourth part of the book deals with emerging paradigms for search
which deal with social aspects. The first paper, by Cohen et al., studies prox-
imity measures in social networks, which are at the basis for solving problems
such as user-centric person search. The second paper, by Bozzon et al., dwells
on social search, by describing an architecture that can span a search query of
known format to people who are reachable through their social platform; the
resulting Crowdsearcher system is an extension of the SeCo framework for al-
ternating exploratory and crowd-based search. The third paper, by Hees et al.,
proposes a game-based method for associating linked data with popularity, as
a measure of its relevance and strength that could then be used for directing
exploratory search over linked data. Finally, the paper by Brambilla et al. ad-
dresses the problem of economic sustainability of complex search by studying
how an ecosystem of application and data source providers could share a rev-
enue system that satisfies the heterogeneity of players and revenue redistribution
among them.

The book is the result of collective efforts of many participants of the SeCo
project and of a variety of contributors we have met in the context of five work-
shops. All of them have provided very useful insights on search computing prob-
lems and issues. The chapters have been reviewed by several experts. We would
like to thank them all for their efforts.

August 2012 Stefano Ceri
Marco Brambilla
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Web Data Reconciliation:

Models and Experiences

Lorenzo Blanco1, Valter Crescenzi1, Paolo Merialdo1, and Paolo Papotti2

1 Università degli Studi Roma Tre, Italy
2 Qatar Computing Research Institute, Qatar

Abstract. An increasing number of web sites offer structured informa-
tion about recognizable concepts, relevant to many application domains,
such as finance, sport, commercial products. However, web data is inher-
ently imprecise and uncertain, and conflicting values can be provided by
different web sources. Characterizing the uncertainty of web data repre-
sents an important issue and several models have been recently proposed
in the literature. This chapter illustrates state-of-the-art Bayesan models
to evaluate the quality of data extracted from the Web and reports the
results of an extensive application of the models on real life web data.
Experimental results show that for some applications even simple ap-
proaches can provide effective results, while sophisticated solutions are
needed to obtain a more precise characterization of the uncertainty.

1 Introduction

The Web is offering increasing amounts of data, which are becoming more and
more important in several human activities. Consumers consult online catalogs
to choose products they are willing to buy; individuals and institutions rely on
the financial data available on the Web to take decisions about their trading
activities; many people collect information from specialized web sites for leisure
interests and hobbies. Several tools and techniques are now available to extract
data from the Web, and many applications and services are built by integrating
data provided by multiple sources. However, web data are inherently imprecise
and uncertain, and different sites often provide conflicting data.

To give a concrete example, let us consider the financial domain. On a fixed
date, we looked at the Open value of the Apple Inc. stock quote on 34 web sites
that provide information about NASDAQ stocks: 24 sites reported 204.61, 7
sites reported 204.51, 3 sites reported 204.57. Figure 1 illustrates the number of
distinct values published by the 34 web sites for some information on a random
sample of 819 NASDAQ stock quotes. In particular, for the Open value the 34
sources agreed on a unique value only for 81 stock quotes; for 579 stock quotes
2 values were reported, and for a significant number (about 20%) more than
2 values were provided (with a peak of 6 distinct values for 3 stocks). Similar
results can be observed for the Price and the Volume values.

S. Ceri and M. Brambilla (Eds.): Search Computing III, LNCS 7538, pp. 1–15, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



2 L. Blanco et al.

number of distinct values Open value Volume Price

1 81 (10%) 0 (0%) 261 (32%)
2 579 (71%) 1 (0%) 477 (58%)
3 126 (15%) 44 (5%) 57 (7%)
4 20 (2%) 139 (17%) 15 (2%)
5 10 (1%) 100 (12%) 5 (1%)
6 3 (0.5%) 389 (48%) 4 (0.5%)

> 6 0 (0%) 146 (18%) 0 (0%)

Fig. 1. Number of distinct values reported by 34 web sites on a random sample of 819
NASDAQ stocks quotes. For the Open value the 34 sources agree on the same Open
value only for 81 (about 10%) objects and there is no stock for which they all propose
the same Volume value.

We compared the open values published by each source with the official ones,1

obtaining that the accuracy (i.e. the error rate) of the 34 source ranges from 0.18
to 0.98 (0.73 on average). Surprisingly, among the sources with the lowest ac-
curacies, we found several popular web sites. Indeed, traditional and popular
ranking methods (such as Google’s PageRank, or Alexa’s Traffic Rank) provide
an indication about the overall popularity of the source, but they rely on prop-
erties that do not refer to quality of the published data. Even when sources are
authoritative, the quality of data delivered in their pages can be compromised
by editorial choices (e.g. numeric values might be deliberately approximated)
and by the complexity of the publishing process, which can introduce errors
and imprecisions. The problem is even exacerbated because many sources har-
ness and publish data integrating information from other sources, introducing
further complications in the process and propagating possible errors.

To evaluate the accuracy of a web source there is the need of an authority that
provides the true values for the data of interest. In the above example, we were
able to compute the accuracies of the sources with respect to the open values of
the NASDAQ stock quotes because the NASDAQweb site publishes the official
values. However, in general this is not the case: an authority could be missing,
or data consumers could not be aware of its presence. It is worth observing that
even in the financial domain, where there exists an obvious authority, the arena
of content providers is very crowded and, as our example emphasizes, even the
most popular ones may publish erroneous data.

Another important issue that emerges from the example is that the uncer-
tainty of data coming from conflicting web sources should be characterized by a
probability distribution function that associates every value found in the sources
with a truth probability. In our example, the probability distribution would ex-
press the probabilities that 204.61, 204.51, or 204.57 is the true open value
for the Apple Inc. stock quote.

The database research community recently addressed these issues and devel-
oped several approaches to characterize the uncertainty of data coming from
multiple sources. However, the proposed methods have been tested on real-life

1 The open value of a stock quote is an official information provided by NASDAQ.
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web data only to a limited extent, while systematic studies have been done
mostly on synthetic data sets. The goal of this chapter is twofold: first, we illus-
trate the principles of state-of-the-art approaches for evaluating the accuracy of
web data and computing a probability distribution for the values they provide.
Then, we present the results of the application of an implementation of these
approaches on real-life web data from several domains. Our results show that in
real life scenarios, even the simplest approach produces reliable results, especially
in estimating the accuracy of the sources. More involved solutions outperform
simple solution in general and are certainly needed when there is the need to
compute precise probability distribution functions. Also, the experiments show
that the accuracy of web data source is only marginally related to some popular
web ranking indices.

The chapter is organized as follows. Section 2 illustrates the principles and the
intuitions of methods for computing the accuracy of data sources by observing
the data they provide.2 Section 3 presents the results of a experimental activity
that we have conducted on web data. Section 4 discusses related works. Section 5
concludes the chapter.

2 Probabilistic Models for Uncertain Web Data

Web sources usually provide values for some properties of a large number of
objects. For example, financial web sites publish the values for several stocks
properties, such as volume, open, max and min values, etc.. Different sources
can report inconsistent values of the properties for the same object making data
published on the Web inherently uncertain.

The uncertainty of data can be characterized by probability distribution func-
tions: data are associated with functions reporting the probabilities that a prop-
erty assumes certain values for a given object. These possible values are collected
from a set of sources publishing information about that object. Therefore, there
is one probability distribution function for each property of each object.

The models to characterize the uncertainty of web data have a twofold goal.
They aim at computing (i) the probability distributions for data provided by
the sources, and (ii) the accuracy of the sources with respect to the data of
interest, that is, the probability that a source provides the correct values for a
set of objects.

State of the art models to characterize the uncertainty of Web data can be
classified according to which of the following three main factors they take into
account:

consensus given an object, the larger is the number of sources that agree for
the same value, the higher is the probability that the value is correct;

accuracy the agreement of the sources’ observations contributes in raising the
probability that a value is correct in a measure that also depends on the
accuracy of the involved sources;

2 The interested reader can find the formal developments of the methods in [11,5,10].
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Fig. 2. Running Example: authority always reports the correct value; independent and
independent copied provide, independently from the other sources, one correct value
out of three; copier 1 and copier 2 copy their values from independent copied

copiers the presence of copiers, that is, sources that publish data copied by
other sources, can generate misleading consensus on the values proposed by
the most copied sources.

As an example, consider 5 sources publishing the values of a property for the
same 3 objects, as shown in Figure 2. The first source A is an authority and
provides the true value for each object (a, b, and c respectively), while all the
other sources (I, IC , C1, C2) provide a correct value only for one object out of
three. The sources I and IC (independent and independent copied) provide their
values independently from the other sources, while the remaining sources C1 and
C2 merely copy the values proposed by IC. Notice that in normal settings, the
role of the sources is not available as input to the models (i.e., they are not aware
that A is an authority, I is independent, and so on).

The simplest model, called naive,3 for estimating the accuracy of sources
and computing data distribution probabilities considers only the consensus: the
most probable value is the one published by the largest number of sources, and
the probability of a value is estimated by its frequency over the given set of
sources. According to naive, in our running example there are 2 possible values
for obj2 provided by the 5 sources considered: b is provided by sources A and
I, while b is provided by 3 sources (IC and its copiers C1, C2). Similarly for
obj1 the most likely value would erroneously be the value b. The example shows
how in presence of many sources with different accuracy, a naive voting strategy
could lead to incorrect conclusions. The probability distribution of the naive
model corresponds to the frequencies of the values. In the running example, the
probability for obj1 is a→ 1/5, b→ 3/5, c→ 1/5.

A more involved model, accu, considers at the same time the first two fac-
tors, consensus and accuracies, and produces as output an estimation of the
source accuracies together with the probabilities of the values [15,17,18]. Indeed,
consensus among sources and sources’ accuracy are mutually dependent: the
greater is the accuracy of the sources, the more they agree for a large number of

3 The names of the models presented in this chapter are inspired to those used in [11].
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objects and the more they will affect the general consensus. Similarly, the more
the sources agree on a large number of objects, the greater is their accuracy.

The role of the accuracies consist in weighting the consensus of the sources.
A voting strategy similar to that used with the naive model can be used to
estimate the probabilities by means of the consensus: the only difference is that
the votes are weighted according to the accuracies of the sources. The accuracy
of a source can be estimated by comparing its observations with those of other
sources for a set of objects. A source that frequently agrees with other sources is
likely to be accurate, and similarly, the most accurate sources will be given the
higher weights during the computation of the probabilities of the true values. In
our running example, consider the accuracies given at the bottom of the table
in Figure 2: 3 sources (IC, C1, and C2) provide the wrong value c for obj2, and
they will be given an overall weight of 1, while 2 sources (A,I) provide the correct
value b with an overall weight of 4

3 . However, even if the accuracies are known,
the model still cannot decide which value, between a and b, is the most likely
value for obj1.

A more complex model also considers the presence of copiers, that is, sources
that publish values copied by one or more other sources. The presence of copiers
makes harder the problem of computing the true values and the accuracies of
the sources since they can create “artificial” consensus on values. A copier, even
in good faith, can propagate a wrong value originated in one of the sources from
which it copies. Provided that there is enough evidence about which are the
correct values, it is possible to detect which sources are copying observing that
copiers publish the same false values of the sources from which they copy. For
instance, if b is considered the most likely value for obj2, the fact the IC, C1 and
C2 publish the same false value attests that there are two copiers. The same
argument cannot be used for obj3, for which the three sources publish the same
value c: since this is a true value, it is not necessarily an evidence of coping.

dep is a model that considers all the three factors above: consensus, accuracy
and copiers [11]. It tries to detect possible copiers by analyzing the dependencies
among the sources. Once the copiers has been detected, the consensus created by
their presence will be ignored during the computation of the probabilities. The
dependence analysis has to consider the mutual feedbacks amongst consensus,
accuracy and dependencies: the accuracy of a source depends on the consensus
over the values it provides; the dependencies between sources depends on sources
accuracy and the consensus over the values they provide; finally, the consensus
should take into account both the accuracy of sources and the dependencies
between sources. For instance, once that it has been detected that IC, C1 and
C2, copy one each other, the voting expressed by two sources will be ignored,
and then it can be established that the most likely true value of obj1 is a.

In general, identifying the copiers is a challenging task for two main reasons.
First, if in the considered sources there is a lack of evidence, copiers can be
missed. Second, if the available evidence is misleading, false copiers can be de-
tected. In Figure 3 we make use of an example to illustrate these issues: four
distinct web sources report data about the same three video games. For each
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Web Source 1
genre publisher release date

The Sims 3 Simulation EA June 5 2009

Doom 3 FPS Activision August 3 2004

StarCraft 2 RTS Blizzard July 27 2010

Web Source 2
genre publisher release date

The Sims 3 Simulation EA June 5 2009

Doom 3 FPS Activision August 3 2004

StarCraft 2 RTS Blizzard July 27 2010

Web Source 3
genre publisher release date

The Sims 3 Simulation EA June 5 2009

Doom 3 Shooter Steam August 2004

StarCraft 2 Strategy Blizzard July 2010

Web Source 4
genre publisher release date

The Sims 3 Simulation Sims Studio June 5 2009

Doom 3 Shooter Steam August 2004

StarCraft 2 Strategy Blizzard July 2010

True values
genre publisher release date

The Sims 3 Simulation EA June 5 2009

Doom 3 Shooter Activision August 3 2004

StarCraft 2 Strategy Blizzard July 27 2010

Fig. 3. Four web Sources reporting data for three video games. The last table represents
the true values for the scenario.

video game three attributes are reported: genre, publisher, and release date. The
fifth table shows the true values for the considered scenario. We remark that
such information is not provided in general, in this example we consider it as
given to facilitate the discussion.

Consider now the first attribute, the genre of the game. It is possible to argue
that web Source 1 and web Source 2 are reporting the same false value for the
genre of Doom 3 (errors are in bold). Following the intuition from [11], according
to which copiers can be detected as the sources share false values, they should be
considered as copiers. Conversely, observe that web Source 3 and web Source 4
report only true values for the genre and therefore there is not any significant
evidence of dependence. The scenario radically changes if we look to the other
attributes. Web Source 3 and web Source 4 are reporting the same incorrect
values for the release date attribute, and they also make a common error for
the publisher attribute. Web Source 4 also reports independently an incorrect
value for the publisher of The Sims 3. In this scenario our approach concludes
that web Source 3 and web Source 4 are very likely to be dependent, while
the dependency between web Source 1 and web Source 2 would be very low.
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Using the dep model, therefore by looking only at a single attribute at the time,
web Source 1 and web Source 2 would been reported as copiers for the genre
attribute because they share the same formatting rule for such data (i.e., false
copiers detected), while web Source 3 and web Source 4 would been considered
independent sources (i.e., real copiers missed).

Starting from the above observations, the dependence analysis has been fur-
ther investigated and a more complex model m-dep has been introduced to
consider not only single attributes at a time, but whole tuples [5,10].

m-dep leverages the evidence accumulated from several attributes to com-
pute the probability that two sources are dependent. The underlying intuition,
formalized in the bayesan framework developed in [5], is that the evidence of
copying could greatly improve by considering several attributes, since it is much
less likely that multiple values provided by two sources for the same object co-
incide by chance.

3 Experiencing the Models on Web Data

We have developed a Java prototype that implements the models described in
the above section in order to experience the models on the data provided by real
life web data sources. We used collections of data extracted from web sites from
three distinct domains: soccer players, video games, and stock quotes. Data were
collected by means of Flint, a system to extract and integrate web data [3,4]. The
experiments were executed on a FreeBSD machine with Intel Core i7 2.66GHz
CPU and 4GB memory. For all the considered models (except naive) we set
the probability of making an error on an independently provided value ε=0.5;
moreover for dep and m-dep we set the a-priori probability of dependence be-
tween two data sources α=0.2 and the percentage of copied values over all values
provided by a copier c=0.1.

3.1 Experimental Settings

For each domain, we downloaded pages from the Web and extracted the data
by means of automatically generated wrappers manually refined to assure the
correctness of the extraction rules. The attributes extracted were Height,Weight,
and BirthDate for soccer players; Publisher and ESRB for video games; Price, Open
Value, and Volume for stock quotes. Overall we collected 50,900 pages: statistics
for the extracted data are reported in Figure 4. For each domain we produced

Soccer Players Video Games Stock Quotes
(20 sources) (30 sources) (30 sources)

Birth Height Weight Avg ESRB Publisher Avg Price Open Volume Avg

# objects 976 980 972 976 288 166 227 819 819 819 819
# symbols 1435 47 50 510 5 75 40 1892 2011 4812 2902

Fig. 4. Statistics about the data extracted from the Web
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the correct (true) values for a set of 861 stock quotes, 200 video games and 100
soccer players. Object were selected randomly, making sure that both popular
and rare objects were part of the set. We believe that this is an important
requirement, as famous objects are more likely to be curated and updated by
the web sites maintainers. For the video game and stocks quote domains, the true
values were collected by means of their authoritative sources, www.nasdaq.com
and www.esrb.com, respectively, which are the sites of the official organizations
always providing correct information. The authoritative source is part of the
set of sources for the stock quote domain experiment, but we keep it out of
the set for the video games scenario. We will discuss later how the presence of
the authority in the input set can impact the performance of the models. For
soccer players, since an authoritative source does not exist, the true values of the
considered attributes (Height, Weight, and BirthDate) were manually collected
by inspecting the official web site of every soccer player whenever available, and
the official web site of his current team club, otherwise. In any case, in the soccer
domain the sources providing the true value of the players are not part of the
set of sources considered for the experiments.

3.2 Evaluation Metrics

Given the truth vector T = [t1, . . . , tn] of correct values, for our experimental
evaluation of the quality of web data, we define the sampled accuracy as the
fraction of true values correctly reported by the site over the number of objects
in the truth vector for which it publishes a value. For example, suppose we want
to compute the sampled accuracy of a soccer web site w reporting Height values
for 1000 objects. We match this set of objects with the true values for Height
in T and identify 80 soccer players in the intersection of the two sets. We can
now compute the sampled accuracy ai for the source i: if, for example, the values
reported by the source coincide with values in T for 40 objects, than we estimate
that the source reports true values for 50% of the cases and therefore ai=0.5.

We compute in a similar way the sampled accuracy ami for every evaluated
model m, the only difference is that the set of values matched with T is the one
made by the most probable values computed by m. In other words, even if a
model returns a probability distribution for a value, we only consider the most
probable one. We then obtain that a model can be treated as a single source and
we can compute its sampled accuracy.

We rely also on two metrics, called Probability Concentration (PC) and Accu-
racy Distance (AD), to measure the performances of the models in computing
the probability distributions and the accuracy of the sources, respectively.

Probability Concentration (PC). The Probability Concentration measures
the performance of the models in computing the probability distributions for n
observed objects. Given the truth vector T , the probability concentration for the
model m is the average probability associated to the correct value:
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PC(m) =
1

n

n∑
j=1

Pm
j

(
X = tj

)
.

Note that if all the probability distributions associate a probability value of 1
to the correct value, PC equals 1. Conversely, the lower is PC the more the
probability distributions are scattered over incorrect values, i.e, they associate
probability to incorrect values.

Accuracy Distance (AD). In order to measure the average quality of the
accuracies computed for the sources, for each attribute we compare the sampled
accuracy am computed by every probabilistic model m against the sampled
accuracy a of the k sources considered:

AD(m) =
1

k

k∑
i=1

|ami − ai|.

Note that if the estimated values for the accuracy of the sources are identical to
the actual ones, then AD equals to 0.

3.3 Accuracy of Web Data Sources

Figure 5 shows sampled accuracies for each source exposing values for it, fixed
an attribute for every domain. The results show how attributes from distinct
domains may assume quite different behaviours. Conversely, the sampled accu-
racies of the other attributes in the same domain behave quite similarly, and
therefore we do not depict them here.

Overall, the average source accuracy is 70.21% for the soccer domain, 85.78%
for stock quotes, and 89.22% for video games. It is important to observe that
the sampled source accuracy seems to be better for domains where at least an
authority exists. For example, the video game’s Publisher exhibits high source
accuracy (more than 78%) for every source, while in the case of the soccer players’
Height and Weight the source accuracies are sensibly lower in all the sources. It

Fig. 5. The sampled accuracies of the input sources: Height for soccer players, Publisher
for video games, and Open Value for stock quotes
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is also worth noting that the better accuracy is expected for information that
does not change over time (as Publisher for games).

In the finance domain, it can be observed that the source accuracies reflect the
presence of clusters of sources that take their data from the same data providers.
The source accuracy for the Open Value seems to be affected by two main factors:
different sites publish the same value with a different number of digits, and the
semantics of this attribute is sometimes confused with a very closely related
attribute, that is, the price of the first trade.

In the soccer domain there is a peculiar case, a site whose sampled source
accuracy is around zero: by manually inspecting that site, we observed that
the site publishes randomly generated data about soccer players and that the
published data change every time a page is reloaded.4

Fig. 6. The correlation between of Alexa-Incoming-Links, Alexa-Traffic, and Google-
PageRank with the sampled source accuracies is negligible. A value of 1 indicates a
perfect positive relationship, while a value of -1 represents a perfect negative relation-
ship.

To evaluate how popular ranking models for the Web, namely Google-PageRank
[6], Alexa-Incoming-Links, Alexa-Traffic5, relate to the accuracy of the sources, we
computed the Pearson correlation coefficient6 between these ranking indices and
a ranking based on the web sites’ data accuracy we computed. As shown in Fig-
ure 6, the correlation coefficients of these ranking models with the data accuracy
of the sources are negligible. These results suggest that the quality of the data
exposed by web sites is not reflected by these popular indices.

3.4 Experiments with Probabilistic Models

The table in Figure 7 reports how the probabilistic models naive, accu, dep,
and m-dep perform by using the three metrics introduced above.

To compute the Sampled Accuracy for each model, a vector of candidate true
values proposed by the model is needed. Such a vector is obtained by considering
as candidate true values the ones that have the highest probabilities according
to the computed probability distribution functions.7 Its results show that on

4 e.g., http://soccer.azplayers.com/players/R/Ronaldo
5 http://www.alexa.com
6 A coefficient that represents the relationship between two variables that are measured
on the same interval. It is defined as the covariance of the two variables divided by
the product of their standard deviations.

7 If multiple values have the same maximum probability, a random value among them
is chosen.

http://soccer.azplayers.com/players/R/Ronaldo
http://www.alexa.com
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Sampled Probability Accuracy
Accuracy Concentration Distance

naive accu dep m-dep naive accu dep m-dep naive accu dep m-dep

Birthdate 0.98 0.97 0.98 0.98 0.82 0.97 1.00 1.00 8.58 2.28 2.28 2.72
Height 0.66 0.67 0.67 0.67 0.51 0.66 0.67 0.67 4.6 13.86 13.93 16.49
Weight 0.59 0.66 0.66 0.66 0.49 0.67 0.67 0.67 6.37 10.53 10.76 12.11

ESRB 0.89 0.88 0.89 1.00 0.88 0.88 0.89 0.98 5.52 9.21 9.02 0.99
Publisher 0.97 0.97 0.98 1.00 0.92 0.97 0.98 1.00 2.62 1.50. 1.33 0.07

Price 0.96 0.95 0.96 0.96 0.95 0.95 0.95 1 2.1 2.3 3.18 1.58
Open Value 0.97 0.95 0.97 0.97 0.73 0.95 0.96 0.96 11.01 9.56 9.74 8.39

Volume 1 1 1 1 0.83 1 1 1 13.12 0 0 0

AVG 0.88 0.88 0.89 0.91 0.77 0.88 0.89 0.91 6.74 6.16 6.28 5.29

Fig. 7. The Sampled Accuracy (higher is better), the Probability Concentration (higher
is better), and the Accuracy Distance (lower is better) for the three domains

average all models are able to identify the correct values with a quite high
precision in most cases. As expected, more complex models present better results
for all domains, but surprisingly they all perform with similar results, with the
best model, m-dep, outperforming the simplest model, naive, only by a 3.5%
on average. It is also worth noting that scores are high for all models for the
domains where an authoritative source exists, but this is not directly related
to the presence of such authority in the input set of sources. In fact, in the
reported results the authority was part of the input only for the stock quote
scenario. Moreover, all models performed only slightly better in the video games
scenario with an alternative input set containing also the authoritative source.

The Probability Concentration measures how much probability a model has
concentrated on the known true value. In this case we assume that the naive
model proposes probability distribution functions that merely reflect the fre-
quencies of the observed values. This metrics shows that on average the most
complex models accu, dep, and m-dep constantly outperform naive by 14.2%,
15.5%, and 18.2%, respectively, as tools for estimating probability distribution
functions. Again, we notice that the most sensible differences are in the domain
where an authoritative source does not exists.

Finally, the Accuracy Distance metrics measures the distance between the
sources quality estimation made by a model and their real sampled accuracy. The
result shows that on average naive is only marginally outperformed by the other
models in estimating the correct accuracies of the input sources. Surprisingly,
naive shows comparable or even better results for half of the attributes (e.g.,
Height, Weight, Price). The most sensible improvements we observe with more
complex models are in the stock quote attributes plus Birthdate. This behavior
is due to the very different characteristic of the observed data as reported in
Figure 4. In the stock quotes scenario, there is a very large number of distinct
symbols in the alphabet and a larger number of instances. Also Birthdate has a
much larger alphabet than Height or Weight. We discuss the role of the alphabet
in more detail in the following.
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Fig. 8. On the left: execution times for the models over the three domains (logarithmic
scale). On the right: detailed analysis of the execution times for different attributes of
the stock quote domain.

To conclude our analysis, we examine the execution times for the models
considered in the evaluation. Unsurprisingly, Figure 8 shows that naive is always
the faster, requiring only a few seconds for all the scenarios. Complex models
perform equally well for video games attributes, but are slower in the soccer
players scenario, and significantly slower in the stock quotes domain. It is easy
to notice that this behavior reflects again the complexity of the data in terms of
symbols in the alphabet and number of instances.

3.5 Discussion of the Results

In general, achieving a good accuracy in the estimation of the most probable
values is the easy part in characterizing the uncertainty of web data and is gen-
erally performed well by all approaches. We then conclude that for applications
requiring only a good estimate of the true values, even a simple approach such as
the naive model can be considered. However, whenever a more precise charac-
terization of the uncertainty is required, for example to populate a probabilistic
database, complex models exhibit significant advantages. In particular, over the
three domains complex models show an improvements up to 36.7% for the Prob-
ability Concentration w.r.t. naive; similar and better results can be observed
for the Accuracy Distance estimation.

When deciding on what technique to use, we can distinguish three dimensions
that can guide the choice: the characteristics of the domain that is used, the
requirements on the result, the execution times.

1. If an authoritative source exists for the domain of interest, all models obtain
very good results, even if the authority is not part of the input data. However,
if the data of interest have large alphabets, complex models are likely to
obtain better results. The intuition behind this behavior is quite simple: if
the domain of possible values is very large and two sources present the same
value it is very unlikely that they agree by chance. Either the value is correct
or the fact that they agree on a wrong value is a very strong evidence that
they are copiers. As in general identifying copies improves the quality of the
results, we can conclude that large alphabets lead to better results.
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2. On average, more complex models guaranteed results with better quality.
This is particularly evident for the estimation of probability concentration
and accuracy of the quality of the sources. But, if the desired output is
only the most probable value, then the simple model in many cases returns
satisfying results.

3. Execution times depend on the number of instances and the size of the al-
phabet for the attribute of interest. Experimental activity seems to suggest
that only with very large alphabets the execution times of complex models
become very expensive (up to hours). In settings with strict efficiency re-
quirements it is crucial to examine carefully the characteristics of the data.

4 Related Work

In this chapter we discussed the application of probabilistic techniques to assign
truth probabilities to values gathered from conflicting sources of information.
Such information is then used to evaluate the quality of the web sources in
terms of their data accuracy. The problem is related to the broader context of
data quality [2] and to the issue of combining probability distributions expressed
by a group of experts, which has been studied in the statistics community (e.g.,
[8]).

Many projects have recently been active in the study of imprecise databases
and have achieved a solid understanding of how to represent and process uncer-
tain data (see [9] for a survey on the topic).

The development of effective data integration solutions making use of proba-
bilistic approaches has also been addressed by several projects in the last years.
In [13] the redundancy between sources is exploited to gain knowledge, but with
a different goal: given a set of text documents they assess the quality of the ex-
traction process. Other works propose probabilistic techniques to integrate data
from overlapping sources [14].

On the contrary, only recently there has been some focus on how to populate
such databases with sound probabilistic data. Even if this problem is strongly
application-specific, there is a lack of solutions also in the popular fields of data
extraction and integration. Cafarella et al. have described a system to populate
a probabilistic database with data extracted from the Web [7], but they do
not consider the problems of combining different probability distributions and
evaluating the reliability of the sources.

TruthFinder [18] was the first project to address the problem of truth discov-
ery in the presence of multiple web sources providing conflicting information.
TruthFinder considers both the consensus on values and the accuracy of sources,
and it can be considered as the first work that realizes and exploits their mu-
tual dependency. Based on some heuristics, an iterative algorithm computes the
trustiness of values and the accuracy of the sources. A similar direction has been
also explored by [17] and [15] which present fix-point algorithms to estimate the
true value of data reported by a set of sources, together with the accuracy of the
sources.
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Some of the intuitions behind TruthFinder were formalized in a probabilistic
Bayesan framework by Dong et al. [11], who also considered how the presence of
copiers (i.e. sources that copy from other sources) affects the evaluation of the
source accuracy.While in TruthFinder the effects of possible copying dependencies
between sources are handled by means of a simple heuristic, the authors of [11] de-
velop a more principled approach to detect source dependencies. To achieve these
results, their model (which corresponds to the depmodel illustrated in Section 2)
computes the probability that a pair of sources are dependent by analyzing the co-
occurrences of errors. A further variant by the same authors also consider the vari-
ations of truth values over time [12]. This latter investigation can lead to identify
outdated sources and its first application in a real world scenario shows promis-
ing results. Inconsistencies due to temporal aspects such as publication delay and
missed updates have been recently studied also by Pal et al., who propose a formal
approach to model the history of updates of a real-world entity [16].

The model behind dep has been extended to improve the quality of the source
dependencies detection. In fact, in [11] sources are seen as providers that supply
data about a collection of objects, i.e. instances of a real world entity, such as
a collection of video games. However, it is assumed that objects are described
by just one attribute, e.g. the publisher of a video game. On the contrary, data
sources usually provide complex data, i.e. collections of tuples with many at-
tributes, and it has been shown that by considering this information the quality
of the results can be improved [5,10].

Notice that in our evaluation we tested for the first time all the models on
three common datasets.8 In fact, evaluations of the above proposals were mainly
conducted on synthetic data sets because, as noticed in [15], real-world data sets
are hard to find, since they should be annotated with the real truth value in order
to carry out the evaluation. Both TruthFinder and the models described in [11]
were experimented just on one real data set composed by a collection of data
about computer science books taken from www.abebooks.com (by the authors
of TruthFinder), with the goal of discovering the books’ authors. TruthFinder was
also evaluated on a data set composed by a collection of data (the runtime)
about movies. The algorithms described in [15] were experimented on a data
constructed from the data published by a web-based prediction market: the data
set was composed by users’ answers on a given topic. Also in [5] the authors tested
their solution with only one finance scenario, while in [10] authors used both the
www.abebooks.com dataset and another dataset containing weather data.

An experimental comparison of authority and quality results for web sites has
been done in [1]. Our work differs from this study in two important points. First,
in our comparison against common popularity metrics we exploit the accuracy
of the data offered by the web sources, while they compare quality in term of
human judgement provided by experts. Second, we study the effectiveness of
statistical models for the automatic evaluation of the sources, without requiring
any user interaction.

8 Our real-world data sets, as well as our implementation of the models are available
on request.
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5 Conclusions

In this chapter we have presented an experimental evaluation of state-of-the-art
techniques for assessing the quality and accuracy ofweb data sources.We then used
evaluation metrics to compare the considered models on three real-life datasets
taken from the Web and manually cured to guarantee precision in the results.

Our evaluations suggest that sophisticated models always compute better re-
sults than simple voting strategies, but the decision on which model to use in
an application should be done only after an analysis of the desired requirements
and of the characteristics of the domain of interest.
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Abstract. Vast amounts of information is encoded in tables found in
documents, on the Web, and in spreadsheets or databases. Integrating or
searching over this information benefits from understanding its intended
meaning and making it explicit in a semantic representation language
like RDF. Most current approaches to generating Semantic Web rep-
resentations from tables requires human input to create schemas and
often results in graphs that do not follow best practices for linked data.
Evidence for a table’s meaning can be found in its column headers, cell
values, implicit relations between columns, caption and surrounding text
but also requires general and domain-specific background knowledge. Ap-
proaches that work well for one domain, may not necessarily work well
for others. We describe a domain independent framework for interpreting
the intended meaning of tables and representing it as Linked Data. At the
core of the framework are techniques grounded in graphical models and
probabilistic reasoning to infer meaning associated with a table. Using
background knowledge from resources in the Linked Open Data cloud,
we jointly infer the semantics of column headers, table cell values (e.g.,
strings and numbers) and relations between columns and represent the
inferred meaning as graph of RDF triples. A table’s meaning is thus cap-
tured by mapping columns to classes in an appropriate ontology, linking
cell values to literal constants, implied measurements, or entities in the
linked data cloud (existing or new) and discovering or and identifying
relations between columns.

Keywords: linked data, RDF, Semantic Web, tables, entity linking,
machine learning, graphical models.

1 Introduction

The Web has become a primary source of knowledge and information, largely
replacing encyclopedias and reference books. Most Web text is written in a nar-
rative form as news stories, blogs, reports, letters, etc., but significant amounts
of information is also encoded in structured forms as stand-alone spreadsheets
or tables and as tables embedded in Web pages and documents. Cafarella et al.
[5] estimated that the Web contains over 150 million high quality relational html
tables.
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Tables are also used to present and summarize key data and results in doc-
uments in many subject areas, including science, medicine, healthcare, finance,
and public policy. As a part of a coordinated open data and transparency ini-
tiative, nearly 30 nations are publishing government data on sites in structured
formats. The US data.gov site shares more than 390,000 datasets drawn from
many federal agencies and is complemented by similar sites from state and lo-
cal government organizations. Tables are used to represent significant amount of
information and knowledge, yet, we are not able to fully exploit it. Both integrat-
ing or searching over this information will benefit from a better understanding
of the intended meaning of the data and its mapping to other reference dataset.

The goal of our research is to unlock knowledge encoded in tables. In this
paper, we present a domain independent framework for automatically inferring
the intended meaning and semantics associated with tables. Using the Linked
Open Data [2] (or an provided ontology, knowledge base [KB]) as background
knowledge, our techniques grounded in graphical models and probabilistic rea-
soning, map every column header to a class from an ontology, links table cell
values to entities from the KB and discovers relations between table columns.
The inferred information is represented as a graph of RDF triples allowing other
applications to utilize the recovered knowledge.

2 Impact

Many real world problems and applications can benefit from exploiting informa-
tion stored in tables including evidence based medical research [22]. Its goal is to
judge the efficacy of drug dosages and treatments by performing meta-analyses
(i.e systematic reviews) over published literature and clinical trials. The pro-
cess involves finding appropriate studies, extracting useful data from them and
performing statistical analysis over the data to produce a evidence report.

Fig. 1. The number of papers reporting on
systematic reviews and meta-analyses is small
compared to those reporting on individual clini-
cal trials, as shown in this data from MEDLINE

Key information required to
produce evidence reports
include data such as patient de-
mographics, drug dosage infor-
mation, different types of drugs
used, brands of the drugs used,
number of patients cured with
a particular dosage etc. Most of
this information is encoded in
tables, which are currently be-
yond the scope of regular text
processing systems and search
engines. This makes the pro-
cess manual and cumbersome for
medical researchers.

Presently medical researchers perform keyword based search on systems such
as PubMed’s MEDLINE which end up producing many irrelevant studies, re-
quiring researchers to manually evaluate all of the studies to select the relevant
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ones. Figure 1 obtained from [6] clearly shows the huge difference in number of
meta-analysis and number of clinical trials published every year. By adding se-
mantics to tables like Figure 2, we can develop systems that can easily correlate,
integrate and search over different tables from different studies to be combined
for a single meta-analysis.

Web search is another area that can benefit from understanding information
stores in tables. Search engines work well at searching over text in web pages, but
poorly when searching over tables. If recovered semantics are available, search
engines can answer queries like dog breeds life span, wheat production in Africa
or temperature change in the Arctic,with tables or web pages containing them
as results. We also see our work helping to generate high quality semantic linked
data, which in turn will aid the growth of the Semantic Web.

3 Inferring the Semantics of Tables

Analyzing tables provide unique challenges. One might be tempted to think that
regular text processing might work with tables as well. After all tables also store
text. However that is not the case. To differentiate between text processing and
table processing consider the text “Barack Hussein Obama II (born August 4,
1961) is the 44th and current President of the United States. He is the first
African American to hold the office.”

Fig. 2. Tables in clinical trials literature have
characteristics that differ from typical, generic
Web tables. They often have row headers well as
column headers, most of the cell values are nu-
meric, cell values are often structured and cap-
tions can contain detailed metadata (From [32]).

The over-all meaning can be
understood from the meaning
of words in the sentence. The
meaning of each word can be
can be recovered from the word
itself or by using context of
the surrounding words. Now
consider the table shown in
Figure 2. In some ways, this
information is easier to under-
stand because of its structure,
but in others it is more diffi-
cult because it lacks the normal
organization and context of
narrative text. The message
conveyed by table in Figure 2
is different eradication rates for
different drug dosages and treat-
ment regimes for the disease H
pylori. Similarly consider the ta-
ble shown in Figure 3. The table
represents information about cities in the United States of America. A closer
look at the table tells us that the cities in column one are the largest cities of
the respective states in column three.



Extracting Linked Semantic Data from Tables 19

City State Mayor Population

Baltimore MD S.C.Rawlings-Blake 640,000

Philadelphia PA M.Nutter 1,500,000

New York NY M.Bloomberg 8,400,000

Boston MA T.Menino 610,000

Fig. 3. A simple table representing information about cities in United States of America

To extract such information from tables, it will be important to interpret the
meaning of column (and row) headers, correlation between columns, and entities
and literals mentioned in tables. Additional context and information can be also
be obtained from caption of the table as well text surrounding the table.

The intended meaning of column headers can be extracted by analyzing the
values in the columns. For example, the strings in column one in Figure 3 can
be recognized as entity mentions that are instances of the dbpedia-owl:Place
class. Additional analysis can automatically generate a narrower description
such as major U.S. cities. The string in the third column match the names
of people and also the narrower class of politicians. The column header pro-
vides additional evidence and better interpretation that the strings in column
three are the mayors of the cities in column one. Linking the table cell val-
ues to known entities enriches the table further. Linking S.C.Rawlings-Blake
to dbpedia:Stephanie C. Rawlings-Blake, T.Menino to dbpedia:Thomas Menino ,
M.Nutter to dbpedia:Michael Nutter we can automatically infer the additional
information that all three belong to the Democratic party. Discovering correla-
tions between table columns also add key information. For example, in this case,
correlation between columns one and two help us infer that cities in column one
are largestCities of the respective states in column three.

The techniques above will work well when the table cell values are strings;
but not necessarily when cell values are literals, for e.g. numerical values such
as the ones from the table in Figure 2 or values from column four of the table
in Figure 3. We discuss the challenges posed by such literals and how to tackle
them later in the paper.

Producing an overall interpretation of a table is a complex task that requires
developing an understanding of the intended meaning of the table as well as
attention to the details of choosing the right URIs to represent both the schema
as well as instances. We break down the process into following major tasks: (i)
assign every column (or row header) a class label from an appropriate ontology;
(ii) link table cell values to appropriate LOD entities, if possible; (iii) discover
relationships between the table columns and link them to linked data properties;
and (iv) generate a linked data representation of the inferred data.

4 DIF-LDT: A Domain Independent Framework

We present DIF-LDT - our domain independent framework for inferring the
semantics associated with tables in Figure 4. With little or no domain depen-
dence, the framework should work equally well with tables found on web pages,
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Fig. 4. We are developing a robust domain independent framework for table interpre-
tation that will result in a representation of the information extracted as RDF Linked
Open Data

in medical literature or tabular datasets from sites like data.gov. The goal of this
framework is also to address a number of practical challenges, including handling
with large tables containing many rows, tables with acronyms and encoded val-
ues, and literal data in the form of numbers and measurements.

At the core of the framework are two modules - a) module that queries and
generates initial set of mappings for column headers, cell values and relation
between columns in a table and b) a module grounded in probabilistic graphical
model, which performs joint inference. Once the table passes through initial pre-
processing, the query phase generates a set of candidate classes, entities and
relations between columns, for every column header and cell values in a table.
The module for joint inference will jointly assign values to column headers, cell
values and relations between columns in a table. The table interpretation will
be useful only when we are able to generate an appropriate representation of it
which can be reasoned and queried over by other systems. Thus, the next step
would be generating an appropriate representation of the inferred information.
Certain applications may require that the user review and if necessary change the
generated interpretation. To incorporate this requirement, an additional module
provides a interactive framework to allow a human to work with the system to
produce the interpretation. In the following sections we describe each module in
detail.

4.1 Pre-processing

The goal of the preprocessing modules at the start of the process is for dealing
with special cases. For example, certain tables or datasets can be too large to
be dealt by the module for joint inference. In such cases, it would better to
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sample the table, generate a smaller version and let that pass through the rest
of workflow. While applying joint inference/joint assignment techniques to large
tables is not feasible, we believe that it is also not necessary. We note that
people can usually understand a large table’s meaning by looking only at its
initial portion. Our approach will be similar – given a large table, we will sample
the rows to select a smaller number to which we will apply the graphical model.
The other pre-processing module we present is for acronyms. Many tables tend
to use acronyms. Replacing them with their expanded forms, will provide a more
accurate context and thus help in generating a better interpretation. While, we
present only two such modules, given the independent nature of the modules,
more modules can be easily added without breaking the rest of the workflow.

4.2 Generate and Rank Candidates

The goal of the querying phase is to access knowledge sources and generate a
initial set of mappings of classes, entities and relations for each mention in the
table. The knowledge sources used in the query process will include datasets such
as DBpedia [3], Yago [25] from the LOD cloud. For other specialized domains
such as the medical domain or open government data, additional ontologies and
knowledge resources may be needed. For general tables, like the ones found on
the web, DBpedia, Yago and Wikitology [26] provide very good coverage.

Presently, we use Wikitology, a hybrid kb based onWikipedia’s structured and
unstructured information augmented with information from structured sources
like DBpedia, Freebase [4], WordNet [17] and Yago, to generate our initial map-
pings. The query module generates a set of candidate entities for each cell value
in a table by querying Wikitology, using query techniques described in [19].

Each returned entity has a set of associated classes (or types). For example,
a subset of classes associated with the entity dbpedia:Baltimore are yago:Ind-
ependentCitiesInTheUnitedStates, dbpedia-owl:PopulatedPlace, dbpedia-owl:City,
yago:CitiesInMaryland. The set of candidate classes for a given column in a table
can be obtained by taking a union of the set of classes associated with the can-
didate entities in that column. Our current focus is restricted to column headers
and entities in a table.

Once the candidate sets are generated, the next step is to rank the candidates.
We developed two functions ψ1 and ψ2 for this purpose. ψ1 ranks the candidate
classes in a given set, whereas ψ2 ranks the candidate entities. ψ1 will compute
the ‘affinity’ between a column header string (e.g., City) and a class from the
candidate set (say dbpedia-owl:City). We define ψ1 as the exponential of the
product of a weight vector and a feature vector computed for column header.
ψ1 will assign a score to each candidate class which can be used to rank the
candidate classes. Thus,

ψ1 = exp(wT
1 .f1(Ci, LCi))

where w1 is the weight vector, LCi is the candidate class label and Ci is the
string in column header i. The feature vector f1 is composed of the following
features:
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f1 = [LevenshteinDistance(Ci, LCi), DiceScore(Ci, LCi),
SemanticSimilarity(Ci, LCi), InformationContent(LCi)]

f1 includes a set of string similarity metrics (Levenshtein distance [15], Dice
score [24]) to capture string similarity between the class and column header
string. To overcome cases where there is no string or content match (e.g. dbpedia-
owl:AdministrativeRegion and State), we also include a metric to capture Seman-
tic Similarity [10] between the candidate class and column header string.

Selecting ‘specific’ classes is more useful than selecting ‘general’ classes. For
example it is better to infer that a column header is of type of dbpedia-owl:City
as compared to inferring it as dbpedia-owl:Place or owl:Thing. Thus, to promote
classes of the likes of dbpedia-owl:City, f1 incorporates an Information content
measure. Based on semantic similarity defined in [21], we define Information
Content as, I.C(LC) = −log2[p(LC)], where p(LC) is the probability of the class
LC . We computed I.C. for classes from the DBpedia ontology and noticed that
specific classes will have a higher value for I.C. as compared to more general
classes.

We also develop a function ψ2 to rank and compute the affinity between
the string in the table row cell (say Baltimore) and the candidate entity (say
dbpedia:Baltimore). We define ψ2 as the exponential of the product of a weight
vector and a feature vector computed for a cell value. Once again ψ2 will assign
a score to each entity which can be used to rank the entities. Thus,

ψ2 = exp(wT
2 .f2(Ri,j , Ei,j))

where w2 is the weight vector, Ei,j is the candidate entity and Ri,j is string
value in column i and row j. The feature vector f2 is composed as follows:

f2 = [LevenshteinDistance(Ri,j, Ei,j), DiceScore(Ri,j , Ei,j),
PageRank(Ei,j),KBScore(Ei,j), PageLength(Ei,j)]

f2 is consists a set of string similarity metrics (Levenshtein distance, Dice score)
and also a set of popularity metrics(Predicted Page Rank [27], Page Length
and Wikitology KB score for the entity). When it is difficult to disambiguate
between entities, the more popular entity is likely to be the correct answer; hence
the inclusion of popularity metrics. The weight vectors w1, w2 can be tweaked
via experiments or can be learned using standard machine learning procedures.
As we continue to make progress in our work, in the future, we will develop a
similar function for ranking candidate relations.

4.3 Joint Inference

Given candidate sets for column headers, cell values and relation between ta-
ble columns, the joint inference module is responsible for joint assignment to
mentions in the table and infer the meaning of a table as a whole. Probabilistic
graphical models [13] provide a powerful and convenient framework for express-
ing a joint probability over a set of variables and performing inference or joint
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assignment of values to the variables. Probabilistic graphical models use graph
based representations to encode probability distribution over a set of variables for
a given system. The nodes in such a graph represent the variables of the system
and the edges represent the probabilistic interaction between the variables.

Based on the graphical representation used to model the system, the graph
needs to be parametrized and then an appropriate inference algorithm needs to
be selected to perform inferencing over the graph. Thus constructing a graph-
ical model involves the following steps: (i) identifying variables in the system;
(ii) specifying interactions between variables and representing it as a graph; (iii)
parameterizing the graphical structure; and (iv) selecting an appropriate algo-
rithm for inferencing. Following this plan, we describe how a graphical model
for inferring the semantics of tables is constructed.

Variables in the System. The column headers, cells values (strings and lit-
erals) and relation between columns in a table represent the set of variables in
an interpretation framework. Each variable has a set of candidates associated,
which are generated as described in section 4.2. The initial assignment to each
variable will be its top ranked candidate.

Graphical Representation. There are three major representation techniques
for encoding the distribution over set of variables: directed models (e.g., Bayesian
networks), undirected models (e.g., Markov networks), and partially directed
models. In the context of graphical models, Markov networks are undirected
graphs in which nodes represent the set of variables in a system and the undi-
rected edges represent the probabilistic interactions between the them. The edges
in the graph are undirected because the interaction between the variables are
symmetrical. In the case of tables, interaction between the column headers, ta-
ble cell values and relation between table columns are symmetrical. Thus we
choose a Markov network based graphical model for the inferring the semantics
of tables.

Figure 5(a) shows the interaction between the variables in a table. In a typi-
cal well formed table, each column contains data of a single syntactic type (e.g.,
strings) that represent entities or values of a common semantic type (e.g., peo-
ple). For example, in a column of cities, the column header City represents the
semantic type of values in the column and Baltimore, Boston and Philadelphia
are instances of that type. Thus knowing the type (or class) of the column header,
influences the decision of the assignment to the table cells in that column and
vice-versa.

To capture this influence, we insert an edge between the column header and
each of the table cells in the column. Edges between the table cell themselves in
the same column are not needed since they become independent of each other
once the column header is known. To keep the figure simple, we show inter-
action between column header and row values for one column only. The same
interactions apply, of course, to the rest of the columns.

Table cells across a given row are also related. Consider a table cell with a
value Beetle. It might be referring to an insect or a car. The next table cell
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(a) (b)

Fig. 5. (a) This graph represents the interactions between the variables in a simple
table. Only some of the connections are shown to keep the figure simple. (b) This
factor graph is a parameterized Markov network with nodes for variables and factors.

has a value red which is a color. The value in the last table cell is Gasoline, a
type of fuel source. All the values considered together, indicate that the row is
representing values of a car rather than an insect. This can be further confirmed
by the evidence from type of the column header. Thus to disambiguate a table
cell correctly, the context from the rest of table cells in the row should be used.
To capture this context, we insert edges between all the table cells in a given
row. Again for simplicity, we show interaction between the table cells of only one
row.

Similar interaction also exist between the column headers. The column header
City might suggest that the strings in the columns are cities. However if City
appears in the table with other columns which are Basketball players, Coach and
Division, we can infer that the column of cities is referring to a team itself – an
example of metonymy in which the team is referenced by one of its significant
properties, the location of it’s base. Thus to correctly disambiguate what the
column header means, we should use evidence from rest of the column headers
as well. To capture this interaction, we insert edges between all the column
headers as well.

The model we have presented captures interactions between the column head-
ers and table cell values. Our initial plan is to experiment with the current model
and then further extend it to incorporate the variable to capture relations be-
tween table columns in the graph as well.

Parametrizing the Network. To represent the distribution associated with
the graph structure, we need to parameterize the structure. Since Markov net-
works are undirected, the goal of parameterization is to capture the affinity
between the interacting variables. That is if variable A is assigned a value a1
and variable B is assigned b1, the question we ask is whether A and B are likely
to agree or not. The function that computes this affinity is known as a factor.
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One way to parameterize a Markov network is to represent it as a factor graph.
A factor graph is an undirected graph containing two types of nodes: variables
and factors. The graph has edges only between the factor nodes and variable
nodes. The factor nodes are responsible for computing the affinity between the
variable nodes to which it is connected. Figure 5(b) presents the parametrized
network. The column headers (all Ci) and cell values (all Rij) are the variable
nodes and ψ3, ψ4 and ψ5 are factor nodes in the graph.

ψ3 is a factor node that captures the affinity between the class label assigned
to a column header and the entities linked to the cell values in the same column;
i.e., its goal is to check whether dbpedia-owl:City, dbpedia:Baltimore, dbpedia:-
Philadelphia and dbpedia:Boston are ‘compatible’ or not. ψ3 has two goals - to
detect if any of cell values have been linked to incorrect entities or if the class
label assigned to the column header is incorrect.

Each entity is associated with a set of classes (or types). For example the
classes associated with dbpedia:Baltimore include dbpedia:City, yago:Indepen-
dentCitiesInTheUnitedStates, and yago:CitiesInMaryland. ψ3 will assign a score
to the class mapped to the column header as follows. Each entity in the column
will contribute a score between zero and one to the class. The score contributed
will be 0.0 if the class assigned to the column header is not in the set of classes
associated with the entity and 1.0 if its the best match. An entity will contribute
a lower score if the class assigned to the column header has a more “descriptive”
or specific class in its set. For example, the class dbpedia:City is more descriptive
and informative as compared to dbpedia:Place. The score assigned to the class
label will be the average of the sum of scores assigned by each of the individual
entities in the column.

What inferences can be drawn from the score? A score of 0.0 indicates either
that the class label assigned is incorrect or all the entities linked to the cell values
are incorrect. A score of 1.0 strongly suggests that class and entity assignments
are correct. Scores tending towards 1.0 will indicate higher level of agreement
whereas scores closer to 0.0 indicate less agreement. We will discuss how this
information is used in the section on inferencing over the graph.

ψ4 is a factor node that captures the affinity between the entities linked to the
values in the table cells in a given row in the table, i.e., the affinity between db-
pedia:Baltimore, dbpedia:Maryland, and dbpedia:Stephanie Rawlings-Blake. En-
tities across a given row are likely to be related to each other. We use Pointwise
mutual information (PMI) as a measure to capture the relatedness between
entities. The PMI between totally unrelated entities will be zero, whereas the
value will be non zero for related entities. For example, the PMI between dbpe-
dia:Baltimore and dbpedia:Seattle Seahawks will be 0.0, since they are unrelated.
We have computed PMI values for Wikitology entities based on statistics derived
from Wikipedia and DBpedia.

The factor node ψ4 will compute pairwise PMI for a entity with the rest
of entities in the row. Thus, in this case, for dbpedia:Baltimore, ψ4 will com-
pute PMI between dbpedia:Baltimore, dbpedia:Maryland and dbpedia:Baltimore,
dbpedia:Stephanie Rawlings-Blake. If a cell value in the row is mapped to a



26 V. Mulwad, T. Finin, and A. Joshi

incorrect entity, the entity will have zero PMI with every other entity present in
the row. This can be used as a indicator to detect incorrect mapping for a given
cell value.

Similarly, ψ5 is a factor node that captures the affinity between classes that
have been assigned to all the column headers in the table, i.e., the affinity between
dbpedia-owl:City, dbpedia-owl:AdministrativeRegion, and dbpedia-owl:Mayor. We
again rely on the PMI data to capture the association between the class labels as-
signed to column headers. For every class label, ψ5 will compute PMI between the
class label and each of the other class labels across the column header. A unrelated
class label will have zero PMI with every other class label, which can be used as
indicator of incorrect mapping.

The factor nodes are dependent on measures such as PMI and the score as-
signed by entities to a class. These measures can be computed from the domain
knowledge source. We see these functions as first iteration and expect them to
evolve as continue to experiment. Similarly as the graph is extended to incorpo-
rate relations between table columns, more factor nodes are likely to be added.

Inference. The objective of the inference process is to determine the best pos-
sible assignments to the column headers and table cell values and eventually re-
lations between table columns. We will use a variation of message-passing/belief
propagation [13] for this process. Our inference algorithm will work as follows.
The process will start with the variable nodes sending a message to all its con-
nected factor nodes. The message will be composed of the current value assigned
to the variable node.

Once a factor node receives messages from all the connected variable nodes,
it will compute if the values assigned are in agreement or not. If the values are
not in agreement, it will identify the variable node(s) that may have a wrong
assignment. For all the nodes with possible wrong assignments, the factor node
will send a message requesting the node to change its assignment to a different
value. It will also send a confidence measure; i.e., how confident is the factor
node about the assertion that the variable node has a wrong assignment. For
the variable nodes with correct assignment, the factor node will send a message
of ‘no change’.

The factor nodes will use the functions defined above to determine agreement.
For example, the factor node ψ4 can conclude that all the values are in agreement,
if every entity assigned in a row is connected (i.e., has non-zero PMI) with at least
one other entity in the same row. ψ4 will send a message of change assignment to
a variable, if the entity assigned has zero PMI will all other entities in the row.
Similarly if the score assigned to a class mapped to the column header is one,
ψ3 will conclude that the class and the entities in the column are in agreement.

Once a variable node receives messages from all the factor nodes to which it is
connected, the variable nodes determines whether it needs to change its assigned
value or not. For example, if a node receives a ‘no change’ message from all factor
nodes, the variable node will not change its value. If the node receives a change
message from all the factor nodes, the node will change its value and select a
new assignment. In the long run, our goal will be to develop a generic function
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that nodes will use to decide whether to change values or not. The function will
take into account factors such as the ‘change’ and ‘no change’ messages received,
confidence associated with each message and overall ‘global temperature’. This
last measure will capture whether most (or all) variable nodes are satisfied with
their assignment or not. If there is high level of agreement/satisfaction across all
nodes, the variable told to change its assignment with low confidence, may not
change. We expect that this mechanism will ensure or at least promote conver-
gence to a solution, much like the temperature concept of simulated annealing.

All variable nodes which change their assigned value to a new one send a
message to all their connected factor nodes, announcing the update as well the
updated value. Every factor node which receives such a message, will redo the
computation with the new value and the above process is repeated. This contin-
ues until all the variables do not change their values. To ensure that this process
converges, variations like penalizing a change in assignment as the number of
iterations increase, will be included.

4.4 Generate Linked Data

The table interpretation will be useful only when we are able to generate an
appropriate representation of it which can be reasoned and queried over by
other systems. Figure 6 presents our preliminary template for representing the
inferred information as Semantic Linked Data.

@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#>.
@prefix dbpedia: <http://dbpedia.org/resource/>.
@prefix dbpedia-owl: <http://dbpedia.org/ontology/>.
@prefix dbpprop: <http://dbpedia.org/property/>.

“City”@en is rdfs:label of dbpedia-owl:City.
“State”@en is rdfs:label of dbpedia-owl:AdminstrativeRegion.
“Baltimore”@en is rdfs:label of dbpedia:Baltimore.
dbpedia:Baltimore a dbpedia-owl:City.
“MD”@en is rdfs:label of dbpedia:Maryland.
dbpedia:Maryland a dbpedia-owl:AdministrativeRegion.

Fig. 6. A preliminary represented of inferred knowledge
from a table

In the future, we will
extend our preliminary
template and develop an
richer ontology for an-
notating and represent-
ing tabular data as linked
data. The ontology will
provide terms for ex-
pressing the provenance
of the interpretation and
annotating some map-
pings certainty informa-
tion. With the use of a probabilistic graphical model, it is possible to generate
certainty information. Since we are dealing with tables on the web, different
tables are likely to generate contradictory information. Thus provenance and
source of tables will be important to applications reasoning over our data. Our
representation will also capture table meta data such as number of columns and
rows as well as the table in its raw form. We wish to allow applications to be
able to reconstruct the original table from the linked data representation.

4.5 Human in the Loop

Since achieving perfect accuracy in automatically translating a table into linked
data is infeasible, we will develop a interactive framework to allow a human to
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work with the system to produce the interpretation. Our approach will have two
phases: interpretation exploration and providing feedback. The first phase will
allow a person to inspect and explore the interpretation, determining the entities,
concepts and relations to which table components are mapped. The human user
will also be able to see the ranked list of alternatives for each mapping along
with any associated scores or confidence measures. The second phase will permit
the user to identify one of the mappings an incorrect and optionally select and
“lock down” one of the alternate interpretations. The system will then rerun
the graphical model, producing a new overall interpretation. This sequence of
inspection and correction can be repeated until an acceptable interpretation is
produced.

4.6 Challenges – Literals

Literals pose unique challenges. Unlike strings in table cells, literals are not
entities that can be linked to existing entities from a knowledge base; but rather
they represent values of properties. The properties themselves can be associated
with other entities in the table. Thus techniques that will work with string based
values will not necessarily work for literals.

So how do we treat literals such as numerical data ? We can take the intuition
that humans use to understand columns of numerical data as a starting point. To
begin with, the range of numbers in a given column can start providing evidence
about what the column is about. If a person looks at a column (without a column
header) that contains numbers in the range of 0–100, the person is likely to infer
that the column could be percentages or ages. The row (or column) header may
have additional clues. For example, in the case of percentages, the % sign maybe
associated with the numbers in the table cell or it may be present in the row (or
column) header in the table.

Successfully understanding numerical data, will require understanding what
properties do values from a column map to and extracting unit associated with
numbers or unit symbols (like %).

5 Related Work

Our work is closely related to two threads of research. The first focuses on
generating RDF and linked data from sources such as databases, spreadsheets
and CSV files. The second, and more recent one, addresses understanding and
inferring the implicit semantics of tables.

Several systems have been implemented to generate semantic web data from
databases [23,28,20], spreadsheets [11,14] and CSV files [8]. All are manual or
at best partially automated and none have focused on automatically generating
linked RDF data for the entire table. These systems have mainly focused on
relational databases where the schema is available or on simple spreadsheets.
In the domain of open government data, [8] presents techniques to convert raw
data (CSV, spreadsheets) to RDF. However the generated RDF data does not
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use existing classes or properties for column headers, nor does it link cell values to
entities from the LOD cloud. To generate a richer, enhanced mappings, users will
need to manually specify a configuration file. Their focus has been on generating
massive quantity linked government data rather quality linked government data.

<rdf:Description rdf:about=“#entry1”>
<value>6444</value>
<label>Number of Farms</label>
<group>Farms with women principal operators</group>
<county fips>000</county fips>
<state fips>01</state fips>
<state>Alabama</state>
<rdf:type rdf:resource=“http://data-gov.tw.rpi.edu/2009
/data-gov-twc.rdf#DataEntry”/>
</rdf:Description>

Fig. 7. A portion of the RDF representation from dataset
1425 - Census of Agriculture Race, Ethnicity and Gender
Profile Data from data.gov.

The key shortcoming
in such systems is that
they rely heavily on users
and their knowledge of
the Semantic Web. Most
systems do not automati-
cally link classes and enti-
ties generated from their
mapping to existing Se-
mantic Web resources –
their output turns out to
be just raw string data
represented as RDF, in-
stead of fully linked RDF. Figure 7 shows a part of RDF representation of
dataset 1425 from data.gov [7]. The property names in the representation are
column headers from the raw dataset and the values of the properties represent
row values for the respective columns.

The representation fails to use existing vocabulary terms to annotate the
raw data and most of the column headers are mapped to properties local to
the RDF file. Mapping column headers to classes and properties from the LOD
cloud, provides richer description as compared to the local properties. Such a
representation often uses string identifiers for table cell values instead of linking
them to existing entities in the LOD cloud. Linking the string cell values can
further enrich the semantic representation of the data. Our framework will link
and reuse existing classes, properties and entities with dereferenceable URIs from
the LOD cloud. Our goal is to generate linked data in a form which is identified
as “five star” by Tim Berners-Lee [1].

Early work in table understanding focused on extracting tables from docu-
ments and web pages [12,9] with more recent research attempting to understand
their semantics. Wang et al. [30] began by identifying a single ‘entity column’
in a table and, based on its values and rest of the column headers, associates a
concept from the Probase [31] knowledge base with the table. Their work does
not attempt to link the table cell values or identify relations between columns.
Ventis et al. [29] associate multiple class labels (or concepts) with columns in
a table and identify relations between the ‘subject’ column and the rest of the
columns in the table. Both the concept identification for columns and relation
identification is based on maximum likelihood hypothesis, i.e., the best class la-
bel (or relation) is one that maximizes the probability of the values given the
class label (or relation) for the column. Their work also does not attempt to
link the table cell values. Limaye et al. [16] use a graphical model which maps
every column header to a class from a known ontology, links table cell values to
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entities from a knowledge-base and identifies relations between columns. They
rely on Yago for background knowledge.

The core of our framework is a probabilistic graphical model that captures a
much richer semantics, including relation between column headers as well rela-
tion between entities across a given row. Our model has a single ‘factor’ node to
capture relation between column header and strings in the column, which makes
it possible to deal with missing values (e.g., absent column header).

Current systems for interpreting tables rely on semantically poor and possibly
noisy knowledge-bases and do not attempt to produce a complete interpretation
of a table. None of the current systems propose or generate any form of linked
data from the inferred meaning. The work mentioned above will work well with
string based tables but we know of no systems that interpret columns with
numeric values and use the results as evidence in the table interpretation. Doing
so is essential for many domains, including medical research.

6 Discussion and Conclusion

We built a baseline system [19] to evaluate the feasibility in tacking the problem.
The baseline system was a sequential system that did three things : i) predict
class labels for column headers ii) link table cell values to entities and iii) discover
correlation between column headers. We evaluated our baseline system using a
dataset of 15 tables obtained from the web, Google Squared and tables from
Wikipedia articles. Excluding the columns with numbers, the 15 tables have 52
columns and 611 entities for evaluation of our algorithms. We used a subset of
23 columns for evaluation of relation identification between columns.

In the first evaluation of the algorithm for assigning class labels to columns,
we compared the ranked list of possible class labels generated by the system
against the list of possible class labels ranked by the evaluators. For 80.76% of
the columns the average precision between the system and evaluators list was
greater than 0 which indicates that there was at least one relevant label in the
top three of the system ranked list. The mean average precision for 52 columns
was 0.411.For 75% of the columns, the recall of the algorithm was greater than or
equal to 0.6. We also assessed whether our predicted class labels were reasonable
based on the judgement of human subjects. 76.92% of the class labels predicted
were considered correct by the evaluators. 66.12% of the table cell strings were
correctly linked by our algorithm for linking table cells. Our dataset had 24 new
entities and our algorithm was able to correctly predict for all the 24 entities
as new entities not present in the KB. We did not get encouraging results for
relationship identification with an accuracy of 25%.

Analysis of our evaluation provided useful lessons. First, we noticed, with
a sequential system, the error percolated from stage one to stage three, thus
leading to an overall poor interpretation of the semantics of tables. This lead us
to developing a framework based around probabilistic graphical model for joint
inference over a table. Secondly, our baseline system was giving preference to
‘general classes’ over ‘specific classes’, which we address by introducing measures
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like Information Content of a class. Our framework also goes beyond web-tables
and aims to deal with tables across multiple domains – from medical literature
to open government data. We are in the process of implementing the graphical
model. Once the model is implemented, we will evaluate it against a dataset of
tables shared by Limaye et al. [16].

Generating an explicit representation of the meaning implicit in tabular data
will support automatic integration and more accurate search. We described gen-
eral techniques grounded in graphical models and probabilistic reasoning to infer
a tables meaning relative to a knowledge base of general and domain-specific
knowledge expressed in the Semantic Web language OWL. We represent a ta-
ble’s meaning as a graph of OWL triples where the columns have been mapped
to classes, cell values to literals, measurements, or knowledge-base entities and
relations to triples. We believe that knowledge recovered from tables can enable
and assist various application and lead us towards a web of semantics, concepts
and entities.
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Abstract. This chapter surveys knowledge extraction approaches from
structured sources such as relational databases, XML and CSV. A gen-
eral definition of knowledge extraction is devised that covers structured
as well as unstructured sources. We summarize current progress on con-
version of structured data to RDF and OWL. As an example, we provide
a formalization and description of SparqlMap, which implements the re-
lational database to RDF mapping language R2RML currently being
standardized by the W3C.

Keywords: Triplification, Knowledge Extraction, RDF.

1 Introduction

In recent years, the availability of data in Semantic Web formats such as RDF
and OWL has drastically increased. Nevertheless, the data that is currently
available constitutes just a fraction of existing data that could be exposed and
distributed as RDF and OWL. As the Web of Data, envisioned by Tim Berners-
Lee1, gains momentum, the demand to extract knowledge and to “triplify” data
is steadily increasing, especially in the areas of commerce, science and govern-
ment. This “triplification” process, however, is due to the heterogeneity of in-
formation and data models challenging. Although tools exist to support the
generation of RDF from legacy sources, several obstacles remain for automated
approaches. Such obstacles and cost factors include in particular:

Identification of Private and Public Data. Legacy sources always contain
information which should not be made public on the Web such as passwords,
email addresses or technical parameters and configurations. Automatically
distinguishing between strictly confidential, important and less relevant in-
formation is very hard, if not impossible.

Proper Reuse of Existing Vocabularies. Even the most elaborated approa-
ches to ontology mapping fail in generating certain mappings between the
legacy data (e.g. database entities such as table and column names) and
existing RDF vocabularies, due to lacking machine-readable descriptions of
the domain semantics in the database schema.

1 http://www.w3.org/DesignIssues/Semantic.html
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Missing Schema Descriptions. Many legacy sources do neither provide pro-
per documentation nor extensive schema definition (e.g. MySQL does not
contain definitions for foreign keys or constraints, XML data type definition
only provides information about the validity of the data, but not about the
semantics). Syntactic approaches for detecting schema descriptions are likely
to fail, since schemas were often grown evolutionary and naming conventions
are not enforced. In most cases, the structure of the data needs to be man-
ually reverse engineered by a domain expert, who has an understanding of
the content and the domain.

URI Generation. The quality of legacy data sources do often not match the
requirements for RDF datatypes and URIs. Strings and terms have to be
normalized and cleaned to admit a transition to URIs. The choice which
entities to use for identifiers (e.g. convert primary keys to URIs) is not always
obvious. It often depends on the particular use case whether a database entry
should be transformed to a URI or an RDF literal.

The aim of this article is to present an overview on approaches to tackle these ob-
stacles. In Section 2 we discuss some prerequisites and then define “Knowledge
Extraction” as a general concept. The presented definition was used to bootstrap
the Wikipedia article on the topic2. Our definition also explains the relation be-
tween extracted “knowledge” and “triplification” into RDF/OWL. Subsequently,
we compare popular existing structured data models with RDF/OWL in Section 3
to shed light on the impedance mismatch. In Section 4 we introduce the Knowl-
edge Extraction Tools Survey Ontology (KETSO) to classify existing tools. The
ontology differs greatly from previous survey methodologies as it introduces a
flat property based classification approach in comparison to previous hierarchical
ones [8,6,10,12]. The main rationales for employing an ontology based approach
(using OWL datatype and object properties) to classify the tools are:

1. Not all tools use the full set of properties as they vary greater than tools
from one source (e.g. XML).

2. Hierarchical classification are shown to be inconsistent in the first place and
also become obsolete once we generalize the classification to other sources.

3. The scheme and the data are made freely available. By providing an OWL
class for classification, future work can be incorporated as an extension or re-
lated with owl:equivalentClass and owl:disjointWith axioms. The data
can be used to visualize approaches and match them to given use cases.

We provide an in-depth look at one particular knowledge extraction approach
with the formalization and description of SparqlMap, which implements the rela-
tional database to RDF mapping language R2RML currently being standardized
by the W3C. Finally, we conclude and give an outlook on potential future work
in Section 6.

2 http://en.wikipedia.org/wiki/Knowledge_extraction

http://en.wikipedia.org/wiki/Knowledge_extraction
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2 Definition of Knowledge Extraction

Although the term knowledge extraction is widely used in the literature, no
surveys exist that have succeeded in creating a framework to cover unstructured
as well as structured sources or provide a clear definition of the underlying
“triplification“ process and the required prerequisites. Other frameworks and
surveys as well as individual approaches especially lack the following aspects:

1. Clear boundaries to existing research areas such as Information Extraction
(Text Mining), Extract-Transform-Load (Data Warehouse) and Ontology
Learning have not yet been established. Such boundaries are defined by
stating distinctive criteria and also by specifying the meaning of knowledge
w.r.t. the main data model of our concern, RDF and OWL (see next item).

2. The idea that ”knowledge“ is extracted has not been well-defined. Although,
RDF and OWL can serve as knowledge representation formalisms, the mere
usage of RDF/OWL as a format can not sufficiently define the notion of
”knowledge“. The main questions are: “What is the result of a triplifica-
tion process?” “Structured data or represented knowledge?”, “When does
structured data become knowledge?”

3. Although, the area of extraction of RDF from relational databases has been
been researched extensively, approaches were hardly comparable to extrac-
tion methods employed on other sources, thus preventing generalisation.

4. Most individual approaches were driven by very specific use cases that came
with a specific data source and required the transformation into RDF and,
thus, are lacking a more general view on the problem. The main questions
were: “What are the properties of such a transformation?” and “How do
they differ from previous efforts?”

Knowledge Extraction is the creation of knowledge from structured (relational
databases, XML) and unstructured (text, documents, images) sources. The re-
sulting knowledge needs to be in a machine-readable and machine-interpretable
format and must represent knowledge in a manner that unambiguously defines its
meaning and facilitates inferencing. Although, it is methodically similar to Infor-
mation Extraction (NLP) and ETL (Data Warehouse), the main distinguishing
criteria is that the extraction result goes beyond the creation of structured in-
formation or the transformation into a relational schema. It requires either the
reuse of existing formal knowledge (reusing identifiers or ontologies) or the gen-
eration of a schema based on the source data. Because of the last part, Ontology
Learning can be considered a sub-discipline of Knowledge Extraction.

For the RDF and the OWL data model, we can identify two different criteria
for identifying Knowledge Extraction processes: Reusing identifiers. (1) gener-
ated RDF properties are globally unique and have a well-defined meaning. If
de-facto standard vocabularies, for example FOAF3, are reused, then the ex-
tracted RDF can be unambiguously related to other data in the Web of Data.
(2) owl:sameAs or owl:equivalentClass linking of extracted entities to exist-
ing entities in the Web of Data.

3 http://www.foaf-project.org/

http://www.foaf-project.org/
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Schema generation. Schema (or Ontology) generation from legacy sources is a
weaker form of knowledge extraction when compared to reusing identifiers. Al-
though hierarchies [4] or OWL/DL axioms of varying expressivity are generated
(see [3] for generation of subclass relations from databases and [13] for generating
expressive axioms from text) no disambiguation is created by linking the newly
created classes to existing ontologies. The relation of the generated taxonomy of
terms remains unclear and requires methods from the field of ontology matching
to become part of the global network of knowledge.

3 Comparison of the RDF/OWL Data Model to
Relational Databases and XML

In this section we describe the characteristics of different structured data models
and compare them to RDF/OWL.We selected Relational Databases (RDBs) and
the Extensible Markup Language (XML) as these structured data sources cover
a wide array of usage scenarios and real world applications. RDBs residing in
Relational Database Management Systems (RDBMSs) are the dominant data
storage solution for enterprise data, web sites and community created content.
XML is widely adopted for data exchange, both for importing/exporting data
and data access through web services. In order to juxtapose and compare these
data models we determined the following characteristics:

Data Structure & Model. Describes whether the data structures and the
data model are based on a certain abstraction. Also the fundamentally used
data structures are identified.

Entity Identification. The mechanisms provided for identifying entities.
Schema. Describes the capabilities of the data model, i.e. which properties and

features are inherent of the data model (e.g. inference or constraints).
Schema Data Separation. Can the schema be accessed in the same way as

the instance data? A strictly separated schema on the contrary requires
different access and manipulation methods.

Schema Reuse. An external schema definition allows the (partial) inclusion
and reuse of previously defined schemata.

Conceptual and Physical Model Separation. Is the model of the data af-
fected by its physical representation or is the data following a purely con-
ceptual or logical model?

Expressivity. Describes the focus of expressiveness of the data model.
Data Access. The means by which the data is typically made available.
Data Integration. Describes the prevalent data integration paradigm followed.
Serialization. What serialization options are available for transmitting data.
World Model. Closed or Open World. Describes whether the truth-value of

a statement is independent of whether or not it is known by a particular
observer or agent to be true.

Table 1 summarizes the comparison of RDF with the relational and XML data
models.
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Table 1. Comparison of structured data models

RDF/OWL Relational Data XML/XML
Schema

Data structure &
model

Statements
represented as

subject-predicate-
object triples, using
IRIs, blank-nodes
and literals as
components.

Entities described
with a fixed number
of attributes using
tables, columns,

rows.

Tree with nodes of
different types

(element, attribute,
text etc.).

Entity identification IRIs for globally
unique identification

of entities and
relationships.

Only locally unique
identifiers.

Use of IRIs is
possible, but not

enforced.

Schema RDF-Schema and
OWL allow
definition of

vocabularies and
formal ontologies,
including inference
and consistency

checks.

Schema defines and
labels the relations,
enforces data types
and constraints.

Multiple schema
definition languages
allow to define data
types, structures
and constraints.

Schema/data
separation

The same
representation is

used for schema and
data, schema reuse

is strongly
encouraged.

Schema is stored as
external meta data.
Local schema only.

Schema can be
expressed as XML.
External schemata

possible.

Conceptual and
physical model
separation

Conceptual model
only.

Mixed physical and
conceptual model
(includes indexes,
denormalizations).

Conceptual model
only.

Expressivity Focus: entities and
relationships

forming a graph;
Problematic: lists,
n-ary relations,

constraints, graphs.

Focus: n-ary
relations, schema

adherence;
Problematic: trees

and graphs.

Focus: Flexible
model allows

representation of
arbitrary data
structures;
Problematic:

requires external
knowledge for
interpretation.

Data access Linked data
dereferencing

(HTTP), SPARQL
queries.

ODBC/JDBC,
ORM.

DOM,
XQuery/XPath,

Web services, files.

Data Integration Entity matching,
schema matching,
similarity measures.

ETL & data
warehousing,
middleware &
mediation.

Structural analysis
of trees, similarity

measures.

Serialization RDF/XML, turtle,
N-Triples.

SQL-DDL XML

World Model Open world. Closed world. Closed world.
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4 The Knowledge Extraction Tool Survey

In this section, we summarize the results of the Knowledge Extraction Tool Sur-
vey [7], which is also available online4. The Knowledge Extraction Tool Survey
Ontology (KETSO) is used for the classification of knowledge extraction tools.
In the following we summarize the main properties defined in KETSO for the
characterization of tools. Note that some of the properties (e.g. Data Exposition
and Data synchronization) are not completely orthogonal (e.g. values ”dump“
and ”static“), but on the other hand not dependent as well (e.g. ”SPARQL“
can be ”dynamic“ or ”bi-directional“). The flat modelling as single independent
features does not produce any bias or encode assumptions into the data and it
is much easier to add new values.

Vocabulary Reuse. The tool is able to reuse existing vocabularies in the map-
ping. For example the table column ’firstName’ can be mapped to foaf:

firstName. Some automatic approaches are not capable of reusing/mapp-
ing vocabularies. Boolean.

Data Exposition. Is SPARQL or another query language possible? Values can
be either ETL (Dump), SPARQL (or another Query Language) or Linked
Data. Note that the access paradigm also determines whether the result-
ing RDF model updates automatically. ETL means a one time conversion,
while Linked Data and SPARQL always process queries versus the original
database.

Data Source. The type of the data source the tool can be applied on. RDB,
XML, CSV, etc.

Data Synchronization. Is a dump created once or is the data queried live
from the legacy source? Static or Dynamic. If the tool writes the changes
made to the RDF back to the legacy source it is bi-directional.

Has GUI. Does the tool have a visual user interface?
Mapping Automation. The degree to which the mapping creation is assisted

/ automatized. Manual, GUI, semi-automatic, automatic.
Mapping Language. The mapping language used by the approach (e.g. SQL,

R2O, D2RQ, R2RML). The used mapping language is an important factor
for reusability and initial learning cost as well as flexibility and expressive-
ness. Most of the users are for example familiar with SQL and no additional
training is necessary. But, although SQL has extensive capabilities for se-
lecting data in the WHERE clause, an additional mechanism for conversion
and mapping is needed.

Requires a Domain Ontology. A pre-existing ontology is needed to map to
it. Boolean.

We surveyed existing tools for knowledge extraction according to these charac-
teristics. Table 2 summarizes the results of the survey.

4 http://tinyurl.com/KETSurvey

http://tinyurl.com/KETSurvey
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Table 2. Survey of Knowledge Extraction Tools, references and more detailed infor-
mation can be found in http://tinyurl.com/KETSurvey or [7]
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CSV2RDF4LOD CSV ETL static none � manual - -

Convert2RDF Delimited
text file

ETL static RDF
DAML

� manual - �

D2R Server RDB SPARQL bi-
direct.

D2R
Map

� manual - -

DartGrid RDB own
query
lan-
guage

dyn. Visual
Tool

� manual - �

DataMaster RDB ETL static prop. � manual - �
Google Refine’s
RDF Extension

CSV,
XML

ETL static none semi-
automatic

- �

Krextor XML ETL static xslt � manual � -

MAPONTO RDB ETL static prop. � manual � -

METAmorphoses RDB ETL static prop.
xml

� manual - �

MappingMaster CSV ETL static prop. � GUI - �
ODEMapster RDB ETL static prop. � manual - �
OntoWiki CSV
Importer

CSV ETL static prop. � semi-
automatic

- �

Poolparty
Extraktor (PPX)

XML,
Text

LD dyn. RDF
(SKOS)

� semi-
automatic

�

RDBToOnto RDB ETL static none - automatic,
fine

tunable

- �

RDF 123 CSV ETL static - - manual - �
RDOTE RDB ETL static SQL � manual � �
Relational.OWL RDB ETL static none - automatic - -

T2LD CSV ETL static - - automatic - -

TopBraid
Composer

CSV ETL static SKOS - semi-
automatic

- �

Triplify RDB LD dyn. SQL � manual � -

Virtuoso RDF
Views

RDB SPARQL dyn. Meta
Schema
Laguage

� semi-
automatic

- �

Virtuoso
Sponger

structur-
ed and
semi-

structured

SPARQL dyn. Virtuoso
PL &
XSLT

� semi-
automatic

- -

VisAVis RDB RDQL dyn. SQL � manual � �
XLWrap:
Spreadsheet to
RDF

CSV ETL static TriG
Syntax

� manual - -

XML to RDF XML ETL static - - manual - -
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Fig. 1. Query rewriting and knowledge extraction

The results indicate, that most tools focus on extraction from relational data
sources (i.e. RDB or CSV). Only few tools for the extraction from XML are
available. Also, the dynamic extraction (i.e. translation of SPARQL queries into
queries on the underlying data model) is relatively rare and ETL approaches
are prevalent. Surprisingly, none of the tools offers mapping axiomatization,
vocabulary reuse and a GUI.

5 RDB2RDF Extraction and Mapping with SparqlMap

The mapping of relational data to the RDF data model is a crucial knowledge
extraction technique. Since data management according to the relational data
model is still an order of magnitude faster than RDF data management and we do
not expect this gap to close, relational data management will be prevalent in the
next years. Still, for facilitating data exchange and integration it is of paramount
importance to provide RDF and SPARQL interfaces to RDBMS. In this section
we present SparqlMap5 , a SPARQL-to-SQL rewriter based on the specifications
of the W3C R2RML working group6. The rationale is to enable SPARQL queries
on (possibly existing) relational databases by rewriting them to corresponding
SQL queries based on mapping definitions. The general approach is depicted in
Figure 1. In essence, the R2RML standard describes how a relational database
can be transformed into RDF by means of term maps and triple maps (1).
The resulting RDF knowledge base can be materialized in a triple store and
subsequently queried using SPARQL (2). In order to avoid the materialization
step, R2RML implementations can dynamically map an input SPAQRL query
into a corresponding SQL query (3), which renders exactly the same results as
the SPARQL query being executed against the materialized RDF dump.

SparqlMap is in terms of functionality similar to D2R [1], a state-of-the-art
standalone SPARQL-to-SQL translations tool. SparqlMap is likewise designed
as a standalone application for facilitating light-weight integration into exist-
ing enterprise data landscapes. Compared to D2R we focus on performing all
query operators in the relational database in a single unified query. D2R mixes

5 http://aksw.org/Projects/SparqlMap
6 http://www.w3.org/TR/r2rml/

http://aksw.org/Projects/SparqlMap
http://www.w3.org/TR/r2rml/
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in-database and out-of-database operations, performing operators like AND or
(some) FILTER in the database, while others likeOPTIONAL orUNION are ex-
ecuted in D2R on intermediate result sets from the database. The unified query
strategy ensures scalability since expensive round trips between the RDBMS
and the mapper are reduced and leverages the query optimization and exe-
cution of the RDBMS. We run an evaluation with the Berlin Sparql Bench-
mark [2] (BSBM) comparing SparqlMap and D2R with the results presented on
the projects website7. The general observation is that SparqlMap outperforms
D2R for queries where the SQL generated by D2R results in huge intermediate
result sets. To the best of our knowledge no detailed or formalized description of
a mapping based SPARQL-to-SQL translator exists. In this section we, therefore,
present an overview over SparqlMap which is structured as follows. In Section 5.1
we formalize the mapping and query syntax. The process of rewriting a query
on a mapping is outlined in the following three steps:

Mapping Candidate Selection. As the initial step of the process, we describe
in Section 5.2 how candidate mappings are identified. These are mappings
that potentially contribute to the query’s result set. Informally, this is the
set of mappings that yield triples that could match the triple patterns of the
query, as shown in Figure 4. The relation between the candidate mappings
and the triple patterns is called a binding.

Query Translation. The identified candidate mappings and the obtained bind-
ings enable us to rewrite a SPARQL query to an SQL query. This process is
described in Section 5.3.

Query Execution. Finally, in Section 5.4 we show how from the SQL result
set of the executed SQL query the corresponding SPARQL result set is con-
structed.

5.1 Definitions

In this section we define the syntax of RDF, SPARQL and the mapping. The
RDF and SPARQL formalization is closely following [9].

Definition 1 (RDF definition). Assume there are pairwise disjoint infinite
sets I, B, and L (IRIs, blank nodes, and RDF literals, respectively). A triple
(vs, vp, vo) ∈ (I ∪B)× I × (I ∪B ∪ L) is called an RDF triple. In this tuple, vs
is the subject, vp the predicate and vp the object. We denote the union I ∪B ∪L
as by T called RDF terms.

Using the notion t.i for i ∈ {s, p, o} we refer to the RDF term in the respective
position. In the following, the same notion is applied to triple patterns and triple
maps. An RDF graph is a set of RDF triples (also called RDF dataset, or simply
a dataset). Additionally, we assume the existence of an infinite set V of variables
which is disjoint from the above sets. The W3C recommendation SPARQL8 is a
query language for RDF. By using graph patterns, information can be retrieved

7 http://aksw.org/Projects/SparqlMap/benchmark
8 http://www.w3.org/TR/rdf-sparql-query/

http://aksw.org/Projects/SparqlMap/benchmark
http://www.w3.org/TR/rdf-sparql-query/
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from SPARQL-enabled RDF stores. This retrieved information can be further
modified by a query’s solution modifiers, such as sorting or ordering of the query
result. Finally the presentation of the query result is determined by the query
type, return either a set of triples, a table or a boolean value. The graph pattern
of a query is the base concept of SPARQL and as it defines the part of the RDF
graph used for generating the query result, therefore graph patterns are the focus
of this discussion. We use the same graph pattern syntax definition as [9].

Definition 2 (SPARQL graph pattern syntax). The syntax of a SPARQL
graph pattern expression is defined recursively as follows:
1. A tuple from (I ∪L∪ V )× (I ∪ V )× (I ∪L∪ V ) is a graph pattern (a triple

pattern).
2. The expressions (P1 AND P2), (P1 OPT P2) and (P1 UNION P2) are graph

patterns, if P1 and P2 are graph patterns.
3. The expression (P FILTER R) is a graph pattern, if P is a graph pattern

and R is a SPARQL constraint.

Further the function var(P ) returns the set of variables used in the graph pattern
P . SPARQL constraints are composed of functions and logical expressions, and
are supposed to evaluate to boolean values. Additionally, we assume that the
query pattern is well-defined according to [9].

We now define the terms and concepts used to describe the SPARQL-to-SQL
rewriting process. The basic concepts are the relational database schema denoted
s and a mapping for this schema m. The schema s has a set of relations R and
each relation is composed of attributes, denoted as Ar = (r.a0, r.a1, ..., r.al). A
mapping m defines how the data contained in tables or views in the relational
database schema s is mapped into an RDF graph g. Our mapping definitions are
loosely based on R2RML. An example of such a mapping is depicted in Figure 2
and used further in this section to illustrate the translation process.

Definition 3 (Term map). A term map is a tuple tm = (A, ve) consisting of
a set of relational attributes A from a single relation r and a value expression ve
that describes the translation of A into RDF terms (e.g. R2RML templates for
generating IRIs). We denote by the range range(tm) the set of all possible RDF
terms that can be generated using this term map.

Term maps are the base element of a mapping. In Figure 2 an example for such
a term map is (1). With ve being the template http://comp.com/emp{id} and
A = {Employee.id} it is possible to produce resource IRIs for employees. The
RDF term (2) in Figure 2 creates a constant value, in this case a property.
Consequently, for this RDF term A = ∅ holds.

Definition 4 (Triple map). A triple map trm is the triple (tmS , tmP , tmO)
of three term maps for generating the subject (position s), predicate (position p)
and object (position o) of a triple. All attributes of the three term maps must
originate from the same relation r.

A triple map defines how triples are actually generated from the attributes of a
relation (i.e. rows of a table). This definition differs slightly from the R2RML
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Fig. 2. Exemplary mapping of parts of two relations using three triple maps. R2RML’s
construct logicalTable specifies the source relation of a triple map.

specification, as R2RML allows multiple predicate-object pairs for a subject.
These two notions, however, are convertible into each other without loss of gen-
erality. In Figure 2 the triple map comp:EmpMap1 defines how triples describing
the name of an employee resource can be created for the relation Employee.

A mapping definition m = (R,TRM ) is a tuple consisting of a set of relations
R and a set of triple maps TRM . It holds all information necessary for the
translation of a SPARQL query into a corresponding SQL query. We assume in
this context that all data is stored according to the schema s is mapped into a
single RDF graph and likewise that all queries and operations are performed on
this graph 9.

5.2 Mapping Candidate Selection

Mapping selection is the process of identifying the parts of a mapped graph that
can contribute to the solution of a query q. This selection process is executed for
every query and forms the basis for the following step – the translation into SQL.
The parts of a query that are used for matching the parts of a graph examined
are the graph patterns. The graph of a mapped database is the set of triples
defined by the triple maps. Consequently, we propose the selection of candidate
triple maps to match the graph pattern. The general approach described here
aims at first binding each triple pattern of q to a set of candidate triple maps,
and then to reduce the amount of bindings by determining the unsatisfiability of
constraints (e.g join conditions) based on the structure of the SPARQL query.

Before we formally introduce the operators used, we give a brief overview
of the process in Figure 3. The simple query q depicted here represents a tree-

9 Note, that support for named graphs can be easily added by slightly extending the
notion of triple map with an additional term map denoting the named graph.
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Fig. 3. Mapping candidate selection overview. The patterns of a query parsed into a
tree. The bind function recurses over that tree.

like structure according to Definition 2. In a bottom-up traversal we first search
for mapping candidates for the triple patterns P1 and P2. In the next step,
indicated by the bind() function, these mapping candidates are examined on the
next higher level of the tree. Based on the semantics of P3 the bind() function
reduces the mapping candidates for P1 and P2. Before we formally describe this
process we define the notion of a binding.

Definition 5 (Triple Pattern Binding). Let q be a query, with TPq being
its set of triple patterns. Let m be the mapping of a database, with TRMm being
its set of all triple maps. A triple pattern binding tpb is the tuple (tp,TRM ),
where tp ∈ TPq and TRM ⊆ TRMm. We further denote by the set QPBq for a
query q the set of triple pattern bindings TPB, such that there exists for every
tp ∈ TPq exactly one tpb.

In this context we assume that in case q contains a triple pattern more than
once, for each occurrence there exists in QPBq a separate tpb. The set TRM for
a triple pattern tp is also called the set of mapping candidates for tp. We now
define successively the basic terms and functions on the triple pattern bindings
and illustrate them using the sample query introduced in Figure 3. In Figure 4
the result of the process is depicted. The dotted squares indicate the triple
pattern bindings tpb with their patterns and triple maps.

Definition 6 (Term map compatibility). We consider two term maps tm1

and tm2 to be compatible, if range(tm1) ∩ range(tm2) �= ∅. We further consider
a term map tm compatible with an RDF term t, if the term t ∈ range(tm). A
variable v is always considered compatible with a term map.

With the boolean function compatible(t1, t2) we denote the check for compati-
bility. This function allows us to check, if two term maps can potentially produce
the same RDF term and to pre-check constraints of the SPARQL query. Mapping
candidates that cannot fulfill these constraints are removed from the binding.
Further it allows to check, if a triple map is compatible with a triple pattern
of a query. In the example given in Figure 4 term map compatibility is used to
bind triple maps to term maps. At position (1) in Figure 4 the triple pattern P2

is bound to the term map :EmpMap2 because the resource IRI at the predicate
position of P2 is compatible with the constant value term map of :EmpMap2 in
the same position. The notion of term compatibility can be extended towards
checking bindings for compatibility by the functions join and reduce.
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Fig. 4. Binding operations on a sample query. In (1) a simple check for compatibility
at the predicate position is performed, in (2) the triples maps are merged between two
triple pattern bindings, checking compatibility at the subject position.

Definition 7 (Join of triple pattern bindings). Let tpb1 = (tp1 ,TRM1 )
and tpb2 = (tp2 ,TRM2 ) be triple pattern bindings. Further, let V = var(tp1) ∩
var(tp2) be the set of shared variables.

We define join(tpb1, tpb2) : {(trma, trmb) ∈ TRM 1×TRM 2| for each variable
v ∈ V the union of the corresponding sets of term maps of trma and trmb is
either empty or its elements are pairwise compatible.10 }
Definition 8 (Reduction of triple pattern bindings). The function
reduce(tpb1, tpb2) is defined as proj(join(tpb1, tpb2), 1), i.e. the projection of
the first component of the tuples obtained by the join operation.

Reduction is the base operation for minimizing the set of triple maps associated
with every triple pattern. It rules out all candidate tuples that would eventually
yield unsatisfiable SQL join conditions. In Figure 4 the reduction process fol-
lows the dotted line indicated by (2). The triple patterns P1 and P2 share the
variable ?s which is in both cases in the subject position of the triple pattern.
Consequently, each triple map in TPB1 is compared at the subject position with
all subject term maps of TPB2 for compatibility. If no compatible triple map is
found, the triple map is removed from the candidate set. The term map :DepMap1

in Figure 4 is therefore not included in TPB3 , as the subject of :DepMap1 is not
compatible with the subject of :EmpMap2. The reduction function now allows
the definition of two operators that perform a reduction of mapping candidates
along the syntax of a SPARQL query.

For the two sets of triple pattern bindings TPB1 and TPB2 we define two
merge operations for the triple pattern bindings as follows:

Binding Merge merge(TPB1,TPB2) reduces all triple pattern bindings with
each other, as illustrated in Figure 5a.

10 Note, that the same variable may occur multiple times in a triple pattern and there-
fore map to multiple term maps.
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(a) merge(TPB1,TPB2)

TPB ← TPB1 ∪ TPB2

TPB ′ ← ∅
for tpb1inTPB do

for tpb2inTPB do
tpb1 ← reduce(tpb1, tpb2)

end for
TPB ′ ← TPB ′ ∪ {tpb1}

end for
return TPB ′

(b) optmerge(TPB1,TPB2)

TPB ′ ← TPB1

for tpb1inTPB1 do
for tpb2inTPB2 do

tpb2 ← reduce(tpb2, tpb1)
end for
TPB ′ ← TPB ′ ∪ {tpb2}

end for
return TPB ′

Fig. 5. The merge and optmerge algorithms

Binding Opt Merge optmerge(TPB1,TPB2) reduces all triple pattern bind-
ings of TPB2 with the all triple pattern bindings of TPB1, as illustrated
in Figure 5b.

Both merge operations preevaluate the join conditions of the later SQL execu-
tion. The compatibility check for the shared variables of two triple patterns rule
out unfulfillable join or respectively left join conditions.

We can use these operators to define the recursive function bindm(P ), which
computes for a mapping m and the graph pattern P the set of triple pattern
bindings TPBp , similar to the recursive evaluation function defined in [9].

Definition 9. Let TRMm be the set of all triple maps in m, P1 and P2 be
graph patterns and tp be a triple pattern of a query. The function bindm(P )
is the recursive binding of the TRMm to the triple patterns of a query for the
following cases:
1. If P is a triple pattern tp, bind(P ) = {(tp,TRM tp)|TRM tp = {trm|trm ∈

TRMm ∧ compatible(trm.s, tp.s) ∧ compatible(trm.p, tp.p)
∧compatible(trm.o, tp.o)}}

2. If P is (P1 AND P2), bind(P ) = merge(bindm(P1 ), bindm(P2 ))
3. If P is (P1 OPT P2), bind(P ) = optmerge(bindm (P1 ), bindm(P2 ))
4. If P is (P1 UNION P2), bind(P ) = (bindm (P1 ) ∪ bindm(P2 )
5. If P is (P1 FILTER R), bind(P ) = {tpb|tpb ∈ bindm(P1)∧ if tpb is sharing

variables with R, the constraint is pre-evaluated. If the filter is always false,
the term map is not included.}

The complete binding process can now be illustrated using the example in
Figure 4. Starting from the bottom, bind(P1 ) evaluates to TPB1 = {(P1, {
:empMap1,:depMap1})} and bind(P2 ) to TPB2 = {(P2, {:empMap2})}. For P1

the triple map :empMap2 is not bound, because compatible(P1.p, :empMap2.p)
= false . In the next step of the recursion, the pattern binding merge is evaluated
between the two sets, creating TPB3. The sets of triple maps of TPB1 and of
TPB2 are reduced on the shared variable s. The term map at the subject posi-
tion of :depMap1 is not compatible with the subject from another triple map of
TPB1 and is not included in TPB3. Here the recursion halts, the set obtained
in the last step represents the full mapping of the query QPB = TPB3. QBP is
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Fig. 6. Column group for variable ?s of graph pattern P1

a set of two triple pattern bindings, each with one triple map, and is ready to
be used for creating the SQL query in the next step of the process.

The approach described in Definition 9 has some limitations. Variables used
in both sub-patterns of UNIONs are not exploited for reducing the candidate
triple maps. This for example could be overcome by using algebraic equivalence
transformations which are described in [11]. Another limitation is that not all
candidate reductions are applied to triple patterns that are not directly con-
nected by shared variables. The modifications to the query binding strategy
dealing with this limitation are part of the future work on SparqlMap.

5.3 Query Translation

Query translation is the process of generating a SQL query out of the SPARQL
query using the bindings determined in the previous step. We devise here a re-
cursive approach of query generation, similar to the one presented for mapping
selection. The result of this translation is a nested SQL query reflecting the
structure of the SPARQL query. Each translation we devise here creates a SQL
select query which nests the recursions in subselects. We first describe the func-
tion toCG(tm) = CG that maps a term map tm into a set of column expressions
CG , called a column group. The utilization of multiple columns is necessary for
efficient filter and join processing and data type compatibility of the columns in
a SQL union. In a CG the columns can be classified as:

Type Columns. The RDF term type, i.e. resource, literal or blank node is
encoded into these columns using constant value expressions. The column
expression cast(1 as numeric) s_type Figure 6 declares the RDF terms
produced in this column group to be resources.

Resource Columns. The IRI value expression V E is embedded into multiple
columns. This allows the execution of relational operators directly on the
columns and indexes.

Literal Columns. Literals are cast into compatible types to allow SQL UNION
over these columns.

In Figure 6 the column group created for the variable ?s of triple pattern P1 is
depicted.
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The following aspects of query translation require the definition of additional
functions.

Align. The alignment of of two select statements is a prerequisite for performing
a SQL union as the column count equality and data type compatibility of the
columns are mandatory. The function align(s1 , s2 ) = s′1 for two SQL select
statements s1 and s2 modifies s1 by adding adding columns to s1 such that
s′1 contains all columns defined in s2. The columns added do not produce
any RDF terms.

Join. Filter conditions are performed on column groups, not directly on columns.
As already outlined in [5] this requires embedding the filter statements into
a conditional check using case statements. This check allows the database
to check for data types and consequently to select the correct columns of
a column group for comparison. For two SQL queries s1, s2 the function
joinCond(s1 , s2 ) calculates the join condition as an expression using case

statements, checking the column groups bound to of shared variables.
Filter. For R being a filter expression according to Definition 2, the function

filterf (R) translates a filter expression into an equivalent SQL expression on
column groups.

Triple Pattern. The RDF literals and resources used in a triple pattern tp
are implicit predicates and need to be made explicit. The function filterp(tp)
maps these triple patterns into a set SQL predicates, similar to the definition
of filterf (R).

Alias. The renaming of a column group CG is performed by the function alias(
CG, a) = CGa that aliases all column expressions of CG, by adding the
prefix a. For the scope of this paper, we assume that proper alias handling
is performed and is not further explicitly mentioned.

Using the previously defined function toCG(tm) and the usage of the SQL op-
erators JOIN, LEFT JOIN and UNION we can now devise a simple recursive
translation function.

Definition 10 (Query translation). Let QPB be a query pattern binding, P1

and P2 be graph patterns and tp be a triple pattern and tpb = (tp, TRM) be
triple pattern binding for tp with the set of term maps TRM . The relation for
each trm ∈ TRM is denoted r. The translation of a graph pattern P into a SQL
query Qsql = tQPB(P ) is performed as follows.
1. If P is a triple pattern: tQPB(P ) = UNION ALL {∀trm ∈ TRM : SELECT

toCG(trm.s), toCG(trm.p), toCG(trm.o) FROM r WHERE filterp(P)}
2. If P is (P1 AND P2): tQPB(P ) = SELECT * FROM ( tQPB(P1) ) p1

JOIN ( tQPB(P2) ) p2 ON( joinCond(p1 , p2 ) )

3. If P is (P1 OPT P2): tQPB(P ) = SELECT * FROM ( tQPB(P1) ) p1

LEFT JOIN ( tQPB(P2) ) p2 ON( joinCond(p1 , p2 ) )

4. If P is (P1 UNION P2): tQPB(P ) = ( align(tQPB(P1), tQPB(P2))) UNION (

align(tQPB(P2), tQPB(P1)) )
5. If P is (P1 FILTER R): tQPB(P ) = SELECT * FROM tQPB(P )

WHERE filterf (R)
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Fig. 7. Query nesting for a sample query

The translation of the example of Figure 4 is depicted in Figure 7. The column
groups are indicated here by the notion (CG(t)), where t is the RDF term or
variable the column group was created for.

5.4 Query Execution

The SQL query created in the previous chapter can now be executed over the
mapped database. The result set of this SQL query is then mapped into a
SPARQL result set. Depending on the query type of the SPARQL query, the
SQL result set is transformed. Each row of a SQL result set produces for every
column group an RDF term which then can be used to create the SPARQL
result set. In the case of an SPARQL select query, for each projected variable
the corresponding column group is used to generate the RDF term. We use the
result set for the query initially described in Figure 3 to illustrate the result set
translation process. In the following listing the result set snippet for the column
group of variable ?dep is presented. As this column group represents a resource,
no columns for literal values are given in this example.

dep_type|dep_datatype|dep_reslength| dep_res_1 |dep_res_2

|--------|------------|-------------|-------------------|---------|

| 1| 1| 2|http://comp.com/dep| 1|

|--------|------------|-------------|-------------------|---------|

The RDF term is according to dep_type a resource. The IRI of the resource is
generated from 2 columns, indicated by dep_reslength. The IRI is constructed
by concatenating the prefix from s_res_1with the percent-encoded11 value from
dep_res_2.

The SPARQL result set corresponding to the sample query is consequently:

11 As defined in http://tools.ietf.org/html/rfc3986

http://tools.ietf.org/html/rfc3986
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<?xml version="1.0"?>

<sparql xmlns="http://www.w3.org/2005/sparql-results#">

<head><variable name="dep"/></head>

<results>

<result>

<binding name="dep"> <uri>http://comp.com/dep1</uri></binding>

</result>

</results>

</sparql>

6 Conclusion and Outlook

Knowledge extraction approaches are crucial for the bootstrapping and further
development of the Data Web. In this article, we devised a definition of the con-
cept knowledge extraction and we compared the popular data models relational
data and XML with RDF. We derived a number of characteristics of knowledge
extraction approaches and surveyed the state-of-the-art with regard to tools
being available in that area. Our results revealed that most tools focus on ex-
traction from relational data sources. The dynamic extraction (i.e. translation
of SPARQL queries into queries on the underlying data model), however, is still
challenging and ETL approaches are prevalent. With SparqlMap we presented
an implementation of the relational database to RDF mapping language R2RML
currently being standardized by the W3C. SparqlMap allows the dynamic trans-
lation of a SPARQL query based on a mapping into a single SQL query on
the underlying relational database. This will ensure that we can capitalize on
existing work in relational database query optimization.

In future work, we aim to add further optimizations to SparqlMap, such as
support for the SPARQL REDUCED construct, which can boost the execution
of certain queries. The query generation overhead in SparqlMap can be sub-
stantially reduced by enabling prepared SPARQL queries, where a SPARQL
query template is already precompiled into the corresponding SQL query tem-
plate and subsequently reoccurring queries using the template do not have to be
translated anymore. A first evaluation of SparqlMap with the Berlin SPARQL
Benchmark (BSBM) showed a significant performance improvement compared to
the state-of-the-art. However, certain features that are particularly challenging
for an RDB2RDF tool (such as queries over the schema) are not part of BSBM.
We plan to perform comprehensive benchmarks and also to evaluate SparqlMap
with large-scale real-world data.
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9. Pérez, J., Arenas, M., Gutierrez, C.: Semantics and complexity of sparql. ACM
Trans. Database Syst. 34(3):16:1–16:45 (2009)

10. Sahoo, S.S., Halb, W., Hellmann, S., Idehen, K., Thibodeau Jr., T., Auer, S.,
Sequeda, J., Ezzat, A.: A survey of current approaches for mapping of relational
databases to rdf, 01 (2009)

11. Schmidt, M., Meier, M., Lausen, G.: Foundations of sparql query optimization. In:
Proceedings of the 13th International Conference on Database Theory, ICDT 2010,
pp. 4–33. ACM, New York (2010)

12. Spanos, D.-E., Stavrou, P., Mitrou, N.: Bringing relational databases into the se-
mantic web: A survey. Semantic Web 3(2), 169–209 (2012)

13. Völker, J., Hitzler, P., Cimiano, P.: Acquisition of OWL DL Axioms from Lex-
ical Resources. In: Franconi, E., Kifer, M., May, W. (eds.) ESWC 2007. LNCS,
vol. 4519, pp. 670–685. Springer, Heidelberg (2007)

http://lod2.eu/Deliverable/D3.1.1.html


 

S. Ceri and M. Brambilla (Eds.): Search Computing III, LNCS 7538, pp. 53–67, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Extracting Information from Google Fusion Tables 

Marco Brambilla1, Stefano Ceri1, Nicola Cinefra1, Anish Das Sarma2, 
Fabio Forghieri1, and Silvia Quarteroni1 

1 Politecnico di Milano, Dipartimento di Elettronica e Informazione, 
Piazza L. Da Vinci, 32. 20133 Milano, Italy 

{mbrambil,ceri,quarteroni}@elet.polimi.it 
2 Google Inc., 

anish@google.com 

Abstract. With Fusion Tables, Google has made available a huge repository that 
allows users to share, visualize and manage structured data. Since 2009, thousands 
of tables have been shared online, encompassing data from virtually any domain 
and entered by all kinds of users, from professional to non-experts. While Fusion 
Tables are a potentially precious source of freely available structured information 
for all sorts of applications, complex querying and composing them is not sup-
ported natively, as it requires understanding both the structure and content of 
tables’ data, which are heterogeneous and produced "bottom-up". In this paper, 
we discuss ongoing and future work concerning the integration of Fusion Tables 
in the aim of efficiently integrating, visualizing, and querying them. 

Keywords: semantic annotation, service description, search services. 

1 Introduction 

With Fusion Tables [10], Google has given to the general public a powerful set of 
tools for managing, querying and visualizing structured content; as a result, since 
2009, several thousands of Google Fusion Tables (henceforth GFTs) have been pub-
lished, encompassing data from virtually any domain entered by all kinds of users, 
from professional to non-experts. Thus, GFTs are a potential source of freely availa-
ble structured information that could in principle form a knowledge base usable in all 
sorts of applications. However, GFTs have a number of characteristics making their 
direct exploitation difficult. First, the data they contain is not “curated” by their au-
thors, as GFTs are generally meant for “private” consumption (e.g. as address books 
of association members or lists of properties of a real estate agency). More important-
ly, in the vast majority of cases, GFTs are not designed by knowledge representation 
or database experts, but rather by end-users themselves. This often results in unclear 
descriptions, as illustrated in Figure 1, where the column containing coffee shop 
names is denominated “Text”; but even good-quality column names can be quite dif-
ferent, e.g. “coffee shop” vs “coffee store” vs “cafè”, requiring some kind of integra-
tion. Automatic approaches to understand the structure and content of GFTs are chal-
lenged by their heterogeneity and poor data quality. 



54 M. Brambilla et al. 

 

Thus, GFTs bring about
geneous, messy data for un
support a high-quality sear
their content in a meaning
from different tables, thank
larly meaningful to us as it 
project, where we design m
the purpose of efficient que
Fusion Tables group [7]. 
  

Fig. 1. A public Goo

In this paper, we pursu
complementary perspective
standing the meaning of tab
ing matching content withi
find relationships across GF
ing multiple GFTs to obta
augmenting search results 
standing the semantics of G
task, due to the intrinsic 
professional design. Follow
pose (GWAP) methods as m

In Section 2 we introduc
shows our first experimen
Section 4 shows our metho
of this paper. Section 5 hint
of GWAP.  

t an interesting challenge: how to “make sense” of hete
nderstanding and composing them. Our ultimate aim is
rch process over this type of data that not only levera
gful way, but is also capable of integrating data deriv
ks to a deep understanding of their content. This is parti
is an excellent showcase for the Search Computing (SeC

models to integrate data services in a coherent fashion w
erying and result ranking, and in line with the efforts in 

 

ogle Fusion table describing coffee shops in New York 

ue the objective of interpreting GFT semantics from t
es: we infer information both at the schema level, by und
bles and of their columns, and at the instance level, by fi
in the tables. Understanding GFT semantics enables us
FTs, which can drive several applications such as comb
ain higher quality tables, and enhancing table search
with inter-table relationships. We also believe that und
GFTs developed by Google users worldwide is a comp

ambiguity of terms used in GFTs and to their n
wing such considerations, we propose Games With A P
means of inviting humans into the understanding loop. 
ce the issues of dealing with GFTs interpretation. Sectio
nts of GFT registration using SeCo supervised metho
ds for automatic clustering of GFTs, the main contribut
ts to methods for improving the content of GFTs by me

ero-
s to 

ages 
ving 
icu-
Co) 

with 
the 

two 
der-
ind-
s to 
bin-

h by 
der-
plex 
non-
Pur-

on 3 
ods. 
tion 
eans 



 Extracting Information from Google Fusion Tables 55 

 

2 Related Work 

Search Computing focuses on integrating [7], querying [6], visualizing [2] and explor-
ing [4] structured Web data sources, made available by third party providers in differ-
ent formats and through various kinds of Web interfaces (e.g., APIs implemented as 
REST or WSDL services). In this paper we consider a particular kind of data sources, 
namely the Google Fusion Tables [10,11], which can be managed using an API made 
available by Google for defining, managing, querying and visualizing structured con-
tent. GFTs represent a potential source of freely available structured information that 
could in principle form a basis of knowledge usable in all sorts of applications. How-
ever, their content is quite heterogeneous, because each user loads and manipulates 
limited datasets, typically not consistent with others and not cleansed and curated in 
terms of coherence and completeness.  

There is a very rich research on schema matching problems, well represented by 
seminal papers of Ullman [26] and Lenzerini [27]. However, schema matching is only 
one part of the problem, as we search for tables that are related not just by their struc-
ture, but also by their content. Indeed, we aim at extracting sensible meaning out of 
thousands of tables with a scalable approach, capable of identifying sets of tables that 
are internally coherent, both in terms of topics (schemas) and of data instances. The 
GFT research group has independently taken a similar approach to ours [13], by de-
fining metrics of table similarity which take into account both schema and value simi-
larity; their method is based on computing relatedness scores among all pairs of 
tables; they also propose to use filters to optimize computing times.  

Our approach uses a clustering method, which partitions a set of objects into clus-
ters such that objects in the same cluster are more similar to each other than objects in 
different clusters according to some defined criteria. Clustering methods are generally 
divided in two categories: hard clustering, where each element can belong to only one 
cluster, and soft or fuzzy clustering, where items can have different "degrees of be-
longing" to different clusters. In this paper, we apply hard clustering with partitional 
methods, which divide the set of tables into non-overlapping groups; in particular, our 
choice fell on then well-known k-means algorithm [14].  The similarity metrics we 
adopt as clustering criteria account for both schema- and instance- level information. 
At the schema level, we adopt known metrics such as the Levenshtein [25], Wu-
Palmer [24] and Jiang-Conrath [23] distances. At the instance level, similarity is 
based on geographical coherence, i.e., on the possibility of associating different GFTs 
to the same geographical entity. This enables interesting information exploration sce-
narios as the ones described in [5] and is in line with the most typical usage of GFTs, 
where information integration is strongly based on geographical maps. 

In addition to automated algorithms for clustering, another line of research uses 
human involvement in the problem. Crowdsourcing is a valuable paradigm to make 
this technique scale to large amounts of questions and answers [19, 20, 21]. Our pre-
liminary work on social search and question answering [3] shows that the approach is 
feasible also for the search domain. Games with a purpose (GWAP) can be used to 
engage people to participate in problem-solving tasks, by involving them in informa-
tion collection tasks that appear in the form of games [16, 17, 18]. 
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3 Semi-supervised GFT Registration 

Our first approach for managing GFTs consists in registering them by means of a 
semi-automatic registration process, which aims at capturing the meaning of the 
schema names of GFTs (table and column names). A semi-automatic registration 
algorithm, adapted from the service registration framework of SeCo [7], maps such 
names into the terminology of a reference open-domain knowledge base; we have 
used YAGO2 [22], which in turns integrates WordNet [15] and WikiPedia1.  

The method tries to match a YAGO2 entity to each table and column name; it then 
decides, based upon the quality of the mapping that is automatically established, 
whether such a mapping requires confirmation. In few cases, when no mapping is 
determined, a human supervisor is involved to introduce a new name. Table names 
are mapped to entity names; whenever two tables share columns with identical names 
or are mapped to the same type/property in the knowledge base, they may be con-
nected by relationships. In this way, GFTs are mapped to an Entity-Relationship dia-
gram, which can then be navigated by using exploration techniques available in SeCo 
[4] or queried in natural language. The registration process is semi-automatic: a hu-
man supervisor may be involved to help in the process.  

Deploying the SeCo registration algorithm on GFTs allowed us to observe that the 
registration method has good potential for inferring their semantics. We considered 
100 GFTs with 350 columns, and we mapped them to an entity-relationship diagram 
consisting of 46 entities and 50 relationships. This provides evidence that the registra-
tion algorithm is able to unify the semantics of GFTs to the point of reducing the 
number of entities required to represent them to about 50% (46/100). Figure 2 illu-
strates the domain diagram with 28 entities, obtained after registering 50 tables.  

It must be noted however that the contribution of a human expert to sug-
gest/disambiguate mappings with modeled items was very intense, with e.g. 298 con-
firmation queries for the 450 parameters. While the effort of supervising with yes/no 
answers to the system’s hypotheses requires far less effort and expertise than to draw 
an ER schema from scratch, without the help of a disambiguation environment, hu-
man intervention appears to be too heavy to dominate a situation with potentially 
millions of tables; henceforth, in the following we move to methods requiring no 
human intervention.  

We also point out that most GFTs share location information (see Fig. 2, where the 
LOCATION entity appears to be connected to most other entities). From a deep in-
spection of a random selection of GFTs, we observed that 70-80% of them include 
location and spatial information; we therefore we decided to use the location-
dependent nature of GFTs for suggesting location-based instance clustering, as dis-
cussed in the next Section.  

                                                           
1 http://en.wikipedia.org 
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state, or country; geocoding services such as GeoNames2, Yahoo! Placefinder3 and 
Google Maps4 are used to convert spatial coordinates into appropriate values for the 
above entities. E.g., values of “Location” in Fig. 1 and “Address” in Fig. 3 are all 
enclosed within the city named “New York”. The spatial similarity of two columns is 
a function of the granularity of the smallest enclosing geo-entity. Thus, two tables 
have SS=1 when they refer to the same city, SS=0.75 to the same county, SS=0.5 to 
the same state, SS=0.25 to the same country, SS=0 otherwise. An overlap factor 
(OF) takes into account the existence of equal item values within the two columns.  

Finally, we obtain a global similarity metric by composing word-based similarity 
applied to table descriptions (DS) and headers (HS) and spatial similarity (SS) applied 
to table instances. The resulting Global Table Similarity (GTS) is defined as:  

GTS(T1,T2) = DSW*DS(T1,T2) + HSW*HS(T1,T2) + SSW*SS(T1,T2) 

where DSW, HSW and SSW are the weights given to description similarity, header 
similarity and spatial similarity, respectively. Similarly, a Global Similarity Level 
(GSL) indicates the threshold deciding when two tables under comparison should be 
merged within the same cluster; GSL compares to the score of candidate tables for 
union in [13]. 

4.3 Experiments 

We have experimented with a set of ~8K randomly selected GFTs. Having defined as 
significant a cluster composed by two or more tables, we were able to obtain ~70-80 
such clusters, covering roughly 9-10% of the initial tables. We have experimented 
with a number of weighting schemes and similarity thresholds, finally obtaining satis-
factory performance with the values DSW = 0.2, HSW = 0.1, SSW = 0.7 and a thre-
shold GSL of 0.5. These allowed us to obtain 64 interesting clusters from the initial 
dataset, some of which are illustrated later. Only in a limited subset of 3-4 clusters 
(~5%), we were able to identify data both relating to similar entities (e.g., restaurants, 
shops) and located in the same area: we believe this is due to the intrinsic sparseness 
of the data sources and to the size of our initial dataset.  

Examples of interesting clusters that we found in the ~8K randomly selected GFTs 
include real estate offers in Austin from various sources, clusters of schools and edu-
cators in New Jersey, crossing real estate offers in the Chicago area with homicides 
and “wards” about consequences of minor offenses that citizens could suffer, e.g. due 
to illegal parking. To show that GFTs are not geographically constrained to North 
America, Fig. 7 shows a cluster, composed by four GFTs, groups entities related to 
leisure activities in Sao Paulo area. A first table, named “Pontos de Cultura Estado 
SP” (ID: 1391071), describes some cultural and recreational spots and associations 
related to music, theater, arts and popular events organization. A second table, named 
“Mapa das Rodas de Samba SP” (ID: 1243618) describes interesting place where to 
listen to Samba music. Other tables in the cluster describe bus routes in the same area. 

                                                           
2 www.geonames.org 
3 developer.yahoo.com/placefinder 
4 maps.google.com 
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or by surfing the web, player 2 understands that the blank field should contain the 
director’s name of the movie and fills in the cell accordingly. For each cell filled, both 
players are given the same reward based on the time taken to enter the solution. If the 
guesser cannot fill the cell with one hint, the selector can reveal another row by losing 
some points. 

The game is challenging for both roles: while the guesser needs to have good 
knowledge or good surfing skills, the guesser has a much more complicated job.  In 
fact, since revealing more than one row costs points, he/she has to choose a row that 
best describes the content of the missing cell (e.g. director in row no.5 is not known as 
the others). Moreover, as the game goes, the players get to know each other and the 
selector can refine his choices based on the knowledge of the other player. To ensure 
enjoyability, the game should allow players to swap their role after some rounds. High 
scores can be shown to motivate players to play again. 

5.4 Trading Tables 

This GWAP has the purpose of encouraging users in improving tables and finding 
new clusters. Trading Tables is a complex GWAP composed of different game phas-
es: users are given a limited amount of credits to “buy” new tables that can improve 
clusters content. Tables can also be bartered giving the user a greater incentive to 
"improve" them (e.g. by renaming their schema) to get good trades. The final goal for 
the player is to create good clusters of tables that can be sold on the market where 
other players can buy it. This market acts just like stock exchange: users can buy 
stocks of a cluster to bet on their success. At the end of the selling period, if the table 
is more valuable than when the user bought the stocks, he/she gets credits that can be 
used to buy new tables and to build new clusters. 

6 Conclusions 

We have outlined the importance of GFTs as a potential source of precious structured 
information, which however is hard to use due to its heterogeneity and dispersion. We 
have abstracted and partially experienced some methods for making sense of  
GFTs: 1) A registration method that allows to semi-automatically register GFTs; 2) 
An automatic clustering method that allows to group tables that have similar schemas 
and instances; 3) A number of GWAP formulations that allow us to “manually cor-
rect” tables in order to improve the automatic understanding of their meaning. In fu-
ture work, we will continue our research on these three fields in order to get to an 
end-to-end processing of GFT, from discovery to query as a service. 
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Abstract. Recent years witnessed an exponential increase in the number of data 
services available on the Web. Many popular Web sites, including social 
networks, offer API for interacting with their information, and open data 
initiative such as the Linked Data project promise to achieve the vision of the 
Web of data. Unfortunately, access to Web data is typically limited by the 
constraints imposed by the query interface, and by technical limitations such as 
the network latency, or the number and frequency of allowed daily service 
invocations. Moreover, several sources may independently publish data about 
the same real-world objects; in such case, their combined use for assembling all 
available information about those objects requires duplicate removal, 
reconciliation and integration. This paper describes various data materialization 
problems, defining properties such as source coverage and data alignment of the 
materialized data, and then focuses on a specific problem, the reseeding of data 
access methods by using available information from previous calls in order to 
build a materialization of maximum size. 

1 Introduction 

Data integration and materialization is a classic data management problem: thousands 
of existing systems and applications deal with some sort of data integration and 
materialization [7-9]. This problem is particularly hard to solve in the case of Web 
Applications, as the access to data resources is constrained by the use of given APIs 
possibly undergoing severe non-functional requirements such as speed, scalability, 
and availability, which often preclude real-time access. Such a scenario is typical for 
Search Computing (SeCo) applications, which perform search service integration for 
multi-domain queries over Web data; search services return paginated and ranked 
result lists.  

Access to the Web data repositories is typically constrained by the query interface, 
which may limit the set of accessible data in a single service invocation to a subset of 
the whole corpus. Moreover, a data provider may impose additional access 
limitations, e.g., in the number and frequency of service invocations. Indeed, the 
quality of a search process depends on these constraints: when addressing queries, 
users expect good results provided in a timely and reliable way, and response delay or 
the unavailability of the allocated data sources ultimately causes a degraded user 
experience. Therefore, the need arises for systems and methods devoted to the 
(transient or persistent) materialization of Web data sources, that guarantees the 
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possibility of executing search integration applications upon materialized data rather 
than the original data sources.  

Several solutions rely on transparent caching mechanisms for query results [4] but 
their ability to foster reuse among several queries is limited by their typical storing 
policy, where cached items (i.e., set of query results) are associated to a query-
dependent hash value. Data integration systems working on constrained Web data 
sources like SeCo, instead, have to be able to exploit the result of past queries also to 
calculate the response  to different, future queries that might be presented to the 
engine, thus limiting (or avoiding) the invocation of the original services while 
guaranteeing properties such as coverage and alignment w.r.t. the original data. 
Therefore, the materialization of Web data sources is a multi-objective problem, for 
which an optimal solution may be hard or impossible to achieve. The goal of this 
paper is provide a characterization of the materialization problem for multi-domain 
search queries addressed to Web data sources. We focus on the challenges provided 
by the data surfacing activity, i.e. the usage of the results of queries to build the 
materialization of a large portion of a data source.   

The remainder of the paper is organized as follows: Section 2 presents background 
work on data materialization. In Section 3 and Section 4 we define a service 
description model devoted to the problem of Web data materialization, and that takes 
into account the properties required to conduct and evaluate the performance of a 
materialization system. Section 5 introduces a reference materialization process, 
categorizing its application to multi-domain queries into four materialization 
scenarios. We then focus on the problem of materializing the results of a single search 
service, for which we provide a formalization, and a set of materialization strategies. 
Finally, in Section 6 we describe the implementation of a system for the 
materialization of the results of single services, and we evaluate the performance of 
the proposed materialization strategies upon a real world data set. Section 7 draws 
some conclusions and paves the way for future research activities. 

2 Related Work 

In many Web data integration systems, data access limitations due to schema 
normalization or data distribution are addressed using view materialization [7]: the 
data sources are described as views over a mediated schema, and results of queries are 
materialized by storing the tuples of the view in the database or any persistent storage 
medium. A full materialization of a query over certain schema is also known as an 
equivalent rewrite of a query, and it is considered as one of the main dimensions in 
the problem of answering queries using views [8]. Index structures can be built on the 
materialized views, thus providing much faster access to the materialized data.   

In this paper, as in most data materialization scenarios, we assume that access to 
data is constrained, and specifically that each data source may be accessed via one or 
more access patterns, characterized by given input and output parameters. Given an 
access pattern , we define  as the set of its materialized views , where each  is 
calculated according to a unique combination of values for the input parameters.  



70 A. Bozzon, S. Ceri, and S. Zagorac 

By specifying in input all the distinct combinations of values allowed by an access 
pattern, we create a full materialization of the data source over the specified access 
pattern - which is the portion of the data source made visible through APIs. In 
general, a full materialization cannot be built, e.g. due to the lack of input values or to 
the excess of required resources.  

In most cases, the domain of the input attributes is not completely known, but it is 
possible to exploit a dictionary of keywords, or the values produced by the query 
results to generate legal input values [10] [13]; in particular, a “reseed” occurs 
whenever the input values to be used for given calls extracted from the results of 
previous calls.  In general, the materialization that can be built by exploiting the entire 
set of available input data is strictly included into the full materialization, and the 
graph of connections linking the input data to the output often exhibits the presence of 
components, or “data island” [12]. The reseeding problem has been considered by 
Calì, Calvanese and Martinenghi in [3], tackling a setting where data sources can be 
accessed in limited ways due to the presence of input parameters. Methods used in 
that paper adopt recursive evaluation even in non-recursive queries, and use 
functional and inclusion dependencies for improving the access to data sources. Our 
work shares several assumptions with [3], but also considers the additional problems 
brought by the invocation limitations of the queried Web services.  

Recently, there have been efforts to integrate a vast amount of structured data 
found on the Internet in the form of HTML tables [2] and by surfacing information 
hidden behind web forms [10]. However, the proposed approaches do not address the 
materialization of data provided through search interfaces, where results are ranked 
and paginated for the purposes of efficient multi-domain query answering.  

3 Service Representation in SeCo 

The description of the properties required to perform materialization of Web search 
services is based on the multi-layered model used in the Service Description 
Framework [5] of SeCo. Search services are typically registered in a service 
repository that describes the functional (e.g. invocation end-point, input and output 
attributes) information of data end-points. Figure 1 shows an example of Service 
Description for a movie search application. Next, we describe its features bottom-up, 
thereby using the same approach that is used for registering services in the system. 

At a physical level, search services are registered as Service Interfaces (SI), a 
concrete representation of the service that provides a service identifier, a set of input 
parameters and a set of output parameters, and a set of ranking attributes specify the 
ordering imposed on the service results. For instance, the SDF in Figure 1 contains 
four service interfaces working on two data sources that contain information about 
movies, respectively “IMDB” and “Google Movie”. Two of them query the data 
source and require as input the genre of the movie, while two require the name of an 
actor.  As output, services return information about the movies that match the query 
condition (i.e. movies of a given genre, or movies acted by a given actor).  
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Fig. 1. An Example of Service Description Framework for a Movie Search Application 

At the logical level, services are described in terms of data retrieval patterns, or 
Access Patterns (AP). Each AP is related to one or more SI that share the same 
invocation signature (input, output, and ranking attributes), and each input and output 
parameter of a SI is mapped to exactly one attribute of the AP; for instance, in the 
GetByMovieActor access pattern includes the IMDB GetMovieByActor and the IMDB 
GetMovieByActor. Access patterns are linked at a logical level through a connection 
pattern, a description of the pairwise attribute relations that enable the logical 
connections between data sources, so to enable join operation between their 
invocations during search.  

To enrich the description of search services, AP are annotated with entities, 
properties and relationships of existing external knowledge bases (KBs) or ontologies, 
so to define a conceptual level called Domain Diagram. The purpose of this 
annotation is twofold: on the one hand, to provide a common ground for unifying the 
terminology between APs (attributes in the Aps are denoted by prefixing their name 
with the name of the entity they refer to, e.g. Movie.title) and SIs; on the other hand, 
to support the query process by providing a richer description of the objects (and 
object instances) addressed by the SDF. Currently, SeCo uses YAGO ontology [11] 
within its data model. YAGO merges Wikipedia and WordNet, while enforcing a 
hierarchy of data types to which all objects in SDF are associated. It also defines a 
number of core relationships such as type, subclassOf, domain and range. Lastly, 
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YAGO defines relationships over relationships thus enabling subrelationOf 
relationships. The semantic annotation of attributes can be greatly beneficial for 
materialization purposes, as the usage of an external ontology can, for instance, be 
helpful in providing a vocabulary of inputs for given annotated inputs (e.g. the list of 
ZIP code for a given city). 

4 A Multi-level Model for Data Materialization 

We capitalize on the Service Description Framework provided by SeCo to enrich the 
description of search services with non-functional information (such as average 
response time, invocation constraints, etc.) and the description of access patterns with 
information related to the materialization of the underlying sources.  

4.1 Representing Service Properties 

In the SDF, Service Interfaces can also be used to describe information useful for the 
purposes of materialization. Such information can be used to drive the selection of the 
service interface(s) that needs to be invoked in order to efficiently materialize the 
addressed data source(s). We distinguish three main classes of properties:  

• Uniqueness Properties, i.e. properties that indicates if the service will return 
disjoint results for different inputs. We then distinguish two cases: 
o Unique: two distinct queries cannot return the same item. 
o WithDuplicates: two distinct queries may return the same item.  

• Performance Properties, i.e. metrics that describe a service in terms of: 
o Pagination: indicates if the service returns results in chunks or globally. 

Search services (e.g. the Google Movie search service) typically return results 
in pages (chunks), and the service consumer must perform several 
invocations on order to exhaust the query result set.  

o Maximum Result Size: indicates the maximum number of items that can be 
returned by a single query.  

o Maximum Chunk Size: indicates the maximum number of items that are 
returned in each chunk.  

o Response Time Statistics, measuring end-to-end response time (e.g. average 
response time for each chunk).  

• Service Level Agreement properties, i.e. properties that specify the level/quality 
of service offered by the data source service provider, including: 
o Daily Invocation Limits, i.e. the maximum number of allowed service 

invocations per day (or time unit).  
o Chunk Invocation Limits, i.e. the allowed number of consecutive chunk 

extractions.  
o Invocation Access Delay, i.e. an invocation delay superimposed by the 

remote service. 
o Access Key – i.e. a client identification value that is needed in order to access 

the remote source and enforce the SLA agreements.  
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4.2 Properties of the Materialized Data 

The description of access patterns can be extended so to include a set of properties 
related to their materialization, which define how the materialized data relates to the 
data offered by the addressed sources, or to real-world data used as input for the 
materialization process.  

• Coverage Relative to the Full Materialization. This property denotes the ratio 
between the number of items in the materialization and the number of items in 
the full materialization. Coverage can be further refined into a query-specific 
coverage expresses such ratio relative to the portion of data in the source that 
satisfy the query. E.g., an application may be interested in greater coverage of 
data which satisfy the query “Location = New York”.  

• Coverage Relative to World’s Entities, which is quite hard to evaluate, denotes 
the ratio between the number of materialized items and the number of real 
world’s items. Using multiple data sources describing the same real world’s 
entities can enhance this coverage. For instance, several services offering New 
York’s “evening events” can be queried in order to produce a more 
comprehensive materialization.  It requires duplicate elimination across different 
data sources. 

• Alignment. This property is satisfied when the materialization contains the same 
data as the data source; we regard as “consistent” a time when the source and 
materialization are aligned. Query-specific alignment expresses alignment 
relative to a given query. When full, real-time alignment cannot be maintained, 
materializations can be further characterized by: 1) delay, which indicates the 
maximum allowed time interval since the last consistent time; and 2) max-
inconsistency, which indicates how many items can differ between the source and 
the materialization. 

• Redundancy. A measure of the amount of duplicates in the materialization. It 
can be due to the presence of multiple sources, but also of a single source 
accessed via a service with duplicates. Duplicate removal in the first case may be 
harder due to the presence of value conflicts (e.g., distinct values for the same 
real world object).   

• Diversity. This property measures how the items collected in the materialization 
represent the variety of data provided by the data sources according to some set 
of item attributes. E.g., in the case of events in New York, it may be more 
interesting to include events of a different nature rather than all the jazz concerts. 

• Accuracy. A measure of semantic correctness and precision of the query answers 
obtained from the materialized data corpus compared against the same query 
answers from the actual data source. 

• Ranking Preservation. A measure of the ability of the system to preserve the 
original ranking of results obtained from the materialized data corpus, compared 
against the same query answer from the actual data source.  
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The listed materialization properties allow the measurement of materialization’s 
“quality”, which can be used as a goal function for the data materialization process, 
described in the following section. 

5 Characterizing Data Materialization in a Multi-domain 
Query Environment 

5.1 The Materialization Process 

According to the model presented in the Section 4, we define a data materialization 
process for multi-domain queries as a sequence of three main tasks: 1) input 
discovery, 2) query generation, and 3) data surfacing. In a typical materialization 
process, the three tasks are performed cyclically, as depicted in  Figure 2. 

 

 

Fig. 2. The Data Materialization Process 

The input values discovery phase consists in creating a list of values for each input 
attribute of the services to be queries. We can identify three input discovery strategies: 
1) The Dictionary input strategy, where an existing dictionary of relevant input terms is 
used to generate values for the input attributes of the queries; semantic annotations of 
attributes help in dictionary selection. For example, if the input attribute required by the 
service is annotated as City, then its values can be extracted from a Knowledge Base 
about cities, possibly constrained by the values of other inputs (e.g., Country). 2) The 
Reseeding input strategy, where the input is selected from results obtained from the 
results of previous queries. 3) The Query logs input strategy, where existing query logs 
are used to populate the input attributes of the queries. 

A materialization process can adopt one or more of the previously defined 
strategies, so to drive the creation of the queries used to materialized the targeted data 
sources: for instance, a materialization process can start with a dictionary input 
strategy, and then be fed with the new values provided by the reseeding strategy.  

The query generation phase is devoted to the generation of the input values 
combinations used to populate the materialization queries queue, which contains a list 
of queries to be executed. The number of generated queries is bound by the Cartesian 
product of input lists, but constraints on correlations between input values may reduce 
the number of legal inputs; some background knowledge could limit the validity of 
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some input combinations: for instance, if a service requires as input a Country and 
City inputs, then the inputs <Italy, Los Angeles> would not be allowed.   

Finally, the data surfacing phase is in charge of selecting which materialization 
query, among the list of available ones, will be addressed to a search data service, 
thus retrieving the results and include them in the data materialization. When the 
reseeding input strategy is used for one of the input attributes, this task is intertwined 
with the input discovery phase. 

5.2 Materialization Scenarios 

When considering a set of data sources and service interfaces, as in the example of 
Figure 1, several data materialization scenario can emerge. For instance, an 
application might require the (full) materialization of a data source over a specific 
service interface (and related access pattern); in other scenarios, one might be 
interested in materializing the whole data source by exploiting all its available 
services (e.g., the whole IMDB database); finally, an application might aim at 
collecting a comprehensive view on the information related to one or more domains 
(e.g. all the movie ever released). According to the requirements of the underlying 
application, four classes of data materialization scenarios, can be identified:  

• Single Pattern, Single Service (SPSS): in this scenario, the materialization is 
performed on a single service with a given access pattern.  
Duplicate elimination is only required if the service is not unique, and no value 
conflicts are possible (since data is extracted from the same service). 

• Single Pattern, Multiple Services (SPMS): the scenario addresses a 
configuration where the materialization is performed on several services (from 
different data sources) that insist on the same access pattern. Here the goal is to 
maximize the coverage of a given domain by exploiting different information 
sources. For instance, one might want to collect a comprehensive list of actors by 
querying a movie service (e.g. IMDB) and Wikipedia (which also contain 
alternative arts actors). The SPMS configuration requires a duplicate 
reconciliation method dealing with value conflicts among the involved sources.   

• Multiple Patterns, Single Service (MPSS): the scenario considers the 
materialization of a set of sources connected by a schema with interacting APs as 
described in Fig. 3, where the output values of an AP can feed the input values of 
another AP; each AP is mapped to a single service. The problem may reduce to a 
single data source (MPSS-1) with multiple APs. Figure 3 represents an instance 
of the MPSS-1 problem if we assume in that the two APs are on the same 
underlying data service, and the goal is to maximize the materialization of the 
data source. In general, duplicates may be found and must be eliminated, but no 
value conflicts are possible. 

• Multiple Patterns, Multiple Services (MPMS): in this scenario, the 
materialization is performed on a set of sources connected by a schema where 
each AP can be mapped to multiple services. The problem may reduce to a single 
data source (MPMS-1) with multiple APs. This problem requires a duplicate 
identification method dealing with value conflicts. 
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5.2.1   Influence of Access Limitations on the Materialization Process 
As the access to a data source is only possible through the access limitation imposed 
by Access Patterns (APs), each materialization query call requires filling the AP’s 
input fields. To achieve coverage, the domains of all legal values for such fields must 
be known. Such knowledge could be known in advance when, for instance, a field 
insists on an enumerable value set, possibly of small size (e.g. the set of movie 
genres). Otherwise, input seeding can be seen as an incremental process driven by the 
materialization queries, where the knowledge about the input fields’ domains is 
accumulated during this process when queries are executed and output fields are 
retrieved. 
 

 

Fig. 3. Example of schema of the materialization problem 

The impact of a materialization scenario on the input discover phase can be fully 
appreciated by considering the two APs represented in, MovieByTitle (which 
requires as input the Movie’s Title, Genre, and Year) and MovieByYear (which 
requires as input the movies’ Year); the former service has useful information, such as 
the Actors and the Rating, but requires very specific input. Instead, the latter service 
has a simple input domain, consisting of the Year of issuing (e.g. 2011); with such 
input, it produces a list of titles. Movie Genres are few, and thus an input generator 
that already knows the Title and is set on the current Year can iterate over all possible 
genres to generate the input for the former service, extracting all the information 
about actors and ratings of current Year movies.  

5.2.2   Strategies for Data Surfacing  
Data surfacing involves the selection of the next query to be executed  among the 
ones available in the materialization queries queue. Such a selection is performed 
according to a materialization strategy, i.e. a logic devoted to the maximization of a 
given set of metrics (e.g., the quality metrics defined in Section 4) in order to 
optimize the query selection task. We next describe some materialization strategies 
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for the SPSS materialization scenario, whose performance is evaluated in Section 6. 
We leave the formalization of the other scenarios to an extended version of this paper. 

Let us consider a single service s described by an access pattern AP; AP has a set 
of input attributes  associated with a domain , with 1. . , and a set of output 
attributes  associated with a domain , with 1. . . In order to show the 
reseeding, we assume that   for some i, j, i.e. that the domain of some input 
and output attributes is the same. Consider  …  as the cross product of the 
input domains, and let  be a combination of input values for the AP. A 
paginated query  is a query addressed to the service s using the combination k of 
input values, and 1  indicates the chunk currently queried. 
We define  as the set of tuples in the source that satisfies a query , where R 
represents all the items of the source to be materialized. The input discovery step of 
the materialization process builds, at materialization set-up time, the initial input 
combinations  , e.g. by retrieving them from a dictionary; then, new 
combinations of  can be found by using the values in results  of queries that are 
progressively computed. The materialization M is built as the union of the ; note 
that , and in general M is much smaller than R due to the access  limitations to 
the data source. With a single service, the union operation is sufficient for duplicate 
elimination. 

The definition of a materialization strategy is influenced by the chunking of query 
answers, which requires multiple service calls to fully collect a query’s result, and by 
the distribution of values for the input attributes, as distinct inputs produce uneven 
numbers of returned results, thus introducing skews in the materialized result set. 
These factors call for data surfacing strategies that are capable of balancing between 
the need for coverage and diversity.  

In order to define few simple data surfacing strategies, let us model the sequence of 
queries produced by a data surfacing strategy as a tree QRT(V,E), where all the nodes 
except the root correspond to queries; the root is directly connected to queries  with 

, and we do not further consider how nodes  are ordered. In this context, a 
materialization strategy consists of interleaving of tree generation and tree traversal 
steps. Three generation occurs as follows: 

• If the current query  has not exhausted the results and a new chunk can be 
retrieved, then  is generated as a child of  

• If the current query  has generated new combinations h which are not present 
in , then new nodes  are generated and  is set to   h; the insertion of 
nodes  in the tree may occur according to two insertion policies: 
• Child insertion policy: nodes  are created as children of , possibly on 

the left of  ; 
• Sibling insertion policy: nodes  are left-appended as children of the root.  

 
Once new queries are appended to the tree, the materialization strategy must select the 
next query in the tree to execute. Related works [12] perform a similar selection 
process by exploiting a cost model that associates a weight to each edge in the tree, so 
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to find an optimal selection of queries that minimizes the total cost of traversal (a 
Weighted Minimum Dominating Set problem). In this work, we instead exploit 
classical breadth-first and depth-first tree tranversal algorithms. We apply them to the 
two variants of insertion policies, thus obtaining four materialization strategies, which 
yield to different performances in terms of coverage and diversity. An analysis of the 
performance of the proposed materialization strategies is provided in the following 
section.  

6 Evaluation of the Four Data Surfacing Strategies  

To support the materialization process, we designed and develop a materializer 
module within the broader SeCo framework [14], represented in Figure 4. The 
module relies on the descriptions stored with the existing SeCo service mart 
repository, and utilizes the existing SeCo QP (query processor) API implementation.  
 

 

Fig. 4. The implemented data materialization architecture 

The materialization module contains:  

• Materialization Profiles repository, which contains the service and materialization 
properties of the Service Description Framework Service Interfaces and Access 
Patterns. 

• Data Acquisition module, which implements the input discovery strategies (e.g. 
dictionary, reseeding and query log data acquisition), guided by the data model. 

• Query Generation module, which generates the queries to be executed and adds 
them to a data structure PQ representing the pending queries to be executed.   

• Result Generation Module, which extracts the next query from the query queue 
and launches its execution.  

 



 

The materialization modul
charge of determining the 
Query Generation step, by 
to a given materialization st

We evaluated the efficie
in terms of domain covera
to achieve a given cover
materialization strategy to 
source. To perform the ev
estate offers crawled from
performed by considering 
real estate type and a geogr
 

F

The real estate type in
which used a static, pre-pop
as the input dictionary. T
reseeding strategy; moreov
was mapped as an approp
codes found in the collecte
domain. The domain siz
approximately 11000, a ran
dictionary. 

For each of the mate
performed; to avoid biases
reseeding input strategy w

Materialization of Web Data Sources 

e is driven by a materialization controller, which is
order of execution for the queries produced during 
traversing the data structure of pending queues accord

trategy.  
ency of the materialization strategies described in Sectio
age for each attribute w.r.t. the number of queries requi
rage value. The goal is to assess the ability of e

quickly explore the data- and domain- space of a d
valuation, we created a database composed of ~1M r
m an existing Real Estate Web site. Experiments w

the access pattern realEstateByLocation, which take
aphical location as the input attributes.  

ig. 5. Experimental Results for SPSS 

nput attribute was populated using a dictionary strate
pulated list of attribute values such as ‘rental’ or ‘for s
The location input attribute was populated by using
ver a matching location output attribute returning locati
priate input attribute value provider. A domain of po
ed real estate database was used as location input attrib
ze of the postal code reseeding input attribute w
ndomly selected subset of which was used as a starting s

erialization (result generation) strategies 10 runs w
s in the evaluation, the input attribute conforming to 
ere initialized at each run by a randomly selected sub

79 

s in 
the 

ding 

on 5 
ired 

each 
data 
real 

were 
es a 

 

egy, 
ale’ 
g a 
ions 
ostal 
bute 
was 
seed 

were 
the 

bset  



80 A. Bozzon, S. Ceri, and S. Zagorac 

 of size 100. The resulting domain coverage increase had been averaged 
between runs for each strategy and observed in 10% increments (w.r.t. the overall 
domain size). Figure 5 provides the results of our comparison. Breadth-first 
algorithms are able to retrieve a wider coverage on the input by requiring less service 
invocations. For the tested scenario, the first breadth-first algorithm is able to achieve 
a 65% coverage of the input domain after 5000 queries (a values in line with the daily 
limit imposed by several Web data source API provider), thus requiring 25% less 
queries than the second best breadth-first algorithm and 50% less queries than the best 
performing depth-first algorithm and almost a 5 fold improvement over the worst, 
depth-first based algorithm. The depth first algorithm, instead, proves very unsuited 
for the goal at hand. The experimental results match our intuition. 

7 Conclusions and Future Work 

In this paper we established a base for the research of the data materialization of the 
web based API fronted data sources in the context of the Search Computing data 
model and architecture. We presented a taxonomy of the materialization problems. 
We also presented strategies for data surfacing in the case of a single access pattern 
and data source; this simple scenario allowed us to discuss various ways of using the 
new “seeds” which are generated during a computation, and to show the superiority of 
breadth-first over depth-first methods (i.e., of the early use of new seeds). We 
performed experiments that proved feasibility of the proposed materialization 
scenarios.  

Our future work will focus on considering the general MPMS problem and adding 
parallelism and replication removal. Moreover, we are interested in studying the 
problem of query coverage in the materialization of Web data sources, i.e. providing 
materialization strategies that aim at maximizing the probability that an unknown 
query find a hit in the materialized repository. Note that Web search engines typically 
address this problem by caching the first k result pages of the most popular queries 
[4]. However, such an approach does not cover the requirements of multi-domain 
search, where the interaction requires the join or union of data service results, 
enabled, for instance, by exploratory search approaches [1].  Finally, in addition to 
data coverage, we will consider the problems of alignment, diversity and accuracy of 
the materialized data corpus.  
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Abstract. Natural language interfaces to data services will be a key technology
to access unstructured data repositories in a natural way. This involves solving
the complex problem of recognizing relevant services given an ambiguous, po-
tentially ungrammatical natural language question.

In this paper, we address the requirements of natural language interfaces to
data services. While current approaches deal with single-domain questions, we
study both rule-based and machine learning methods to address multi-domain
questions to support conjunctive queries over data services. Our results denote
high accuracy with both approaches.

1 Introduction

The recent expansion of data providers on the Web has made a variety of informa-
tion increasingly available, for instance via REST APIs as in Google Fusion Tables1

or search-specific languages such as the Yahoo Query Language2. To support complex
Web queries, data sources are usually wrapped as data services specified by I/O pa-
rameters. Although Information Retrieval is gaining interest toward such services, the
problem of interfacing with them is still largely under-investigated: while it is currently
possible only for experts to write logical queries or set up query interfaces to data ser-
vices, it is widely believed that natural language (NL) interfaces will be key to guarantee
access to huge data repositories to a large body of non-expert users in a natural way.

Devising a NL interface to data services is an ambitious goal, as it involves resolving
the ambiguity of free-text queries and performing an accurate mapping from the lexi-
cal level of the question to the semantic level needed to compose a logical query, i.e. a
statement describing relevant data services and their join criteria, constraints and selec-
tion conditions. In this paper, we illustrate how this problem is tackled in the context
of the Search Computing project (SeCo) [2], that aims at powerful result composition
and ranking infrastructures given multi-domain queries. The SeCo framework relies on
a semantic annotation derived from data services with the aid of a reference external
knowledge base whose useful entities and relationships are “projected” onto a domain
representation (see Section 2).

Given such a representation, we address the requirements of query analysis in the
context of natural language interfaces to data services (Section 3). As related work is

1 google.com/fusiontables
2 developer.yahoo.com/yql

S. Ceri and M. Brambilla (Eds.): Search Computing III, LNCS 7538, pp. 82–97, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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centered on single-domain questions and rule-based approaches (Section 4), we study
robust methods to address multi-domain questions, a requirement in the SeCo frame-
work in order to support conjunctive queries over data services (Section 5). Our ap-
proaches are evaluated in Section 7 using a variety of datasets illustrated in Section 6.
Finally, Section 8 draws conclusions and discusses future work.

2 A Semantic Description of Data Services

We build upon the two-facet service representation in SeCo [3], where a Service De-
scription Framework interacts with a Semantic Annotation Framework.

In the Service Description Framework, services are represented at different levels of
abstraction. At the lowest level, a service interface directly wraps a service call inter-
face; at a higher level of abstraction, one or more service interfaces refer to a common
access pattern described in terms of domain entities. Finally, the top conceptual view
includes a collection of service marts that serve as hubs for access patterns referring
to the same types of entities. While Section 2.1 illustrates these in detail, we here focus
on the Semantic Annotation Framework.

In the Semantic Annotation Framework, domain entities and relationships are rep-
resented in a common domain diagram (DD) where each item is modeled after a
concept in a reference knowledge base (KB). We represent DD as an Entity - Rela-
tionship diagram composed of modeled items – i.e. entities and attributes of entities –
and binary relationships between entities. Entity and attribute names are extracted from
the terminology of KB; each DD item refers to a unique entity K within KB.

The main function of KB is to provide a common ground for unifying the termi-
nology of service interfaces in the aim of disambiguation during service registration
and natural language querying; indeed, each entity or attribute in DD is required to
correspond to exactly one KB entity.

In SeCo, we adopt YAGO [19] as a reference KB due to its extensive coverage of
virtually any domain (around 3 million facts, i.e. predicates about entities). Moreover,
YAGO has been acquired semi-automatically from Wikipedia3 and WordNet4, two re-
sources frequently used by natural language processing toolkits. Section 5.4 illustrates
a number of information extraction methods taking advantage of YAGO relationships.

2.1 Service Description Framework

In the Service Description Framework, access patterns (APs) are the key element to
convert the user’s question into a logical query. An AP describes a data retrieval method
in terms of domain items: indeed, it is specified by a set of input fields and a set of
output fields, whereby each field has a semantic type coinciding with the attribute of
a DD entity. Addressing a user query therefore involves determining the most suitable
AP to represent the user’s need and finding values for its input fields. In addition to its
input and output fields, an AP is further specified by:

3 wikipedia.org
4 wordnet.princeton.edu

wikipedia.org
wordnet.princeton.edu
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– A focus, i.e. the main DD entity appearing in its output’s semantic types;
– A functional name (e.g. GET Restaurant BY Location), taking into account its focus

and the semantic types of its I/O fields;
– A set S of service interfaces for which there exists a one-to-one mapping at the

field level with respect to the AP itself.

Access patterns are grouped by focus under the same service mart. This is important
for query analysis, as the identification of a relevant service mart is the first step towards
choosing a suitable AP (see Section 3).

2.2 Query Analysis in SeCo

The service framework is progressively populated by mapping new service interfaces
made available by data providers into access patterns expressed in terms of relevantDD
items. As the registration process is outside the scope of this chapter, we here assume
the service framework to be static and focus on its querying.

Services registered in the SeCo framework can be queried in a variety of ways, in-
cluding via graphical user interfaces or via textual input [1]. The processing of a query
over data services is organized according to three steps that progressively “formalize”
the semantics of application-level queries at the conceptual, logical and physical level,
mapping their terms into objects of the Service Description Framework. As illustrated
in Figure 1, the following process takes place:

1. service mart selection: the user query is analyzed to identify relevant service marts;
2. access pattern selection: a suitable access pattern is chosen for each service mart

given the constraints found in the query;
3. service interface selection: a service interface is chosen for each access pattern to

route the query to the appropriate data service.

Note that as SeCo supports the composition and concatenation of different data services,
APs can be combined in a variety of ways by exploiting the matches between their
I/O fields. Two APs whose output fields have a non-empty intersection (in terms of
matching semantic types) may be joined in a parallel fashion, while two APs such that
the input fields of one have a non-null intersection with the output fields of the other
may be joined in a serial connection. In this case, phase 2 entails the formulation of
constraints concerning the involved I/O fields. The result of this is an AP combination
(or solution) where the input is the union of the inputs of the corresponding APs, the
output is the union of the outputs of the corresponding APs, and a number of constraints
determines which of the I/O fields are bound to have matching values due to AP joins.

A logical query specifying relevant service marts, access pattern solution and service
interfaces is the final outcome of the query process.

3 Natural Language Query Analysis

With respect to handling other query formats, addressing a natural language query over
the service framework outlined in Section 2 involves the difficulty of generalizing over
text by mapping the question into a logical query. Given the general scheme outlined in
Figure 1, natural language query analysis consists of the following three-step process:
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Fig. 1. Top-down query processing steps over the Service Description Framework

1. in service mart selection, the user’s intent conveyed by the question is categorized
in terms of relevant service marts available in the service description framework;

2. in access pattern selection, refinement operations allow to obtain the I/O fields of
APs related to the selected service mart; these in turn determine their eligibility;

3. finally, in service interface selection, AP fields are mapped into lower-level service
interface parameters to complete query specification.

Service Mart Selection is certainly the most crucial phase from a linguistic perspective
as it involves three phases (see Figure 2):

1. focus extraction, i.e. the identification of a question’s salient noun(s)/noun phrase(s);
2. question segmentation, i.e. the segmentation of an arbitrarily complex, multi-domain

question q into N subqueries qi, i ∈ {1, .., N}, each corresponding to a focus;
3. (sub)question classification, i.e. the categorization of each (sub)question according

to a predefined taxonomy. Formally, this is the mapping of each qi into a class ci
from the set of all query classes C, such that each ci corresponds to a service mart
in the SDF – or other in case the input is uninterpretable or out of the SDF scope.

Access Pattern Selection relies upon two processes. Solution computation is the com-
binatorial operation of identifying all valid AP combinations given the service marts
selected at the previous step (see Section 2.2). Then, language understanding extracts
and interprets relevant (sub)question terms in the light of the APs involved in each solu-
tion; as a result, a number of AP input fields become bound (e.g. the city of a restaurant
search), generating constraints for the logical query.
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Fig. 2. General overview of natural language query analysis in SeCo

Finally, a weighted scoring function ranks each solution by considering how many
output fields it offers, how many of its input fields remain unbound after language un-
derstanding, and how many field values are constrained by AP join conditions. The top
scoring solution is then identified and its APs are used for service interface selection.

Service Interface Selection. Once APs have been chosen, suitable corresponding ser-
vice interfaces are identified. In the current SeCo implementation, service interface se-
lection offers no challenge from the NLP viewpoint as service interface I/O fields are
currently bound to corresponding AP fields: we therefore omit this phase in the chapter.

Example. Let us exemplify the NL query analysis process by considering the question
“Where are a cheap hotel and a Japanese restaurant near Covent Garden?”. First, we can
identify its two syntactic foci as a cheap hotel and a Japanese restaurant; both noun
phrases can be reduced to their syntactic heads hotel and restaurant using e.g. the rules
in [4]. The question can then be segmented into two subquestions q1 = “Where are a
cheap hotel” and q2 = “a Japanese restaurant near Covent Garden” based on its lexical
and morphological properties.

While focus extraction and question segmentation are domain-independent tasks that
could be solved via syntactic analysis alone, (sub)question classification is by nature
dependent on the taxonomy of choice; for instance, the choice for q1 and q2 might fall
on the Hotel and Food classes, respectively, which are bound one-to-one with available
service marts. Note that there is an analogy between a service mart (i.e. an AP focus)
and the syntactic focus of a natural language question; Section 5.3 illustrates a learning
model taking account of this.
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Finally, cheap, Japanese and in Covent Garden are constraints to be included in the
logical query to narrow down service results; if applicable, Covent Garden should be
set as the location of both the hotel and the food service used.

4 Related Work

Semantic Web and Data Services. In the Semantic Web area, natural language in-
terfaces to ontologies have been proposed in a number of studies as an alternative
to keyword-based interfaces or interfaces based on query languages [5,10]. Generally
speaking, methods in this field attempt to perform an exact mapping of the NL query
into a logical formula in order to access knowledge, structured in e.g. RDF triples. Typi-
cal approaches in this direction involve a combination of statistical techniques (syntactic
parsing) and semantic operations to identify ontology concepts in the input [11,6,20].

With respect to the above approaches, we aim at solving a different problem: not only
we expect search engine-style, potentially ungrammatical interaction, but we also deal
with a variety of heterogeneous data sources for which there is a priori no reference
ontology. For these reasons, we cannot assume to have fully parsable queries or a con-
sistent, stable ontology-like structural representation/domain lexicon. When it comes
to data services, even fewer attempts have been made involving natural language inter-
faces: for instance, [16] propose a mapping of natural language query blocks to services
using predefined workflow templates; this is however far away from the SeCo goal of
supporting queries over flexible combinations of data services computed “on-the-go”.

From Focus Extraction to Full NLP. A widely adopted method for the analysis of
NL queries over ontologies is focus extraction, i.e. the identification of the question’s
salient term in the purpose of matching it to a relevant ontology concept. For instance,
the method in [6] (henceforth Daml) identifies the focus as the first pre-preterminal node
5 of the sentence syntactic parse tree that is tagged as a noun or noun phrase (NP). For
instance, the question “Where are a cheap hotel and a Japanese restaurant near Covent
Garden?” would be annotated as in Figure 3, hence the algorithm identifies a cheap
hotel as the question focus since its pre-preterminal is the first occurring NP in the sen-
tence’s syntactic tree. The approach in [14] (henceforth Li) exploits the chunked textual
annotation obtained via a shallow parser: the rightmost noun phrase chunk before any
prepositional phrase or adjective clause is marked as the syntactic focus. For instance,
the above question, chunked as in Figure 4, would have focus a Japanese Restaurant.

It may be noted that both methods are designed for single-focus queries, making
them unfit to locate the two foci in the example (cheap accommodation and a Japanese
restaurant). The fact that they are rule-based and dependent on the deep annotation of
text structure makes them struggle in capturing the semantics of queries with multiple
foci, a task that however is the fundamental pre-requisite in SeCo as the identification
of relevant data services depends on a correct identification of NL query foci.

Indeed, when it comes to identifying a relevant data service given question terms, we
can take advantage of a large body of literature in the Question Answering field that has

5 A node is a pre-preterminal if all its children are preterminals, i.e. nodes with one child which
is itself a leaf. In Fig. 3, the pre-preterminal of Where is WHADVP.
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effectively applied machine learning approaches joined with lexical and shallow syn-
tactic features to question classification [15]. We pursue a similar direction in Section
5.3, as our classification problem is analogous; however, in this case we first need to
account for questions characterized by multiple foci, i.e. to deal with the problem of
splitting questions based on the span of their foci and then matching each sub-question
to a data service class (question segmentation).

Finally, the identification of relevant query attributes in order to route the query to
the most appropriate service is an information extraction problem; different methods
exist for this, for example using open-domain tools (e.g. Named Entity recognizers)
for the identification of instances of generic entities or applying rule-based methods for
domain-specific extraction. We illustrate a number of these approaches in Section 5.4.

5 Natural Language Models for Query Analysis

We now illustrate the natural language processing methods applied in SeCo at each
phase of the NL query analysis process outlined in Section 3.

5.1 Focus Extraction

As illustrated in Section 4, a number of focus extraction methods exploit regularities
in the syntactic structure of natural language queries [6,14]. In particular, the syntactic
analysis of submitted questions is carried out using two different kinds of structure, i.e.
deep syntactic trees, and shallow parsing. However, as anticipated earlier, these methods
yield good results when dealing with single focus queries, but are ineffective at handling
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questions with multiple foci, as illustrated in our experiments (Sec. 7). This suggests
that relying too heavily on question syntax becomes more challenging as data quality
deteriorates (as e.g. in Web queries) and the complexity of the question increases.

To contrast this issue, we propose to combine the extraction of lexical and mor-
phological annotations with the learning of robust discriminative classifiers. We train
machine learning classifiers to determine whether each word w in the question is a
focus syntactic head (focus head, in brief) or not. As a learning algorithm, we adopt
first-order linear-chain Conditional Random Fields (CRFs), a category of probabilis-
tic learners frequently used for labeling and segmenting structured data6 [13]. In this
context, we study different combinations of four features (validated in Section 7.1):

1. word unigrams situated within an interval of n words centered on the current word:
[−n, n] , n ≤ 2 (case n = 0 corresponds to the current word w only);

2. word Part-of-Speech (POS) tags taken in the same interval7;
3. word bigrams, i.e. sequences of two consecutive words comprising the current word

w (i.e. taken in the interval [−1, 1] with respect to w);
4. POS bigrams in the same interval.

5.2 Question Segmentation

The segmentation of a question q into its subqueries qi, i ∈ {1, .., n} is not trivial. As
an example, the simplest approach that splits q based on its conjunctions may lead to
unintended results if the latter connect terms that belong to the same segment (“bed
and breakfast”). For these reasons, we also investigate a machine learning approach to
question segmentation that consists in learning a binary classifier that, given a word
w, determines whether w is situated at the beginning of a new segment or not. An
intuitive criterion to make this distinction appears to be the word neighborhood: for
instance, the absence of a previous word is a useful indicator for the beginning of a
segment. POS tags are also potentially useful features, as e.g. a conjunction (CC tag)
is a strong indicator of the presence of a new sub-query. To leverage the above criteria,
we adopt the features devised for focus extraction (see Section 5.1) – i.e. word and POS
unigrams and bigrams – to build a binary CRF classifier for sub-question identification.
Our results are reported in Section 7.2.

5.3 (Sub)Question Classification

Starting from a multi-domain question and given a taxonomy of available services as
labels (e.g. Cinema, Hotel), the goal of question classification is to map each subquery
qi of a question q to its most likely label ci.

The (sub)question classification problem is different from the problem of labeling a
question word w as “focus” or “subquestion starter” in various respects: not only we
are dealing with a multi-classification problem, the boundaries of qi are known from

6 CRFs are undirected graphical models that define a conditional probability distribution over
label sequences given a particular observation sequence, rather than a joint distribution over
both label and observation sequences.

7 Obtained via the OpenNLP toolkit, opennlp.sourceforge.net

opennlp.sourceforge.net
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previous steps (this task relies heavily on an accurate segmentation of q), and finally
long-distance relationships between words are potentially useful.

We therefore conduct the classification task using a different discriminative approach,
i.e. the learning of Support Vector Machine classifiers (SVMs), based on the set of pre-
viously split questions. A binary classifier is built for each question class, and results
are combined according to a one-vs-all regime in order to assign the strongest label ci
to each subquery qi. To account for data sparsity given the potentially high number of
labels, we only study two types of features:

1. the bag-of-words (BOW) feature, consisting of all the words in qi (stemmed fol-
lowing [17] for sparsity reduction);

2. the FOCUS feature, representing qi’s focus head.

As explained in Section 7.3, these are combined by summing linear kernel functions.

5.4 Intent Modifier Extraction

The final step in understanding the user question is the identification of relevant terms
expressing constraints for the logical query – intent modifiers; these include locations,
dates, proper nouns and (optionally) other domain-specific attributes. Recognizing in-
tent modifiers guides the choice of a specific access pattern over another: for instance,
identifying a location instance in a question classified as Cinema might result in choos-
ing to route the query to an AP returning cinemas based on their location rather than
one returning cinemas based on movie titles.

SeCo scenarios cover heterogenous domains and applications encompassing a wide
variety of entity types; we focused on the effective recognition of the generic types of
entities using domain-independent approaches. We here illustrate our location extrac-
tion models as a representative case of intent modifier extraction: locations are not only
among the most widespread named entities, but also the most challenging as they often
require disambiguation, e.g. distinguishing between New York as a city or a state.

An obvious choice for location recognition is to use statistical NER systems, such as
LingPipe8: however, these identify entities at a coarse-grained level, hence cities, coun-
tries or states fall under the generic label “Location”. Therefore, additional methods
may be needed to refine the classification.

We also considered methods based on lexicon lookup, building gazetteers based on
instances extracted from GeoNames9 for both cities and countries, addressing the iden-
tification of these entities by looking for exact or approximate matching (for the latter
case, we consider an edit distance-based similarity exceeding 0.75 as a match).

The disambiguation issue is addressed by the use of wikifiers, i.e. tools that annotate
phrases in text in terms of relevant Wikipedia page by disambiguating amongst alter-
natives based on the distribution of hyperlinks to Wikipedia pages. Our choice fell on
TagMe [7], due to its robustness to short and badly structured text; we connected anno-
tations output by TagMe to entities in the YAGO reference knowledge base [19] (most
of which refer to Wikipedia via the hasWikipediaURL property) in order to e.g. identify
entities of type yagoGeoEntity as locations.

8 alias-i.com/lingpipe
9 geonames.org

alias-i.com/lingpipe
geonames.org
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To evaluate the methods outlined in this section, we have used a number of datasets
described in Section 6; evaluation results are reported in Section 7.

6 Experimental Datasets

To align with the literature, we experiment with a number of single-domain query sets;
moreover, in order to validate our algorithms for focus extraction on multi-domain
queries, we produced an ad-hoc dataset.

6.1 Single-Domain Query Datasets

To experiment with focus identification in single-domain queries and compare to pre-
vious work, we adopt the well-known GeoQuery and RestQuery datasets10. These
contain queries dealing with geographical entities and restaurant search, respectively;
such queries have been manually created for the purpose of validating the mapping of
natural language to logical query languages [9]. In particular, [6] resulted in a man-
ual annotation of foci in 200 GeoQuery queries, which is the reference in our focus
extraction experiments (Section 7.1).

In addition, to experiment with spontaneous Web user queries on a topic compatible
with the SeCo project, we collected a dataset, Y!Answer, that consists of 50 questions
retrieved from the Dining Out section of Yahoo! Answers11. These genuine user queries
are often ungrammatical or syntactically ill-formed: they exhibit ellipsis (“Sri Lankan
ethnic restaurant in UK?”) and/or colloquial style (“What is the ultimate place to go with
your date in winter London, not that pricy also :)?”). Thus, they form a good candidate
dataset to investigate the possible shortcomings of syntax-based methods, otherwise
found to be useful in more controlled corpora such as GeoQuery and RestQuery.

6.2 The SeCo-600 Multi-domain Query Dataset

Finally, in order to validate our algorithms (including question classification) on multi-
domain queries, we produced an ad-hoc dataset, SeCo-600 [18]. The corpus contains
600 spontaneous multi-domain user queries collected to fit SeCo scenarios, i.e. dealing
with one of the following SeCo service marts: Food, Cinema, Movie, Hotel, Event,
Point of Interest (POI). Each query has been manually split into sub-queries; in turn,
each sub-query has been manually tagged according to:

– its syntactic focus head (following the rules in [4]),
– one of seven classes, representing a SeCo service mart or Other if none applicable,
– intent modifiers drawn from the SeCo domain such as cities, ratings, titles.

The relative frequency of each class in SeCo-600 is reported in Table 4.
As SeCo-600 has been acquired from spontaneous user queries, it offers a variety

of syntax, ranging from keyword-style queries (“nice hotel paris cheap events of de-
sign”, “movies with Sean Connery shown in Medusa cinemas”) to full-fledged natural

10 cs.utexas.edu/users/ml/nldata.html
11 answers.yahoo.com

cs.utexas.edu/users/ml/nldata.html
answers.yahoo.com
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language containing anaphora (“where could i find a wellness center in palermo and
a mcdonald close to it?”). Moreover, as no control was exerted on query formulation,
SeCo-600 contains both single-focus and multi-focus queries in different domains. In
particular, 321 questions are single-focus, 254 have two foci and 15 have three foci.
Note that focus extraction on this corpus is challenging as among the single-focus ques-
tions, 88 have nested intents (NI), i.e. implicit sub-requests for non-focal entities that
concur in the formulation of the final result (e.g. “Are there [cinemas]FOCUS in Mon-
treal that show [comedy movies]NI tonight?”).

All question corpora have been automatically annotated with linguistic word-level
features, i.e. Part-of-Speech tags, shallow syntactic chunks and syntactic parse trees
using the OpenNLP framework. This ensures a fair comparison of the different models
experimented in Section 7.

7 Experiments

In our NL query analysis experiments, we use all four corpora to evaluate focus extrac-
tion, while the subsequent phases are only validated on the multi-domain, multi-focus
SeCo-600 corpus. The accuracy of all tasks is evaluated in terms of F1 measure, a stan-
dard information retrieval metric combining precision (P) and recall (R): F1 = 2(P∗R)

(P+R) .
While the performance of rule-based systems is computed over the original datasets,
machine learning experiments are conducted in 10-fold cross-validation to ensure the
consistency of our results.

7.1 Focus Extraction

To get baseline figures for our focus extraction methods, we re-implemented the Daml
[6] and Li [14] approaches and evaluated them first on the single-domain corpora for
which they were designed, then on Y!Answer and finally on the SeCo-600 corpus.

As reported in Table 1, we note that method Daml [6] yields the best results on
well-formed queries as found in e.g. GeoQuery, due to their regular structure; however,
performance degrades compared to other methods on more complex corpora such as
RestQuery and especially Y!Answer, which is collected from spontaneous Web queries.
Method Li [14] tends to perform better on unstructured data such as the Y!Answer
questions, due to its use of more shallow features (shallow parsing) compared to Daml,
which relies on the sentence full parse. As expected, both methods yield poor results on
SeCo-600 due to their design for single-focus questions. Indeed, even if they achieve a
good precision (70.2% for Daml and 77.7% for Li), their inability to handle multi-focus
questions results in 48% and 53.2% recall, respectively.

Table 1. Focus extraction F1 of rule-based approaches on four query datasets

Method GeoQuery RestQuery Y!Answer SeCo-600

Daml [6] 88.0% 89.0% 63.0% 57.0%
Li [14] 67.3% 98.0% 66.0% 63.1%
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In our machine learning experiments, we used the CRF++ toolkit [12] to learn dif-
ferent CRF models by combining the features described in Section 5.1. A general ob-
servation concerning our models is that the baseline CRF model, i.e. the one adopting
only the current word as a feature, is not sufficient by itself to outperform rule-based
approaches in single-focus queries (see Table 2, row 1). This is especially true in the
case of Y!Answer, where the heterogeneity of terms makes it difficult to identify foci
by only considering the words. However, the linear chain topology of CRFs – a more
“local” model relying less on a deep understanding of the syntax – shows its benefits in
the multi-focus case (SeCo-600), where its accuracy largely exceeds the Li method.

Table 2. Focus extraction results: F1-measure of different CRF models

CRF Model GeoQuery RestQuery Y!Answer SeCo-600

W [ 0,0] 80.4 ± 8.2 93.9 ± 2.0 39.9 ± 7.1 85.3 ± 3.0
W [-2,2] 93.3 ± 4.6 98.6 ± 2.4 65.5 ± 8.5 92.4 ± 2.2

POS [ 0,0] 04.0 ± 6.3 48.5 ± 12.9 07.4 ± 9.3 69.9 ± 5.0
POS [-2,2] 93.3 ± 5.5 98.1 ± 3.5 74.7 ± 6.5 87.7 ± 3.0
2−W [-1,1] 88.5 ± 7.0 93.8 ± 3.5 10.1 ± 9.5 67.5 ± 4.7

W+POS [ 0,0] 82.1 ± 6.5 94.8 ± 2.6 58.8 ± 5.9 88.9 ± 2.7
W+POS [-2,2] 95.1 ± 3.9 98.6 ± 2.4 77.5 ± 7.1 94.0 ± 1.5

Table 2 also reports the results of CRF models with additional feature combinations.
By widening the “window” of examined word unigrams, we find that the performance
of our classifier progressively increases by around 10% relative in most cases (models
W [-1,1] and W [-2,2] ); this suggests the usefulness of considering the word neighbor-
hood in the model. A similar finding is registered for POS tags, which in the case of the
Y!Answer corpus allow us to reach an even higher result that words in the classification
task (POS [-2,2] reaches 74.7% F1). It is therefore intuitive to evaluate word bigrams,
however these do not yield better results than word unigrams in the same interval (Table
2, row 5). We then experiment with models joining our two best individual features, i.e.
words and POS tags; our best results are obtained when combining them in the [-2,2]
window centered around the current word (Table 2, last row).

To conclude, it is evident that the best CRF model is more successful than rule-based
models across datasets, thanks to its robustness and the use of shallow features and their
combinations, which best suit ungrammatical contexts.

7.2 Question Segmentation

As mentioned earlier, a correct identification of question subqueries plays an important
role in finding the right set of services required to retrieve a relevant answer. In this
section we analyze our approach to question segmentation using a CRF binary classifier.
In Table 3, we show the performance of the segmentation algorithm on the only multi-
focus corpus at our disposal, SeCo-600, by comparing different feature combinations.

Due to the relatively simple nature of the problem, the current word alone (W[0,0])
starts from a high F1, setting the baseline to 89.1 ± 3.5 %. By widening the unigram
window up to the two previous and following words, we have a slight improvement
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Table 3. Segmentation results: F1-measure of different CRF models on SeCo-600

CRF Model F1 (%) CRF Model F1 (%)

W[0,0] 89.1 ± 3.5 POS[ 0,0] 88.8 ± 3.5
W[-2,2] 92.2 ± 2.7 POS[-2,2] 90.8 ± 3.0

2−W[-1,1] 70.3 ± 4.9 2−POS[-1,1] 90.5 ± 3.2
W+POS[-1,1] 94.1 ± 3.0 W+POS[-2,2] 93.6 ± 2.9

(see Table 3, W[-2,2]); in contrast, bigrams do not seem to yield an improvement over
unigrams, suggesting the latter carry sufficient semantic information to solve the seg-
mentation problem. Similar findings can be encountered for POS unigrams and bigrams,
as illustrated in the second column of Table 3. As previously done for focus extraction,
we then experiment with word and POS combinations, reaching our best results with
W+POS[-1,1], which exceeds the baseline word model by 5% points.

7.3 (Sub-)Question Classification

To experiment with question classification, we used the SVM-light toolkit [8] to learn
different combinations of linear kernel functions with SVMs using the SeCo-600 dataset.

We first experimented with manually segmented subqueries in order to evaluate only
the classification task regardless of the question segmentation issue. As a general com-
ment, our results are very encouraging as, despite the small training dataset, the overall
classification F1 reaches 89.5% with the BOW feature and 92.7% with the addition of
foci (see Table 4). A more detailed analysis suggests that:

1. class Other denotes a low accuracy as it is chosen whenever questions are too het-
erogeneous to be mapped to the remaining classes;

2. as the word place is strongly connected to the POI class, expressions such as “places
where to eat” are erroneously classified as POI;

3. if a query about a specific entity type contains constraints involving other services
(e.g. a cinema in proximity of a hotel), constraint terminology may lead to a wrong
prediction (Hotel class).

The classifier trained with both BOW and FOCUS as features denotes better perfor-
mance on most service classes, especially for Cinema, and shows a slight increase also
in the Overall case by reaching 92.7%. As shown in Table 4, for Hotel and Food, the
impact of FOCUS is negligible, while the only class resenting from this is POI. This
can be explained by noting that, as mentioned above, POI often corresponds to a variety
of foci: indeed, it is more affected by lexical ambiguity than the other classes, as its foci
are often expressed with deliberately ambiguous terms in order to find more results.

However, the real benchmark of sub-question classification is its application in cas-
cade to automatic segmentation. To evaluate the results of this task with respect to
the reference annotation where question boundaries may vary, we align question class
hypothesis at the word level with reference word labels available in the annotated SeCo-
600 corpus. Label sequence alignment is evaluated by using sclite12.

12 Cf. NIST Speech Recognition Scoring Toolkit, itl.nist.gov/iad/mig/tools/

itl.nist.gov/iad/mig/tools/
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Table 4. Question Classification F1 on SeCo-600 (+ stands for sum of kernels)

Class Frequency BOW BOW+FOCUS Class Frequency BOW BOW+FOCUS

Hotel 22.8% 89.8 ± 8.6 90.4 ± 8.1 Event 10.6% 95.8 ± 6.5 96.1 ± 6.0
Food 19.4% 96.2 ± 4.2 96.7 ± 3.7 Cinema 12.6% 84.5 ± 12.6 97.3 ± 4.2
Other 15% 89.9 ± 7.6 92.0 ± 6.6 Movie 8.3% 86.1 ± 15.3 95.1 ± 7.7
POI 11.3% 82.2 ± 10.7 80.7 ± 11.9 Overall 89.5 ± 4.2 92.7 ± 3.1

Table 5 shows the results obtained by joining the best segmentation model found in
Section 7.2 (W+POS [-1,1]) with question classifiers trained using both BOW and BOW
+ FOCUS as models. Alignment accuracy with respect to the reference annotation13 is
reported both at the granularity of full questions and sub-questions. Question accuracy
reaches 91.8% in BOW and BOW+FOCUS alike, subquestion accuracy reaches 83.4
± 4.5% with BOW and 82.8 ± 3.4% with BOW + FOCUS. Although the performance
of the latter model is not significantly inferior to BOW, we note that the former does
not provide the expected improvement, either: this may be attributed to automatic seg-
mentation errors, after which the contribution of focus extraction may be less effective.
Also note that accuracy decreases when measured at the sub-question granularity with
respect to question-level accuracy: indeed, erroneous alignment occurring with multi-
focus questions makes errors count at least double at the sub-question granularity.

Table 5. Question Classification accuracy on automatic segmentation - SeCo-600

Instance granularity Total instances BOW BOW+FOCUS

Question 600 91.8 ± 0.0 91.8 ± 0.0
Sub-question 888 83.4 ± 4.5 82.8 ± 3.4

7.4 Intent Modifier Extraction

Intent modifier extraction results for instances of Location are reported in Table 6. We
note that while approaches based on general-purpose statistical NER systems such as
LingPipe result in an F1 around 65% and the GeoNames-based approach has similar
error rates, the TagMe approach described in Section 5.4 yields slightly higher results
leading to the best score of 69.4%: this may be reconnected to the higher recall offered
by a robust method referring to Wikipedia as a source of relevant entities.

Table 6. Intent Modifier extraction on the SeCo-600 corpus: Location entity

Method Precision Recall F1

Lexicon lookup (edit distance threshold = 0.75) 79.0% 54.7% 64.7%
Statistical NER (Lingpipe) 71.0% 60.2% 65.2%

TagMe + YAGO validation (rho = 0.1) 74.4% 65.0% 69.4%

13 We report alignment accuracy as returned by sclite, i.e. inverse error rate, instead of F1.
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8 Conclusions

In this chapter, we address the requirements of natural language interfaces to data ser-
vices. We build on the service framework developed in the context of the SeCo project
[2] to support complex, multi-domain queries on data services. We investigate the ba-
sic requirements and methods for analyzing natural language queries over data service
combinations using the afore-mentioned service framework.

Since related work highlights the shortcomings of rule-based approaches and deep
syntactic analysis for the interpretation of multi-domain queries, we propose machine
learning models based on Conditional Random Fields and Support Vector Machines and
use a number of linguistic features to train classifiers to approach the above problems.
Our results denote very high accuracy on all query analysis tasks, exceeding state-of-
the-art results on well-known datasets and performing well on an ad-hoc multi-domain
question dataset we have collected. In future work, we will continue our research on
natural language query processing over data services by performing an end-to-end eval-
uation of query analysis in the SeCo project.

Acknowledgments. Work partly funded by the Search Computing project, EC IDEAS
grant no. 227793.
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Abstract. So far, web search applications have been primarily designed
for access through personal computers, because this represented by far
the most widespread usage scenario. However, the wider and wider adop-
tion of web-enabled smartphones, tablets and embedded devices are
opening completely new scenarios for applying search technologies in
everyday life of people. In this paper we propose an approach and a
concrete architecture for optimizing exploratory search tasks on mobile
devices. Our claim is that new search paradigms may let users conduct
the search on small devices without being hampered by the limitations
of the devices themselves. Even better, appropriate solutions may also
exploit the advantages of such devices for further improving the overall
search experience.

Keywords: Web search, mobile application, multi-domain search, search
computing, exploratory search.

1 Introduction

Nowadays search is the key activity of web browsing. While basic text-based
search had been acceptable until recently, technological advances such as broad-
band internet connectivity, device mobility and trends such as Web 2.0 and
semantic web have led to higher expectations in the users. Web integrates to our
daily life more than ever with the introduction of smart phones and tablet PC’s.
The Web has become pervasive in the everyday life of people, and search seems
to remain one of the main information finding paradigms. However, search on
mobile systems also has different focus and peculiar requirements with respect
to search on traditional computing systems. Mobile search allows users to search
for information anywhere and anytime, moreover search experience can be en-
riched with location data which is made available by most mobile devices. On
the other hand, factors such as screen size and input method complicate the
search process. It is essential for search to evolve to keep up with the mobile
migration that offers both new opportunities and threats. The paramount dif-
ference is that people typically look for utility information on concepts and on
geo-located entities, more than web pages.

S. Ceri and M. Brambilla (Eds.): Search Computing III, LNCS 7538, pp. 98–110, 2012.
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In this paper, we aim to propose an exploratory search paradigm specifically
targeted to design and implementation of search applications for mobile settings.
The issues discussed here cover roughly four areas: mobile application design,
multi-domain search, exploratory search and enhanced presentation of results.

Multi-domain search is about handling data coming from different semantic
fields of interest, so as to accomplish complex information seeking tasks.

Exploratory search proposes that user should be aided in formulating his/her
interest, in exploring most relevant and credited information sources and in
correlating the elements of those sources. These can be accomplished by asking
the user to choose a topic then specialize on the topic and information sources
step by step, and finally asking for input data specific to that sub-topic. It
is also possible to offer results from related topics during or after the search
process in order to allow user enhance the query. Exploratory search comes into
prominence especially while using mobile devices as it allows constructing more
complex queries with less textual input and in shorter duration.

A natural outcome of multi-domain and exploratory search is the requirement
of more advanced ways of presenting the results to the user and of interacting
on such results. Result sets from different semantic fields should be treated dif-
ferently and presented through different interface elements such as maps, lists or
tables. Moreover, these elements should also allow users to filter and sort results
according to various criteria as well as further specify their query.

Our focus is the exploration of applicable solutions for recent and innova-
tive ideas on web search including mobile search, multi-domain search and ex-
ploratory search. We also intend to demonstrate how such solutions can work
together in order to enhance and ease search process for complex needs on mo-
bile devices and what kind of user interface elements can be used to support
them. Moreover, a practical application of the discussed solutions is presented
to clarify technical issues.

This paper is structured as follows: Section 2 summarizes the related work in
the fields addressed by our study; Section 3 explains our proposed ideas for the
topics explained here as well as illustrating how these ideas were implemented
in a web based mobile application. Finally, remaining two sections conclude the
solutions and discuss future research directions respectively.

2 Related Work

Web search is a thoroughly researched field. In this section, we mainly focus on
describing the basic studies in three sub-fields: multi-domain exploratory search,
search computing, and mobile application design.

2.1 Multi-domain and Exploratory Search

Multi-domain queries are defined as queries that are over more than one seman-
tic fields of interest [1]. Some domain-specific search engines exist but they are
applicable to only one domain. Multi-domain search engines, on the other hand,
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intend to automatically combine the results of domain-specific searches and pro-
vide answers originating from various domains. Without multi-domain search,
only expert users can access such an answer by conducting individual searches on
different domain-specific search engines and manually combining findings, which
is an exhausting and time-consuming work.

A Model for the search process by a multi-domain search engine is described
by Bozzon et al. [2]. It begins with query submission, proceeds with query com-
putation and ends with result visualization. In query computation phase, which
is on our focus in this sub-section, search engine first needs to identify one or
more domains referred in the query. In their approach, domains are predefined
and each domain has a set of attributes to define it. In addition, there are
domain-specific sub-engines for each domain and they are invoked when a query
is identified to be related to that domain. Thus, a multi-domain search engine
can be considered as an integration of many domain-specific search engines.

Marchionini [3] introduced the idea of exploratory search which “blends query-
ing and browsing strategies from retrieval that is best served by analytical strate-
gies”. He categorized search activities into three overlapping groups: (1) Lookup
search where the user simply needs “fact retrieval” or “question answering” and
the returned answers are discrete and well-structured; (2) Learn search that re-
turns objects in various media forms and used for cognitive processes such as
examining, comparing and making judgments; (3) Investigate search that takes
longest time and includes critical assessment of results. While current systems
are quite adequate in answering lookup search queries, latter two groups require
more human participation. Exploratory search aims to include more human in-
teraction into the search process by means of interactive user interfaces.

In a recent application of exploratory search [4], user begins the search process
with an initial topic and then progressively develops it by discovering his/her
needs and exploring additional related information. To achieve this, user selects
the initial topic from a list and inputs a query. Then, among the top ranked
results displayed for that query, user chooses the one he/she is most interested
in and the system offers additional related topics to explore. Development of the
result set continues with the topic the user selected and this time results are
ranked considering previously chosen results as well.

A new paradigm called, Liquid Query [1] is proposed for multi-domain and
exploratory search over structured information sources. It aims to allow searchers
to develop their query by adding another search service, requesting more results
specifically from a certain search service, ordering or filtering results, changing
the visualization type etc. in order to get closer to the desired information step
by step. While the user makes such changes in the query, result set dynamically
accommodates to the modified query.

2.2 Search Computing

Goal of the Search Computing (SeCo) Project is to construct a platform to
address multi-domain queries by integrating various search services [5]. SeCo
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provides an alternative to the conventional web crawling and indexing techniques
of horizontal search engines that are not adequate for multi-domain search [1].

Architecture of the SeCo system, described by Brambilla and Ceri [6], contains
two activity flows: (1) Registration flow is used by administrators and responsible
for the addition and configuration of domains and search services, (2) Execution
flow is used by final users and processes the queries. As the domains and related
search services are entered by the administrator, and they are chosen by users,
automatically identifying domains from the user query is not a concern in SeCo
applications.

Two-tier (client and server tiers) and three-layer structure of the SeCo is
explained by Bozzon et al. [4] and Campi et al. [7]. At the conceptual level, web
objects or domains are represented by Service Marts which hide the underlying
physical structure and provide a simple interface. A Service Mart has a name
and both atomic and repeating attributes. Each attribute can be input or output
depending on which Access Pattern is used at the logical level. A Service Mart
may have multiple Access Patterns. Finally, there are Service Interfaces at the
physical level and they mapped to specific concrete data sources. As an example,
Cinema Service Mart may have name, address, city, country atomic attributes
and movies repeating group. Name attribute may be an input value in one access
pattern to allow user search by name. Same attribute can also be an output value
in another Access Pattern where the user searches by address, city and country
inputs. Under each Access Pattern there may be multiple Service Interfaces
which are mapped to search services (such as IMDb.com or Yahoo! Movies)
supporting that combination of inputs and outputs. Another notion to allow
combination of Service Marts is Connection Patterns. A Connection Pattern is
characterized by two coupled Service Marts and the logical connection between
their attributes. A Cinema and a Restaurant can be related in a Connection
Pattern according to their geographic proximity by having the same values for
country, city and address attributes.

2.3 Search Interfaces and Mobile Applications

In her book [8], Hearst provided a comprehensive background research about
mobile search interfaces and proposed dynamic term suggestion, query anticipa-
tion and spoken queries to overcome input difficulty in mobile devices. In ad-
dition, presenting alternative visualization methods for certain types of results
(for example, map for results containing location data) is encouraged.

In addition to the mobile device issues, multi-domain search adds other chal-
lenges to the visualization problem [9]. One important factor is that, search
results do not have to correspond to a web page and it may be a combination
of objects from the web. As a consequence, result set for multi-domain query
can be highly dimensional. Scheme of their proposed solution for these problems
can be summarized in four steps: (1) Most relevant dimension is chosen. (2) Best
visualization method for that dimension is identified. (3) All dimensions that are
applicable for that method are visualized. (4) Repeat for the remaining dimen-
sions. They exemplify their approach with map view for geo-referenced objects,
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timeline view for time-located objects, and other methods when suitable interval
dimensions are not available.

Church et al. [10] examined seven mobile search engines and argued that
simply applying traditional query-based search and list-based result presentation
in mobile cases is not optimal. They proposed an approach aiming to generate
shorter but more informative result snippet texts by making use of terms from
previous queries that have led to the selection of that result. They also evaluated
their approach on a user base and validated usefulness of it. In our approach we
take into careful consideration the conceptual results highlighted by this study.

3 Mobile Exploratory Search over Multi-domain Data

In this section, we discuss our solution to the problem of search over structured
web data performed on mobile devices, with the aim of increasing usability and
functionality of mobile search.

3.1 Requirements

The peculiar aspect of this research is that most of the changes in the require-
ments apply on the non-functional requirement side, while the functional ones
basically remain unchanged with respect to traditional exploratory search and
visualization of structured Web data.

First requirement we want to satisfy is that the application should work on
mobile devices such as smart phones and tablet computers. Compatibility for
most kinds of devices and multiple browsers is also a desired feature.

In terms of multi-domain and exploratory search requirements, the application
should be able to search for combinational results from multiple semantic fields
in an incremental fashion and should guide the user during query development.

User should be able to visualize search results in multiple, customized perspec-
tives in order to determine the best result for him/her. Moreover, the application
should also be capable of storing linked results from various semantic fields and
presenting to the user clearly.

Finally, the user interface should be as natural as possible since the main
target of the application is the end user. It should be straightforward enough
to search in a domain, examine the results, and combine them with another
domain. Visualizations and navigation paradigms must fit with the limited size
of the screen and with the interaction paradigms of mobile systems. In particular,
despite of the need of combining concepts, the system must allow the user to
see lists of instances of one entity at a time, select one instance and continue
the exploration by aggregating additional items to the selected one. Multiple
exploration paths, that could be possible in an extended user interface for a PC
screen, should be disabled in this case.

Actors, their actions and dependencies are described by the Use Case diagram
in Figure 1.
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Fig. 1. Use Case diagram summarizing the scenarios for mobile exploratory search

3.2 Interaction Paradigm

The overall picture of the user interaction upon the application can be considered
as a potentially unlimited loop of connected domain-specific searches. The user
searches for a result from a single domain, selects one item of interest at the
current step, and then moves to selecting an item from a connected domain.
Obviously, previously chosen results from other domains affect the extraction of
the current result set.

More in detail, the interaction paradigm proceeds as follows described in
Figure 2 and comprises the following macro-phases:

1. As a first step the user decides which domain his initial search belongs to,
by which input he will search and which information source will be used.
The notions of Service Marts, Access Patterns and Service Interfaces defined
in Search Computing are used in the application in a top-down approach:
the search process starts by identifying the initial domain by choosing a
Service Mart from the list. Next steps are choosing an Access Pattern for
that selected Service Mart and subsequently a Service Interface for the chosen
Access Pattern.

2. Then, the user enters the input data according to the expected input pa-
rameter for the selected Service Interface and thus submits the initial query.
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Fig. 2. Activity diagram summarizing the interaction paradigm for the mobile ex-
ploratory search application

Indeed, instead of presenting a generic free-text field for specifying the search
criteria, every Access Pattern has its own structured input parameters. For
instance, an Access Pattern to search for restaurants by location should typ-
ically have at least street, city and country input attributes and they are
displayed as separate input fields.

3. Once the query is performed, the results are shown to the user, who in turn
examines the result set, possibly compares two or more items in detail or
looks at the results in a map, and finally decides which result is the most
interesting for him.

4. After the user selects a result from the result set, exploration towards other
domains can begin. The user is presented with the domains related with
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the initial domain as defined in Connection Patterns. It is possible to add
these domains to the query by following the same steps as the initial do-
main. However, results of the query on the new domain will also depend on
the results selected from the existing domains and the pairwise Connection
Pattern definitions between existing domains and the additional domain.

5. The same operations should be carried out at each step until the user includes
all the domains to the query and is satisfied with the chosen results. In this
way, user may combine as many domains as he desires and improve his query
one domain at a time.

6. In between each step, the user is presented with an overview of the ongoing
multi-domain search. This overview is stored for later reference or modifi-
cation until the user discards it to launch a new search. This enables full
fledged navigation of the exploration history.

To illustrate this mechanism with a sample query, let us assume that the user
wants to answer question: “Where can I find a Cinema in Paris that has Titanic
on display with a good, nearby Chinese restaurant”. One way to build up the
query is to start with the movie domain. Movies can be searched by title using the
related Access Pattern and Search Interface. Once Titanic is found, user may
add Cinema domain through a Connection Pattern. This Connection Pattern
would allow to list cinemas that has Titanic on display. User should also enter
Paris as the city input to filter results. After the user decides which cinema to
go, he/she may add another domain for the restaurants possibly connected to
cinema by distance. Chinese kitchen can be used an input, while rating should be
the ranking criteria to display “good” restaurants only. Final step of the search
would be to choose the best restaurant from the list. One should note that, these
example steps are only one to find the best solution.

Notice that the above described interaction paradigm, also shown in Figure 2,
implies strong limitations with respect to the full potentials of exploration that
could be exploited in complex search interfaces:

– At every exploration step, the user is shown only homogeneous results coming
from only one domain of interest. No combinations, aggregations or hetero-
geneous results can be seen.

– At every exploration step, the user can select only one item of interest.

– At every exploration step, the user can select only one exploration path along
the connections starting from the last entity explored.

– Alternatively, the user can either (i) restart the exploration from scratch or
(ii) move back in the exploration history in one of the previous steps.

These limitations aim at coping with the size of the mobile screens, with the ex-
pected simplicity of the interaction paradigms, and with the pragmatic attitude
of the user that typically has simpler information needs while on the move.

For completeness, Figure 2 shows the detailed navigation map supported by
our approach.
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Fig. 3. Statechart diagram of the application, describing all the detailed user interac-
tion steps

3.3 Presentation of Results

Screen size and resolution limitations preclude usage of wide tables to display
all output attributes of results. Number of these attributes, hence columns of
the table, can easily exceed 10 for most domains. However, showing this kind of
data structure is not viable on small devices. Therefore, we define the concept
of “main output attribute”, defined for each domain and pointing to the most
important output attribute of the domain. Instances of such attribute should
be self-explaining, should carry commonly understood meaning for users and
should more or less uniquely identify the results. Some examples of main output
attribute are: Title for News domain, Street address for Real estate domain,
Name for Restaurant domain, and so on.

Three result views, that can be seen in Figure 4, are offered and implemented
to tackle the visualization issue.

Default view for all domains is the accordion view which can be seen from
Figure 4(a). It allocates one line space for each results and displays only their
main output attribute and score. When the user wants to know more about
a result, it is possible to tap on the record to slide down values of all output
attributes. Accordion view lets the user to see maximum number of results in



Mobile Multi-domain Search over Structured Web Data 107

(a) Accordion view (b) Compare view (c) Map view

Fig. 4. Screen captures from the application for three result views

a small screen with the possibility of accessing details without screen change.
It can also be used for multi-domain data in the list called history where the
results selected from different domains are displayed.

While accordion view gives all details about one result at a time, it does not
let user display details of multiple results at the same time. Such functionality
is especially useful when the user needs to compare results according to certain
criteria, for instance to compare the prices of a real estate result set. Compar-
ison view is available for all domains as a secondary presentation method as
seen in Figure 4(b). When the user switches to comparison view, he/she is first
presented with a list containing the names of all output attributes for that do-
main. User chooses which attribute to use in comparison and the second screen
is displayed. Second screen consists of a 2-column table for main attribute and
selected comparison attribute. Each record of the result set occupies one row of
the table. Comparison view cannot be used for multi-domain data as the output
attributes of different domains would not always fit.

Map view (Figure 4(c)) is only available for domains with location data i.e.
those with latitude and longitude information in their output attributes. In map
view, each result is represented with a marker on a map initially centered and
zoomed to make maximum number of results visible. If the user device provides
GPS location information, another marker for the user position is added. It is
possible to scroll, zoom in and out in map view using multi-touch gestures like
swipe, pinch or double tap. Similar to the accordion view, map view can also be
used for multi-domain data in history list as long as at least one of the domains
containing location data. Domains without location data shall not be displayable
using the map view.

4 An Example Scenario

This section aims at demonstrating the interaction process by listing the explo-
ration steps performed to answer a sample multi-domain query such as: “Find a



108 A. Aral, I.Z. Akin, and M. Brambilla

good database conference in October 2012 in Milan, Italy, with accommodation
in a 5-star hotel with reasonable price”. (The reader may find it useful to follow
the flow from the statechart diagram given in Figure 3.)

The typical navigation would start with the most significant domain of the
query: Conference, although also starting with the hotel domain would yield to
a good solution as well. The user selects the conference domain from the list
of Service Marts and a list of Access Patterns is displayed. Let us assume that
there is an Access Pattern to query conferences by subject and date. Once the
user selects that Access Pattern, a third screen for Service Interfaces is given.
The user selects one of the conference search engines from the list and proceeds
to the next screen.

In the input form where the user is asked for the search criteria, the user enters
“Database” and “October” into the subject and date fields respectively and
submits the form. Results for the first query are then displayed in the accordion
view ranked by rating. User may also visualize results in a map or compare
results in the comparison view to find the top conferences in Milan. When the
user is decided about the conference, he chooses it by tapping on the related
button.

Every time user chooses a result, the history tab is activated. In history tab,
user may see an accordion list of previously selected results from each domain.
Only one result from each domain can be chosen and the rows of the accordion
list contain domain names. When a row is expanded, buttons for connected
domains are listed in addition to the details of the result. User taps on a button
to initiate the connected search and add another domain. Let us assume that
there is a Connection Pattern between conference and hotel domains by location.
Once clicked, the input form for the second search is displayed and connected
fields (latitude, longitude, city, etc.) are automatically filled with the data coming
from the selected conference. The user enters star preference and price range and
submits the form. Again, the user chooses the preferred hotel through one of the
three view modes, and therefore the history tab is displayed. In the history tab,
the user may remove a domain, add a new connected domain, or visualize all the
results on the map until he/she is content with the outcome. In this scenario,
the query concludes here, with the selected conference and hotel stored in the
history list.

5 Implementation

Web search, as the name suggests, conventionally carried out in web pages
through a browser instead of standalone applications. This allows users to visit
web pages linked among the results in the same context and without switching to
the browser. We follow the convention in order to ensure that the user searches
in a natural way on their mobile browsers. 1

1 More about the technical details can be found in the M.Sc. thesis by Akin and Aral
[11].
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Fig. 5. Component diagram of the application

At the purpose of validating the concepts described in this paper, we imple-
mented our exploratory search application as a web application optimized for
mobile devices and browsers. This choice is motivated by the need of avoiding
development of multiple device-specific native applications, as well as by the
possibility of exploiting the new opportunities provided by HTML5 and client-
side technologies such as JavaScript, AJAX, and CSS. These technologies allow
web-based applications to make use of most features of mobile devices like GPS
-based geo-location, camera, and other sensors. Moreover, web-based mobile ap-
plications work cross-device, which redeems developers from the complexity of
developing native applications for each device.

A domain specific language for developing mobile web applications called
mobl [12] is chosen to speed up building the application. Mobl is a statically
typed language that integrates all aspects of the application: data modeling, user
interfaces, application logic, graphical styling and interaction with web services.
Mobl projects generate static HTML5, JavaScript, and CSS files as output. The
generated application is standard-compliant and therefore is supported by most
mobile devices and browsers.

The application is organized in four main subsystems, as reported in Figure 5:
the set of input screens, where users can submit their selections in terms of
Service Marts, Access Patterns, and Service Interfaces, as well as the inputs
required by the invoked search services; a set of result screens, comprising the
accordion and comparison view; a set of display screens, currently covering the
map and history visualizations; and the Web Service invocation module, which
interacts with the Search Computing APIs for retrieving the list of available
services and for querying them.

6 Conclusion and Future Work

This paper proposes a solution for multi-domain search and exploratory search
performed on mobile devices. The study mainly focused on addressing the
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changing non-functional requirements implied by the move to mobile applica-
tions and devices. These aspects mainly concern interface and interaction issues.

The proposed application paradigm helps the user to develop complex multi-
domain queries, with the aim of exploring the results from credited sources with
ease and possibly associate them with one another. It increases the usability of
exploratory search in mobile devices with respect to full-fledged interfaces meant
for desktop usage and exploits the strengths of the mobile devices interaction
paradigms by channeling them to the search process.

Effectiveness and convenience of the approach has been preliminarily evalu-
ated by informally collecting feedback from a group of users of the prototype
application. The feedback collected during the study allowed to improve the
approach and led to the current state of the work. Future works will include
empirical analysis studies to quantitatively evaluate ease of use, user satisfac-
tion, precision, recall, and reproducibility of the results through surveys and
semi-automated methods.
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Abstract. Cluster Analysis consists of the aggregation of data items of a given
set into subsets based on some similarity properties. Clustering techniques have
been applied in many fields which typically involve a large amount of complex
data. This study focuses on what we call multi-domain clustering and labeling,
i.e. a set of techniques for multi-dimensional structured mixed data clustering.
The work consists of studying the best mix of clustering techniques that address
the problem in the multi-domain setting. Considered data types are numerical,
categorical and textual. All of them can appear together within the same clus-
tering scenario. We focus on k-means and agglomerative hierarchical clustering
methods based on a new distance function we define for this specific setting. The
proposed approach has been validated on some real and realistic data-sets based
onto college, automobile and leisure fields. Experimental data allowed to evaluate
the effectiveness of the different solutions, both for clustering and labeling.

1 Introduction

Nowadays, users can access a huge amount of information through the Internet, much
more than that one can examine in an entire lifetime. In this scenario, users have to face
the problem of information overload. A large part of data is not available as indexed
documents and web pages, but it is hidden in the so-called Deep Web[1]. Deep web
refers to contents hidden behind HTML forms; normally made up of domain specific
databases, dynamic content, unlinked content, private web, contextual web, limited ac-
cess content, scripted content, non-HTML/text content. Information in the deep Web
basically consists of multi-domain structured data, which is hard to integrate and con-
sume, due to its size, diversity and heterogeneity. One possible way to tackle these
difficulties in accessing deep Web data is to apply knowledge discovery techniques for
clustering the available items and therefore making it easier for users to quickly identify
the areas of interest for them.

Data clustering is a categorization technique that can be defined as a method of cre-
ating groups of objects, called clusters, in such a way that objects in one cluster are
very similar and objects in different clusters are different. Data Clustering is a so-called
unsupervised data mining technique since the requester is not precisely aware of which
and how many clusters he is looking for, what plays a role in forming these clusters,
and how it does that. Clustering is a very broad problem, which can be applied to many
fields. For that reason it has been addressed extensively. Despite there is no uniform
definition for data clustering and there could exist a specific set of effective methods
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Fig. 1. Clustering Overall Scheme

for each problem family to solve [2]. Data clustering is widely used in web search: it is
typically applied to documents and web pages in order to group items by typology1.

This work is a first attempt in applying clustering techniques to multi-domain struc-
tured data generated as query result sets over deep Web structured content. In particular,
we will investigate the possibility to automatically produce meaningful labeling in order
to capture concepts enclosed in clusters. The work can therefore be subdivided into two
main steps: clustering and labeling. Given that the clustering process has the purpose to
agglomerate similar objects, the choose of the appropriate similarity metric for specific
settings is a crucial and, generally, a not easy task. In this work we will look into how
metrics can be defined for multi-domain structured data, we will study how this impacts
on the quality of the clustering and, finally, we will automatically produce labels for the
generated clusters and evaluate them.

The rest of the paper is organized as follows. Section 2 presents an overview on the
main techniques used for clustering and labeling with a particular attention to mixed
data and documents. Some theoretical backgrounds will also be introduced. Section 3
presents the overall clustering and labeling method. Section 4 presents some experi-
mental results and in Section 5 discusses our conclusions.

2 Background and Related Works

Figure 1 summarizes the main steps involved in the clustering process:

– Data Processing: it aims at representing data through a set of highly descriptive
and discriminant descriptors (features). Often, given the different nature of the data
that are involved, a standardization process that could produce comparable data is
needed.

– Similarity Function: data are grouped according to their similarity. The definition
of the most effective similarity function is an important factor for the overall quality
of the clustering result.

– Clustering: data are grouped according to the chosen similarity function. The qual-
ity of the clustering algorithm is evaluated using validity indexes.

– Semantic Labeling: highly descriptive and meaningful labels are inferred for each
generated cluster.

The following subsections will explain more in deep each step, with special attention
to the specific issues associated with the application of clustering techniques to multi-
domain search results, namely labeling and mixed data type management.

1 http://search.carrotsearch.com/

http://search.carrotsearch.com/
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2.1 Data Format and Processing

Data clustering algorithms are strictly related to the characteristics of the involved data
sets. For that reason, understanding scale, normalization, and proximity is very impor-
tant in interpreting the results of clustering algorithms. In particular, data items can
differ by type: numerical, nominal, textual and time-series. Subdivisions in numerical
data type refers to the degree of quantization in the data and can be binary, discrete or
continuous. Nominal data, also called categorical, include a set of labels. Time-series
can be considered as a particular case of continuous numerical features. Textual data
defined as a sequence of words that compose complex phrases. If the set of features
used to represent objects is not type-consistent, referring data is called mixed-data.

2.2 Similarity

The previously mentioned clustering process aims to group similar data objects: for
this purpose, a similarity function, or similarity index, for each data type is needed. Let
x = (x1, x2, ..., xd) and y = (y1, y2, ..., yd) be two d-dimensional data objects. Then
the similarity coefficient between x and y obviously depends on how close their values
are, considering all attributes, and will be some function of their attribute values, i.e.,
s(x, y) = s(x1, x2, ..., xd, y1, y2, ..., yd). The inverse of the similarity function is the
dissimilarity function, or distance function, defined as: d(x, y) = d(x1, x2, ..., xd, y1, y2,
..., yd).

Similarity needs to be calculated in different ways based on the data types it involves.
To define the most suitable similarity function between categorical data objects in un-
supervised learning is an important data mining problem. While it is easy to compute
the closeness for numeric attributes, it becomes difficult to capture this notion for cat-
egorical attributes. The most used dissimilarity measure [2] is a simple, well-known
measure called simple matching distance that is based on boolean value set to 1 if two
categorical feature values are the same and to 0 if they are not. The dissimilarity be-
tween two items is then calculated as the sum of the distances for each feature. Since
the distance is actually a function of the distribution of values, the distance function
should also take into account the significance of attributes [3].

Discover similarity metrics on numerical features has been extensively addressed
in the past. However, the choice of the optimal metric is strictly dependent on the appli-
cation context and it is not an easy task. Many similarity metrics have been introduced
[4]. Some of the most used ones are: Euclidean distance, Manhattan distance, and their
generalization called Minkowski distance.

In many applications, the need arises to deal with data described by an heteroge-
neous set of mixed descriptors. In order to overcome this problem, two strategies that
have been adopted in literature:

– Data Standardization: according to these strategy, any data converges to a chosen
type through a set of specific conversions. A usual conversions process is to convert
nominal attribute values into numeric integer values. Numeric distance measures
are then applied for computing similarity between object pairs [2]. Another popular
methods is based on the application of a binary coding scheme.
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– General Metric Definition: in this approach, data is not converted, but a general
metrics able to perform similarity over a set of different features is defined. Many
works have been presented in literature [5].

2.3 Clustering

Clustering methods aim at partitioning a set of objects into clusters in the way that ob-
jects in the same cluster are more similar to each other than objects in different clusters
according to some defined criteria. The criteria involved in clustering process is gener-
ally based on a (dis)similarity measure between objects. Clustering methods are divided
in two categories: Hard Clustering and Soft Clustering (Fuzzy Clustering). In Hard clus-
tering each element can belong to only one cluster. In soft or fuzzy clustering, instead,
each data object can belong to different categories with some grade of belonging.

Both hard and soft clustering methods are categorized in two different categories:
partitional and hierarchical [4]. Partitional methods attempt to divide the data-set into
non-overlapping groups. The partitional k-means algorithm is one of the most used par-
titional clustering algorithms [6]. In hierarchical clustering, clusters are defined accord-
ing to containment hierarchies of nested clusters. In this work we will use both hard
partitional and hard hierarchical clustering techniques. We will not take into account
soft clustering techniques.

K-means [2] is one the most used clustering methods. In this algorithm, the number
k of clusters is assumed to be fixed and known a priori. The algorithm is based on the
minimization of an error function as follows. It proceeds, for a given initial set of k
cluster seed points, by allocating the remaining data to the nearest clusters. At each
step a new set of seed points is determined as the mean (centroid) for each cluster and
the membership of the clusters is changed according to the error function. The iterative
process stops when the error function does not change significantly or the membership
of the clusters no longer changes. Some variants of the k-means algorithm exist. The
k-modes algorithm [7], specifically designed for nominal data types. An integration
of k-means ad k-modes called k-prototype [5] has been proposed in order to perform
clustering of mixed data (numerical and categorical). More recently, [8] proposed to
cluster pure numeric subset of attributes and categorical attributes differently and [9]
proposed an algorithm for clustering mixed data called Squeezed algorithm.

Hierarchical algorithms divide a data set into a sequence of nested partitions, ac-
cording to two possible strategies: divisive hierarchical and agglomerative hierarchical.
In a divisive approach, the algorithm proceeds starting with one large cluster contain-
ing all the data points in the data set and continues splitting it into more and more
detailed clusters; in an agglomerative hierarchical algorithm, the algorithm proceeds
starting with elementary clusters, each containing one data point, and continues merg-
ing the clusters. Due to their high computational complexity that make them very time-
consuming, divisive algorithm are not extensively adopted in applications that deal with
large data sets. Some new techniques have been proposed to improve the scalability of
hierarchical clustering [10] [11] [12].
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2.4 Clusters Validation

Since clustering algorithms produces clusters that are not known a priori, the final par-
tition of data requires some kind of evaluation in most applications. We call cluster
validity index [2] the measure of the quality of a clustering scheme. Cluster validity can
be checked according to two kinds of criteria: external criteria and internal criteria. Ex-
ternal criteria are based on the evaluation of the results compared with a pre-specified
data organization, which is imposed to reflect our intuition about the clustering struc-
ture of the data set. Internal criteria attempt to evaluate the results of clustering in terms
of quantities that involve the vectors of the data set themselves. They are based on the
idea that a cluster algorithm should search for clusters whose members are close to
each other (maximize the compactness – minimize the distance intra-cluster) and well
separated (maximize the separateness – maximize the distance inter-cluster).

The silhouette method[13] is the internal criterion used in this work. For a given
cluster, Xj , j = 1, ..., k the silhouette assigns the i-th member xij , i = 1, ..., nj of
cluster Xj a quality measure (silhouette width):

Sij =
bi − ai

max(ai, bi)
(1)

where ai is the average distance between xij and all other members in Xj and bi de-
notes the minimum of average dissimilarity of xij to all objects in other clusters. It
can be seen that sij has a value between −1 and +1, where sij equals 1 means that
sij is in the proper cluster. Additionally, when using hierarchical clustering techniques,
the cophenetic correlation coefficient can be used as a measure of correlation between
distances in the hierarchical tree and natural distances between data. In particular, it
expresses the correlation between the dissimilarity matrix P and the cophenetic matrix
Pc, where the matrix Pc is defined in such a way that the element Pc(i, j) represents
the proximity level at which the two data points xi and xj are found in the same cluster
for the first time.

2.5 Web Document Clustering

Especially in the Web context, dealing with multi-modal data often means to deal with
documents, i.e., long texts, which need to be manipulated in a special manner. Many
document clustering techniques exist in literature [14]. In particular some effective
methods and tools that attempt to semantically group documents produced as result
of a search engine interrogation have been proposed.2,3

Document clustering techniques have to face different issues than classic cluster-
ing approaches, such as computational efficiency, possibility of overlapping clustering,
complex labeling. The outcomes of a document clustering system may provide items
from optimal clusters [15] or may leave to the user the ability to choose the groups of
interest in an interactive manner [16].

One of the most used data representation model for document clustering is the so-
called Space Vector Model (VSM) [17], where every document d is represented as a

2 http://www.carrot2.org
3 http://www.vivisimo.com

http://www.carrot2.org
http://www.vivisimo.com


116 M. Brambilla and M. Zanoni

vector [wt0 , wt1 , ..., wtm ], where t0, t1, ..., tm is a global set of words (features) and wti

expresses the weight (importance) of feature ti to document d. The distance function
adopted in VSM is usually cosine similarity, which is used in many clustering algo-
rithms: [18] used the very popular agglomerative hierarchical clustering (AHC), with
an average-link merge criterion.

Recently, the concept of semantic clustering that uses ontology in order to describe
relations between words has been introduced; for instance, [19] applies a conceptual de-
scription to a partitional clustering algorithm and [20] determines cluster descriptions
as conjunctions of attributes selected among those that describe the clustered objects.

However, no study have been conducted yet that takes into account clustering tech-
niques performed on multi-modal data type that include a document descriptor. In our
work we propose a method for this problem, based on SVM text representation.

2.6 Labeling

Labeling is the process that applies knowledge discovery techniques to capture the
knowledge embedded in grouped data in order to define a meaningful, highly repre-
sentative label for each cluster, which, at the same time, is not a good representative for
the other clusters. It is obvious that representative labels are those that are frequent in
the cluster and rare in the others. In our study we need to consider two different classes
of labeling problem: text clusters labeling and categorical clusters labeling.

The most known method for text clustering [21] is the Mutual Information method,
defined as measure of the degree of dependence of two variables. In text clustering,
each term is a possible candidate to be the cluster label and the Mutual Information
associated to the term is the probability to be chosen as the delegate. In particular, given
C as the membership propriety to a cluster (C=1 is a member, C=0 is not a member),
and T as the presence of a specific term (T=1 the term is present, T=0 the term is not
present), the mutual information of the two variables is defined as:

I(C, T ) =
∑

c∈0,1

∑

t∈0,1

p(C = c, T = t)log2

(
p(C = c, T = t)

p(C = c)p(T = t)

)
(2)

In this case, p(C = 1) represents the probability that a randomly-selected document
is a member of a particular cluster, and p(C = 0) represents the probability that it is
not. Similarly, p(T = 1) represents the probability that a randomly-selected document
contains a given term and p(T = 0) represents the probability that it does not. The
joint probability distribution function p(C, T ) represents the probability that two events
occur simultaneously.

Other works used pre-defined ontology for the labeling process. In [19] authors com-
bine the standard model-theoretic semantics to partitional clustering. In [22], instead,
the authors propose an algorithm that integrates the text semantic to the incremental
clustering process. The clusters are represented using semantic histogram that measures
the distribution of semantic similarities within each cluster.
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3 Overview of Our Approach

The approach we propose in this study aims at defining a framework that performs
automatic clustering and labeling over results produced by a multi-dimensional mixed
structured data source such as a multi–domain search engine. The main characteristics
of this setting that should be considered are:

– structured data, with predefined schema;
– no prior information on the actual data domains and semantics;

In this work we use two of the main clustering algorithms, k-means and hierarchical,
and we define a new distance function able to integrate categorical, numerical, and text
data types, so as to accommodate the needs associated with the SeCo setting.

To demonstrate the feasibility of the approach and validate the associated outcomes,
we applied our technique to three different scenarios. In the first and second scenarios
only categorical and numerical attributes are considered. In particular, in the first sce-
nario, categorical information is converted into numerical data; in the second scenario,
the Huang general distance function for mixed data is used. In the third scenario cate-
gorical, numerical and textual attributed are considered and a new distance function is
defined and used.

3.1 Data Format

The data types considered in this work are categorical, numerical and textual. We con-
sider string attributes as textual attributes (i.e., documents) if the data set contains at
least Nc characters. Otherwise, strings are considered as categorical attributes. Table 1
shows an extract of the whole set of attributes of the movie database. The whole list of
attributes and data formats will be presented in Table 2.

Table 1. Example of Movies attribute data formats

Title Release Year Description Duration Price
Categorical Numerical Textual Numerical Num.
Sweet Home
Alabama

2003 Melanie Carmichael an up and rising fashion
designer in New York has gotten almost every-
thing she wished for since she was little....

108 19.99

Love Wed-
ding Marriage

2011 Mandy Moore stars as Eva a newlywed who has
it all: a successful career as a top marriage coun-
selor a hot husband....

151 24.98

For categorical attributes two different approaches have been used. In the first ap-
proach a categorical to numerical transformation is performed using binary coding
method. The second approach uses a new general distance function defined in this study
in order to integrate numerical, categorical and textual attributes. Normalization in the
range (0, 1) is performed for all numerical attributes.
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3.2 A New Similarity Matrix for Mixed Data Type

In order to calculate the distance between heterogeneous data type, we defined a new
dissimilarity function that integrates numerical, categorical and textual attributes. The
distance between two elements x and y is defined as:

d(x, y) =
p∑

j=1

(xj − yj)
2 + γ

m∑
j=1

δ(xj , yj) +

l∑
j=1

ω(1− xT
i yj

‖xi‖‖yj‖
) (3)

where γ is the weight associated to categorical attributes, ω is the weight associated to
textual attributes, p is the number of numerical attributes, m is number of categorical
attributes, l is the number of textual attributes. In our case, γ = 1 and ω = 1, given
that there is no prior information about attribute and relations between them. The first
section of the function, which is relative to numerical and categorical attributes, is the
general distance function for mixed data. The model used to represent textual data is
the Vector Space Model and in particular the Term frequency VSM model (Section 2.5).
As a consequence, the second part of the new distance function is the cosine distance
function where xi and yj are two documents represented through the Vector Space
Model. In order to pre-process textual attributes, tokenization, stop words analysis and
stemming are performed for each document.

3.3 Clustering

The choice of the optimal clustering method requires to compare different approaches
and select the best one. In our work we have chosen to use two different popular tech-
niques: k-means e Hierarchical.

K-means has been used in all three presented scenario. In the first scenario all at-
tributes are numerical and the classical k-means algorithm can be used. In the second
scenario the k-prototype version of the k-means is used in order to integrate categorical
and numerical data. In the third scenario the new distance function reported in eq. 3 has
been used. In the latter case the new cost function to be minimized is defined as:

P (W,Q) =

k∑
l=1

(P r
l + P c

l + P t
l ) (4)

where

P r
l =

n∑
i=1

wi,j

p∑
j=1

(xi,j − ql,j)
2 (5)

P c
l = γ

n∑
i=1

wi,j

p+m∑
j=p+1

δ(xi,j , ql,j) (6)

P t
l = ω

n∑
i=1

wi,j

p+m+l∑
j=p+m+1

1− xT
i yj

‖xi‖‖yj‖
(7)
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Two shortcomings of the k-means algorithm are: (i) the need of prior information about
the desired number of clusters; and (ii) the strict dependency of the final results quality
to initial centroids, randomly chosen. In this work we adopted a greedy approach to
discover the number of clusters k. The number of clusters that produce the best cluster
division according to the Silhouette index is a candidate. Once the number of clusters
k is obtained, in order to overcome the dependency of results on initial centroids, the
k-means algorithm is repeated nl times and the final clustering result is the one that
produced the highest Silhouette value.

The hierarchical algorithm, used as agglomerative method, has been used in all the
three considered scenarios. Even thought this approach is used in many applications it
is still not clear the best criteria to choose the optimal linkage criteria. For that reason
a greedy search method is used considering the cophenetic index as quality index. The
algorithm is repeated iteratively using a different linkage criteria: Single-link method,
Complete-link method, Group Average method, Centroid method, Ward method. The
adopted criterion is the one that best represents data and distances between data, i.e., the
one that produces the dendogram with the higher cophenetic value. In order to obtain
the final clustering scheme, the produced dendogram must be cut at a specific level. The
criterion used for deciding the level to cut is based on retrieving the number of cluster
that produced the best clustering schema. The optimal number of clusters is the one that
produces the highest Silhouette index.

3.4 Labeling Process

Labeling process is generally performed by choosing some instances of the attributes
of clustered objects that can be highly representative for the most objects within the
cluster. In our scenario three types of descriptors need to be considered: numerical,
nominal and textual. Among all, textual attribute is the most informative with the risk of
predominance over the other. To avoid it, labeling over text is performed independently
from numerical and categorical attributes. A final merge is then performed.

While in most cases the labeling process means to find a unique representative label
per cluster, in this work we have chosen to represent each cluster with a set of labels.
This permits to produce a better characterization.

For numerical and nominal attributes, in order to evaluate the most suitable labeling
paradigm for our scenario, we used two different approaches. The former uses Silhou-
ette index in order to capture the ratio between intra-cluster and inter-cluster distance.

The second approach uses a new labeling scheme introduced in this work, which
considers: the strength of the concept into a cluster; the cluster compactness; and the
spread of a concept along clusters. In this approach numerical attributes are discretized
into labels using a regular interval subdivision. The average value is used as label for
the interval.

Concerning the labeling process on textual attributes we adopted the mutual informa-
tion index, which has been extended with information relative to the terms frequencies
of a term in the cluster (after the appropriate text cleansing). The new Mutual Informa-
tion Index is defined as:
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Table 2. Attribute list and relative data type for each dataset

Colleges Type Automobiles Type Movies Type
Name categorical Make categorical Title categorical
Category categorical Fuel Type categorical Genre categorical
Tuition Out State numerical Aspiration categorical Release Year numerical
Tuition In State numerical Number of Doors categorical Description textual
Enrollment numerical Body Style categorical Audio Format categorical
Acceptance numerical Drive Wheels categorical Video Format categorical

Engine Location categorical Editor categorical
Wheel Base numerical Duration numerical
Length numerical Price numerical
Width numerical
Height numerical
Weight numerical
Engine Type categorical
Number of Cylinders categorical
Engine Size numerical
Fuel System categorical
Bore numerical
Stroke numerical
Compression Ratio numerical
Horse Power numerical
Peak RPM numerical
City MPG numerical
Highway MPG numerical
Price numerical

I(C, T ) = ft
∑

c∈0,1

∑

t∈0,1

p(C = c, T = t)log2

(
p(C = c, T = t)

p(C = c)p(T = t)

)
(8)

where ft is the number of occurrences of the term in the cluster, C is the cluster and T
is the term. For each cluster, the set of labels inducted from the all attributes are then
merged together through a union set operation.

4 Experiments and Results

In this section we present the experimental settings and the results of our tests, both
with respect to the clustering methods and the labeling techniques.

4.1 Datasets

Used datasets includes data retrieved from the real world. In particular we used three
databases:

– Colleges (from the SeCo data repositories): The dataset contains the description
attributes about a set of colleges located in the US. The data schema contains
5 numerical attributes and 2 categorical attributes. Its extension comprises 420
elements.
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Table 3. Clustering Results for the three experimental scenarios (automobile, college, and
movies)

Automobile College Movies
Binary General Distance Binary General Distance General Distance

k-means 6 clusters 5 clusters 6 clusters 5 clusters 3 clusters
0.29 0.23 0.40 0.23 0.21

Hierarchical 5 clusters 3 clusters 5 clusters 3 clusters 2 clusters
0.27 0.31 0.40 017 0.24

– Automobiles (from UCI Irvine University Repository4): The collection contains
datasets from the real world used for data mining purposes. We considered the
dataset about automobiles. The data schema includes 16 numerical attributes and
10 categorical attributes. The total number of instances are 105.

– Movies (from Amazon5): This dataset consists of movies extracted from the Ama-
zon database. Movies attributes includes title and description considered as textual
attributes. The schema comprises 3 numerical attributes, 4 categorical attributes,
and 2 textual attributes. The total number of instances are 46.

The whole list of attributes and the relative data format,such as determined by the sys-
tem, for each dataset, is listed in table 2.

4.2 Clustering Evaluation

In order to test the proposed clustering approach two different experiments have been
performed and for each experiment both k-means and hierarchical clustering methods
have been applied. The purpose of the experiments is to test the effectiveness of the new
similarity function.

The first experiment has been conducted using Automobile and College datasets
performing a conversion from categorical to numerical attributes. The second experi-
ment has been still conducted on Automobile and College datasets but using the general
mixed function proposed in section 3.2(eq.3). Results of the experiments are shown in
Table 3.

As shown in Table 3 the first approach, in which categorical attributes are converted
in numerical attributes using a binary schema, seems to perform better, even if results
are very close. This is due to the uniformity of attribute guarantee by the conversion.
General distance could perform better with some prior information on attributes. The
second experiment has been conducted on Amazon Movies dataset. Given the impossi-
bility to convert the text attributes using a binary scheme, in the experiment we only use
the new proposed distance function. Even in this test the use of the proposed general
distance function resulted to be effective.

Notice that in all the scenarios, the performances of the two clustering techniques
are similar. However, k-means is very computational efficient, but strictly dependent

4 http://archive.ics.uci.edu/ml/
5 http://www.amazon.com

http://archive.ics.uci.edu/ml/ 
http://www.amazon.com
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(a) Results using binary coding for categorical attributes

(b) Results using the proposed general distance function

Fig. 2. Results of labeling for Automobile dataset

on the number of clusters and the initial set of centroid. Hierarchical methods are not
dependent on initial condition, but is a very time-consuming approach.

4.3 Labeling Evaluation

The labeling process have been performed for each of the produced clustering scheme.
In order to test its effectiveness, such as introduced in section 3.4, the proposed method
is compared with a more classic approach based on the Silhouette index. Given the
novelty of the application of an automatic labeling process on multi-domain data ob-
jects that include textual attributes, we came up with the impossibility to retrieve an
appropriate ground through. For that reason the validation test have been performed in
a subjective manner. The produced labeling schema have been evaluated by seven hu-
man testers who have been asked to grade the quality of all produced labeling scheme
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evaluating the representativeness of labels with respect to data present in the clusters.
The evaluation results for the three scenarios are shown in Figure 2, Figure 3, and Fig-
ure 4 respectively. As stated in section 4.2, due to the presence of the text attribute, it
has been not possible to perform a data standardization process in the context of Ama-
zon Movies dataset. For that reason the results of automatic labeling for Movie dataset
over the binary scheme has been omitted.

(a) Results using binary coding for categorical attributes

(b) Results using the proposed general distance function

Fig. 3. Results of labeling for College dataset

As the results show, evaluators graded well the new labeling scheme based on gen-
eral distance function in almost all tests. In particular, given a clustering scheme, the
labeling method defined in this work have been better evaluated in respect to the corre-
sponding scheme that use the Silhouette method.
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Fig. 4. Results of labeling for Movies dataset

From the charts we can also induce the strict relation existing between quality of
clustering schema and quality of labeling. In fact, esters tended to propose a higher
grade to clusters with high Silhouette clustering Index (Table 3).

5 Conclusions and Future Works

In this paper we proposed a method for clustering and labeling structured mixed data
returned as the result of a multi-domain query over deep Web information. In order to
integrate categorical, numerical a textual attributes in a unique method, a new general
distance function and a new labeling schema are proposed. The proposed method for
clustering, performed using k-means and hierarchical approach, have been evaluated
using the Silhouette Index in three realistic scenarios and using datasets from the real
world. The new general distance function resulted to be effective even in presence of
textual attributes. The labeling method have been tested using a new labeling schema
proposed in this study and a Silhouette-based approach, which is a more classic method.
A subjective validation performed by a panel of users has been used to validate labeling
schema, which proved to give adequate results.

Further developments of the work will take into account incrementality. Since re-
sult sets of search engines are typically produced and consumed in blocks, which are
generated incrementally by the system based on the user requests and according to op-
timization strategies, the application of clustering techniques has to face the problem
of not having the entire set of data available upfront; in other words, it has to deal with
data-sets in continuous evolution. For that reason, an important characteristic should be
considered is incrementality. Incremental clustering techniques provide the ability to
follow up the large scale of information generated every day, without the need to often
re-cluster the entire dataset again.Even if in this work we don’t address incrementality
as a requisite, some choices have been made to guarantee the future application of in-
cremental methodologies. This which will be addressed by applying some incremental
k-means and incremental agglomerative hierarchical methods proposed in literature.
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A second future development will consider clustering of composite objects, i.e., ele-
ments with subparts belonging to different domains. We also plan to exploit ontological
information, both as a-priori knowledge on the datasets and for semantic similarity
calculation.

Finally, another further development will concern the definition of automatic meth-
ods for retrieving a-priori information and statistics from data sets, so as to increase the
quality of clustering and labeling.
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Abstract. Visualization is a key concept when presenting search results.
Sometimes a bad visualization leads to a wrong decision. In many cases
the building of a visual representation for a given set of data is fixed a
priori by the developer with no chance for the user to adjust or change
it. The fact is that not all the users have the same interests on the same
data. In this work we present a Domain-Specific Language to develop
visual patterns that allows the user choosing the desired visualization for
a given data search result. An example is used to drive the explanations.

Keywords: Search Computing, Human Computer Interaction, Data Vi-
sualization, Web Engineering, Model Driven Engineering, Domain-Speci-
fic Languages.

1 Introduction

Available data on the Internet is growing up more and more every day, with
heterogeneous formats and sources. This fact makes the users need more and
better ways to access the data they are interested in. The data resulting from a
query need to be explored, analyzed, interpreted or even communicated to/with
other people. For these actions data visualization is a key concept [1].

However, building visualizations is not an easy task. The designer has to face
different problems that can be grouped at two different levels. On the one hand,
the technological level, that involves those issues related to changing rendering
technologies (such as the recent emergence of HTML5), different visualization
devices (smart phones, tablets,...), heterogeneous data sources (query languages,
APIs,...) and so on. This is a recurrent problem in Software Engineering. On the
other hand, the human or social factors level that mainly involves issues related
to the accuracy of the visualization to the user expectations according to the
context (user profile, company interests, colleague interests, market tendencies,
social tendencies, etc). This is an emerging problem in Business Intelligence
systems.

The visualization of a search result should take into account both levels. The
visualization could be rendered in different platforms and devices and make
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use of the best technologies available at a given moment. Moreover, the same
information should be shown in different ways attending to the user changing
context.

As a solution to both problems in [2] it was briefly presented a data-driven
and user-driven process for data visualization. The technological problems are
solved by using a Model Driven Development (MDD) approach while the hu-
man problems are overcoming by letting the user to drive and customize the
presentation just to obtain the information in the most appropriate way.

In this paper we give details of that process, focusing on the modeling of
visualizations. The modeling is done through a Domain Specific Language (DSL).
Far from giving all the details of the DSL, the paper shows its main pillars and
illustrates its use through a driving example. The models obtained can be reused
among different applications and can generate code for different technologies,
platforms and/or devices. Besides, models generate code that allows the users to
adjust a given visualization by changing the predominant dimension. This way,
the user can move from one visualization to another, taking as input the same
search results. The process provided is in the scope of exploratory and analytical
visualization. Other kinks of visualizations such as collaborative or narrative are
out of the scope of this research work.

The rest of the paper is as follows. Section 2 shows a motivating example.
Section 3 outlines the global approach while section 4, 5 and 6 will detail the main
phases of the proposal (data sources, visualization modeling and application
building). Finally, related work, and conclusions and future work will be shown
in sections 7 and 8.

2 Motivating Example

On-line sports betting is becoming more and more popular and any help to take
the right decision when wagering is welcome. Let us suppose that Ernest wants
to bet some money on the final score of Sunday’s morning match, which will face
F.C. Barcelona and Real Madrid C.F. To get some data which can help him in
taking the decision, he visits some online gambling sites and digital newspapers,
that display scores, and other statistics, for the latest few times both teams faced,
e.g. Figs. 1 and 2. The data shown in both figures are sparse, poorly organized,
tangled and badly visualized, so it is useless for him.1,2

Since Ernest needs more (and better displayed) data to take a good decision,
he decides to make a query to a specialized search engine. Once he has invoked
the query, the system answers with a results representation, shown in Fig. 3. The
visualization provided obeys to a visual pattern selected by the search engine
developer, for this specific kind of query. Observing this chart, one can see that,
recently, local team mostly gets one goal a match, and away team usually gets
two. Ernest can interpret that the most predictable result is a 1-2 away win.

1 https://stats.betradar.com/s4/#8_2311818,9_headtohead
2 http://www.marca.com/2012/01/17/multimedia/graficos/1326829967.html

https://stats.betradar.com/s4/#8_2311818,9_headtohead
http://www.marca.com/2012/01/17/multimedia/graficos/1326829967.html
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However, that representation does not keep visual track of the time of the day
in which the matches were played. From Ernest point of view, this piece of data
can be relevant. He would have liked to obtain the visualization shown in Fig. 4
where the time of the match plays a relevant role in the graphic. Using the new
visualization, the most expectable result is 2-0 home win, since Ernest can now
keep in mind that the Sunday game is at 12 PM. Depending on the visualization
used, he had bet on the home win or quite the opposite. The problem comes from
the fact of determining a priori the kind of visualization to be used, without any
possibility of adjusting or changing it. Why not presenting the data according
to Ernest’s profile and letting him to drive the visualization according to his
expectations?

Fig. 1. Latest head to head scores presented by a
well-known betting site

Fig. 2. Previous results pub-
lished by a sports newspaper

Fig. 3. Original visualization Fig. 4. Alternative visualization

Next we show briefly the whole process that supports this possibility and its
different phases, giving more details on the modeling of visualizations.

3 Proposed Process

Fig. 5 shows an overview of the system choreography. The entry point is the user,
who makes a query to the search engine which uses the data sources to fulfill
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the request. The user is offered a default visualization of the results (chosen by
the modeler or the system itself). Besides that, the user can change from one
pattern to another looking for fulfilling his expectations, since the visualization
get the patterns from a server different from the search engine.

To render visualizations, the server uses the visualization patterns developed
by the modelers with the help of a reasoner system that reads data description
and searchs for similar situations in the past. For this purpose a Domain Specific
Language (DSL) has been defined. That DSL allows that a generator produces
final code from the models that connects with the data, executes transformations
over them and outputs the final result.

Fig. 5. System overview

Next, the different phases of the process are shown, starting with the data
description.

4 Specifying Dataset Sources and Descriptions

For every data-set to be used as a source in a visualization, it is needed to
select some parameters. The first one is the data source location that is an URL.
Additionally, it includes a reference to the representation metalanguage (XML,
JSON, YAML, CSV, XLS, ODS,...) or the encoding (UTF-8, Latin-15,...).

Then, we must select the name and attributes of each table of the data-set.
Each attribute has several details: name and type have to be selected in order to
make a successful connection and further reference at run-time. Other meta-data
can be specified as well, to improve system comprehension of the source (and
drive the automatic selection as much as possible). Those extra meta-data can
include the description, the null (indication of allowed blank values); etc.

A possible data description for our example is provided as a reference below.
Additionally a set of sample data is provided in Table 1:

Source http://search.example.com/results?home=FCB&away=MAD
Encoding UTF-8
Representation JSON

Table: Results
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Year: integer (Final year of the season)
Hour: string
Home: integer (Goals by home team)
Away: integer (Goals by away team)

Table 1. Sample data: three value columns for every match

Year FCB RMC Hour
OID integer integer string

...
...

...
...

2005 1 2 20PM
2006 1 1 12PM
2007 3 2 20PM
2008 2 1 12PM
2009 0 2 20PM
2010 2 1 12PM
2011 1 1 20PM

5 Model-Driven Development of Visualization Patterns

The aim of this section is showing how the developer models a structured work-
flow that transforms the data into retinal variables, to build data-based visualiza-
tions. This can be achieved using a Domain-Specific Language which is the main
contribution of the present work and that will be detailed during this section.

First, the theoretical foundations of the DSL will be briefly introduced. Then,
the native library description will guide us to the creation of the patterns behind
Figs. 3 and 4, as a practical example of the use of the DSL.

5.1 Foundations

Three key concepts make up the DSL core.

Nodes Compute, Streams Communicate. The language is based on nodes
which receive one or many inputs, and transform them into one or many
outputs performing some computations. Outputs are connected to inputs
again, using typed streams, favouring the chained execution of nodes. One
can think on streams as metaphoric pipes, or as electronic circuit paths, if
desired.

Nodes Inputs Are Strict-Typed. Conversion operations between values of
different types will be provided for convenience when possible, but essentially
node outputs can be used as input of other nodes only if they are of the
same type. This feature allows modules having the same inputs and outputs
to be interchangeable. This will make straightforward interchanging visual
patterns if they receive the same input.
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Nodes Do the Job as Soon as They Can. Node execution order is not con-
strained. The only restriction here is that “a node is not executed before all
of its inputs are ready”. This allows the modeler to think in the pattern as a
dependency tree, not as a step-by-step task list, which would require more
abstraction.

The most relevant grammatical details of the DSL are:

Modularity and Translation Units. Every concatenation of elements can be
packed as a module. This makes the modules reusable (and shareable) inter-
and intra-projects. One module is stored in a file and one file only contains
one module.

Persistence. Modules are stored in text-based files that conform to a formal
grammar. An additional graphic level is provided to help the modeler in
several further tasks: communication, documentation, learning,...

5.2 DSL Toolbox, through a Running Example

A native library is provided for convenience. Having a basic set of types and
operations improves future compatibility and provides a better developer expe-
rience. Every new pattern can use the elements declared in the native library,
whose main compartments are next described. In this section we will explain the
native library and, also, how a pattern can be developed using that DSL. The
graphic of Fig. 3 will be used as an example target. Like every visualization, it
has an underlying structure (see Fig. 10) that helps to take decisions. We will be
shelling it step by step. Native types are split into three categories. The modeler
can create new types based on existing ones.

Lexical Types. Mainly oriented to classify data from external sources. Bool,
Integer, Float, String. Among these, lexical types can be enriched indi-
cating the space density: categorical, ordinal or quantitative. The unit behind
numeric values is also selectable.

Visual Types. Intended to represent retinal variables. Most of the general-
purpose languages do not support as primitives those concepts. Position,
Size, Angle, Color, Shape, Texture.

Structural Types. Minded to combine, group, and encapsulate other data.
Sequences are intended to be a list of values of the same type. Tuples are
dictionaries, a key-driven storage of heterogeneous values.

Native types constant values can be expressed in a simple textual way since they
have specifications of literals. So, visually they appear as mere text. Next, we
explain native operations that are also categorized for a better understanding of
their purpose.
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Getters and Setters. Read and/or write the attributes of the tuples. Visually,
they are represented by a box with a pair of brackets.

Builders. Intended to create new instances of objects assigning values to the
needed attributes. The native library provides builders for basic types, but
mostly they are used to generate shapes.
Invocations of builders are, visually, mere boxes with an icon upon the la-
beled input slots.

Fig. 6. Reusable pattern example that builds one bar

Fig. 7. Expected first invocations of the Fig. 6 bar pattern. At left, first input values.
At right, firts output bars.

With the previously explained tools, we can start developing the pattern be-
hind Fig. 3. The selected starting point is a single bar pattern, that will build
one bar every time it is invoked. The first thing to do to develop it will be to
discover the geometrical relationships behind it. This will help us to drive a
result-oriented implementation. In this case, we will follow the description on
Fig. 10, based on a two dimensional coordinate system. Every bar is basically a
rectangle, and there are two invariants for every bar: width = 1 (a) and y = 0
(b). So the main task of the pattern, shown in Fig. 6, is including a rectangle
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builder primitive. Facts a and b are explicitly implemented on the pattern using
constants. Also, variable values (height, x position and color) are taken from the
declared inputs, while the pattern outputs the built shape.

We provide in Fig. 7 a simulation for an execution of the pattern repeated
three times. At run-time, expected first input values for the pattern (shown at
left) will build some of the first bars, of the first series of Fig. 10 (labeled in
Fig. 7 as 1,2 and 3). Note, as example, how the first bar of the first series is at
position 0, is 1 unit height, and is yellow. Next bars of the same series will be
built using the remaining data from those input streams.

To continue building the bar graph pattern we need to know more operations.
Let us continue seeing manipulators, loops and hooks:

Basic Manipulation Operations. Here we can find operations that manip-
ulate strings: split, join, substring,... and regular expressions: test, match,
replace,... Algebraic basic operations are also provided: add, subs, times, quo-
tient, modulo,... Finally, accumulators and statistical operators: size, average,
maximum, variance, count, sum,...
The visual appearance of these manipulators is a yellow small box labeled
with the name or the symbol of the performed operation.

Loops. Designed for performing operations on all the elements of a list or to do
repetitive tasks. Visually, they are big blank boxes, allowing us to include
more operations inside them. To pass a stream inside the box in order to be
used by inner operations, we need to introduce hooks.

Hooks. They are the holes on a loop where we can pass streams in and get
values out.
First, simple hooks (visually appearing as single squares on the left or bottom
of box) pass the received stream to the loop as it is. They are useful to pass
values that, being calculated outside, are commons to all its iterations.
Going further, we can change the value in the stream between iterations
simply creating a paired hook on the right side of the same box, which acts
as a chained input for next iterations. This is the easier way to maintain a
changing value between iterations. Also, the final value can be obtained at
the end of the loop.
Then, double hooks receive a sequence stream and pass each element to
successive iterations. Visually, they are represented as a double square.
We can sequence the output of any inner operation, getting outside a se-
quence of all outputs computed by that operation, iteration over iteration.
This is achieved by the sequencer hooks, visualized as squares on the right
side of the loop and labeled with a (+) plus sign.

Let’s continue building up the bar graph pattern using the recently learned
concepts. Now we’ll draw one series reusing the bar sub-module. From Fig. 10
we gather the following requirements.

c. For each numerical value of the series there will be a bar with its height being
the value.

d. Every bar of the same series has the same color.
e. Inside a data series, the bars are spaced a known number of units.
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Fig. 8. Excerpt of a pattern representing the iteration over the values of one series.
Outside values are the expected input values for the first series.

In Fig. 8 we can see the loop (2) that iterates over the value list using a double
hook. Inside the loop, for every value we build one bar (1) invoking the recently
developed bar pattern as sub-module. Each bar pattern invocation receives (c)
the iterated value as input, from the double hook. Label d indicates that the
series color is passed as it is through a simple input hook since it is the same for
all the bars of the same series.

Bar separation enforces the use of two new input hooks. One of them rep-
resents the proper separation between bars of the same series (e) that can be
calculated outside this simple excerpt. The other is a chained hook, starting at
a provided point (e’) that represents the position of the first bar. This value
is modified inside the loop, iteration over iteration, to compute the position for
every new bar. In this small example we can also see a sequencer hook on the
top right corner, that creates a sequence with every output of the bar pattern
invocations. That is, it outputs a sequence of every created bar.

A small new item of the native library will be finally explained in order to
help us completing the pattern.

Mapping and Conversion. They transform data from a known value space
to another. Several models are provided to describe most of native types,
since there exist many descriptions of them.
For instance, a color stream can be packed (and unpacked) using CYMK,
HSL or RGB. Also, we can build angles based on degrees, grads or radians;
or positions using coordinate (x, y) pairs or polar rθ ones. We can use them,
for instance, to map a value with a known minimum and maximum to a color
scale. These operations can generate a visual representation of the mapping
itself, a legend or an axis.
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Fig. 9. Barchart implementation using the DSL

Fig. 10. Underlying geometry seen at Fig. 3. Identifying those relationships will help
us to develop the pattern using the DSL.



Visualizing Search Results: Engineering Visual Patterns Development 137

With this concept we can finish the running pattern. The final step of the devel-
opment is on Fig. 9. The two inputs of the pattern a and b have been sequenced
to do the same operations for both (in a loop) since we want to generalize and
draw the two series in the same way. Then, the loop (3) receives the built se-
quence as an input. Note that this pattern does not use the last input value
(hour), so it gets not visualized, which exposed the problem found by Ernest on
the motivating example.

Once explained the required execution flow, the final details will be explained
together. The first bar of the first series starts at x = 0 (f), so we use a constant
for that. Series spacing (g) requires that the starting of one series is one step
right of the previous one. Besides, bar color (h) is different between series. We
do the task decomposing the color using a mapping of the HSL model. Then we
change separately the hue, saturation and luminosity, and finally package the
color again. Finally, we chain on a hook the value of the color to be used in the
next iteration.

Please note that we have not implemented some minor details of the pattern,
in order to keep it simplest: these details include the legends and filters. The
native library also provides a basic set of native patterns. that include the pie,
scatter, lines and bar graphs.

Lastly, Fig. 11 shows the implementation of the pattern for Fig. 4. Without
getting into details that time, let us show you how a pivot is invoked over the
input data to properly aggregate counts grouping by result. The labeling of that
operation is inspired on [3]. As previously noted in [4], data projections are
very important to most of visualizations since they can reduce the number of
dimensions. The reader must note that inputs are exactly of the same type of the
pattern of Fig. 9, which was the only requirement for them to be interchangeable
by the user, as our architecture allows.

Next we will explain the way these models can be rendered on a browser.

6 Rendering the Generated Visualizations on the Web

The aim of this section is explaining some of the decisions taken during the
system development, such as the main technologies used for developing the DSL,
the interpreter and the visualization rendering.

6.1 Development Time

The main relationships between artifacts are described in Fig. 12. The language
grammar has been developed using the EBNF notation with the support of the
XText3 Eclipse project. An example of grammar can be seen on Listing 1, which
shows a textual representation of the bar pattern developed in Fig. 6. We have
chosen XText because it provides automatic and customizable generation of a
full editor with syntax-coloring, validation and auto-completion input. Also, it

3 https://www.eclipse.org/Xtext/

https://www.eclipse.org/Xtext/
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Fig. 11. Implementation for Fig. 4

Fig. 12. Artifacts relationships
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generates an EMF4 meta-model for every grammar. This meta-model is essen-
tial since it represents not only the key part of the DSL conception, but also
the needed starting point to develop a GMF5-based graphical editor. Required
model-to-text transformations have been developed using XTend6, which is fully
integrated with XText and with the tool-chain provided by Eclipse.

6.2 Supporting the System at the Server

The concepts of node and stream together with native data types, among oth-
ers, have been implemented through a Java library. This library performs the
computation of each node whenever the data inputs are available. The library
uses the standard I/O for representing the patterns input and outputs. How-
ever, for the communication with the visualization server (Fig. 5) HTTP is used
by means of an API REST. This makes necessary a middleware in charge of
attending the requests and forwarding them to the interpreter. The chosen mid-
dleware has been Apache7. The serialization of data used as inputs and outputs
is performed using YAML8, which is a super-set of the well-known JSON. For
example, YAML allows references in the document (relational anchors), which
are necessaries for the correct serialization of graphs.

6.3 Visualizing the Patterns at the Client

The final output of a visualization pattern is an abstract representation of the
image. The browser will be in charge of rendering it. This allows having different
engines depending on the device or the platform. Currently it has been developed
using JavaScript, which is widely extended thanks to the intensive use of AJAX.
As seen in Fig. 9, the final size is not taken into account by the patterns in any
way. This is because the process of rendering has an automatic scale-and-center
subsystem that does the needed computations to show the graph in the final
desired area. The final result of that process is a SVG9 mark-up image that can
be embedded in a HTML5 Web page at run time. Choosing SVG is due to it
being supported by all the browsers and standardized by W3C. The canvas API
of HTML5 has been avoided due to the difficulties for accessing the image once
it has been drawn. On the contrary, SVG allows to access practically each point
of the graphic, to manipulate the graphic from the code and, thus, making easier
the interaction with the user.

4 https://www.eclipse.org/emf/
5 https://www.eclipse.org/modeling/gmp/
6 https://www.eclipse.org/xtend/
7 http://www.apache.org/
8 http://yaml.org/spec/
http://www.mangoost-airsoft.ru/products_files/spec.pdf

9 http://www.w3.org/Graphics/SVG/

https://www.eclipse.org/emf/
https://www.eclipse.org/modeling/gmp/
https://www.eclipse.org/xtend/
http://www.apache.org/
http://yaml.org/spec/
http://www.mangoost-airsoft.ru/products_files/spec.pdf
http://www.w3.org/Graphics/SVG/
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1 module "bar "
2
3 r equ i r e " standard . vml"
4
5 input
6 he igh t : In t ege r , p o s i t i o n : Pos it ion , c o l o r : Color
7
8 Bui lder b −> Rectangle
9 {

10 he igh t <− input . he igh t
11 width <− 1
12 x <− input . p o s i t i o n
13 y <− 0
14 co l o r <− input . c o l o r
15 }
16
17 output <− b . out

Listing 1. Bar pattern representation using textual syntax of the DSL

7 Related Work

In this section we will review some relevant work about data visualization de-
velopment. This will be split in academic and technological, and later on Web-
or desktop-based.

7.1 Academic

The problem of making the visualizations development easier has been taken
into account since the early taxonomy of Bertin [5]. We should mention Mackin-
lay for the visionary concept of data-driven automation of pattern selection [6];
Shneiderman for his data-based taxonomy [7]; and Tufte for his inspiring and
valuable work [8] on static visualization techniques. Since Fowler published his
inspiring book about DSLs [9] a lot of new small languages have been arising, to
cover the most varied domains. Stencil [10] is a promising computational archi-
tecture claiming that it enables a rapid development of visualizations. Until now
this approach has not graphical representation. Some academic researches inside
Search Computing world have included also a visualization perspective, like [11]
and [12], but these approaches do not focus on enabling user to interchange the
patterns.

Our DSL is able to target several platforms and their render engine can evolve
together with the technologies without compromising the core concepts or the
already developed patterns. Also, giving a formal specification, by means of
a grammar, provides some extra advantages: it allows for better sharing and
modularization, and it makes easier automating some jobs of the modeler.
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7.2 Technological

Web. Recently, JavaScript revolution over the Web concept has made possible
a storm of new libraries or technologies. We will cite the most relevant for this
work. three.js10 is a JavaScript library to create 3D Scenes on the browser.
VVVV.js11 is a Web-based runtime that executes interactive programs specified
using a graphical-only syntax. Raphaël12 is also a library, intended to make easier
to the developer creating and managing Web vector graphics. Protovis13 [13] was
born following also that idea (of making an abstraction layer for SVG). However,
currently their team is working on d3.js14 [14] which is more focused on accessing
directly to the graphics –allowing better interaction– instead of creating a new
tier (in a similar way that jQuery15 did some years ago to make easier the direct
access to the HTML DOM). Unveil.js16 is also a library that creates a layer of
abstraction combining SVG with canvas API[15]. Google has made a cloud and
service-oriented approach to the Web visualizations called Chart Tools17 that
can be invoked from any Web page using JavaScript.

However, these works have technological orientation and they do not fit the
target of being independent. Also, they present some lack of abstraction to fa-
cilitate development to non-programmers.

Desktop -oriented technologies have also arisen around visualization hype. Pro-
cessing18 is one of them, basically a language to develop interactive systems. It
has a port called Processing.js19 that compiles the code for publishing on Web
environments. Microsoft Excel20 has graphic creation features, very limited, but
cited here for its widespread use. Tableau21 is a program that also allows for
data-based graphic creation. These approaches have little or none entailment
with the Web.

8 Conclusions and Future Work

Data visualization is a key concept when representing search results and is gain-
ing momentum in Business Intelligence environmens. However, data visualization
development is not an easy task. It has to face problems at two different levels:
technological and human/social. The work presented in this paper tries to solve
10 http://mrdoob.github.com/three.js/
11 http://vvvvjs.quasipartikel.at/
12 http://raphaeljs.com/
13 http://mbostock.github.com/protovis/
14 http://mbostock.github.com/d3/
15 http://jquery.com/
16 https://github.com/michael/unveil
17 https://code.google.com/intl/en/apis/chart/
18 http://processing.org/
19 http://processingjs.org/
20 http://office.microsoft.com/es-es/excel/
21 http://www.tableausoftware.com/

http://mrdoob.github.com/three.js/
http://vvvvjs.quasipartikel.at/
http://raphaeljs.com/
http://mbostock.github.com/protovis/
http://mbostock.github.com/d3/
http://jquery.com/
https://github.com/michael/unveil
https://code.google.com/intl/en/apis/chart/
http://processing.org/
http://processingjs.org/
http://office.microsoft.com/es-es/excel/
http://www.tableausoftware.com/
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both problems by following a Model Driven approach. The paper has shown,
through a driving example, the main pillars of a DSL for modeling reusable vi-
sual patterns. The use of the DSL adds comprehensibility and, although its use
could appear quite complex, it is not more complex than using whatever imper-
ative language to develop the graphic. From a computational point of view the
use of the DSL favors a potential parallelization of tasks.

Future work includes the definition of an expert system to suggest the most
suitable visualization pattern for a given data-set based on metadata and other
social information such as how these data have been seen in the past by other
colleagues, among others. Developing a debugger with the possibility of seeing
patterns working with real data and populating more and more the pattern
library are also in our roadmap.
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Abstract. With the widespread adoption of Linked Data, the efficient
processing of SPARQL queries gains importance. A crucial category of
queries that is prone to optimization is “top-k” queries, i.e. queries re-
turning the top k results ordered by a specified ranking function. Top-k
queries can be expressed in SPARQL by appending to a SELECT query
the ORDER BY and LIMIT clauses, which impose a sorting order on the
result set, and limit the number of results. However, the ORDER BY and
LIMIT clauses in SPARQL algebra are result modifiers, i.e. their evalu-
ation is performed only after the evaluation of the other query clauses.
The evaluation of ORDER BY and LIMIT clauses in SPARQL engines
typically requires the process of all the matching solutions (possibly thou-
sands), followed by a monolithically computation of the ranking function
for each solution, even if only a limited number (e.g. K = 10) of them
were requested, thus leading to poor performance.

In this paper, we present SPARQL-RANK, an extension of the
SPARQL algebra and execution model that supports ranking as a first-
class SPAR-QL construct. The new algebra and execution model allow
for splitting the ranking function and interleaving it with other oper-
ations. We also provide a prototypal open source implementation of
SPARQL-RANK based on ARQ, and we carry out a series of preliminary
experiments.

1 Introduction

SPARQL [16] is a W3C recommendation that specifies a query language as well
as a protocol for Linked Data (LD). An ever-increasing number of SPARQL end-
points allows to query the published LD, thus calling for efficient SPARQL query
processing. An important category of queries that is prone to optimization is the
ranking, or “top-k”, queries, i.e. queries returning the top k results ordered by
a specified ranking function.

Simple top-k queries can be expressed in SPARQL by appending to a SELECT
query the ORDER BY and LIMIT clauses, which impose an order on the result
set, and limit the number of results. Practitioners willing to issue top-k queries
using complex ranking functions have been forced to create ad-hoc extensions
such as project functions whose results can be used in the ORDER BY clause.
This has lead to the inclusions of projection functions in the SPARQL 1.1 [9]

S. Ceri and M. Brambilla (Eds.): Search Computing III, LNCS 7538, pp. 143–156, 2012.
� Springer-Verlag Berlin Heidelberg 2012
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working draft. Listing 1.1 provides an example of SPARQL 1.1 top-k query on
a BSBM [3] dataset1.

SPARQL engines supporting SPARQL and SPARQL 1.1 typically manage
ORDER BY and LIMIT clauses are result modifiers that alter the solution gen-
erated in evaluating the WHERE clause before returning the result to the user.
The semantics of modifiers imposes to take a solution as input, manipulate it,
and generate a new solution as output. Specifically, an order modifier puts the
solutions in the order required by the ordering clauses that are either ascending
(indicated by ASC() that is also assumed as default) or descending (indicated by
DESC()). The limit modifier defines an upper bound on the number of returned
results; it allows to slice the result set and to retrieve just a portion of it. For
instance, the query in Listing 1.1 is executed according to the query plan in
Figure 1.a: solutions matching the WHERE clause are drawn iteratively from
the RDF store until the whole result is materialized; then, the ordering function
is evaluated monolithically, and the top 10 results are returned.

1 SELECT ?product ?offer ((?avgRateProduct + ?avgRateProducer) AS ?score)
2 WHERE {
3 ?offer bsbm:product ?product .
4 ?product bsbm:avgRate ?avgRateProduct ;
5 bsbm:producer ?producer .
6 ?producer bsbm:avgRate ?avgRateProducer.
7 }
8 ORDER BY DESC(?score)
9 LIMIT 10

Listing 1.1. “Example of a top-k query on BSBM”

As a result the performances of SPARQL top-k queries can be very poor when
a SPARQL engine elaborates thousands of matching solutions and computes
the ranking for each of them, even if only a limited number (e.g. ten) were
requested. Moreover, the ranking predicates can be expensive to compute and,
therefore, they should be evaluated only when needed and on the minimum
possible number of results. It is clear that it may be beneficial in these cases to
split the evaluation of the ranking projection function in ranking atoms, and
interleave the evaluation of these ranking atoms with joins and boolean filters
as shown in Figure 1.b.

Contribution. In a previous work [4], we presented a first sketch of SPARQL-
RANK algebra, and we applied it to the execution of top-k SPARQL queries on
top of virtual RDF stores through query rewriting over a rank-aware RDBMS. In
this paper, we propose a consolidated version of SPARQL-RANK algebra and
a general rank-aware execution model that can be applied to state-of-the-art
SPARQL engine built on top of both RDBMS and native triple stores.

We provide an open source implementation of SPARQL-RANK extending
ARQ2) and we carry out some preliminary experiments.

Organization of the Paper. In Section 2, we provide an introduction of
SPARQL as presented in [15]. In Section 3, we show how we extended [15]

1 For simplicity, we assume the average rates to be materialized in the dataset.
2 The code is available at http://sparqlrank.search-computing.org/

http://sparqlrank.search-computing.org/
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Fig. 1. Examples of (a) standard and (b) SPARQL-RANK algebraic query plan for
the top-k SPARQL query in Listing 1.1

introducing a ranking model for SPARQL queries and proposing new algebraic
operators of SPARQL-RANK. In Section 4 we briefly discuss an incremental
execution model supporting SPARQL-RANK. In Section 5, we report on the
preliminary results of the experiments we carried out comparing ARQ 2.8.9
with our rank-aware version. In Section 6, we present the related work. Finally,
in Section 7, we elaborate on future works.

2 An Introduction to SPARQL Algebra

The features of SPARQL, taken one by one, are simple to describe and to un-
derstand. However, the combination of such features makes SPARQL a complex
language whose semantics can only be fully understood through an algebraic
representation. Several alternative algebraic models were proposed. Hereafter,
we discuss the formalization presented in [15], focusing on the WHERE clause.

In SPARQL, the WHERE clause contains a set of graph pattern expressions
that can be constructed using the operators OPTIONAL, UNION, FILTER and
concatenation via a point symbol “.” that means AND. Formally, a graph pattern
expression is defined as:

Definition 1. Assuming three pairwise disjoint sets I (IRIs), L (literals) and V
(variables), a graph pattern expression is defined recursively as:

1. A tuple from (I ∪ L ∪ V )× (I ∪ V )× (I ∪ L ∪ V ) is a graph pattern and in
particular it is a triple pattern.

2. If P1 and P2 are graph patterns, then (P1 . P2), (P1 OPTIONAL P2) and
(P1 UNION P2) are graph patterns.

3. If P is a graph pattern and R is a SPARQL built-in condition, then
(P FILTER R) is a graph pattern.

A SPARQL built-in condition is composed by elements of the set I ∪ L ∪ V and
constants, logical connectives (¬, ∧, ∨), ordering symbols (<,≤,≥, >), the equal-
ity symbol (=), unary predicates like bound, isBlank, isIRI and other features.
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An important case of graph pattern expression is the Basic Graph Pattern:

Definition 2. A Basic Graph Pattern (BGP) is a set of triple patterns that
are connected by the “.” (i.e., the AND) operator.

The semantics of SPARQL queries uses as basic building block the notion of
mapping that is defined as:

Definition 3. Let P be a graph pattern, var(P) denotes the set of variables
occurring in P. A mapping μ is a partial function μ : V → (I ∪L∪BN)3. The
domain of μ, denoted by dom(μ), is the subset of V where μ is defined.

The relation between the notions of mapping, triple pattern and basic
graph pattern is given in the following definition:

Definition 4. Given a triple pattern t and a mapping μ such that var(t) ⊆
dom(μ), μ(t) is the triple obtained by replacing the variables in t according to
μ. Given a basic graph pattern B and a mapping μ such that var(B) ⊆ dom(μ),
we define μ(B) = ∪t∈Bμ(t), i.e. μ(B) is the set of triples obtained by replacing
the variables in the triples of B according to μ.

Using these definitions, [15] defines the semantics of SPARQL queries as an
algebra. The main algebra operators are Join (�), Union (∪), Difference(\) and
Left Join ( ). The authors define the semantics of these operators on sets of
mappings denoted with Ω. The evaluation of a SPARQL query is based on its
translation into an algebraic tree composed of those algebraic operators.

The simplest case is the evaluation of a basic graph pattern defined as:

Definition 5. Let G be an RDF graph and P a Basic Graph Pattern. The
evaluation of P over G, denoted by �P �G, is defined by the set of mapping:

�P�G = {μ| dom(μ) = var(P ) and μ(P ) ⊆ G}
If μ ∈�P �G, μ is said to be a solution for P in G.

The evaluation of more complex graph pattern is compositional and can be
defined recursively from basic graph pattern evaluation by mapping the graph
expressions to algebraic expressions.

Noteworthy, in SPARQL, the OPTIONAL and UNION operators can intro-
duce unbound variables; it is known that the problem of verifying, given a graph
pattern P and a variable ?x ∈ var(P ), whether ?x is bound in P is undecidable
[2], but an efficiently verifiable syntactical condition can be introduced. Here-
after, we propose such a syntactic notion of certainly bound variable, defined
as:

Definition 6. Let P , P1 and P2 be a graph patterns. Then the set of certainly
bound variables in P, denoted as CB(P), is recursively defined as follows:

1. if t is a triple pattern and P = t, then CB(P) = var(t);

3 BN is the set of blank nodes.



Extending SPARQL Algebra to Support Efficient Evaluation 147

2. if P = (P1 . P2), then CB(P ) = CB(P1) ∪ CB(P2);
3. if P = (P1 UNION P2), then CB(P ) = CB(P1) ∩ CB(P2);
4. if P = (P1 OPTIONAL P2), then CB(P ) = CB(P1);

The above definition recursively accumulates a set of variables that are certainly
bound in a given graph pattern P because: they appear in graph pattern ex-
pressions that do not contain the OPTIONAL or UNION operators (rules 1 and
2), or they appear both on the left and on the right side of a graph pattern
containing the UNION operator (rule 3), or they appear only in the left side of
graph pattern expression that contains the OPTIONAL operator (rule 4)4.

3 The SPARQL-RANK Algebra

In this section, we progressively introduce: a) the basic concept of ranking cri-
terion, scoring function and upper bound that characterised rank-aware data
management [12], b) the concept of ranked set of mappings, an extension of
the standard SPARQL definition of a set of mappings that embeds the notion
of ranking, c) the new SPARQL-RANK algebraic operators, and d) the new
SPARQL-RANK algebraic equivalences.

3.1 Basic Concepts

SPARQL-RANK supports top-k SPARQL queries that have an ORDER BY
clause that can be formulated as a scoring function combining several ranking
criteria. Given a graph pattern P , a ranking criterion b : Rm → R is a function
defined over a set of variables ?xj ∈ var(P ). The evaluation of a ranking criterion
on a mapping μ, that is, the substitution of all of the variables ?xj with the
corresponding values from the mapping, is indicated by b[μ]. A criterion b can
be the result of the evaluation of any built-in function (having an arbitrary cost)
of query variables.

A scoring function on P is an expression of the form F defined over the
set B of ranking criteria. As typical in ranked queries, the scoring function
F is assumed to be monotonic, i.e., a F for which holds F(x1, . . . , xn) ≥
F(y1, . . . , yn) when ∀i : xi ≥ yi. In order for a scoring function to be evaluable,
the variables in var(P ) that contribute in the evaluation of F must be bound.
Since OPTIONAL and UNION clauses can introduce unbound variables, we as-
sume all the variables in var(P ) to be certainly bound, i.e. variables that are
certainly bound for every mapping produced by P (see also Definition 6 in Sec-
tion 2). An extension of SPARQL-RANK toward the relaxation of the certainly
bound variables constraint is part of the future work and will be discussed in the
conclusions of the paper.

Listing 1.1 provides an example of the scoring function F calculated over
the ranking criteria ?avgRateProduct and ?avgRateProducer. We note that ?av-
gRateProduct and ?avgRateProducer are certain bound variables, as the query

4 We omit discussing FILTER clauses since they cannot add any variable, granted that
the variables occurring in a filter condition (P FILTER R) are a subset of var(P ).
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contains no OPTIONAL or UNION clauses. The result of the evaluation is stored
in the ?score variable, which is later used in the ORDER BY clause.

Overall, a key property of SPARQL-RANK is the ability to retrieve the first
k results of a top-k query before scanning the complete set of mappings result-
ing from the evaluation of the WHERE clause. To enable such a property, the
mappings progressively produced by each operator should flow in an order con-
sistent with the final order, i.e., the order imposed by F . When the evaluation of
a SPARQL top-k query starts on the Basic Graph Patterns the resulting map-
pings are unordered. As soon as some B = {b1, . . . , bj} (with j < |B|) of the
ranking criteria can be computed (i.e., when var(bj) ⊆ dom(μ)), an order can
be imposed to a set of mappings Ω by evaluating for each μ ∈ Ω the upper
bound of F [μ] as:

FB[μ] = F
(

bi = bi[μ] if bi ∈ B
bi = max(bi) otherwise

∀i
)

where max(bi) is the application-specific maximal possible value for the rank-
ing criterion bi. FB[μ] is the upper bound of the score that μ can obtain, when
F [μ] is completely evaluated, by assuming that all the ranking criteria still to
evaluate will return their maximal possible value. We can now formalize the
notion of ranked set of mappings.

Table 1. Ω
′
b1

� Ω
′′
b2

?p ?pr ?a1 ?a2 b1 b2 F{b1∪b2}
μ1 p1 pr3 4.0 4.5 0.80 0.90 1.70
μ3 p3 pr4 2.0 3.5 0.40 0.70 1.10
μ2 p2 pr2 2.0 3.0 0.40 0.60 1.00

Table 2. Ω
′
b1

?p ?a1 b1 F{b1}
μ1 p1 4.0 0.80 1.80
μ2 p2 2.0 0.40 1.40
μ3 p3 2.0 0.40 1.40

Table 3. Ω
′′
b2

?pr ?a2 b2 F{b2}
μ1 pr3 4.5 0.90 1.90
μ3 pr4 3.5 0.70 1.70
μ2 pr2 3.0 0.60 1.60

A ranked set of mappings ΩB, with respect to a scoring function F , and
a set B of ranking criteria, is the set of mappings Ω augmented with an order
relation<ΩB defined overΩ, which orders mappings by their upper bound scores,
i.e., ∀ μ1, μ2 ∈ Ω : μ1 <ΩB μ2 ⇐⇒ FB[μ1] < FB[μ2].

The monotonicity of F implies that FB is always an upper bound of F , i.e.
FB[μ] ≥ F [μ] for any mapping μ ∈ ΩB, thus guaranteeing that the order imposed
by FB is consistent with the order imposed by F .

Note that a set of mappings on which no ranking criteria is evaluated (B = ∅)
is consistently denoted as Ω∅ or simply Ω.

Table 1 depicts a subset of ranked set of mappings

Ω{?avgRateProduct,?avgRateProducer}

(the ranking criteria are represented as b1 and b2 respectively) resulting from
the evaluation of

F{?avgRateProduct,?avgRateProducer}
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of the query in Listing 1.1, where mappings μi ∈ Ω are ordered according to
their upper bounds. When there are ties in the ordering, we assume an arbitrary
deterministic tie-breaker function (e.g., by using the hash code of the lexical
form of a mapping).

3.2 SPARQL-RANK Algebraic Operators

Starting from the notion of ranked set of mappings, SPARQL-RANK introduces
a new rank operator ρ, representing the evaluation of a single ranking criterion,
and redefines the Selection (σ), Join (�), Union (∪), Difference(\) and Left Join
( ) operators, enabling them to process and output ranked sets of mappings.
For the sake of brevity, we present ρ and �, referring the reader to [4] for further
details.

The rank operator ρb evaluates the ranking criterion b ∈ B upon a ranked
set of mappings ΩB and returns ΩB∪{b}, i.e. the same set ordered by FB∪{b}.
Thus, by definition ρb(ΩB) = Ω{B∪b}. Tables 2 and 3 respectively exemplify the
evaluation of ?avgRateProduct – to shorten, b1 – an additional ranking criterion
?avgRateProduct2 – b2 – over the ?product bsbm:avgRate ?avgRateProduct

and ?product bsbm:avgRate ?avgRateProduct2 triple patterns. Moreover, the
tables show the evaluation of the upper bounds F{b1} and F{b2}.

The extended � operator has a standard semantics for what it concerns the
membership property [15], while it defines an order relation on its output map-
pings: given two ranked sets of mappings Ω

′
B1

and Ω
′′
B2

ordered with respect to

two sets of ranking criteria B1 and B2, the join between Ω
′
B1

and Ω
′′
B2

, denoted

as Ω
′
B1

� Ω
′′
B2

, produces a ranked set of mappings ordered by FB1∪B2 . Thus,

formally Ω
′
B1

� Ω
′′
B2

≡ (Ω
′
� Ω

′′
)B1∪B2 . Table 1 exemplifies the application of

the � operator over the ranked set of mappings of Tables 2 and 3.

3.3 SPARQL-RANK Algebraic Equivalences

Query optimization relies on algebraic equivalences in order to produce several
equivalent formulations of a query. The SPARQL-RANK algebra defines a set
of algebraic equivalences that take into account the order property. The rank
operator ρ can be pushed-down to impose an order to a set of mappings; such
order can be then exploited to limit the number of mappings flowing through the
physical execution plan, while allowing the production of the k results. In the
following we focus on the equivalence laws that apply to the ρ and � operators:

1. Rank splitting [Ω{b1,b2,...,bn} ≡ ρb1(ρb2(...(ρbn(Ω))...))]: allows splitting the
criteria of a scoring function into a series of rank operations (ρb1 , ..., ρbn), thus
enabling the individual processing of the ranking criteria.

2. Rank commutative law [ρb1(ρb2(ΩB)) ≡ ρb2(ρb1(ΩB))]: allows the com-
mutativity of the ρ operand with itself, thus enabling query planning strate-
gies that exploit optimal ordering of rank operators.
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3. Pushing ρ over � [if Ω
′
does not map all variables of the ranking criterion

b, then ρb(Ω
′
B1

� Ω
′′
B2

) ≡ ρb(Ω
′
B1

) � Ω
′′
B2

; if both Ω
′
and Ω

′′
map all

variables of b, then ρb(Ω
′
B1

� Ω
′′
B2

) ≡ ρb(Ω
′
B1

) � ρb(Ω
′′
B2

)]: this law handles
swapping � with ρ, thus allowing to push the rank operator only on the
operands whose variables also appear in b.

The new algebraic laws lay the foundation for query optimization, as discussed
in the following Section. We refer the reader to [4] for the complete set of equiv-
alences.

4 Execution of Top-K SPARQL Queries

In common SPARQL engines, a query execution plan is a tree of physical oper-
ators as iterators. During the execution of the query, mappings are drawn from
the root operator, which draws mappings from underlying operators recursively,
till the evaluation of a Basic Graph Pattern in the RDF store. The execution
is incremental unless some blocking operator is present in the query execution
plan (e.g., the ORDER BY operator in SPARQL).

In Section 3, we remove the logical barriers that make ranking a blocking op-
erator in SPARQL. SPARQL-RANK algebra allows for writing logic plans that
split ranking and interleave the ranking operators with other operators evalu-
ation. Thus, it allows for an incremental execution of top-k SPARQL queries.
In the rest of the section, we first describe the SPARQL-RANK incremental
execution model and how to implement physical operators; then, we report on
our initial investigations on a rank-aware optimizer that uses the new algebraic
equivalences.

4.1 Incremental Execution Model and Physical Operators

The SPARQL-RANK execution model handles ranking-aware query plans as
follows:

1. physical operators incrementally output ranked sets of mappings in the order
of the upper bound of their scores;

2. the execution stops when the requested number of mapping have been drawn
from the root operator or no more mapping can be drawn.

In order to implement the proposed execution model, algorithms for the physical
operators are needed. Some algorithms are trivial, e.g., selection that rejects
solutions that do not satisfy the FILTER clauses while preserving the mapping
ordering. For the non-trivial cases, e.g., ρ and �, many algorithms are described
in the literature: MPro [7] and Upper [5] are two state-of-the-art algorithms
useful for implementing the ρ operator, whereas the implementation of � can
be based on algorithms such as HRJN (hash rank-join) and NRJN (nested-loop
rank-join) described in [13,11].
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?pr ?of b1 b2 b3 F.   
μa p1 o1 0.9 0.8 0.8 2.9

μb p4 o3 0.7 0.7 0.9 2.7

μc p1 o2 0.5 0.5 0.7 2.5

F b1

?pr ?of b1 b2 b3 F   ..
μa p1 o1 0.9 0.8 0.8 2.7

μb p4 o3 0.7 0.7 0.9 2.4

μc p1 o2 0.5 0.5 0.7 2.0

b1Ub2

?pr ?of b1 b2 b3 F      ..
μa p1 o1 0.9 0.8 0.8 2.5

μb p4 o3 0.7 0.7 0.9 2.3

  b1Ub2Ub3F

Ωb1

ρb2

ρb3

(a)

F

(b)

Fig. 2. Example of the rank operator algorithm

In Figure 2.a, we present the pseudo code of our implementation for the rank
operator ρ. In particular, we show the GetNextmethod that allows a downstream
operator to draw one mapping from the rank operator.

Let b be a scoring function not already evaluated (i.e., b /∈ B). When SPARQL-
RANK applies ρb on a ranked set of mappings ΩB flowing from an upstream
operator, the drawn mappings from ΩB are buffered in a priority queue, which
maintains them ranked by FB∪{b}. The operator ρb cannot output immediately
each drawn mapping, because one of the next mappings could obtain a higher
score after evaluation. The operator can output the top ranked mapping of the
queue μ, only when it draws from a upstream operator a mapping μ′ such that

FB∪{b}[μ] ≥ FB [μ
′]

This implies that FB∪{b}[μ] ≥ FB[μ
′] ≥ FB[μ

′′] for any future mapping μ′′ and,
moreover, FB[μ

′′] ≥ FB∪{b}[μ′′]. None of the mappings μ′′ that ρb will draw
from ΩB can achieve a better score than μ.

In Figure 2.b, we present an example execution of a pipeline consisting of two
rank operators ρb3 and ρb2 that draws mappings from Ωb1 . It is work to notice
that the proposed algorithm concretely allows for splitting the evaluation of
Ωb1,b2,b3 in ρb3(ρb2(Ωb1)) by applying the algebraic equivalence law in Proposition
1. Thus, it practically implements the intuition given in Figure 1.b.

When an operator downstream to ρb3 wants to draw a mapping from ρb3 , it
calls the GetNextmethod of ρb3 that recursively calls the GetNextmethod of ρb2
that draws mapping ranked by Fb1 from Ωb1 . ρb2 has to draw μa and μb from
Ωb1 , before returning μa to ρ3. At this point, ρ3 cannot output μa yet, it needs
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to call once more the GetNext method of ρb2 . After ρb2 draws μc from Ωb1 , it
can return μb that allows ρb3 to return μa.

5 Toward Rank-Aware Optimization of Top-K Queries

Optimization is a query processing activity devoted to the definition of an
efficient execution plan for a given query. Many optimization techniques for
SPARQL queries [18] exist, but none account for the introduction of the ranking
logical property, which brings novel optimization dimensions. Although top-k
query processing in rank-aware RDBMS is a very consolidate field of research,
our investigations suggest us that existing approaches like [10] or [14] cannot be
directly ported to SPARQL engines, as data in a RDF storage can be “schema-
free”, and, in some systems, it is possible to push the evaluations of BGP down
to the storage system, a feature that is not present in RDBMS.

In order to devise query plans optimization for SPARQL-RANK queries, some
rank-aware optimizations must be advised. In this paper we focus on the rank
operator, which is responsible for the ordering of mappings. We apply it within
a näıve query plan that omits the usage of joins, thus losing the cardinality
reduction brought by join selectivity; we just consider the evaluation of a single
BGP, and the subsequent application of several rank operators to order mappings
as they are incrementally extracted from the underlying storage system.

Notice that data can be retrieved from the source according to one ranking
criterion bi: in a previous work [4] we exploited a rank-aware RDBMS as a data
storage layer offering indexes over ranking criteria. In such a case, additional
ranking criterion are applied by serializing several rank operators. On the other
hand, in this work we focus on native triple stores, namely, Jena TDB.

To have an initial assessment of the performance increase brought by the
SPARQL-RANK algebra with this näıve query plan, we extended the Jena
ARQ 2.8.8 query engine with a new rank operator. We also extended the Berlin
SPARQL Benchmark (BSBM), a synthetic dataset generator providing data
resembling a real-life e-commerce website: we defined 12 test queries and, to
exclude from the evaluation the time required for the run-time calculation of
scoring functions, we materialized four numeric values for Products, Producers
and Offers, each representing the result of a scoring function calculation.

Our experiments were conducted on an AMD 64bit processor with 2.66 GHz
and 2 GB main memory, a Debian distribution with kernel 2.6.26-2, and Sun
Java 1.6.0.

Table 4 reports the average execution time for the test queries, calculated for
k ∈ (1, 10, 100) on a 1M triple dataset. Notably, the performance boost of our
prototype implementation with 1 variable queries (Q1, Q4, Q7, Q10) is at least
one order of magnitude, regardless of optimizations. The good performances of
the simple implementation techniques is justified by the co-occurence of the rank-
ing function evaluation and sorting operation, which greatly reduce the number
of calculation to be performed.

Table 4 also highlights queries where the performance of our prototype are
comparable to ARQ. For instance, the poor (or worse) performance offered by
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Table 4. Query Execution Time for Dataset=1M and score functions b1 → avgScore1,
b2 → avgScore2, b3 → numRevProd, b4 → norm(price)

SPARQL SPARQL-RANK
Rank ARQ Extended ARQ

Query F 1 10 100 1 10 100
Q1. Product b1 142 143 141 35 36 71

Q2. Product b1 b3 255 256 244 126 364 381

Q3. Product b1 b2 b3 269 268 267 354 629 711

Q4. Product, Producer b2 173 170 170 45 47 171

Q5. Product, Producer b1 b3 261 273 259 101 138 304

Q6. Product, Producer b1 b2 b3 295 293 293 300 388 612

Q7. Product, Offer b1 3863 3779 3854 467 461 948

Q8. Product, Offer b1 b2 5705 5849 5847 907 936 1365

Q9. Product, Offer b1 b2 b3 6612 6485 6817 2933 5062 8933

Q10. Product, Producer, Offer b2 4026 4089 4055 509 520 494

Q11. Product, Producer, Offer b1 b3 6360 6229 6359 1279 1337 1576

Q12. Product, Producer, Offer b1 b2 b4 8234 8165 8111 2304 3149 6137

Q2 and Q3 are due to the low correlation of the applied scoring functions, that,
when split, require the system to perform several reordering on sets of ranked
mappings. Finally, Q12 shows how the on-the-fly calculation of scoring predicates
(b4) still leads to better performance for our prototype.

This discussion calls for investigating more advanced, cost-based, optimization
techniques that include join (or rank-join) operators, which can provide better
performance boost due to join selectivity. Moreover, it would be interesting to try
and estimate the correlation between the order of intermediate results imposed
by multiple pipelined scoring functions evaluations. This is the subject of our
future work. An extensive description of the settings and result of our experiment
can be found at sparqlrank.search-computing.org, together with the latest results
of this research work.

6 Related Work

Our work builds on the results of several well-established techniques for the
efficient evaluation of top-k queries in relational databases such as [12,10,13,19]
where efficient rank-aware operators are investigated, and [14] where a rank-
aware relational algebra and the RankSQL DBMS are described.

The application of such results to SPARQL is not straightforward, as SPARQL
and relational algebra have equivalent expressive power, while just a subset of the
relational optimizations can be ported to SPARQL [18]. Moreover, the schema-
free nature of RDF data demands dedicated random access data structures to
achieve efficient query evalutation; however, rank-aware operators typically rely
on indexes for the sorted access; this can be expensive if naively done in native
RDF stores, but cheaper in virtual RDF stores.



154 A. Bozzon, E. Della Valle, and S. Magliacane

Our work contributes to the stream of investigations on SPARQL query op-
timization. Existing approaches focus on algebraic [15,18] or selectivity-based
optimizations [21]. Despite an increasing need from practitioners [6], few works
address SPARQL top-k query optimization.

Few works [8,20] extend the standard SPARQL algebra to allow the defini-
tion of ranking predicates, but, to the best of our knowledge, none addresses
the problem of efficient evaluation of top-k queries in SPARQL. Straccia [22] de-
scribes an ontology mediated top-k information retrieval system over relational
databases, where user queries are first rewritten into a set of conjunctive queries
that are translated in SQL queries and executed on a rank-aware RDBMS [14];
then, the obtained results are merged into the final top-k answers. AnQL [24] is
an extension of the SPARQL language and algebra able to address a wide variety
of queries (including top-k ones) over annotated RDF graphs; our approach, in-
stead, requires no annotations. Another rank-join algorithm, the Horizon based
Ranked Join, is introduced [17] and aims at optimizing twig queries on weighted
data graphs. In this case, results are ranked based on the underlying cost model,
not based on an ad-hoc scoring function as in our work. The SemRank system
[1] uses a rank-join algorithm to calculate the top-k most relevant paths from all
the paths that connect two resources specified in the query. However, the appli-
cation context of this algorithm is different from the one we presented, because
it targets paths and ranks them by relevance using IR metrics. Moreover, the
focus is not on query performance optimization.

7 Conclusion

In this paper, we presented SPARQL-RANK, a rank-aware SPARQL algebra
for the efficient evaluation of top-k queries. We introduced a new rank operator
ρ, and extended the semantics of the other operators presented in [15]. To enable
an incremental processing model, we added new algebraic equivalences laws that
enable splitting ranking and interleaving it with other operators. In order to
prototype an engine able to benefit from SPARQL-RANK algebra, we extended
both the algebra and the transformations of ARQ. We also run some preliminary
experiments using our prototype on an extended version of the BSBM. The
results show a significant performance gains when the limit k is in the order of
tens, and hundreds of results.

As future work we plan to study additional optimizations techniques by, for
instance, estimating the correlation between the order imposed by different scor-
ing functions, and applying known algorithms to estimate the optimal order of
execution of multiple rank operation obtained by splitting a complex ranking
function. We also have preliminary positive results on a simple cost-base opti-
mization techniques that uses rank-join algorithms [13,11] in combination with
star-shaped patterns identification [23]. In addition, we plan to perform an ex-
haustive comparison with the 2.8.9 version of the Jena ARQ query engine, which
recently included an ad-hoc optimization for top-k queries, where the ORDER
BY and LIMIT clauses are still evaluated after the completion of the other
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operations, but they are merged into a single operator with a priority queue
that contains k ordered mappings. Finally, we outlook potential extensions of
SPARQL-RANK in dealing with SPARQL 1.1 federation extension and with
the evaluation of SPARQL queries under OWL2QL entailment regime.
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15. Pérez, J., Arenas, M., Gutierrez, C.: Semantics and complexity of SPARQL. ACM
Trans. Database Syst. 34(3) (2009)

16. Prud’hommeaux, E., Seaborne, A.: SPARQL Query Language for RDF W3C Rec-
ommendation (January 2008), http://www.w3.org/TR/rdf-sparql-query/

17. Qi, Y., Candan, K.S., Sapino, M.L.: Sum-Max Monotonic Ranked Joins for Eval-
uating Top-K Twig Queries on Weighted Data Graphs. In: VLDB, pp. 507–518
(2007)

18. Schmidt, M., Meier, M., Lausen, G.: Foundations of SPARQL query optimization.
In: ICDT 2010, pp. 4–33. ACM, New York (2010)

https://issues.apache.org/jira/browse/jena-89
http://www.w3.org/TR/sparql11-query/
http://www.w3.org/TR/rdf-sparql-query/


156 A. Bozzon, E. Della Valle, and S. Magliacane

19. Schnaitter, K., Polyzotis, N.: Optimal algorithms for evaluating rank joins in
database systems. ACM Transactions on Database Systems 35(1), 1–47 (2010)

20. Siberski, W., Pan, J.Z., Thaden, U.: Querying the Semantic Web with Prefer-
ences. In: Cruz, I., Decker, S., Allemang, D., Preist, C., Schwabe, D., Mika, P.,
Uschold,M., Aroyo, L.M. (eds.) ISWC2006. LNCS, vol. 4273, pp. 612–624. Springer,
Heidelberg (2006)

21. Stocker, M., Seaborne, A., Bernstein, A., Kiefer, C., Reynolds, D.: SPARQL basic
graph pattern optimization using selectivity estimation. In: WWW, pp. 595–604.
ACM (2008)

22. Straccia, U.: SoftFacts: A top-k retrieval engine for ontology mediated access to
relational databases. In: SMC, pp. 4115–4122. IEEE (2010)

23. Vidal, M.-E., Ruckhaus, E., Lampo, T., Mart́ınez, A., Sierra, J., Polleres, A.: Effi-
ciently Joining Group Patterns in SPARQL Queries. In: Aroyo, L., Antoniou, G.,
Hyvönen, E., ten Teije, A., Stuckenschmidt, H., Cabral, L., Tudorache, T. (eds.)
ESWC 2010, Part I. LNCS, vol. 6088, pp. 228–242. Springer, Heidelberg (2010)

24. Zimmermann, A., Lopes, N., Polleres, A., Straccia, U.: A general framework for
representing, reasoning and querying with annotated semantic web data. CoRR,
abs/1103.1255 (2011)



Thematic Clustering and Exploration

of Linked Data

Silvana Castano, Alfio Ferrara, and Stefano Montanelli
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Abstract. Now that a huge amount of data is available in the Linked
Data Cloud, the need of effective exploration and visualization tech-
niques is becoming more and more important. In this paper, we propose
aggregation and abstraction techniques for thematic clustering and ex-
ploration of linked data. These techniques transform a basic, flat view
of a potentially large set of messy linked data for a given search target,
into a high-level, thematic view called inCloud. In an inCloud, thematic
exploration is guided by few essentials auto-describing their prominence
for the search target and by their reciprocal proximity relations.

1 Introduction

The linked data paradigm promoted a new way of exposing, sharing, and con-
necting pieces of data, information, and knowledge on the Semantic Web, based
on URIs (Universal Resource Identifier) and RDF (Resource Description Frame-
work) [3]. After an initial success due to the strenuous participation of common
users in publishing data following the recommended linked data practices, a
huge amount of data is now available in the Linked Data Cloud. For this rea-
son, the capability to enforce techniques for effective search, exploration, and
visualization is becoming crucial [12,13,15,18].

One of the most challenging issue is to provide effective browsing solutions
capable to deal with the inherent flat organization of linked data and to man-
age the existing huge-sized repositories storing millions of RDF triples. Suitable
techniques are thus required in order to provide a thematic layer on top of the
linked data graph, and to mine and explicitly represent key concepts and seman-
tic relations spread and immersed in a, generally huge, set of linked data coming
from one or more linked data repositories.

In this paper, we propose aggregation and abstraction techniques to transform
a basic, flat view of a potentially large set of messy linked data, into an inCloud,
that is, a high-level, thematic view enabling a more effective, topic-driven explo-
ration of the same dataset. Through aggregation techniques, we identify thematic
clusters of semantically related linked data in a (even large) collection represent-
ing the flat answer to a search target. Through abstraction techniques, we mine
suitable essentials capturing the theme dealt with by a linked data cluster and its
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� Springer-Verlag Berlin Heidelberg 2012
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relevance for the search target, as well as proximity relations reflecting reciprocal
degree of closeness between cluster essentials.

We motivate the role of inClouds through a real example of linked data col-
lection extracted from the Freebase repository considering the city of Seattle as
search target (Section 2). After presenting the state of the art in the field (Sec-
tion 3), we will describe the construction of an inCloud through aggregation and
abstraction techniques (Sections 4 and 5). Then, we discuss the use of inClouds
for enabling different thematic exploration modalities of the underlying linked
data collection (Section 6). Concluding remarks are finally provided (Section 7).

2 InClouds for Linked Data Exploration

In this section, we introduce a motivating example that shows a typical situation
where the user has to face several different problems in order to satisfy her search
target. Moreover, we show how inClouds provide a valid solution to this situation.

2.1 Motivating Example

In a conventional scenario, the user interested in exploring a linked data repos-
itory to satisfy a certain search target usually has to face a long and loosely-
intuitive browsing activity. This is due to the inherent flat organization of linked
data repositories where the URIs of interest for a given target frequently require
the user to follow more than one property link before being explored. In partic-
ular, the user exploration is typically characterized by the following interaction
pattern:

– Submission to the repository of a search target (t), namely a keyword (or
a list of keywords) that describes the subject of interest for the search. An
example of search target is the name of the US city Seattle.

– Selection of the seed of interest (s), namely an URI that represents the “point
of origin” for the exploration about the search target. The seed of interest
is chosen from the list of URIs returned by the repository as a reply to the
search target. In the Freebase linked data repository1, an example of seed for
our target is the URI /en/seattle.

– Exploration of the URIs reachable from the seed with the aim to get ac-
cess to more information about the search target. This requires the user
to submit appropriate queries to the repository to extract the seed proper-
ties and the URIs directly linked to s through these properties. An exam-
ple of MQL query for the Freebase repository to extract the tourist attrac-
tions directly connected to the seed s = /en/seattle through the property
/travel/travel_destination/tourist_attractions is:

[{ ‘‘id’’ : ‘‘/en/seattle’’

‘‘type’’ : ‘‘/travel/travel destination’’

‘‘.../tourist attractions’’ : {}}]
1 http://www.freebase.com/

/en/seattle
/en/seattle
/travel/travel_destination/tourist_attractions
http://www.freebase.com/
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In this query, Seattle is taken into account as a “travel destination”. However,
other properties of Seattle are available with respect to other types associated
with the URI /en/seattle, such as for example Seattle as a business location, or
Seattle as a sports team location. Moreover, each URI returned as a result of the
query execution can be a subject of new exploration queries in order to access
to the properties of each tourist attraction of Seattle. Thus, the exploration step
can be recursively applied to the visited URIs to progressively discover further
URIs at higher distance from the seed according to the user choices and interests.

Due to the huge number of linked data that is usually concerned with a search
target, a lot of exploration steps are required to build a (more or less) compre-
hensive picture of the available information about the target. As an example, in
Figure 1, we show the set of linked data extracted from Freebase for the target
Seattle. In this example, we considered the seed s = /en/seattle, we explored
the complete set of directly linked URIs and some selected URIs at distance
d = 2 from s. As it is clear from this simple example, exploring such a flat and
huge collection of data is cumbersome. First, because the representation is flat

Fig. 1. A graph of linked data extracted from the Freebase repository for the search
target Seattle

/en/seattle
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and it is impossible to immediately understand whether some URIs are more im-
portant than others. Moreover, possible sets of URIs addressing the same/similar
argument about the target are neither highlighted nor grouped.

2.2 InClouds as a Solution

The solution we propose is to transform the basic, flat view of linked data like
the one in Figure 1, into an inCloud view (see Figure 2 providing a high-level,
thematic view of the same data.

The inCloud is defined as a graph iC = (CL,PR), where a node Cli ∈ CL
represents a cluster of interrelated linked data and an edge Prk(Cli, Clj) ∈ PR
represents a relation of proximity between clusters Cli and Clj , respectively.
Moreover, each node Cli ∈ CL is labeled with an essential, namely a concise
and convenient summary of the theme content of the cluster represented by Cli.

An example of inCloud for the seed s = /en/seattle is shown in Figure 2.

THEMATIC CLUSTER

PROXIMITY LINK

ESSENTIAL

inCloud for Seattle
(/en/seattle)

/en/frasier
/en/greys_anatomy

Award Winning Work
Fiction, TV

Cl1

/en/ann_pennington_1950
/en/diana_lee
/en/gypsy_rose_lee
/en/janice_pennington
...

Cl3

DATA AGGREGATED IN THE 
THEMATIC CLUSTER

/en/alki_point_seattle_washington
/en/arbor_heights
/en/atlantic_seattle_washington
/en/ballard
/en/beacon_hill_seattle_washington

Neighborhood, Location

Metropolitan Area

Cl5

Cl2

/en/seattle_mariners
/en/seattle_metropolitans
/en/seattle_seahawks
/en/seattle_supersonics
...

Sports Team
Professional, Sport, Team

Cl4

/en/bill_gates
/en/doug_isaacson
/en/frank_murkowski
/en/gary_kildall
/en/paul_allen

Board Member, Politician
Entrepreneur

Celebrity

Actor, Person, Artist

Fig. 2. An example of inCloud extracted from the Freebase repository for the seed
/en/seattle

Graphically, in an inCloud:

– a circle-box represents a a cluster, namely a group of linked data (shown in
the dashed box) focused on a specific theme/argument/topic related to the
considered seed (e.g., the set of sports teams located in Seattle (cluster Cl2)

/en/seattle
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or the set of celebrities from Seattle (Cluster Cl3). Clusters in an inCloud are
also characterized by a prominence value denoting their level of importance
for the seed in the framework of the overall inCloud. The size of the cluster
circles is proportional to their prominence, thus the most prominent cluster
in the inCloud of Figure 2 is Cluster Cl1;

– a square-box represents an essential, namely a concise and convenient sum-
mary of the thematic content of a cluster at a glance (e.g., Award Winning

Work, Fiction, TV used to summarize the content of Cluster Cl1);
– an arrow represents a proximity relation between clusters/essentials, namely

a closeness relationship between the themes/topics their represent. The ar-
row thickness denotes the degree of proximity between the two clusters/es-
sentials connected by the arrow.

2.3 InCloud Construction

The process of inCloud construction is illustrated in Figure 3. This process is ar-
ticulated in two main phases, namely, thematic cluster aggregation and inCloud
abstraction. Thematic cluster aggregation is executed to group semantically re-
lated linked data using similarity metrics. inCloud abstraction is then applied
to synthesize the inCloud elements out of the thematic clusters. In particular,
starting from an initial linked data graph Gs extracted for the seed s, we produce
an augmented graph G+

s , by adding similarity links between linked data dealing
with the same topic/theme. Clustering techniques are subsequently applied to
produce thematic clusters of linked data out of G+

s . Finally, cluster essentials,
prominence values and proximity relations are derived through suitable abstrac-
tion techniques. The aggregation phase and the abstraction phase are described
in Section 4 and Section 5, respectively.

Original linked
data graph (Gs)

Augmented graph (Gs
+) Thematic clusters inCloud

Thematic cluster aggregation inCloud abstraction

Fig. 3. The inCloud construction process

The inCloud construction process is conceived to be coupled with the conven-
tional query interfaces of the existing linked data repositories. Indeed, inClouds
can be directly built on top of the dataset Gs extracted for the seed s to provide a
more effective presentation of the dataset itself. The expected usage of inClouds
is that the user submits to the linked data repository a certain seed s of inter-
est and the resulting inCloud is visualized as the starting point for subsequent
exploration. This means that, in a typical setting, we expect that the inCloud
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construction can be performed on-the-fly, upon specification of the seed s. The
capability to support the on-the-fly construction of an inCloud mainly depends
on the size of the linked data set acquired from the repository. In a typical sce-
nario, we assume that the user specifies a query with single a seed of interest
to be submitted to a single linked data repository. In this case, the process of
inCloud construction can be configured to dynamically tune the distance d pa-
rameter that controls the range/number of linked data to acquire2. This way,
the set of acquired linked data can be limited in size (i.e., up to some hundreds
of linked data entities) and the execution time required for the inCloud con-
struction can be estimated up to few seconds in the worst case. We believe that
this is an acceptable awaiting time for an interactive web user for visualizing the
inCloud and for starting its exploration activity.

3 State of the Art

The main goal of inClouds is to enable an easier access to linked data contents
both for collecting information and for obtaining a more intuitive, high-level
view of the linked data contents available for a given target of interest. The
state of the art on these topics is related to linked data exploration and linked
data visualization.

3.1 Linked Data Exploration

The high-level description of search activities proposed in [17], intended to in-
troduce the notion of exploratory search, can be used as a framework to discuss
linked data exploration as a specific case of web exploration. According to the
author, exploratory search has two main goals: on one side, the goal is to bridge
the gap between the user information needs and the data available on the Web;
on the other side the goal is to make information immediately available and
understandable in spite of the largeness of the datasets and of their internal
organization. In particular, exploratory search is not focused on lookup activ-
ities such as information retrieval and query answering, but more on learning
from data and investigating their internal relations, in order to generate more
knowledge from the available data.

In this context, a key point is the searching user behavior. In particular,
in [2] authors suggest two main criteria for understanding the problems that can
decrease user satisfaction during exploration: i) the level of goal abstraction, that
is the distance between the user understanding of the domain of interest and the
operators available in the specific data repository where data are searched; ii)
the search moves, that are the number of search steps required to achieve the
search goals. In case of linked data, the complexity and number of data available
about a given target of interest as well as the flat structure of the linked data
graph, where all the URIs are equally relevant, affect the level of goal abstraction,

2 In usual scenarios, a distance d = 2 is a good trade-off to obtain a sufficient number
of linked data about s and a well-sized RDF graph.
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because users, that are typically interested in few general topics, have instead to
deal with a variety of specific data. Moreover, users are also required to perform
a high number of search moves (i.e., queries) in order to obtain a satisfactory
number of object descriptions.

When linked data are directly consumed by a user, this happens typically
through a web interface, such as for example Wikipedia or the Freebase web
site. About the user behavior when performing a web search activity, an inter-
esting experimental analysis has been presented in [26]. An interesting result in
this work is that about one third of user interaction with a web search system is
with the search result page, while the remainder is with pages obtained through
browsing activities performed starting from the search result page. As a con-
sequence, authors stress the fact that is important for a exploration system to
support users with browsing, understanding, and topic coverage functionalities,
capable of providing a sort of “guided tour” of the data contents already during
the first interaction between the user and the web contents (i.e., the linked data
in our case).

The problem of supporting topic-based and thematic access to data has been
addressed also in the Kosmix system [21]. Kosmix has the goal of creating a topic
page representing the main topics available in a set of web search results, together
with a list of related topics suggesting further areas to explore. Something similar
is also provided by the Freebase web interface, where linked data are grouped
according to their types. However, the usage of data types as a criterion for
aggregating results is not sufficient to support an effective thematic exploration
of linked data, because topics and themes are often corresponding to resources
that are classified under different types.

3.2 Linked Data Visualization

A further relevant problem in the context of linked data is their visualization
and, more in general, the visualization of semantic web resources in a more
intuitive way. Visualization approaches can be mainly classified into two different
categories, according to the way RDF datasets are visualized and navigated [8].
The first kind of visualization consists in browsing a labeled oriented graph,
while the second one consists in displaying RDF properties as browsable facets
of a node.

Graph-oriented visualization approaches exploit the concept relations in the
RDF graph and provide some kind of entity aggregation. For example, in [14],
authors propose a tool for a visual navigation and exploration of Freebase. Given
a topic of interest, the tool produces its graph-based representation, where nodes
are associated with an icon representing the type of the node, as defined in
Freebase, and edges are labeled with the name of the corresponding relationships.
Moreover, related topics of the same type are combined in aggregated nodes,
and a textual description of each selected node is provided. In [18], a tool that
helps users in exploring DBpedia is presented, not only via directed links in the
RDF dataset, but also via newly discovered knowledge associations and visual
navigation. Moreover, it exploits aggregation techniques in order to combine
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related topics in unified nodes, providing also a textual description of each node.
LESS [1] is an approach providing a set of web-based templates to define visual
representations of Linked Data. LESS templates may take as input one or more
data sources via SPARQL queries. The resulting visual output can be embedded
as formatted HTML into web pages or can be produced in form of RSS. The
main drawback of graph-oriented visualization approaches is that they do not
scale to large datasets [10], even if some efficient graph compression techniques
for potentially huge graphs have been recently proposed [23].

Faceted browsing [27] has been widely adopted for many RDF dataset, span-
ning from DBpedia to DBLP. In faceted browsing the information space is par-
titioned using the “facets”, which represent the important characteristics of an
information element. The goal of faceted browsing is to restrict the search space
to a set of relevant resources, by selecting, manually or automatically, the most
important facets and values. The facet theory can be directly mapped to nav-
igation in RDF data: information elements are RDF subjects, facets are RDF
predicates and the values are the RDF objects. An implementation for faceted
navigation of arbitrary RDF data is presented in [19], where important facets
are identified by automatically ranking the predicates that best represent and
most efficiently navigate the dataset. In [11], authors present a faceted browser
for Wikipedia. The system enables users to ask complex queries against the
Wikipedia knowledge, by exploiting the Wikipedia infoboxes (i.e., the set of most
relevant facts of an article displayed as a table of attribute-value pairs in the ar-
ticle Wikipedia page). In [28], a hierarchically faceted search implementation is
described. Here, the facet values that are shown to the user are selected not only
on the bases of their relevance with respect to the specific query, but also on the
bases of their general importance. Marbles retrieves information about resources
of interest by querying Sindice. Sindice [24] ranks resources (i.e., RDF triples)
retrieved by SPARQL queries exploiting external ranking services (as Google
popularity) and information related to hostnames, relevant statements, and the
dimension of the information sources. Marbles improves the user experience by
presenting the resources as property-value pairs in a table. Different colors are
used to distinguish the sources of the retrieved information, which are presented
as a list of URIs. Sig.ma (Semantic Information MAshup) [25] retrieves and inte-
grates Linked Data, starting from a single URI, by querying the Semantic Web
and applying machine learning to the data found. Results are presented as a
orderable list of verified resources and links to potentially relevant information
on the query subject; users may confirm or reject the relevance of each resource.

Faceted browsing improves usability over current interfaces and RDF visualiz-
ers as it provides a better information lookup with respect to keyword searches.
Nevertheless, faceted interfaces are domain-dependent, do not allow to navigate
through relations different from the ones explicitly represented in the dataset,
and they become difficult to use for the users as the number of presented facets
grows, since aggregation techniques are usually not used as a visualization sup-
port facility.
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3.3 Contribution of Thematic InClouds

In Table 1, we summarize the main differences between inClouds and raw linked
data. With respect to issues related to linked data exploration, the contribu-

Table 1. Comparison between linked data and inClouds

Linked data inClouds

Resulting structure: graph Resulting structure: graph

Aim: connect different RDF descrip-
tions of the same object

Aim: thematically organize the rele-
vant web resources for a target entity

One general graph (connecting differ-
ent repositories)

One graph for each target entity

Directed graph Directed graph

Unweighted graph Weighted graph

The nodes can be URIs or literals The nodes are clusters of web resources

The edges can be labeled with proper-
ties or with owl:sameAs

The edges are labeled with the value of
proximity between clusters

No distinction between the nodes Each node has a different prominence

Only descriptions referred to the same
object are connected

Clusters are connected by different
proximity relations reflecting different
levels of closeness/similarity of their
contents

tion of thematic inClouds is twofold. One one side, inClouds rely on the use of
similarity evaluation and thematic clustering techniques to address the learn-
ing phase. On the other side, essentials abstraction and prominence evaluation
contribute to enforce the investigation phase. Indeed, we start from the flat and
complex data structure typically obtained from a lookup search over the linked
data with the purpose to obtain a high-level and thematic view of the same data
with the aim to simplify data understanding and to enable intuitive search and
browsing functionalities. In particular, our approach to thematic exploration of
linked data can be seen as a solution for the exploratory search known as topic
exploration [4].

With respect to issues related to linked data visualization, our contribution
regards the combined use of data similarity, proximity, and prominence tech-
niques for inCloud construction. In particular, the proposed techniques allow
the different themes/topics to directly emerge from the original data and their
mutual linkage, by suggesting also an intuitive visualization of data contents in
terms of cluster essentials, prominence, and proximity.

4 Thematic Clusters Aggregation

The goal of the aggregation phase is to transform an initial set of linked data into
a number of thematic clusters. The starting point is a RDF graph Gs containing
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the linked data about a certain seed s of interest automatically extracted from a
linked data repository R. Appropriate extraction queries are defined to this end
according to the language (e.g., SPARQL, MQL) supported by the repository
R. These queries generally enforce the following extraction/filtering operations:

– Extraction of properties and corresponding values within a distance ≤ d from
the seed s. We consider that an URI in the repository R is concerned with
the seed s if there is a property path of length ≤ d between the URI and
s. The distance d can be dynamically changed and it has an impact on the
number of extracted linked data and thus on the size of the resulting RDF
graph.

– Extraction of the URI types. For each URI within a distance ≤ d from the
seed s, we extract the list of types (i.e., classes) the URI belongs to. The
appropriate property of the repository R is exploited to this end (e.g., the
property type in Freebase).

– Filtering of non-relevant properties. Loosely meaningful properties of a repos-
itory, like the property image of Freebase, can be excluded from the resulting
RDF graph since they are poorly useful in providing information about s.

The query result is the graph Gs = (Ns, Es) where a node n ∈ Ns, called linked
data entity, can be an URI, a literal, or a type value that satisfy the query
selection, and an edge e (ni, nj) ∈ Es, called property link, represents a property
relationship of R between the nodes ni, nj ∈ Ns.

Based on the RDF graph Gs, linked data aggregation is articulated in two
main steps, namely similarity evaluation and thematic clustering.

4.1 Similarity Evaluation

This step has the goal to analyze the graph Gs and to generate an augmented
linked data graph G+

s where a similarity link is added between each pair of match-
ing linked data entities inNs. To this end, the level of affinity between the entities
of Ns is evaluated as follows. Given two linked data entities ni, nj ∈ Ns, the
linked data affinity σ(ni, nj) ∈ [0, 1] denotes the level of similarity of ni and
nj based on the commonalities of their terminological equipments. Each linked
data entity n ∈ Ns is associated with a terminological equipment Termn =
{term1, . . . , termm} where termj , with 1 ≤ j ≤ m, is a term appearing in the
label of a node adjacent to n in Gs, or a term appearing in the label of n it-
self. Before inclusion in a terminological equipment, each term is submitted to
a normalization procedure for word-lemma extraction and for compound-term
tokenization [7,22].

The affinity σ of two linked data entities ni, nj ∈ Ns is calculated as the Dice
coefficient over their terminological equipments as follows:

σ(ni, nj) =
2· | termx ∼ termy |
| Termni | + | Termnj |
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where termx ∼ termy denotes that termx ∈ Termni and termy ∈ Termnj are
matching terms according to a string matching metric that considers the struc-
ture of the terms termx and termy. For σ calculation, we employ our match-
ing system HMatch 2.0, where state-of-the-art metrics for string matching (e.g.,
I-Sub, Q-Gram, Edit-Distance, and Jaro-Winkler) are implemented [5]. A similar-
ity link e (ni, nj) is established between the linked data entities ni and nj iff
σ(ni, nj) ≥ th where th ∈ (0, 1] is a matching threshold denoting the mini-
mum level of similarity required to consider two linked data entities as matching
entities.

4.2 Thematic Aggregation

This step has the goal to analyze the graph G+
s obtained through similarity

evaluation and to identify/mine a set CL of thematic clusters. Given a graph
G+
s , a cluster Cli = {(n1, fi1) , . . . , (nh, fih)} is a set of linked data entities

n1, . . . , nh ∈ Ns that are more similar to each other than to the other enti-
ties of Ns. Each entity nj belonging to Cli is associated with a corresponding
frequency fij which denotes the number of occurrences of nj in Cli.

Clusters are determined by exploiting the graph G+
s and by detecting those

node regions that are highly interconnected through property/similarity links.
The problem of thematic aggregation is analogous to the problem of cluster
calculation, also known asmodule, community, or cohesive group, in graph theory.
For this reason, for thematic aggregation, we rely on a clique percolation method
(CPM) [20]. The CPM is based on the notion of k-clique which corresponds to
a complete (fully-connected) sub-graph of k nodes within the graph G+

s . Two
k-cliques are defined as adjacent k-cliques if they share k − 1 nodes. The CPM
determines clusters from k-cliques. In particular, a cluster, or more precisely, a
k-clique-cluster, is defined as the union of all k-cliques that can be reached from
each other through a series of adjacent k-cliques. As a consequence, a typical
k-clique-cluster is composed of several cliques (with size ≤ k) that tend to share
many of their nodes. Since the cliques of a graph can share one or more nodes,
we observe that a node can belong to several clusters, and thus clusters can
overlap. In our approach, we employ the CPM implemented in the CFinder tool3.
Although the determination of the full set of cliques of a graph is widely believed
to be a non-polynomial problem, CFinder proves to be efficient when applied to
graphs like those considered in our approach. Such an algorithm is based on
first locating all complete subgraphs of G+

s that are not part of larger complete
subgraphs, and then on identifying existing k-clique-clusters by carrying out a
standard component analysis of the clique-clique overlap matrix [9]. As a result,
CFinder produces the full set CL of k-clique-clusters existing in the graph G+

s for
all the possible values of k.

3 Available at http://www.cfinder.org/

http://www.cfinder.org/
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5 InCloud Abstraction

The goal of the abstraction phase is to build an inCloud, namely a high-level view
on top of linked data clusters by synthesizing them through essentials. inCloud
clusters are also featured by a level of prominence and by proximity relations
that denote the level of overlapping of the different clusters.

5.1 Essential Abstraction

An essentialEssi is a concise and convenient summary expressing the theme/topic
of a thematic cluster Cli and it is defined as a pair of the form Essi = (Ci, Di)
where Ci is the category associated with Cli and Di is a descriptor associated
with Cli. A category Ci is a set composed by the labels of the most frequent
types of the linked data entities in Cli, while a descriptor Di is a set composed
by the most frequent terms in the terminological equipments of the entities in
Cli. If more than one most equally-frequent type and/or term exist, they are all
inserted in Ci and Di, respectively. In the example of Figure 2, the cluster Cl4
corresponds to a very focused theme expressed by the essential categories Board
Member, Politician (the most frequent types of the entities in the cluster) and by
the essential descriptor Entrepreneur (the most frequent term in the terminologi-
cal equipments of the entities in Cl4). In cases where many entities are equally
frequent in a cluster, the abstracted essential is less focused and contains more
terms. This is the case for example of the cluster Cl3 of Figure 2, representing
persons, actors, and artists from Seattle.

5.2 Prominence Evaluation

Clusters (and related essentials) in an inCloud are differently relevant with re-
spect to the original search target. In order to represent this fact, we introduce
the notion of prominence of a cluster, namely a value Pi ∈ [0, 1]. The higher Pi

is, the higher is also the prominence of Cli in the inCloud. In our approach, the
level of prominence of a cluster is higher when the cluster is very focused on its
theme and its contents are homogeneous. In particular, we formalize two cluster
properties that are variability and density.

The variability vi is the degree of overlap among the cliques of the cluster
Cli. Variability vi is measured by a coefficient of variation, which is the ratio
between the standard deviation of the linked data entity frequencies in Cli and
the arithmetic mean of those frequencies, as follows:

vi =
1

f

√√√√ 1

Ni − 1

Ni∑
j=1

(fij − f)2

where f denotes the arithmetic mean value of frequency values, and Ni =| Cli |
denotes the cardinality of Cli, namely the number of linked data entities con-
tained in Cli. According to this definition, high values of vi denote a low degree
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of overlap in the cliques of the cluster Cli, while low values of vi denote a high
degree of overlap in the Cli cliques.

The density di of a cluster Cli is the degree of interconnection among the
linked data entities of Cli. The density coefficient di = 2 · Ri/Ni(Ni − 1) is
the ratio between the number Ri of links in the cluster Cli and the maximum
number of possible links. According to this definition, high values of di denote
a high degree of interconnection among the cluster Cli entities, while low values
of di denote a low degree of interconnection. The prominence Pi of a cluster Cli
is calculated on the basis of its variability and density as follows:

Pi =
2 · (1− vi) · di
(1− vi) + di

According to this approach, most prominent clusters are those which are more
focused and homogeneous with respect to their theme. We graphically represent
cluster prominence by drawing circles proportional to the prominence values of
the corresponding clusters. In our example of Figure 2, clusters Cl1 and Cl2 are
more prominent (larger circles) because they are more focused and homogeneous.
On the opposite, clusters like Cl3, which collect several entities of different types
are considered less prominent (smaller circle). However, other options are possi-
ble for the evaluation of prominence in case of specific application needs. A first
option is to consider a cluster to be more prominent as it is more close to the
seed s of interest. In this case, the prominence Pi of a cluster Cli is evaluated
by taking into account the average value of similarity between the linked data
entities in the cluster Cli and s, weighted by the frequency of each entity ni in
Cli, as follows:

Pi =

Ni∑
j=1

σ(nj , s) · fij
Ni∑
j=1

fij

Another option is to consider the prominence Pi of a cluster Cli as proportional
to the cardinality Ni of Cli and to the size ki of the smaller clique in Cli, as
follows: Pi = 2 ·Ni · ki/Ni + ki.

5.3 Proximity Relations

A proximity relation Prk(Cli, Clj) ∈ PR is characterized by a proximity degree
Xij , which represents the level of overlap between the entities of Cli and Clj . In
particular, the degree of proximity Xij =| Cli ∩ Clj | / | Cli | is proportional to
the number of linked data entities common to Cli and Clj over the number of
linked data entities in Cli. The greater the level of overlapping between Cli and
Clj , the higher the degree of their proximity relation. Proximity relations are
graphically represented by arrows with thickness proportional to the proximity
degree. In Figure 2, we can see how proximity relations connect those clusters
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that are more semantically related to each other, such as Cl3 and Cl4 which
both contains famous people from the city of Seattle.

6 Thematic Exploration Modalities

In this section, we describe the exploration modalities envisaged for inClouds and
we discuss the inCloud settings when shifting from typical settings to exploration
in-the-large scenario.

6.1 Thematic Exploration through InClouds

An inCloud enables the thematic exploration of the underlying linked data ac-
cording to different modalities that can be switched on according to the specific
user preferences. Possible exploration modalities supported through inClouds are
exploration-by-essential, exploration-by-prominence, and exploration-by-proximity.
In Figure 4, we show examples of the exploration modalities based on the inCloud
of Figure 2.

explore...explore...

Award Winning Work

Fiction, TV

Sports Team

Professional, Sport, 
Team

Award Winning Work
Fiction, TV

Celebrity
Actor, Person, Artist

Sports Team
Professional, Sport, Team

Neighborhood, Loction
Metropolitan Area

Board Member, Politician

Entrepreneur

Board Member, Politician
Entrepreneur

Exploration by
essential

explore...

Neighborhood, Location

Metropolitan Area

Exploration by
prominence

Exploration by
proximity

Celebrity
Actor, Person, Artist

Award Winning Work
Fiction, TV

(a)

(b)

(c)

Fig. 4. Examples of exploration modalities supported through inClouds

Exploration-by-Essential. This is the most intuitive exploration modality and
it is based on cluster essentials. A user exploits the essentials of the inCloud clus-
ters to get a comprehensive overview of the available themes. An essential can
be considered as a sort of instantaneous picture of the associated cluster and
linked data therein contained, thus allowing the user to rapidly choose the most
preferred one for starting the exploration. Once selected the essential of interest,
a preview of the linked data contained in the associated cluster is show to the
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user for final data visualization. In the example of Figure 4(a), the available
inCloud essentials are shown as boxes to explore. A preview of the contained
linked data is shown for the essential about neighborhood, location, metropolitan

area of Seattle. By selecting this essential, the user can explore the linked data
about points of interest and tourist locations in the metropolitan area of Seattle.

Exploration-by-Prominence.Thismodality allows the user to organize the ex-
ploration according to the prominence values associatedwith the inCloud clusters.
The idea is to support the user in browsing throughout the clusters according to
their relative importance with respect to the inCloud and thus to the underlying
linked data. In this modality, both categories and descriptors of the cluster essen-
tials are shown in a sort of tag-cloud, where the font size of each element is pro-
portional to the associated prominence within the inCloud. By selecting a term of
interest in the tag-cloud, a preview of the linked data featured by the selected term
are shown to the user. As discussed in Section 5, different criteria can be used to
calculate the prominence value of an inCloud. The capability to switch from one
criterion to another allows the user to dynamically re-organize the tag-cloud in
light of a different notion of cluster prominence. In the example of Figure 4(b),
most prominent categories and descriptors of the inCloud essentials are provided.
A preview of the linked data associated with the category sports team, professional,

sport, team are shown as an example of possible user exploration.

Exploration-by-Proximity. This modality enables the user to move from
one cluster to another by exploiting the proximity relations. When a user is
exploring a certain cluster, the proximity relations provide indication of its
fully/partially overlapping neighbors, thus suggesting the possible exploration
of clusters that are somehow related in content. This modality can be coupled
either with exploration-by-essential and exploration-by-prominence. Once that
an element of interest is selected for exploration by the user, the links to other
related clusters are shown. Linked clusters are represented through their essen-
tials in the form of boxes or tag-clouds depending on the active exploration
modality, namely exploration-by-essential and exploration-by-prominence, re-
spectively. The degree of proximity that features each proximity relation is used
to rank the possible exploration paths from one cluster to the others. In partic-
ular, the thickness of each link is proportional to the proximity degree between
the two considered clusters. In the example of Figure 4(c), the currently selected
essential is about the topic Celebrity. The essentials board members and politicians

and award winning fiction TV works are suggested as possible exploration paths due
to the fact that they are the two essentials in the inCloud connected with the
celebrity cluster with the highest degree of proximity.

6.2 InCloud Settings in-the-Large Scale

When moving from the typical inCloud setting to a large-scale scenario, the
construction process should be extended to consider the multi-repository explo-
ration and the multi-seed extraction requirements.
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Extension to Multi-repository Exploration. For a more complete visual-
ization of the available linked data about a certain search target, multiple RDF
repositories can be queried to originate a unique and comprehensive inCloud
view of their contents. In the conventional Linked Data Cloud4, the property
owl:sameAs is used to denote when a linked data entity ni belonging to a certain
RDF repository R and another entity nj belonging to a different repository R′

refer to the same real-world object. In a multi-repository scenario, the construc-
tion of the graph Gs can take into account the owl:sameAs relations as a sort of
“natural join” operation. The idea is to start the construction of Gs by query-
ing an initial repository R and to exploit the owl:sameAs relations to extend the
linked data extraction to other RDF repositories. In particular, the URIs con-
nected by a owl:sameAs relation are collapsed in a unique linked data entity of
Gs and the extraction/filtering operations described in Section 4 are applied to
the whole set of linked data extracted by the considered RDF repositories.

Extension to Multi-seed Extraction. In some cases, the user can be inter-
ested in exploring the available linked data about more than one seed of interest.
In this framework, the inCloud construction process can be used to build a com-
prehensive thematic picture that takes into account all the seeds of interest. In
a multi-seed scenario, the starting point is a set of seeds S = {s1, . . . , sk}. The
graph Gs is built by executing the extraction/filtering operations of Section 4 for
each element si ∈ S. Depending on the seeds of interest, one or more portions
of the graph Gs can be disjoint from the rest of the graph. In particular, when
the seeds in S are about completely different arguments, a separate independent
cluster is generated through aggregation for each si ∈ S. In such a limit case,
the usefulness of the inCloud mechanism for exploration is in the capability of
providing an effective synthetic essential for each seed si ∈ S and in calculating
the relative prominence of each seed with respect to the others.

Linked data exploration in-the-large can require the execution of thematic ag-
gregation techniques over a starting RDF graph Gs containing a huge number
of nodes (e.g., thousands of linked data entities). The clique percolation method
we use for cluster calculation best performs when a small-medium number of
nodes in the graph Gs is considered (e.g., hundreds of linked data entities). For
example, in our tests, the CPM over a graph Gs containing 200 nodes takes an
execution time of 200ms (considering a matching threshold th=0.9). For linked
data exploration in-the-large, when 1.000 (or more) nodes are considered, two
possible solutions can be envisaged. First, more efficient clustering algorithms,
like hierarchical clustering, can be exploited (see [6] for further details). Second,
in-the-large scale, we note that the execution time required for the inCloud con-
struction can imply an excessive awaiting time for the web user (up to some
minutes). This means that when the web user specifies more than one seed of
interest to be submitted to one or more repositories, the resulting inCloud is al-
ways prepared off-line, in a batch manner. In other words, in this case, inCloud

4 http://linkeddata.org/

http://linkeddata.org/
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construction and exploration are asynchronous processes. In this direction, for
supporting synchronous exploration in-the-large, a number of inClouds can be
pre-calculated to satisfy most frequently-asked topics of interest and/or most
popular domains. In this case, the aggregation techniques are executed off-line
to prepare the thematic clusters, while the abstraction techniques can be exe-
cuted on-line, at the query time, to customize the inCloud presentation according
to the user preferences about the metric for prominence calculation.

7 Concluding Remarks

In this paper, we presented techniques for building inClouds as high-level views
of linked data enabling their thematic exploration.

Ongoing work is focused on finalizing the development of a web application
fully covering the steps of linked data aggregation and abstraction required for
inCloud construction. By exploiting an initial prototype implementation, we
run some experiments concerning user evaluation of inClouds based on standard
user-oriented evaluation methods for interactive web search interfaces and sys-
tems [16]. Initial results are promising and inClouds are seen by real users as a
valid support to the satisfaction of users information needs [6]. In this context,
some experimental results have already been collected by focusing on evaluation
of inClouds with respect to matching/clustering accuracy and user-perceived
quality of data cloud organization [6]. In particular, we run an experiment with
a group of 18 students of the Databases course of the Master Degree in Computer
Science held at the University of Milan. The students had a similar background
on linked data and Semantic Web, mainly based on some classes delivered on
these topics in the course. Students where required to work on three test cases
corresponding to different kinds of initial seeds of interest and inClouds involving
different datasources, including Freebase and DBpedia. In particular, we asked
each student to compare inClouds with respect to conventional web tools for
accessing the linked data contents, such as the web interfaces of Freebase and
Wikipedia. The main goal of the experiment was to collect a feedback concern-
ing the effectiveness and advantages of our approach for linked data exploration.
The answers were positive. For about the 75% of the users, inClouds provide
relevant and sufficient information about the data of interest and the perceived
quality of the thematic organization is generally good. Moreover, the majority
of the involved students reported that inClouds provide an advantage in terms
of effectiveness and usability with respect to conventional web tools for linked
data exploration.

Future research activity regards the extension of the inCloud approach to
consider additional kinds of web data contents, like microdata, microblogging
posts, and news. The idea is to propose inClouds as a comprehensive exploration
tool considering also actual, up-to-date social web information about the search
target for possible fruition in the framework of event-promoting applications.
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Abstract. The Linked Data cloud growth is changing current Web application 
development. One of the first steps is to determine whether there is information 
already available that can be immediately reused. 

A recurring problem being faced in this process is finding and understanding 
information in such repositories, especially because often their structure is 
unknown beforehand. Thus, users typically have to explore the data until they 
understand its structure, then they are able to formulate operations to extract the 
desired information, and finally they have to combine the results and make 
them available to other users.  

We provide an environment which allows non-technically savvy users, but 
who understand the problem domain, to accomplish these tasks. They employ a 
combination of search, query and faceted navigation in a direct manipulation, 
query-by-example style interface. In this process, users can reuse solutions 
previously found by other users, which may accomplish sub-tasks of the 
problem at hand.  It is also possible to create an end-user friendly interface to 
allow them to access the information. Once a solution has been found, it can be 
generalized, and optionally made available for reuse by other users. 

Keywords: RDF, exploratory search, exploration, ontology, semantic web, 
reuse, interface, set-based navigation. 

1 Introduction  

The availability of Linked Open Data in the WWW has increased tremendously1. 
Currently, when building a new application, it is becoming increasingly common to 
first explore available data that can be leveraged to enhance and complete one’s own 
data to provide the desired functionality. The BBC Music website2 is one visible 
example of this approach, combining MusicBrainz and DBPedia with their own data. 

Even though it is engineered to be processed by programs, it is still common that 
human beings need to explore these datasets, especially when they are previously 
unknown. In such cases, experts typically explore the repository to make sense out of 

                                                           
1 http://linkeddata.org 
2 http://www.bbc.co.uk/music 
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the available data, to eventually be able to formulate queries that will support their 
tasks. Existing interfaces range from basic RDF browsers such as Tabulator [3], 
Zitgist data viewer 3, Marbles4, ObjectViewer5 and Openlink RDF Browser6, to query 
generators such as NITELIGHT [14] and iSPARQL7, to faceted browsers [11] [5] and 
set-based interfaces [6]. 

In previous work [2], we presented Explorator, a model for representing 
information processing by users in exploratory tasks, and its associated tool, which 
provides a browser interface supporting this model. Explorator is based on the 
metaphor of direct manipulation of information in the interface, with immediate 
feedback of user actions. 

Our experience with Explorator [1] has shown that to be effectively used, it is 
necessary for users to understand the RDF model. Even for these users, once a 
solution was found, it was not possible to generalize it, and to save it for reuse later.  
These two mechanisms are essential to enable a community of users around datasets 
of interest, so that more experienced users can find and share solutions with less 
experienced ones.  

In many situations, notably browsing applications, it is sufficient that the designer, 
once having found the solution for a given information seeking task, to make it 
available for other users. In this case, it should be possible to present an end-user 
facing interface that hides the underlying data and operations, and has the look-and-
feel of a traditional web application. 

In this paper we present RExplorator8, a significant extension of Explorator that 
allows 

1. Parameterized interlinked operations, forming a graph of operations; 
2. Saving these graphs for reuse; 
3. he user to define new operators; 
4. the  user to define end-user friendly interfaces. 

In the remainder of this paper, section 2 discusses related work, section 3 summarizes 
Explorator and provides a running example, section 4 describes RExplorator, section 
5 discusses evaluation, and section 6 draws some conclusions. 

2 Related Work 

2.1 Browsing 

As already mentioned, there are several tools that allow users to conveniently access 
the Semantic Web as we currently access the (data) web. In summary, these tools 
allow the user to manipulate raw RDF data but do not provide a user-friendly way to 
ask questions. The user is limited to visualizing the result as aggregate data.  

                                                           
3 http://dataviewer.zitgist.com/ 
4 http://beckr.org/marbles 
5 http://objectviewer.semwebcentral.org/ 
6 http://demo.openlinksw.com/rdfbrowser/index.html 
7 iSparql can be accessed at http://demo.openlinksw.com/isparql/ 
8 Available at http://www.tecweb.inf.puc-rio.br/rexplorator 
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Any processing is done manually, and the user has a limited way to rearrange, group 
or filter the data [15]. The browsing model is suitable to visualize the information but 
does not have a proper model of exploration, restricting the user exploration to 
navigation between nodes (resources) of an RDF graph, sequentially. 

2.2 Faceted Navigation 

A popular approach to overcome this simple “graph traversal mode” limitation of 
RDF browsers, or even classic WWW (http+html) browsers is the use of faceted 
navigation. S.R.Ranganathan first proposed information classification in facets in 
1930. This concept was first applied to information categorization in libraries and 
bookstores. In the Semantic Web, facet navigation has been used to provide users 
with a friendlier way to filter RDF data as provided in tools such as FacetMap9, 
Longwell10, BrowseRDF [11], Flamenco11, Gfacet [4], Humboldt [7], Exhibit [6], 
/facet [5], and Visor [13]. Faceted navigation enables users, with minimal knowledge 
of the RDF model, to explore an unstructured (in the sense of being schema-less) 
RDF database without a priori knowledge of the data domain. For example, for a 
collection of people, users could filter them by selecting their interest, age, eye color, 
or nationality properties without knowing the existence of these properties in advance. 

These tools differ in several aspects: how the facets are specified (in some cases 
they are computed automatically); how the facets are presented to users; and which 
operations can be applied to filtering items. For example, users can filter all books 
written by a Spanish author in Gfacet, but this is not possible in Longwell. Also, some 
tools extend operations in the model, allowing pivoting [7], joins [11], and union or 
intersection between items being faceted. Visor enables the creation of spreadsheets 
from linked data by allowing users to explore the underlying data with multi-pivoting, 
i.e., using several starting points and exploiting existing relations to explore the data. 

From this discussion, we can observe that the underlying models for current 
faceted navigation systems have some limitations. Most of them do not allow the user 
to explore an arbitrary SPARQL endpoint or limits the user to explore one remote 
endpoint. Their facet specification models do not address several useful scenarios that 
we will discuss further, and their facet generation or ranking algorithms do not take 
into consideration user’s goals, past history or preferences. Finally, none of these 
systems allows any kind of generalization once a useful set of exploratory steps has 
been found, as well as sharing them with other users. 

3 Summary of Explorator and a Running Example 

3.1 Summary of Explorator 

Explorator is an environment that allows users to explore a set of RDF repositories by 
direct manipulation of its contents, following a set-based metaphor. The user starts by 

                                                           
9 http://www.facetmap.com/ 
10 http://simile.mit.edu/wiki/Longwell 
11 http://flamenco.berkeley.edu/ 
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either executing a full-text search, or by executing pre-defined queries (e.g., “All RDF 
Classes” or “All RDF Properties”). It is also possible to simply take a URI and de-
reference it. In all cases, the results are always sets of triples. 

The user explores the repositories by executing operations that take as operands 
sets of resources, and return new sets. The usual set operations, union, intersection 
and difference are available. In addition, there is the SPO operator, which corresponds 
to a match operation over <s, p, and o> triple patterns (e.g., <s, *, *>, <s, p, *>, for 
given s and p values, which are URIs). This match is executed against all enabled 
RDF triple repositories. Thus, <s, *, *> corresponds to the SPARQL query 

SELECT ?s ?p ?o WHERE  { ?s ?p ?o. Filter (?s = s )} . 

In reality, the SPO operator has been defined to operate on sets of resources instead of 
individual ones, by taking the union of the triples resulting from individual match 
operations as described above. 

Since each new operation takes its parameter from existing sets, the end result is a 
graph of inter-related operations, where the inputs of one are outputs of others. This is 
analogous to an Excel spreadsheet, where each cell has formulas that reference the 
value of other cells, forming a graph of interdependent formulas. 

In the next section we illustrate how this set manipulation metaphor can be used in 
a simple scenario. 

3.2 A Running Example 

Consider two simple tasks to be carried out over the so-called “Dogfood” data 
server12, containing collected publication information for several conferences related 
to the Semantic Web. We assume the user has no prior knowledge about the contents 
of this repository. The tasks are to 

1. Find all publications of a given author 
2. Find co-workers of a given researcher, and their publications. 

For task 1, the user has to 

1. Find a class that represents persons 
2. Find the desired person, “a”. 
3. Find a property “p” that relates a person to publications,  
4. Find all triples of the form <a p ?pub> and collect all objects from these 

triples. 

In Explorator, this is achieved by first clicking on “Menu”-> All RDF Classes”, 
noticing class Person, mousing over it to click on “All Instances”, which reveals a set 
of all Persons. Double-clicking on a Person (e.g. “Steffen Staab”), a new box appears 
with all details for this resource (i.e., all triples with this resource as subject). Looking 
at the details, one notices the property “made”, which relates Person to Publications.  

                                                           
12 http://data.semanticweb.org 
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To get all publications by a Person, one may click on the “Selected Person Details” 
box, and click on the “S” operand position at the top; click on the “made” box and 
click on the “P” operand position at the top, and then clicking on the “=” (“compute”) 
operator at the top. Figure 1 shows the results after these steps.  

 

Fig. 1. All Persons, Details of a selected Person, and Publications of selected Person, in 
RExplorator 

 

Fig. 2. Co-Workers of a Selected Person 
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For task 2, the user has to 

1. Find a class that represents persons 
2. Find the desired person, “a”. 
3. Find a property “p” that relates a person to an institution,  
4. Find all triples of the form <a p ?i> and collect all objects from these triples. 
5. For each collected resource “r” (which are institutions), find all triples of the 

form <?per p r>, and collect the subjects of these triples. 
6. For each collected resource, use the solution found in task 1. 

 

Figure 2 show steps 1-5 of these tasks in RExplorator. Step 6 is discussed later. 

4 Rexplorator 

RExplorator extends Explorator by 

1. Allowing operations to be parameterized; 
2. Allowing the results of a query to be fed as input of another query, thus 

forming graphs of interconnected operations; 
3. Allowing keeping such graphs as separate workbenches, while enabling 

interconnection of graphs across workbenches; 
4. Allowing the designer to import previously defined query graphs into the 

current workbench; 
5. Allowing the designer to define additional operators beyond the set 

operations provided; 
6. Allowing the designer to define interfaces oriented towards end users, hiding 

details and customizing the look-and-feel. 

RExplorator’s metamodel is shown in Figure 3, which supports the implementation of 
these features. Some of these aspects will be elaborated as we explain these added 
functionalities in the coming sub-sections. 

 

Fig. 3. RExplorator’s meta-model 
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4.1 Parameterized Queries 

The original Explorator metaphor lets users compose operations incrementally, seeing 
the results at each composition step. Each new query takes its operands from existing 
query results. In the end, one may regard this set of inter-related operations as a 
graph, similar to an Excel spreadsheet. However, the operations are all grounded, 
which would be akin to not having any variables in the formulas of the analogous 
spreadsheet. Thus, the first generalization made was to allow operations to have its 
operands parameterized, and to propagate values trough the graph of operations when 
the value of the parameter is changed. This is equivalent to introducing variables in 
the expression that denotes the operation. 

Consider step 4 in task 1, finding all publications of a Person. In Explorator, this is 
achieved by selecting an instance of Person (e.g., “Steffen Staab in box “All 
Persons”) in Figure 1, setting it as the subject parameter, selecting the relation “make” 
as the property parameter, and clicking on the “=” operator to find all triples of the 

form <<url for Steffen Staab> made ?o> .Clicking on the  icon in each box, as 
shown in Figure 4 reveals the actual operations and their dependencies . 

 

 

 

 

 

 

 

 

 

Fig. 4. Query structure and dependencies 

The first box, Selected Person Details, represents the query that finds out all 
triples with a given Person as subject. Notice that the first position, “S”, has been 
parameterized, and the current parameter value is (the URI for) Stefen Staab. If we 
drag any person from the rightmost box (All Persons) onto the “S” position in the 
Selected Person Details box, the value is replaced and the query re-evaluated. 

The Publication by Person query (middle box) has been defined as taking its 
“subject” parameter from the “subject” position of the Selected Person Details 
query. Therefore, if a new value is plugged into the “S” position in the Selected 
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Person Details query, it is automatically propagated to this query, which triggers its 
reevaluation. 

4.2 Workspace Organization 

RExplorator organizes the workspace into workbenches. The idea is that each 
workbench represents a task, or a use case in traditional Software Engineering methods. 
A user may save workbenches for later reuse, and share it with other users as well. 

To reuse a workbench, the user opens the Workbenches menu (see Figure 5, where 
he has the option of copying an existing shared workbench into the current 
workspace. Once this copy has been placed in the workspace, its contents may be 
modified as if the user had entered it, just like any other graph of operations. It is also 
possible to log into RExplorator (using OpenID), in which case workbenches can be 
saved between sessions. 

 

Fig. 5. Saved workbenches dialog 

In RExplorator a workspace contains several workbenches, similar to the way an 
Excel a workspace contains several worksheets (see Figure 6), where there may be 
cross-references between operations within separate workbenches. For example, 
workbench Co Workers by Person contains the Co Workers query, which can be 
interconnected to the “Publication by Person” query in the similarly named 
workbench. 

 

Fig. 6. Detail of workspace organization in workbenches 

4.3 End-User Interfaces 

The development interface of Rexplorator is best suited to allow users to explore RDF 
repositories, and requires understanding the RDF model. Our experience with 
Explorator has shown that non-technical people have difficulties in reasoning over 
this model. There are several approaches to overcome this difficulty, one of which is 
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to allow expert users to provide end-user friendly interfaces – called the Application 
Interface - to solutions found while exploring datasets. As the community of users of 
a repository (or set of repositories) grows, solutions to common tasks are gradually 
developed, and these solutions should be shared within the community. 

The Application Interface is exhibited when the user clicks on the “Go to 
Application” button in RExplorator’s interface. Figure 7 shows an example of a non-
technical user-friendly interface, where one can click on a person’s name in the left 
column, and see that person’s list of publications. This interface is generated by a 
combination of views, which are defined using the “views” menu option; generic, pre-
defined views are initially available for reuse.  

Views make full use of CSS, which is also defined in a separate view that can be 
customized to change the look-and-feel of the generated interface. 

 

Fig. 7. User-friendly interface with All Persons and Selected Person Co-Workers 

Figure 8 shows an alternative format for the same view presented in Figure 7, 
using a different CSS stylesheet.  

The Application Interface is defined in two parts – a view (and associated CSS 
stylesheets), and an association between the sets in the developer workbench and the 
defined views. For each set definition, it is possible to assign a particular view to be 
used in rendering its result. Consider the “Publications by Author” workbench. Figure 
9 shows how each set (operation) may have its results exposed in the Application 
Interface by choosing a view from the dropdown menu next to “ Set view”, which 
lists all the views defined for the workbench. 

An example of a view definition can be seen in Figure 10, which defines the 
rendering of an Index (i.e., a list of links to other resources). Views make use of a 
library of built-in helper functions that allow referring to set elements and their 
properties, such as uri and render_resource. Helper functions may also be defined by 
the developer as needed, but require knowledge of the RExplorator meta-model. 
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Fig. 8. Alternative formatting for the view in Figure 7, using CSS 

 
 

 

Fig. 9. Operations can be made visible in the Application Interface by setting a view 
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Fig. 10. Example of a view - Index 

In addition to the Application Interface structure, it is necessary to also define its 
behavior. The workbench defines a graph of inter-related operations, containing 
parameters. In order to show computed values, it is typically necessary to provide an 
initial value for the unbound parameters in the graph. For example, the graph in the 
workbench shown in Figure 9, it is necessary to provide a value for the “Selected 
Person” subject operand, which is an unbound parameter (i.e., it is not defined in 
terms of another operation’s result). 

This behavior is achieved by specifying interface actions to be carried out when the 
user selects a value in the Application Interface. Essentially, the selected value is 
bound to the specified parameter.  

Figure 11 illustrates this mechanism. In the operation “All Persons”, the subject 
position of the selected triple in the set is bound to the subject position (parameter 
“Person”) of the “Selected Person Details” set. Since the “All Persons” set uses the 
“Index” view, it will be rendered as a list of anchors, corresponding to the subjects of 
the triples in the set. When the users selects a person, the value is propagated to the 
“Selected Person Details” set, which in turn is rendered by the “subject after” view, 
thereby generating the interfaces shown in Figure 7 and Figure 8. 

It should be noted that this propagation can be independent of the graph, since it is 
possible to have more than one set with unbound parameters in the same workbench. 
Consider the situation where, once the list of publications is shown (as in Figure 7), 
the user clicks on one of them. To exhibit the publication details, it suffices to send 
the value (in this case, the “o” position of the “Publications of Selected Person” set, 
which is the publication’s URI) to the “subject” position of the “Selected Publication 
Details”, as shown in Figure 11. The resulting interface is shown in Figure 12. 

<div class="set menu _set" id = "<%=uri(resourceset)%>" 
fixed="true"> 

 <div class="menutitle"> 
  <span class="menutitle_span"><%= 

resourceset.explorator::name  %></span> 
 </div> 
 <div class="menuresources">         
  <ul class="menuresources_ul"> 
   <% groupBy(:s, true).each do |resource| %> 
   <li class="menuresource"> 
    <span class="menuresource_span"> 
     <a class="menuresource_a 

_menulink" id="<%= uri(resource)%>" position="s"> 
      <%= 

render_resource(resource)  %> 
     </a> 
    </span> 
   </li> 
   <% end %> 
  </ul> 
 </div> 
</div> 
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Fig. 11. Specifying the propagation of values in the Application Interface 

4.4 User-Defined Operators 

The original Explorator tool provides built-in set operators to manipulate the resource 
(triple) sets, besides the SPO query operator. While useful, they do not cover all 
possible computations one may want to perform over sets of resources. RExplorator 
provides a mechanism for the designer to define new operators. 

Since operators work on sets of triples, a natural kind of function is the “list”, 
“iterator” or “map” function commonly found in functional languages such as Lisp, 
Python, and Ruby, among others. In RExplorator, operators take two sets of triples as 
input and produce a set of triples as output. 

As an example, one may want to filter a result set that contains datatype properties 
(e.g., rdf:label) according to a string value passed as a parameter. The Ruby code 
snippet below shows the definition of an operator that takes a resource set and a string 
as input parameters, and selects those triples whose object position matches the string. 

param_a.select { |triple| triple[2].to_s.strip.downcase == 

param_b[0].to_s.strip.downcase } 

 
The careful reader will have noticed that this operator requires defining a special 
operand that accepts text input from the user, to be able to bind it to the second 
parameter. More generally, RExplorator provides a primitive, named transducer, to 
allow values from outside RExploraror to be used as operands. The simplest form of 
transducer is a form with a text input field. 

 



188 M. Cohen and D. Schwabe 

 

 

Fig. 12. Generated interface with Publication Detail 

5 Evaluation 

The main purpose of this paper is to present the underlying concepts in RExplorator, 
and their implementation in the running system. Nevertheless, we also discuss briefly a 
small qualitative study we carried out, to have a preliminary evaluation of RExplorator. 
We asked 5 persons with basic RDF knowledge to build simple applications using a 
repository describing cellular phone models. The tasks consisted of  

1. Exhibiting all available models 
2. Showing models that support MP3 
3. Showing models grouped by supported band 

First they were shown a short video with RExplorator’s basic functionalities. Then 
they were allowed to experiment with RExplorator for a short time and have basic 
questions about its functioning answered, after which they were given one hour to 
accomplish the tasks. 

Of the five people, three were able to successfully accomplish the tasks in less the 
allotted time; one completed the tasks but with a slightly incorrect solution; and one 
could not accomplish the task.  

We consider these results to be positive, showing that the tool can be effective. The 
test subjects were given minimal instructions, and yet most were able to accomplish 
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the tasks. It is clear that this interface is not for beginners, but once the developer has 
become familiar with it, it is quite effective. 

 These experiments also indicate that the authoring interface should be improved, 
for example using graphics to better represent the dependencies between sets. 

6 Conclusions 

The environment that has the closest functionality to RExplorator is DERI Pipes [3], 
which allows the definition of mash-ups by creating networks of interconnected 
operators, with strings, XML or RDF data flowing through them. The desired result is 
obtained by the composition of the operators. 

By analogy, RExplorator can be seen as a network of interconnected operators, 
which can be queries, set operations or customized functions. The data that flows in 
this network are sets of triples. 

Thus, the major difference is that it is oriented towards mash-up development, and 
as such its operators work at a lower abstraction level. Additionally, DERI Pipes does 
not provide an interface layer, and is not meant to be used together with an 
exploration environment. 

One of the major focuses for future work is providing a graphical authoring 
interface that makes it easier to visually identify the inter-dependence of the various 
operations. It is not easy to readily understand the workings of a workbench by 
looking at its query definitions. 

A second focus is the interface definition language. Presently, it uses HTML with 
embedded Ruby code, which uses functions of a library to help manipulating the 
underlying data. A simple extension would be to allow using Fresnel-style definitions 
for views [[12], but without the lens definition part, which is be given by the 
underlying workbench graph. More generally we plan to provide a higher-level 
definition language to make it easier for non-programmers to develop customized 
interfaces, using the work in [9][10]. 

Another interesting phenomenon that is developing is the formation of user 
communities around topics that have several repositories with RDF data available (see 
for example, the Bio Hackathon, http://hackathon3.dbcls.jp/). It is reasonable to 
expect that as users become more familiar with the data and formats of the various 
repositories, they will develop solutions for common tasks. We plan to enrich the 
RExplorator environment to allow it to support Communities of Practice that share 
solutions for recurring tasks over repositories of interest. 
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Abstract. Measuring proximity in a social network is an important
task, with many interesting applications, including person search and link
prediction. Person search is the problem of finding, by means of keyword
search, relevant people in a social network. In user-centric person search,
the search query is issued by a person participating in the social network
and the goal is to find people that are relevant not only to the keywords,
but also to the searcher herself. Link prediction is the task of predicting
new friendships (links) that are likely to be added to the network. Both
of these tasks require the ability to measure proximity of nodes within
a network, and are becoming increasingly important as social networks
become more ubiquitous.

This chapter surveys recent work on scoring measures for determining
proximity between nodes in a social network. We broadly identify various
classes of measures and discuss prominent examples within each class.
We also survey efficient implementations for computing or estimating the
values of the proximity measures.

1 Introduction

Online social networks have grown in popularity at an extraordinary pace over
the last few years. In fact, social networks, such as Facebook, MySpace and Twit-
ter, have become so widespread that they currently boast hundreds of millions of
users. The graph structure defined by a social network encodes interesting and
useful information about the social relations between users. Leveraging this data
to effectively answer different types of queries is an interesting and challenging
problem.

Abstractly, a social network is simply a graph of people. Edges indicate that
one person (node) likes/trusts/recommends another. This graph may be undi-
rected (e.g., as in Facebook) or directed (e.g., as in Twitter). In some scenarios
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Tim

Tony
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TedSally

Fig. 1. Small fragment of a social network

edge weights are also desirable [44] to express the strength of a relationship,
possibly by measuring the frequency of interactions between users. In addition,
each node in a social network is typically associated with textual data, such as
personal information, posts, etc.

The focus of this article is on surveying proximity measures for social net-
works. Intuitively, a proximity measure is a method of quantifying the degree of
closeness between two given nodes s and t. Measuring proximity is an important
aspect of several social network problems, including the following:

– Person search is the problem of finding, by means of keyword search, rele-
vant people in a social network. Person search is an important type of query
over a social network, as it is an aid in finding people of interest. In user-
centric person search, the search query is issued by a person s participating
in the social network, and the goal is to find people that possess two quali-
ties: relevancy to the query, and relevancy to s herself. Proximity is highly
important in ranking results of a user-centric person search, as nodes in close
proximity to s are people (transitively) trusted by s. Hence, s can be less
wary of entering into a real-life interaction (social or otherwise) with these
people.

– Link prediction is the problem of predicting, using the graph structure of
the network, the new relationships (i.e., edges) that are likely to be added
in the near future. The ability to predict new edges for the network is useful
for friend recommendation. It has been observed in the past that new social
relations are likely to involve people who are already close one to another in
a social network (e.g., triadic closure [37]). Thus, measuring proximity is an
important aspect of solving the link prediction problem.

Now, consider the problem of measuring proximity in the social network of Fig-
ure 1. In this example, nodes have a name for easy reference. Suppose now that
we would like to determine the proximity of Sally to each of the nodes Tim,
Ted, Tony and Theo. This may occur as Sally poses a query for which these
nodes are relevant (user-centric person search), or perhaps, we would like to
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determine which of these nodes is most likely to enter a relationship with Sally
(link prediction).

Devising a general proximity measure in a large network is a difficult task,
since many different properties of the network should be taken into consideration.
For example, a shorter path from s to t should increase the proximity of t to
s. According to this measure, Ted is closer to Sally than Tim (as the distance
from Sally to Ted is 2, while the distance from Sally to Tim is only 3). The
existence of multiple paths from s to t should again increase the proximity of t.
According to this measure, Tony would be closer to Sally than Ted. Additional
graph features might also affect proximity, such as the disjointedness of paths
from s to t and the out-degrees of nodes on the paths from s to t.

Trying to combine such features raises interesting questions about how the
four nodes should be ranked. Should Tim be ranked above or below Tony? Tim
has more disjoint paths from Sally, but the paths are longer. Should Theo be
ranked above or below Ted? The paths from Sally to Ted and to Theo are of the
same length, but the path from Sally to Theo is more “diluted” by nodes with
high out-degrees than the path from Sally to Ted.

This article surveys recent work on proximity measures for social networks. As
there has been considerable work introducing a variety of proximity measures, we
do not profess to exhaustively cover all measures that have been proposed in the
past. Instead, we broadly identify various classes of measures (by their underly-
ing intuition and motivation). In Section 2, for each class, we discuss prominent
examples of proximity measures. Next, Section 3 considers the problem of im-
plementing these measures over huge social networks, and surveys recent work
on efficiently computing or estimating proximity measures.

We note that this chapter differs greatly from previous works, such as that
of Liben-Nowel and Kleinberg [32] that focus on comparing the effectiveness
of various proximity measures for link prediction. First, our focus is on general
proximity measures (some of which may be useful for search but not for link pre-
diction). Second, we do not present an empirical comparison of the measures, as
clearly different measures may be useful for different proximity-related tasks. Fi-
nally, we extensively survey implementations of the various proximity measures,
which is pivotal for a real-world system.

2 Ranking Functions

A social network is a directed graph G(V,E, txt), where V is a set of nodes,
called people, E ⊆ V × V is a set of edges and for all v ∈ V , txt(v) associates
v with textual content, such as personal information, posts and so forth. Unless
otherwise stated, social networks are directed, and thus, allow for asymmetric
social relations. An edge (u, v) indicates that u views v in a positive light, that
is, u likes/trusts/recommends v. A small fragment of a social network appears
in Figure 1. Note that most textual content has been omitted in this figure for
simplicity in presentation.

In this article, we will consider functions prox(s, t, G) that measure the proxim-
ity of t to s in graph G. In these ranking functions, greater values are preferable,
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that is, prox(s, t, G) > prox(s, t′, G) implies that t is, in some sense, closer to s
than t′ in G. Such a function can be used in user-centric person search, in order
to rank query results, and in link prediction, in order to suggest likely new links.

In some contexts, the quality of a proximity ranking function can be measured.
For example, datasets for measuring proximity with respect to link prediction
are relatively easy to obtain (by recrawling a social network after some time
has elapsed). However, there are no known benchmarks to test the quality of
a proximity ranking function in the context of user-centric search. One might
suppose that a proximity function proven to be superior for link prediction will
also be superior for user-centric search. However, link prediction and user-centric
search are quite different tasks. Conceptually, there is no reason to believe that
a desired search result would also be a desired neighbor; indeed, an algorithm for
link prediction may return none of the nodes matching a given set of keywords,
as no corresponding link is predicted, and then provide no ranking at all for
candidate answers. Moreover, while link prediction and benchmarks thereof typ-
ically capture relationships that already exist in real life, search is often about
discovery beyond present knowledge.

Due to the lack of test data, and to the fact that different measures may
be useful in different contexts, in this article we make no pretense of comparing
proximity measures and pointing out which one(s) are of highest effectiveness. In-
stead we take a classification-based approach. Specifically, our discussion in this
section is based on classifying proximity measures by their underlying intuition
and motivation. Thus, we discuss measuring proximity based on shortest paths
(Section 2.1), node neighborhoods (Section 2.2), random walks (Section 2.3), net-
work flow (Section 2.4) and network sampling (Section 2.5). Finally, we discuss
a property-based approach to classifying proximity measures (Section 2.6).

2.1 Shortest Paths

Certainly the simplest notion of measuring proximity is to use the length of the
shortest path from s to t for this purpose. In order to have a greater proximity
value for closer nodes, we can define this function, called rdist(s, t, G), simply as
the reciprocal of the distance from s to t in G, that is,

rdist(s, t, G)
def
= (dist(s, t, G))−1 ,

where dist(s, t, G) is the length of the shortest path from s to t. (An alternative
is to use −dist(s, t, G), instead of the reciprocal.)

The function rdist(s, t, G) has the distinct advantage of being quite simple.
Hence, efficiently computing this value over a dynamically changing and enor-
mous social network is more feasible than for many of the other functions con-
sidered later. Computing rdist(s, t, G) is discussed further in Section 3. On the
other hand, rdist(s, t, G) is oblivious to the structure of the social network, be-
yond edges on the shortest path. Hence, rdist(s, t, G) is not very discriminating.
As an example, Ted, Tony and Theo all have the same distance from Sally in
Figure 1.
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The Katz measure [29] captures the idea that the more paths that there are
between s and t, and the shorter these paths are, the closer t is to s. Formally,

katz (s, t, G)
def
=

∞∑
l=1

βl|pathsls,t,G| , (1)

where pathsls,t,G is the set of all length-l paths from s to t in G and the constant
β dampens by length to count short paths more heavily.

Since katz takes all paths from s to t into consideration, it is much more dis-
criminating that rdist(s, t, G). In Figure 1, Ted and Theo have the same prox-
imity to Sally, according to katz while Tony has higher proximity (due to the
extra path of length 3 from Sally to Tony).

2.2 Node Neighborhoods

Several proximity measures are based on the neighborhoods of nodes s and t. We
use Γ (x) to denote the set of (undirected) neighbors of x. Preferential attach-
ment [34] is the simplest neighborhood-based measure, and defines the similarity
of s and t simply by |Γ (s)|×|Γ (t)|. Thus, with respect to preferential attachment,
a node s will always be most similar to nodes t with high degree. Preferential
attachment has been successfully used to model the growth of networks and has
been shown to be useful for link prediction in citation networks [6].

By considering not only the sizes of the neighborhoods of s and t, but also
their intersection, we can further analyze the similarity of s and t. Intuitively, if
s and t have many common neighbors, then they are likely to be closely related.
Several neighborhood-based proximity measures were surveyed by Liben-Nowell
and Kleinberg [32], including: the number of common neighbors, |Γ (s) ∩ Γ (t)|,
Jaccard coefficient of neighbors

|Γ (s) ∩ Γ (t)|
|Γ (s) ∪ Γ (t)|

and an adaptation of the Adamic/Adar measure [1]

∑
v∈Γ (s)∩Γ (t)

1

log(|Γ (v)|) .

Note that the last measure uses the log function to weight rarer features more
heavily. A variation of the Adamic/Adar measure, that reduces the punishment
on large-degree common neighbors, by defining similarity as

∑
v∈Γ (s)∩Γ (t)

1

|Γ (v)| ,

has been introduced [50] and has been shown to outperform Adamic/Adar on
some networks.
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The above proximity measures have proven useful for link prediction [32],
especially since links tend to be added between close nodes. However these mea-
sures are inappropriate for person search. In particular all neighborhood-based
measures (other than preferential attachment), give a score of 0 if s and t have
no common neighbors. For person search, relevant answers may be much far-
ther from s. Thus, it is even possible that no node within distance two from s
even satisfies the textual part of the person query, and hence all nodes relevant
to the query might receive a rank of zero using neighborhood-based proximity
measures.

2.3 Random Walks

Ranking measures based on random walks, such as PageRank, have proven ex-
traordinarily successful for search on the Web. Intuitively, the PageRank of a
Web page t is a measure of the likelihood that a Web surfer, starting at a random
page, randomly choosing outgoing links to click on (and occasionally teleporting
to a random Web page), will reach t. More precisely, the PageRank of t is the
stationary probability of t in a random walk that jumps to a random node in
the graph with probability α at each step, and moves to a random neighbor with
probability 1− α.

PageRank is not immediately applicable to ranking proximity, as it measures
the importance of a page t in the entire graph, and not with respect to another
node s. A relevant adaptation of PageRank is that of personalized PageRank [26].
In this ranking function, there is a probability distribution Ω over the nodes of
the graph. The personalized PageRank of t is the stationary probability of t in
a random walk that jumps to a random node v in the graph with probability
α×Ω(v) at each step, and moves to a random neighbor with probability 1− α.
Thus, personalized PageRank favors nodes with high probability according to Ω
(as well as their neighbors, and neighbors’ neighbors, etc.).

Rooted PageRank [31, 32], a special case of personalized PageRank, was con-
sidered for measuring proximity in a social network (in the context of link pre-
diction). In rooted PageRank, there is a designated node s, called the root, for
which Ω(s) = 1, while Ω(v) = 0, for all other nodes v �= s. Thus, rooted PageR-
ank, denoted rPR(s, t, G), is the stationary probability of t in a random walk
that returns to s with probability α at each step, moving to a random neighbor
with probability 1−α. Intuitively, this function gives a higher ranking to nodes
t that are more easily reached from s when traversing G.

2.4 Flow in Networks

Koren et al. [30] developed sophisticated proximity measures for an undirected
and weighted graph. They propose that proximity should be more sensitive to
edges between low-degree nodes that show meaningful relationships and should
take into account multiple paths between s and t. To define such a measure, they
first consider network flow as a ranking function. The network flow from s to t
grows as the number of paths from s to t increases, as intuitively required from a
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proximity measure. However, network flow is not sensitive to path lengths, and
is bounded by the s-t-cut1 capacity, both of which are undesirable.

To overcome the problems associated with network flow, Koren et al. [30]
model the network as an electrical circuit. Intuitively, edges can be seen as
resistors, with s having a voltage of 1, and t having a voltage of 0. Then, a series
of linear equations can be used to estimate the currents of the network, and in
particular, the current delivered from s to t, called the effective conductance [13].
They proposed cycle-free effective conductance as an improvement over effective
conductance for measuring network proximity. This measure is quite intricate,
and we present the main details here. (See [30] for full details.)

In a random walk, the probability to follow an edge from node u to node v is
wu,v/degu where wu,v is the weight of the edge from u to v and degu is the degree
of u. Thus, the probability of a random walk following the path v̄ = v1, . . . , vn
is simply the product of the probabilities of each transition in the path. The
cycle-free escape probability from s to t is the probability that a random walk
beginning at s will reach t without visiting any node more than once. Finally,
the proposed measure of proximity, called cycle-free effective conductance is the
product of the degree of s and the cycle-free escape probability from s to t.

2.5 Random Sampling

A rather different approach to measuring proximity comes from the field of
communication networks, where the notion of network reliability was consid-
ered [10, 20]. In this measure, there is a fixed probability p ∈ (0, 1). We denote
by Gr a random subgraph of G that is obtained by removing each edge of G,
independently, with probability 1−p. The reliability of G is the probability that
Gr is connected. The greater the reliability of a network, the more likely it is that
communication will be possible with all nodes, even in the presence of network
failures.

Reliability is a global function of a graph. However, two-terminal network
reliability [41] is the natural counterpart of this function for a given pair of
nodes s and t. Thus, two-terminal network reliability measures the likelihood
that there will be a path from s to t in a random subgraph, formally defined as

reliability2 (s, t, G)
def
= Pr [Gr has a path from s to t] .

Obviously, the closer t is to s, and the more (independent) paths there are from
s to t, the higher the two-terminal network reliability will be. This function has
been considered for proximity ranking in user-centric person search [9].

Another sampling based function considered for person search [9] is that of
expected distance. Intuitively, this function measures the expected distance from
s to t, when each edge is removed with probability 1−p. Note that for this value

1 Recall that an s-t-cut is a partition of the graph into two disjoint sets of nodes, one
of which contains s and the other of which contains t. The capacity of the cut is the
sum of weights of edges “split” by the cut.
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to be well defined, there must be a number m, that is returned by the function,
when no path from s to t exists.

Once again, we assume that there is a fixed probability p ∈ (0, 1). In addition,
we fix a parameter m ∈ R. We will implicitly assume that m is larger than the
number of nodes in the graph G. The m-bounded distance from s to t, denoted
δ̂G(s, t), is defined by

δ̂G(s, t)
def
= min{dist(s, t, G),m} .

Thus, if G has no path from s to t, then δ̂G(s, t) = m. Note that if s �= t, then

δ̂G(s, t) is always in the interval [1,m].
We denote by Gr a random subgraph of G that is obtained by removing

each edge of G, independently, with probability 1− p. The expected m-bounded
distance, denoted by δG(s, t), is defined as follows.

δG(s, t)
def
= E

[
δ̂Gr(s, t)

]
.

That is, δG(s, t) is the expected m-bounded distance from s to t in a random sub-
graph Gr of G. Finally, the proposed proximity ranking function is the reciprocal
of δG(s, t), namely

expd(s, t, G)
def
= (δG(s, t))

−1 .

2.6 Properties for Proximity Ranking Functions

In lieu of empirical comparison of proximity functions (which is not always cur-
rently possible due to lack of benchmarks), Cohen et al. [9] propose three simple
properties that proximity functions prox(s, t, G) should satisfy. They analyze a
variety of functions with respect to these properties. Intuitively, the properties
are based on the observation that certain graph transformations should only in-
crease prox(s, t, G), as these transformations, in a sense, make the relationship
between s and t more significant. In a way, this is similar in spirit to the under-
lying premise of the family of TF-IDF ranking functions [33] for textual search
and ranking. This premise requires that increasing term occurrences within a
document, or decreasing term frequency within a corpus, should only increase
the ranking of a document with respect to the given term.

One property of Cohen et al. [9] requires the following. Suppose that a node
v lies on a simple path from s to t in G. Moreover, suppose that v has a single
incoming and outgoing edge. Then, removing v from G (and directly connecting
its incoming and outgoing neighbors) can only shorten paths from s to t with-
out having additional effect on the graph. Thus, such a transformation should
only cause prox(s, t, G) to grow. Other properties of Cohen et al. [9] consider
the effect expected when paths from s to t become more disjoint. These prop-
erties state that (under certain conditions) splitting a node into several nodes
(while preserving existing paths) should again only increase prox(s, t, G). We
demonstrate these ideas in the following example.
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Example 1. LetG be the graph of Figure 1, and let s be the node Sally. Removing
the node on the path from Sally to Ted should raise Ted’s score. Splitting the
node with two incoming edges on the paths from Sally to Tony would result
in the graph structure containing two disjoint paths from Sally to Tony (with
lengths of two and three) and hence, should raise Tony’s score.

Cohen et al. [9] analyzed the satisfaction of the given properties by different
proximity measures, namely, shortest path, the Katz measure, rooted PageRank,
reliability and expected distance. They showed that, of the measures considered,
only those based on random sampling (reliability and expected distance) satisfied
all properties in the strong sense (i.e., the graph transformation guaranteed the
ranking the increase). As one example where other measures failed to strongly
satisfy all properties, note that the Katz measure is oblivious to disjointness
of paths. Hence, this measure does not increase given graph transformations
making paths more disjoint. (For full details see [9].)

3 Efficiently Computing or Estimating Ranking Functions

Real-life social networks are often huge, easily containing hundreds of millions
of members. Storing pairwise ranking values (for any chosen ranking function) is
infeasible, due to its huge memory requirements. In addition, the dynamic nature
of social networks, which are constantly changing and evolving, would seem to
quickly make pre-computed ranking values obsolete. Therefore, answering person
search queries or link prediction requires online computation (or estimation) of
ranking functions. In this section, we reconsider the ranking functions introduced
in Section 2, and survey recent algorithms for their efficient computation, or
estimation.2

3.1 Shortest Paths

The first ranking function considered, rdist(s, t, G), simply computes the recip-
rocal of the shortest distance from s to t. Thus, to compute this function, an
algorithm for finding shortest paths in needed. Due to the simplicity of this func-
tion, and to the many applications using shortest paths, it is not surprising that
this is the most well-studied ranking function.

Computing shortest paths is a well-studied problem, with many well-known
solutions. For example, the single-source shortest path problem can be solved
using breadth-first search in O(|V | + |E|) for unweighted graphs, and can be
solved using Dijkstra’s algorithm [11] in time O(|V |2) (or O(|V |log|V |+ |E|) for
sparse graphs) for weighted graphs. The all-pairs shortest paths problem can
be solved using the Floyd-Warshall algorithm in time O(|V |3) [17]. It would
therefore seem that this ranking function needs no further treatment.

2 We do not discuss implementing neighborhood based proximity measures as these
are typically straightforward.
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The response time for a search is typically expected to be within a few mil-
liseconds. However, in practice, the online computation of the above algorithms
in huge social networks is simply too slow. For example, Potamias et al. [36]
experimentally show that a standard PC requires a minute to compute a full
breadth-first search (BFS) traversal of a network containing only four million
nodes and 50 million edges. Hence, recent work has focused on significantly
speeding up processing time by approximating the shortest path length, instead
of its precise computation.

Several different methods have been introduced to estimate shortest path
distances. One method is to choose a subset of the nodes, called landmarks [36]
or seeds [42]. Instead of computing all-pairs shortest paths, the shortest path
from each landmark to every other node in the graph is pre-computed and stored.
When the distance from s to t is desired, this value is estimated using the distance
of s and t to each of the landmarks. (In particular, the distance of s to t is at
most the minimal sum of the distance of s to any landmark u, and the distance
of u to t).

An interesting question is how to best choose the landmarks, so as to derive
a good estimation of distances. To be precise, a set of landmarks covers a pair
of vertices s, t if there exists at least one landmark in the set which lies on a
shortest path from s to t. (Using such a landmark will yield the precise distance
from s to t.) Potamias et al. [36] showed that selecting k landmarks so as to
maximize the number of covered pairs is an NP-complete problem. However,
they have presented and experimentally studied various strategies for landmark
selection, and have shown their strategies to be quite effective and efficient in
practice. Adding small path sketches to the information stored at the landmarks
has been considered to allow shortest paths (and not just their lengths) to be
computed and retrieved [23].

Efficiently finding the precise distance between two nodes (called point-to-
point shortest paths) was studied by Goldberg and Harrelsons [22]. There, pre-
computed landmarks are used as an upped bound for the actual distance. These
bounds are leveraged to compute the exact distance, based on A∗ search and
using the triangle inequality, thereby defining a new class of algorithms, called
ALT algorithms (for A∗, landmarks and triangle inequality). They show signif-
icant improvement on the number of neighbors traversed during computation,
with respect to the state of the art.

Landmarks have also been used as a bootstrapping stage for graph coordinate
systems [48, 49]. Intuitively, a graph coordinate system maps the nodes of a
graph to coordinates in a Euclidean or hyperbolic space. Once such a mapping
is available, shortest path estimation is easily achieved, by simply computing
the distance between the coordinates corresponding to the nodes of interest.
However, finding an effective mapping is a difficult problem.

The system architecture can have a significant impact on the speed of comput-
ing shortest paths. Katz and Kider [28] investigated the problem of computing
all-pairs shortest paths on a Graphics Processing Unit (GPU). They present a
highly parallel and scalable formulation of a transitive closure, and then use this
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to run the Floyd-Warshall algorithm on a GPU. A significant speedup is shown
in comparison to runtime on a CPU.

Recently, Gao et al. [21] considered leveraging a relational database to com-
pute shortest paths. For that purpose, they introduce the FEM framework with
new operators that are suitable for the task at hand. Optimizations (such as use
of new SQL features, and bi-directional set Dijkstra) are presented to further
speed-up shortest path calculation. Finally, Xiao et al. [45] consider the prob-
lem of pre-indexing all shortest path distances. As storing all distances is not
feasible, due to the amount of memory required, they focus on reducing the re-
quired memory size. To achieve this, they exploit graph symmetry (using graph
automorphisms), and enable indexing at the orbit level instead of at the node
level.

3.2 Katz Measure

While shortest path considers a single path from source to target, the Katz mea-
sure is a function of all source-to-target paths. Obviously, this makes computing,
or estimating, katz (s, t, G) a much more difficult task. There are very few works
attempting to solve this problem.

One method of speeding up the computation of the Katz measure is to trun-
cate the computation at paths of a specific, predetermined, length. Thus, the
sum of Equation (1) will be computed only up to this predefined length (and
not until infinity) [19, 43]. The wealth of work on enumerating shortest paths
(e.g., [7,14,27,46,47]) can be leveraged to compute the truncated Katz measure.

Two new techniques, called proximity sketches and proximity embeddings were
introduced by Song et al. [39] to efficiently estimate a family of proximity mea-
sures. Interestingly, they show that the Katz measures, rooted PageRank and
escape probability can all be estimated efficiently, if the proximity inversion
problem can be efficiently solved. The basic idea is that all three measures can
be defined as functions of the adjacency matrix of the network, and thus, can
be computed by matrix inversion. Proximity sketches and embeddings are intro-
duced as dimension reduction techniques, so as to make sparser the matrix that
must be inverted, and hence, allow its inversion to be efficiently achieved.

While Song et al. [39] compute the Katz measure for all pairs, Esfandiar et
al. [15] focus on computing pairwise katz (s, t, G), in order to reduce computa-
tion time. They introduce a technique that combines Lanczos iteration and a
quadrature rule to compute the values of interest. (Their work can also be used
to compute another proximity function, called commute time.)

3.3 Rooted PageRank

As discussed earlier, rooted PageRank is a special type of personalized PageRank
ranking function, which, in turn, adapts the classical PageRank by changing
its teleporting mechanism. In the previous section we discussed one method to
efficiently estimate PageRank [39]. In this section, we consider other methods
that have been developed for estimating personalized PageRank. We note that
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work on computing PageRank generally takes one of two approaches: using linear
algebraic techniques or Monte Carlo methods. Unsurprisingly, this is also the case
with personalized PageRank.

We start by discussing work that use linear algebraic techniques (as does
the simple power iteration method for computing PageRank [35]). Jeh and
Widom [26] explored the computation of personalized PageRank in a scalable
manner. One of the crucial aspects of their algorithm is the assumption that the
preference set (i.e., nodes to which teleporting is allowed) is always a subset of a
given set of nodes H (called hubs). Unfortunately, for rooted PageRank, the set
H is precisely all nodes in the network. Hence, the method presented of Jeh and
Widom [26] reduces to a simple dynamic programming algorithm that provides
no performance improvement over the standard power iteration method [35].
Sarlós et. al [38] improve upon that method by using deterministic rounding
and randomized sketching techniques. Thus, their approach is for unrestricted
on-line personalized PageRank.

In Monte Carlo methods, the basic idea is to approximate PageRank by di-
rectly simulating the corresponding random walks and then estimating the sta-
tionary distributions with the empirical distributions of the performed walks.
Based on this idea, the following method for approximating personalized PageR-
ank has been proposed [2, 18]. Starting at each node u, perform a number R of
randomwalks, called fingerprints, each having a length geometrically distributed.
They have shown that the frequencies of visits to different nodes in these fin-
gerprints will approximate personalized PageRanks. Monte Carlo algorithms to
compute personalized PageRank have also been studied [3, 4].

3.4 Effective Conductance

After introducing cycle-free effective conductance (CFEC), Koren et al. [30] pro-
vide an efficient method for approximating this value. In their approximation,
they use only the most probable paths between a source node s and a target
node t. The authors have experimentally found that path probability falls off ex-
ponentially, hence the low probability paths cannot sum to any significant value.
Therefore, the k most probable simple paths are determined by some thresh-
old. This is similar, in a sense, to the notion of truncating the Katz measure,
discussed earlier.

Based on the above idea, the problem of cycle-free effective conductance esti-
mation is mapped to the k shortest-simple-paths problem, a natural generaliza-
tion of the shortest path problem, in which not one but several paths in order
of increasing length are sought. They employ an algorithm for the computation
of the k most probable paths [25] for the CFEC estimation. Typically, the al-
gorithm stops when the probability of the unscanned paths drops significantly
below that of the most probable path (e.g., below a factor of 10−6).
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3.5 Reliability and Expected Distance

The problem of computing expected distance seems to have not been studied in
the past. Hence, its complexity, as well as methods for estimating this value, are
currently unknown. Therefore, in this section we focus only on computing and
estimating two-terminal network reliability.

It was shown [41] that exact calculation of two-terminal reliability for general
networks is #P-complete. (Recall that #P is the class of the counting problems
associated with the decision problems in NP.) Hence, precisely computing two-
terminal reliability is likely to be highly intractable. Instead, there has been work
focusing on computing upper and lower bounds to this measure, while avoiding
the exponential computation likely to required by exact algorithms.

The difficulty of two-terminal reliability and its many interesting applica-
tions in networks have stimulated many different approaches to estimating two-
terminal reliability. These include partitioning techniques [12], techniques based
on the sum of disjoint products [5], and Monte-Carlo simulations [16]. Terrug-
gia [40] surveys these approaches.

4 Conclusion

In this article we surveyed a variety of proximity measures for social networks.We
also discussed the underlying principles guiding the development of these prox-
imity measures (e.g., based on shortest paths, sampling, flow, random walks).
Efficient algorithms for computing or estimating proximity measures were also
surveyed. The tradeoffs of simplicity versus efficient computability are clearly
apparent.

Only graph-based similarity measures were considered in this article. However,
there additional types of information can be useful for determining similarity of
nodes, when available. For example, [8] leverages tags on nodes for people search,
and [24] takes a crowd-sourcing approach to determining node similarity.

There are many related problems that are still open. Development of bench-
mark data for user-centric person search is an important problem. Only such
a benchmark can guide the development of proximity measures for user-centric
person search. We also observe that many of the algorithms for computing (or es-
timating) proximity measures do not adapt well to changes in the social network.
Since social networks are constantly changing and evolving, this is a critical issue.
Finally, it would be interesting to adapt the proximity measures we discussed to
weighted graphs, and to graphs with edge labels that represent different kinds
of relationships such as “follower,” “friend of” and “spouse of,” and even ones
carrying a negative sentiment like “warns about” and “denounces.”
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Abstract. In many settings, the human opinion provided by an expert or 
knowledgeable user can be more useful than factual information retrieved by a 
search engine. Search systems do not capture the subjective opinions and 
recommendations of friends, or fresh, online-provided information that require 
contextual or domain-specific expertise. Search results obtained from 
conventional search engines can be complemented by crowdsearch, an online 
interaction with crowds, selected among friends, experts, or people who are 
presently at a given location; an interplay between conventional and search-based 
queries can occur, so that the two search methods can support each other. In this 
paper, we use a model-driven approach for specifying and implementing a 
crowdsearch application; in particular we define two models: the “Query Task 
Model”, representing the meta-model of the query that is submitted to the crowd 
and the associated answers; and the “User Interaction Model”, showing how the 
user can interact with the query model to fulfil her needs. Our solution allows for 
a top-down design approach, from the crowd-search task design, down to the 
crowd answering system design. Our approach also grants automatic code 
generation, thus leading to quick prototyping of crowd-search applications. 

1 Introduction 

While information retrieval systems are extremely good at  query answering on 
information dispersed on the Web, people tend to trust opinions of human beings 
more than rankings provided by machines. The so-called “wisdom of the crowd” is 
already the de-facto dominant factor in determining the retrieval behaviour, as 
weights assigned by search systems to Web pages depend on their link popularity, and 
selected resources are usually associated with social recommendations. However, 
most human decisions are even more influenced by opinions of people; an off-line, 
informal process occurs to validate the “best” system-selected solutions, by consulting 
friends and experts.  In current Web systems, the crowd-search activity, i.e. looking 
for opinion from friends or experts, is detached from the original search process, and 
is often carried out through different social networking platforms and technologies. 
Moreover, people manage different applications, different virtual identities and maybe 
also different devices: they send email, ask questions on Twitter, Facebook or any 
other social network, or ask to friends and people they know.  

A recently introduced trend in search systems, called crowdsearching, aims at 
making the crowd consultation simpler and more efficient, by interconnecting search 
systems with humans [6, 21, 22]. Recent works (see Section 5) on crowd-based search 
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focus on simple and atomic task, while crowd-sourced search involve a wide range of 
scenario, from trivial decisions, like choosing where going to eat at dinner, to more 
complex activities, like organizing a travel or even buying a house. Thus, users need a 
way to manage and control the whole process, from the creation of the query and the 
selection of the target to the gathering of the results.  

In our previous work [6] we have proposed CrowdSearcher, a system architecture 
with associated query and execution model that bridges conventional search 
experiences to crowdsearching and social network exploitation. The high-level system 
architecture is described in Figure 1: the user submits an initial query, which can be 
addressed either to a traditional exploratory search system or to a human search 
system. If the interaction starts on the conventional search system (e.g., a vertical 
search system for real estate, events, travels, businesses), such system interacts 
synchronously with data sources and produces several solutions (e.g. house offers, 
concerts, itineraries, restaurants, hotels). Then, users may open a CrowdSearcher 
interaction by selecting some of those objects and asking questions about them; input 
selection and preparation is performed by the user with the help of ad-hoc web 
applications or wrappers. In principle, even the results produced by conventional 
search engines, such as Google, could be used as input sources, although in such case 
the user should build the input manually by extracting structured information for each 
selected result item. As an alternative, the user can immediately start with a human 
search step; in this case, the query formulation and the inputs are directly provided by 
the user. At the end of the CrowdSearcher interaction, results are presented to the 
user, in a format that allows their acquisition by the search system, thereby enabling a 
seamless integration of the two search processes.   

 

Fig. 1. Overview of the CrowdSearcher approach 

An important design principle for CrowdSearcher is the independence of queries 
from the crowdsearching engines. This term denotes a broad class of solutions, 
spanning from classic crowdsourcing systems (such as Amazon Turk), to social 
platforms (such as Facebook, LinkedIn, Twitter), and even to emails and document 
sharing platforms, e.g. Google Tables. To achieve independence, we defined the 
CrowdSearcher Query Language as a mapping from an Input Model, including a 
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dataset and structured queries, to an Output Model, which is obtained by modifying 
the dataset and by adding the answers to structured queries. 

 

 

Fig. 2. Overview of the proposed MDD approach 

In this paper we focus on the aspects related to the model-driven design of the crowd-
search user interactions, spanning from the question definition to the engagement, 
dissemination, and ending in the response submission and collection. The main results 
presented in this paper are: 1) a metamodel of the crowd-sourced question; and 2) the 
models of the user interfaces needed for defining the questions and for responding. We 
define a top-down design approach, as sketched in Figure 2, which applies model-driven 
engineering (MDE) techniques for the specification of the crowd-sourced information 
collection task, its splitting and refinement, and its mapping to the Web user interaction 
specification. Task refinement and redesign are outside the scope of this work. The 
approach starts from the task description and applies model-to-model transformations to 
build the detailed task definitions (described e.g. in BPMN) and then the platform 
independent user interaction model (described in the domain-specific language WebML 
[3][4]). Then the final application is automatically generated by means of a model-to-
text code generation transformation. 

The paper is organized as follows. Section 2 defines the query language and its 
execution semantics on the system’s architecture. Section 3 presents the query meta-
model and user interaction models. Section 4 summarizes the related works for both 
the crowd-sourcing and the model-driven fields. Conclusions are in Section 5. 

2 Formalization of CrowdSearch Interactions 

2.1 Query Language 

A CrowdSearcher query is a transformation of an input model into an output model, 
produced by crowdsearching or social networking engines interacting with people in 
real time; a mapping scheme selects the engines, the query representation for each 
engine, and the resources that should be used by the engine for answering the query. 
The model is very general so as to include many kinds of queries, although some 
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transformations may not be supported by all engines. In most practical situations, 
however, queries will use a small subset of the input model, thereby producing the 
output model through a simple transformation and mapping.  

2.1.1   Input Model 
The input of a CrowdSearcher query QI is a triple <C,N,S> where C is a data 
collection, N is a textual query expressed in natural language, and S is a collection of 
structured queries. Every component is optional. We next detail each component. 

• C is an initial data collection which is proposed to the crowd for 
crowdsearching.  For ease of description, we use the relational model, and 
therefore C is a collection of tuples; card(C) denotes its cardinality. C is 
described by means of a schema sch(C), which contains the name, type, and 
constraints (e.g. NOT NULL) of C’s attributes. We also assume that each 
tuple has an identifier TID. C can be sorted, in which case an attribute POS 
indicates the position of each tuple in the input sorting.   

• N is a natural language query that is presented to the crowd. It can be 
mechanically generated, e.g. in relationship with specific structured queries, 
or instead be written by the user who starts the crowd search. 

• S is a collection of structured queries that are asked to the crowd, relative to 
the collection C. Queries allow to express preferences about the elements of 
C, to rank them, cluster them, and change their content.  

Preference queries correspond to typical social interactions (like, dislike, comment, 
tag); the other structured queries abstract simple and classical primitives of relational 
query languages that are common in human computation and social computation 
activities. 

The preference queries include:  

• Like query, counting the number of individuals who like specific tuples of C. 
• Dislike query, counting the number of individuals who dislike specific tuples 

in C. 
• Recommend query, asking users to provide recommendations about specific 

tuples in C. 
• Tag query, asking users to provide either global tags or tags about specific 

attributes of  sch(C). 

The rank queries include: 

• Score query, asking users to assign a score (in the 1..K interval) to tuples of 
C. 

• Order query, asking users to order the (top K) tuples in C. 

The cluster queries include: 

• Group query, asking users to cluster the tuples in C into (at most K) distinct 
groups. 

• OrderGroup query, asking users to cluster the tuples in C into (at most K) 
distinct groups and then order the (top M) tuples in each group. 
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• MergeGroup query, asking users to merge K sorted groups producing a 
single ordering. 

• TopGroup query, asking users to cluster the tuples in C into (at most K) 
distinct groups and then select the top element of each group. 

The modification queries include: 

• Insert query, asking users to add tuples in C. 
• Delete query, asking users to delete tuples from C. 
• Correct queries, asking users to identify and possibly correct errors in the 

tuples in C. 
• Connect query, asking users to match pairs of similar tuples. 

2.1.2   Output Model 
The output of a CrowdSearcher query QO is a tuple <C’,S’> where C’ is a data 
collection and S’ is a collection of structured answers. It is produced by 
CrowdSearcher engines and delivered asynchronously. C’ is the data collection which 
is returned to a user after a crowdsearching task. The schema Sch(C’) is obtained by 
adding to Sch(C) attributes which are used as slots for the answers to the structured 
queries S in S’, i.e.: 

• A counter L of people whom like each tuple. 
• A counter D of people who disliked each tuple. 
• A score value S representing the average score given by people to each tuple. 
• A list R of character strings of people who added recommendations to tuples. 
• A list T of terms (simple or compound words) of people who tagged each 

tuple. 
• A tuple identifier POS if the users ordered the tuples. 
• A group identifier GID if the users clustered the tuples into groups. 
• A group position GPOS if the users ordered the clusters (GPOS is repeated 

for each tuple in the cluster). 

Tuples  C’ are obtained from tuples in C after insertions, deletions, and updates of 
tuples in S; S’ is the set of answers to the queries in S, placed within the appropriate 
slots – the new attributes in Sch(C’).  

2.1.3   Mapping Model 
The mapping model specifies how given search engines can be involved in producing 
the output of a given query Q. A Mapping M of a query Q is a quintuple <E, G, H, T, 
D> where: 

• E is the crowd engine or engines to be used in the query. 
• G is the crowd group that should interact with engine. This could be: the user’s 

friends, specific subsets of the user’s friends, geo-localized people, expert 
people, workers selected on a work platform, and so on. We denote as G(E) the 
subset of users in G that are accessible through a given crowd engine E. 
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Every query is associated to several Crowd Objects which in turn may be 
associated to several Annotations during the query answering process. Annotations 
are set by users, they inclue Like options, Tags, Comments; in addition, users can Add 
or Modify Crowd Objects. A Query is associated to a Master User (that is the 
author of the query), who is registered on many Platforms and may participate to 
many Friendships on the various Social Networks. 

3 Model Driven Specification of the User Interaction of 
CrowdSearcher 

The user interaction model describes the interface and navigation aspects of the 
crowdsearch application. Starting from the meta-model, a model transformation leads 
to a coarse user interaction model, that can be manually refined by the designer. The 
user interaction must cover 3 fundamental phases of the crowd-search process: 

• The submission of the query (performed by the query master);  
• The collection of the responses (performed by the responder); 
• The analysis of the results (performed by the query master). 

At the current stage, our research has identified the interaction patterns relevant for 
each phase, considering the various options of deployment platform; we report one 
possible outcome of the user interaction design in the case of a simple query task and 
of deployment on Facebook and Twitter social networking platforms.   

Figure 4 shows the user interaction model for creating and submitting a query. In 
the Create Query page, the user specifies the textual question (e.g., “What’s the best 
museum to visit in Milan?”) and sets the query type (e.g.,“Like”,“Add”, and so on). 
The user can also choose the type “open question”, thus assuming that no items are 
needed in input for the responder to select/like and so on. In both cases, a Query 
instance is created, and its type is set. If the query does not have inputs, then the user 
is directly brought to the Responder Selection page. 

If, on the other hand, the user chooses to build a structured question with inputs, 
then he is redirected to the Define schema page, where he can create a schema for 
inputs by assigning a general name to the input type and by defining its attributes in 
terms of name and type. By submitting the form, the application creates a new 
instance for the Schema entity and its associated Fields. Then the author of the query 
is brought to the Add Instance page, where he can add input objects following the 
schema previously defined. The specified instances of the inputs are created and 
linked to the query. Finally, in the Responder Selection page the query master can 
select the responders to the query: the list of possible responders is retrieved from the 
social network or crowdsourcing platforms by invoking the GetFriendList module1. 
Figure 5 exemplifies the internals of the GetFriendList module for a user interacting 
with Facebook and Twitter.  

Then, the user can select the responders through the “Friends” multi-selection list 
in the page. Eventually, after viewing a preview of the created question, the user can  

 

                                                           
1 A Module in WebML represent the factorization of a given business or presentation logic.  
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focuses on problem solving. Involving human computation into problem solving 
imposes to address a completely new set of problems related to results quality: bias, 
spamming, independence of the workers, role of the social network structure.  

For general crowdsourcing tasks, several works have studied the impact of the 
design dimensions (cost per task, number of tasks allowed, and so on) upon various 
metrics on the results (quality of the outcome, time to response, number of 
participants, and so on). They all agree that cost per task has little impact on the final 
quality, while it has on the time needed to obtain it (and participation in general) 
[34][35]. Optimization on time can be achieved by studying possible early 
acceptance/termination algorithms. Some heuristics can be defined for deciding how 
many workers are needed for every task [31]. In case of complex tasks, these can be 
split or associated with new microtasks that aim at validating the complex one [32]. 
Experiments show that the definition of the process itself can be delegated to the 
users, with a map-reduce approach, like in the case of Turkomatic [33]. 
Unfortunately, some practical aspects must be considered too: for instance, it has been 
shown that workers on Mechanical Turk pick tasks from “most HITs” or “most 
recent” queues [36]; and HITs in 3rd page and after are not picked by workers. 

There are no widespread approaches tackling the problem of applying human 
computation to exploratory search scenarios [20]. The most common ways of 
collaborating in information seeking tasks are sending emails back and forth, using 
instant messaging (e.g. Skype) to exchange links and query terms, and using phone 
calls while looking at a Web browser [37]. The bottom line is that current capacity of 
users to exploit the actual potential of human computation for exploratory search is 
still very limited.  

The CrowdSearcher approach directly compares with systems, such as CrowdDB 
[23], Turk [24], and Snoop [25]. There are, however, significant differences: the three 
systems all integrate with crowdsourcing engines (specifically Mechanical Turk) and 
not with social networks; they advocate transparent optimization, while we advocate 
conscious interaction driven by the query master; they involve users just in data 
completion, while we also involve users in other classical social responses, such as 
liking, ranking, and tagging 

The novelty aspects of our approach with respect to the existing works include: 
independence with respect to the crowdsourcing platform (in particular, we allow to 
exploit indifferently a social network or a crowdsourcing marketplace of choice); 
model-driven design of tasks and user interactions; model-transformation based 
approach that partly automates the generation of some models, thus reducing the cost 
of designing new applications; and possibility of manually or automatically choosing 
the responders to a query task. Our work can be seen as an extended social question 
answering approach (as applied in Quora2 and other platforms), where the asker has 
greater flexibility in defining and sharing his questions. Our work addresses the 
problem of defining crowdsourcing tasks at the modeling level, while existing 
approaches and tools typically allow for a programming approach to the problem 
(e.g., see TurkIt [2]). 

                                                           
2 http://www.quora.com/ 
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Our work is based on general purpose model-driven techniques and on our 
previous work on Web application design [9], on mapping business processes to user 
interaction models [8], as well as on the preliminary results presented in the 
CrowdSearcher approach [6]. From the implementation perspective, we rely on the 
WebRatio toolsuite [7], which provides code generation facilities for WebML models. 

6 Conclusions and Future Works 

In this paper we presented a model-driven approach for crowdsourcing responses to 
questions. We defined a meta-model of the query tasks and a user interaction model 
for building and answering to a query. Our current work addresses the problems of 
task splitting and automatic model transformations, so as to implement a model-
driven approach to the design of the tasks, considering the structured crowdsourcing 
patterns identified in literature. For the future we plan to extend the coverage of the 
deployment to more social and crowdsourcing platforms and the integration of more 
responders from several platforms, thus enhancing platform interoperability. 
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Abstract. The simulation of human thinking is one of the long term
goals of the Artificial Intelligence community. In recent years, the adop-
tion of Semantic Web technologies and the ongoing sharing of Linked
Data has generated one of the world’s largest knowledge bases, bring-
ing us closer to this dream than ever. Nevertheless, while associations
in the human memory have different strengths, such explicit associa-
tion strengths (edge weights) are missing in Linked Data. Hence, finding
good heuristics which can estimate human-like association strengths for
Linked Data facts (triples) is of major interest to us. In order to evaluate
existing approaches with respect to human-like association strengths, we
need a collection of such explicit edge weights for Linked Data triples.

In this chapter we first provide an overview of existing approaches to
rate Linked Data triples which could be valuable candidates for good
heuristics. We then present a web-game prototype which can help with
the collection of a ground truth of edge weights for triples. We explain the
game’s concept, summarize Linked Data related implementation aspects,
and include a detailed evaluation of the game.

1 Introduction

Since its introduction in 2001 the Semantic Web [1] has gained much attention. In
recent years, especially the Linking Open Data (LOD) project contributed many
large, interlinked and publicly accessible RDF datasets, generating one of the
world’s largest, decentralized knowledge bases [2]. The accumulated amount of
Linked Data has many applications and can already be used to answer structured
questions (e.g., the DBpedia [3] dataset can easily be used to compile a list of
musicians who were born in Berlin).

Nevertheless, it currently is unclear how to rank result sets—not even those
of simplistic (descriptive) queries—by importance as considered by an average
human. For example, asked to describe (What/Who is ...?) a topic such as “Face-
book”, nearly all humans will explain that it “is an online social network”, but
only few will tell us that “Chris Hughes is one of its co-founders”. In the remain-
der of this chapter, we will hence call the fact “Facebook has subject online social

S. Ceri and M. Brambilla (Eds.): Search Computing III, LNCS 7538, pp. 223–239, 2012.
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networking” more important than “Facebook has key person Chris Hughes” wrt.
the topic “Facebook”. Despite the fact that this importance relation is surely user
and context dependent, we want to focus on an average human’s view, leaving
the application of user and context models to future work. In terms of [4] our def-
inition of importance balances formality, stability and sharing scope mostly by
focusing on a wide sharing scope and being applicable to cross-domain datasets
such as DBpedia.

In contrast to this human view, triples in Linked Data, which are (subject,
predicate, object)-statements, also called facts, are facts in a logical sense. Like
logical axioms, they all are of the same “importance”, none being more valuable
than another. Given a topic (e.g., dbpedia:Facebook) there is no easy way to
order its more than 100 related facts in DBpedia by importance. This leads to
problems, for example when a user requests a concise description1 of a resource.

A collection of such importance information would allow us to ask machines
not only to give us all known facts related to a resource in an arbitrary order,
but also to rank this information by importance, allowing us to constrain the
number of results to the most important ones (e.g., the top 10).

Aside from concise descriptions the applications of a method to rank facts
about a given topic from Linked Data are manifold. With regard to Artifi-
cial Intelligence this would provide a basis for human-like reasoning on Linked
Data (e.g., using spreading activation approaches [5] for semantic search [6] with
meaningful edge weights) and enable us to drastically reduce the search space
to only those concepts strongly associated with the current context by an av-
erage human. Another immediate benefit from annotating Linked Data triples
with association strengths is the possibility of feedback for automated extraction
processes, e.g., the one underlying DBpedia. One could investigate, which ex-
traction rules yield high and which ones yield low strengths, facilitating a quality
assurance process.

Besides these immediate benefits, such a collection of association strengths
would also allow us to investigate whether currently used approaches to rank
Linked Data (e.g., based on network analysis approaches, such as PageRank
[7] and HITS [8], trying to model how much activation flows from one con-
cept to another, or based on semantic similarities, such as estimated by word
co-occurrences on websites) truly model how we associate thoughts. If this is
the case, the heuristics could be used to bootstrap the acquisition of associa-
tions strengths for Linked Data triples, else such a dataset would be a valuable
prerequisite to develop heuristics to estimate triple importances.

Despite all the benefits a collection of Linked Data triples rated by human
association strengths would have, it suffers from the typical knowledge acqui-
sition bottleneck. Collecting such strength values is prone to subjectivity, it is
extremely monotonous and tedious, and it is difficult for humans to reliably and
objectively assess the absolute strength value of a triple. Furthermore, the im-
mense amount of Linked Data would cause great expenses if people were to be
paid for rating even a small part thereof.

1 Description as in SPARQL DESCRIBE queries.

dbpedia:Facebook
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In order to overcome the aforementioned problems, we sketched the idea for a
web-game in [9] and briefly described our findings from developing a prototype
called BetterRelations in [10] following the “Games With A Purpose” approach
by von Ahn and Dabbish [11].

The rest of this chapter is structured as follows: We first give an overview of
existing approaches to rank Linked Data (Section 2) and Games With A Pur-
pose related to BetterRelations (Section 3). Afterwards we provide a detailed
description of the game’s concept as well as data acquisition and necessary pre-
processing steps to present Linked Data triples to players in a comprehensible
format (Section 4). Furthermore, we report on a detailed evaluation, consisting
of statistics, the results of a user questionnaire and a comparison of the game re-
sults with manually generated ranked lists by a test group (Section 5), as well as
a discussion of our findings, identifying possible improvements and future work
(Section 6).

2 Existing Approaches to Rank Linked Data

The need for mechanisms to rank Linked Data grows with the ongoing adoption
of Semantic Web technologies. In recent years, a variety of approaches have
been developed. For an easier understanding we want to structure them into
approaches which mainly analyze the graph structure of Linked Data itself and
approaches which use Linked Data external information sources to rank Linked
Data.

2.1 Approaches Using Graph Analyses

As Linked Data can be represented as a graph it is not surprising that many
ranking approaches focus on the structural aspects of this graph. Most of these
approaches try to apply well known ranking algorithms for the World Wide Web
such as PageRank [7] or HITS [8] to the Semantic Web.

ObjectRank [12] was one of the first such approaches applying PageRank on
databases modeled as labeled graphs. In order to reduce the Linked Data graph
with different link types to a graph with just one link type on which PageRank
can operate, ObjectRank requires domain experts to manually assign weights
for each link type, which is impractical on large scale, evolving datasets such as
Linked Data. As ObjectRank was developed with a single database system in
mind, it does not track provenance information and hence is possibly vulnerable
to spam.

Swoogle [13] was one of the first search engines for the Semantic Web, using
OntoRank and TermRank for ranking. OntoRank ranks RDF documents with
PageRank. TermRank ranks classes and properties by their popularity which is
composed of their usage counts in other RDF documents and their OntoRank
distributed over all classes and properties which are used. One main drawback
of Swoogle is its inability to rank instances.
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This shortcoming of Swoogle was addressed by the Naming Authority [14]
approach. It ranks Linked Data resource and literals by calculating the Page-
Rank on the interlinkage of source documents and then propagating the source
rank to their resources and literals. The re-use of IDs (URIs) minted by other
naming authorities (top level domains or pay level domains) increases their rank
and provides spam resistance as it takes the provenance of RDF statements
into account. Nevertheless, the same mechanism neglects dataset internal link
structures, which are of importance w.r.t. big datasets such as DBpedia.

Hence, DING (Dataset Ranking) [15], which is currently used in Sindice [16]
extends [14]. It uses two layers: the dataset graph and the entity graph. As in
[14] the dataset graph consisting of links between datasets is used to compute
the dataset ranks based on PageRank. The calculated dataset ranks are then
combined with semantic-dependent entity rankings (which can be different for
different datasets), such as PageRank or a simple in-degree. By this the approach
has the ability to better model peculiarities of specific datasets.

In contrast to the aforementioned approaches which are based on PageRank,
TripleRank [17] represents the RDF graph as 3D tensor and uses a tensor variant
of HITS. By this TripleRank allows the identification of and grouping by similar
properties. Despite its promising results, TripleRank is vulnerable to spamming
as it does not track provenance information and includes a pruning step which
removes properties that could potentially encode very useful information for
semantic similarity (e.g., the DBpedia dbo:wikiPageWikiLink).

The last approach we want to mention is called SemRank [18] and is an in-
formation theoretic approach. Given two resources it ranks possible complex
relationships (multi-step paths) between them based on information gain for the
user. The user can configure the system to be rather conventional (low informa-
tion gain) or use it in a discovery mode fashion (high information gain). For this
SemRank combines three different components. Aside from providing a semantic
keyword matching on the labels of involved properties, SemRank calculates the
specificity of properties and refractions of a complex relation. The specificity
of a property describes how unique it is w.r.t. the knowledge base and w.r.t.
where it could be used due to domain and range restrictions. The refraction
count measures how many different vocabularies a complex relation spans. A
high specificity or high refraction count increase the rank in discovery mode but
decreases the rank in conventional mode.

2.2 Approaches Using Graph External Features

The previously mentioned approaches all limit themselves to information which
is available by analyzing Linked Data and especially its graph structure. We now
want to focus on approaches which also use external information. Many of the
following approaches are not originally devised to rank Linked Data, but instead
focus on semantic similarity or semantic relatedness of terms, which are closely
related to human association strengths. In order to apply such approaches to
Linked Data, usually labels [19] are used to map between Linked Data instances
and instances in external data sources.

dbo:wikiPageWikiLink
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In order to estimate the semantic relatedness of two concepts, many ap-
proaches are based on WordNet [20]. WordNet is a large lexical database of
English words. Amongst others, WordNet groups words into synonym sets and
provides hierarchical relations between them, such as hypernyms and holonyms.
Most WordNet based relatedness measures use features of the hierarchical struc-
ture, such as the length of shortest paths between concepts or the overlap of
synsets. An evaluation of WordNet-based semantic relatedness measures can be
found in [21]. Despite its size and quality the main disadvantage of using Word-
Net is that it is far from complete and quickly becomes outdated (trend words
such as “iPad” are still missing).

To overcome these issues other approaches are based on Wikipedia and typ-
ically focus on structural features of the corresponding articles in Wikipedia,
such as the disambiguation pages, hierarchy of categories, listings, and Wik-
iLinks (links between articles). For example, WikiRelate [22] uses the disam-
biguation pages, letting two concepts disambiguate each other, in combination
with text overlap and category tree search for a lowest common category ancestor
of Wikipedia articles to calculate the semantic relatedness of the concepts.

Another group of similarity measures focuses on distributional aspects of
words and their co-occurrence in large text corpora (e.g., online documents)
or social online platforms. Approaches in this group are typically based on the
count of scopes in which both terms co-occur, as well as the counts of scopes
in which they occur independently and then try to estimate the significance of
the co-occurrences. Examples for such similarity measures include the Normal-
ized Google Distance [23] (actually often applied to other search engines as well)
and tag relatedness in social bookmarking systems [24]. Further such distribu-
tional systems can be found in [25], also including an approach which combines
co-occurrence based measures ones based on WordNet-based.

Some of the aforementioned approaches, especially those depending on ex-
ternal datasets such as WordNet and Wikipedia, can actually be performed on
Linked Data, as for most of such datasets mappings are existent, nowadays. Still
such approaches typically use very specific knowledge about these datasets (and
their mappings to Linked Data) in contrast to the methods presented in the
previous section.

The last approach we want to mention is DBpediaRanking [26], an approach
which makes use of such a mapping which maps Wikipedia to its Linked Data
pendant DBpedia. DBpediaRanking finds semantically related terms for a given
DBpedia resource.To some extent it can also be seen as a hybrid approach combin-
ing graph structural features and external information. DBpediaRanking exploits
the graph-based nature for a limited depth-first search restricted to predefined
properties (skos:subject and skos:broader). The discovered nodes are com-
pared to the root node by a scoring mechanism which focuses on nodes that are
encountered frequently during the discovery step (important nodes). The scoring
includes similarity measures derived from co-occurrences of both rdfs:labels in
web documents by querying search engines such as Google and Yahoo and online
bookmarking services such as Delicious. The scoring mechanism also ranks nodes

skos:subject
skos:broader
rdfs:label
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higher which have bidirectional dbo:wikiPageWikiLinks with the root node
(an idea which can also be found in [27]), and scores nodes higher which have
bidirectional dbo:abstract inclusions of their rdfs:labels with the root node.
The hybrid approach chosen by DBpediaRanking shows promising evaluation
results.

The last approach indicates that a combination of procedures using structural
features of the graph and techniques using information from external datasources
might interesting for future research. As mentioned in the introduction to con-
duct such research, a collection of Linked Data triples rated by humans would
be very helpful, especially considering the fact that in many of the presented
approaches evaluations were limited to a small group of people and performed
on small fractions of the datasets they should be able to rank.

3 Related Work

In terms of game design, BetterRelations is related to Matchin [28]. Matchin is a
two player web-game, which confronts pairs of players with two pictures (taken
from the WWW), asking them which one they prefer. If the preferences of both
players match, the players are rewarded with points and an increasingly higher
bonus. In case of a mismatch, they are not rewarded with points and the bonus
is reset to 0. In this process, decisions which both players agree on are considered
more valuable than mismatches. In the background Matchin records the pair-
wise user preferences and uses them to compute a global rating of the played
images. In contrast, BetterRelations presents two textual facts corresponding
to Linked Data triples about one topic to its players. Whereas Matchin creates
a globally ranked list of images, BetterRelations computes a ranking for each
topic and its related facts. Hence, the rating algorithm, which transforms the
pairwise user preferences into the global ratings hence has to deal with signifi-
cantly smaller lists. As detailed in Section 4.1, BetterRelations includes several
additional features in order to make Linked Data issues such as noise or unknown
facts tractable.

OntoGame [29] was the first and most prominent game with a purpose focus-
ing on Linked Data. Nevertheless, it collects another type of information than
BetterRelations: Players are asked to decide if a Wikipedia topic is a class or an
instance, aiming at creating a taxonomy of Wikipedia.

WhoKnows? [30], a single player game, judges whether an existing Linked
Data triple is known by testing players with (amongst others) a multiple choice
test or a hangman game. In contrast to our approach, WhoKnows only uses a
limited fraction of the DBpedia dataset and excludes triples not matched by a
predefined domain ontology in a preprocessing step. This greatly reduces noise
issues, but eliminates the possibility to collect user feedback about triple qualities
and problems in the extraction process. Also, WhoKnows intends to rank triples
by degree of familiarity. However, the used measurement only relies on the ratio
of correctly recognized facts divided by number of times a fact was tested. The
quality of this ratio is doubtful as it does not distinguish whether a fact has been
tested few or many times.

dbo:wikiPageWikiLink
dbo:abstract
rdfs:label
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Other collaborative approaches to create large knowledge bases usable by
machines exist, including the Open Mind Common Sense Project (OMCS) [31]
or Freebase2. Freebase shows some input methods that resemble games, such as:
Typewriter3 or Genderizer4. Answers taken from users in these interfaces are
directly converted into statements (e.g., “... is female.”) issued by the user and
added to the knowledge base, taking them out of the list of items which lack
information. In contrast to BetterRelations, such input methods typically do not
contain any means of filtering (possibly intentional) disruptive user input and
do not provide edge weights.

4 The Game

A straightforward approach to collect association strengths for Linked Data
triples is this: First, we select a Linked Data resource of interest (e.g.,
dbpedia:Facebook or dbpedia:Wiki). We call this a topic of interest or simply
topic. We then show randomly shuffled lists of all related triples to test persons
and ask them to order the triples by decreasing importance. In the context of
this work, given a topic, we define related triples to be the collection of (subject,
predicate, object)-triples where the topic is the subject.5

The aforementioned approach suffers from the problem that the outcome of
each of these experiments, which is a user centric ranking, is not only highly
subjective, but sometimes even unstable for one person over time. In order to
overcome difficulties for humans when sorting lengthy lists, we could ask for
the atomic relative comparisons of two facts about one topic and then use an
objective rating algorithm to generate an absolute ranking of the topic’s related
facts. This leads us to the idea behind BetterRelations.

4.1 BetterRelations

BetterRelations6 is a symmetric two player output (decision) agreement game
in terms of von Ahn and Dabbish’s design principles for Games With A Pur-
pose [11]:

A player starting to play the game is randomly matched with some other
player for a predefined timespan (e.g., 2 minutes). In every round (see Figure 1)
both players are presented with a topic, which actually is a Linked Data re-
source’s symbol (e.g., Facebook, the symbol for dbpedia:Facebook), and two
items, which are symbolic forms of facts about the topic (e.g., key person Chris
2 http://www.freebase.com/
3 http://typewriter.freebaseapps.com/
4 http://genderizer.freebaseapps.com/
5 Extending the list by triples where the topic is the object (incoming links) typically

imports a large number of unimportant facts for the topic (e.g., in Wikipedia and
thus in DBpedia one would expect to learn about Facebook by visiting the page
about it, not by reading through all the pages linking to its page).

6 BetterRelations can be played online: http://lodgames.kl.dfki.de

dbpedia:Facebook
dbpedia:Wiki
dbpedia:Facebook
http://www.freebase.com/
http://typewriter.freebaseapps.com/
http://genderizer.freebaseapps.com/
http://lodgames.kl.dfki.de
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Fig. 1. In a game round, choosing phase

Hughes (Facebook) and has subject Online social networking). As in Matchin the
facts are presented to the players in randomized order to counter easy cheating
attempts.

Both players are asked to select the fact that their partner will have thought
of first. In case a player does not know the topic, a quick info can be requested
by clicking on the question mark appended to the topic. Doing so will internally
mark the player’s decision as influenced and the partner’s as unvalidated. To
decide, each player can either click on the more important fact’s button or on
two additional buttons in case the player can’t decide between the alternatives
or thinks that both alternatives are nonsense / noise.

As in Matchin, BetterRelations rewards agreements between both players
with points and punishes disagreements without subtracting points, in order
to increase game fun. The scoring function bases on the number of succes-
sive agreements in the current and preceding rounds: Players are rewarded with
0, 5, 10, 25, 50, 75, 90, 95, 98, 99, 99, 99, 100, . . . , 100 additional points for a streak
of 0, 1, 2, 3, . . . agreements. In contrast to Matchin (where the streak is reset to
0 on a mismatch), in BetterRelations a mismatch will only decrease the streak
by 2 and does not reward the current round with additional points.

BetterRelations includes two more buttons: “can’t decide” and “both nonsense”
than Matchin. Hence, the scoring function was changed in order to counter easy
cheating strategies such as always selecting the “can’t decide” button. In terms of
the scoring function the both middle buttons are the same button (it counts as
an agreement if one player selects “can’t decide” and the other “both nonsense”)
and an agreement on the middle buttons will not be rewarded with additional
point, but instead will sustain the accumulated streak. Furthermore, a player
who requested a quick info will not be rewarded with points in the current
round.
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On the server side the game records a large amount of relative decisions be-
tween pairs of items, filtered by a partner and uses them to upgrade ratings in
case of agreements. A both nonsense agreement will mark both items as nonsense
and exclude them from future games. Generating an absolute ranking from such
results can be compared to chess rating systems, where based on the outcomes of
atomic competitions (player p1 won against p2), a global ranking is calculated,
just that in this case it is not players competing, but facts [28]. In contrast to
Matchin, BetterRelations uses a TrueSkill [32] based algorithm internally to up-
date fact ratings after each agreement, selects next fact pairs for a topic in a way
to minimize the overall needed amount of decisions and stops sorting lists with n
facts after n · log2(n) updates, determined to be a good threshold by simulations.

After rewarding the players with points, the next round starts until the game
runs out of time. The next topic is chosen by selecting the topic least often
played by both players from a list of topics currently opened for playing, which
is based on the topmost accessed Wikipedia articles. In the end, both players
see a summary of their performance showing the amount of points gained in this
game, the longest streak and their total game score in BetterRelations.

In case no partner can be found or the partner leaves the Game, BetterRe-
lations also provides a single player mode, which will either replay rounds with
unvalidated decisions or replay previous two player games if no unvalidated de-
cisions are left. As the latter replays usually waste human decisions, the single
player mode can also be configured to initiate two player games with a certain
probability and fake the (dis-)agreement by chance, based on the player’s histori-
cal rate of agreements. The results of such rounds again provide new unvalidated
decisions used by other single players.

4.2 Game Data Acquisition and Preprocessing

As BetterRelations tries to rank multiple lists of triples related to one topic each,
we first of all have to decide which topics we want to play. Topics should be well
known to most players and be interesting, in order to receive valuable feedback
and provide an entertaining game. Additionally each of the topics should have
associated Linked Data triples. Hence, BetterRelations selects topics (Linked
Data URIs) corresponding to the most often accessed Wikipedia pages7, which
include pages such as Wiki, United States, Facebook, Google. Every time the
game needs a new game topic and its related triples (e.g., because an existing
topic’s facts were sorted), it loads the corresponding triples for the next topmost
Wikipedia topic from a local DBpedia mirror, which also was pre-loaded with
standard vocabularies such as rdf, rdfs, foaf.

As showing URIs to the end-users is of limited use, the users will always see
rdfs:labels of such references. Hence, for each URI in the list of related triples
of a topic, all English or non language tagged rdfs:labels are acquired. For
URIs with multiple labels a best label is selected following a heuristic preferring
language tagged literals and such which are similar to the URI’s last part if still
7 Stats aggregated from raw access logs, available at http://dom.as/wikistats/

rdf
rdfs
foaf
rdfs:labels
rdfs:label
http://dom.as/wikistats/
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in doubt. Triples having the same labels are merged from a game’s point of view
and such with missing labels for predicate or object excluded from the game.
We call this the symbolic form of a triple.

Finally labels and corresponding triples are excluded, which (due to long string
length) don’t fit into the game’s window, end with suspicious file endings (e.g.,
.jpeg) or which have an object label equal to the topic’s label (“Facebook label
Facebook”).

5 Evaluation

After the previous sections detailed the game’s concept, data acquisition and
preprocessing, we will now provide a detailed evaluation of the game itself and
of the generated output.

5.1 The Game

First, the game’s concept and its realization are evaluated by summarizing mea-
surements and derived estimates. Afterwards, the outcomes of a questionnaire
are provided which was presented to players of the game.

Measurements and Estimates. In the 18 day period from Jan. 12th until
Jan. 30th, 2011, the game was played by 359 Users (re-identified by cookies
if possible). In this timespan 1041 games were played, out of which 431 were
two-player and 610 were single-player games.

The players played a total amount of 12K rounds submitting 14.7K decisions,
out of which they selected 11.2K times an item, 2K times “can’t decide” and
1.5K times “both nonsense”. This led to an amount of 3.8K mismatches, 4.7K
matches, including 3.8K item matches, and 840 non item matches.

The total amount of time all players together played the game was 42 hours
(rounds without any decisions were not counted, they summed up to 5 hours,
46 minutes, e.g., idle tabs). With this, we can calculate the average time a
decision takes to be 10.3 seconds. The throughput8 of BetterRelations hence is
350 decisions per human hour of gaming. With the given numbers we can also
find out the average lifetime play, so the time an average player plays the game,
to be about 7 minutes. Multiplication of both numbers gives us an expected
contribution of 41 decisions per human.

Repeating the above for matches instead of decisions yields a throughput of
112 matches per human hour of gaming, and an expected contribution of 13
matches per human.

Knowing that the top 1000 Wikipedia topics contain 56K game items, and
taking into account the observed nonsense ratio of 1

10 , we can estimate that in
order to sort the facts known about the top 1000 Wikipedia topic, we would need

8 For a definition of throughput, average lifetime play and expected contribution also
see [11].
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313K matches. In terms of players, this means that with the current implemen-
tation and we would need about 23.9K players to sort the top 1000 Wikipedia
topics, i.e., 24 players per topic.

Questionnaire. Aside from these measurements and estimates, we wanted to
know if the game was fun and wanted to collect feedback for possible future
enhancements. For this, an online questionnaire survey was conducted among
players of the game. The questionnaire was completed by 35 participants, mainly
German (32) computer science students (23) or researchers (8), 31 male and 4
female.

Apart from background questions, the questionnaire consisted of a series of 5-
point Likert scale items that are listed in Table 1 and comment fields asking what
the participants liked, disliked and what they were missing. The summarized
results in Table 1 show that most of the players were between 21 and 33 years
old and had played online games before.

The main result from the conducted survey is that the game in its current
version is of limited fun and that the majority of people do not plan to play
it again. From the collected numerical data we can also see that in average the
participants did not know all the topics and knew even less of the game items.
At the same time most of the participants agreed that the game contained too
much nonsense and too many irrelevant facts.

Apart from these numerical results, a view of the collected comments yields
many common aspects. Many users mentioned that they liked the idea of creating
a game to collect scientific data and the design of the game. In accordance with
the numerical results, most users mentioned that they disliked the high amount
of nonsense, consisting for example of unknown or cryptic abbreviations. Many
participants also mentioned that they disliked the formatting of dates and often
were confronted with facts they did not know anything about. Some of the
participants also disliked the waiting period in the beginning of the game and
complained about the mixture of German and English facts.

Many of the participants also mentioned that they were missing a button “I
don’t know any of these” or an initial selection of own interests, so they were not
asked things they did not know that often. Many users requested a way to know

Table 1. Results of an online survey answered by 35 game players. Except from Age
users could select answers from a 5-point Likert scale: 1 (Strongly disagree), 2 (Dis-
agree), 3 (Neutral), 4 (Agree), 5 (Strongly agree).

Statement μ σ
The gaming principle was easy 4.43 0.77
I knew all topics 3.11 1.04
I knew all items 2.54 0.91
Too much nonsense 3.68 1.23
Too many irrelevant facts 3.57 1.13
The game was fun 2.66 1.04
I will play it again 2.34 1.29
Played online games before 4.20 1.33
Age 27.68 6.76
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Table 2. Example: Gold Standard (left) and Game Output (right) lists for topic Wiki.
In this case predicate and object are the symbolic forms of the corresponding triples
from DBpedia.

rank sum ns predicate object
0.0 14.0 has subject Wikis
1.0 26.0 has subject Social information processing
2.0 28.0 has subject Self-organization
3.0 30.0 has subject Hypertext
4.0 42.5 has subject Human-computer interaction
5.0 47.5 has subject Internet history
6.5 74.0 x Jahr 2007
6.5 74.0 x tag 10

rating ns predicate object
19.41 has subject Self-organization
18.33 has subject Social information processing
15.78 has subject Human-computer interaction
9.15 has subject Wikis
5.34 has subject Hypertext
-1.63 has subject Internet history
4.24 x Jahr 2007
4.21 x tag 10

who they were playing with and even suggested to make it possible to explicitly
select a partner to play with. Some of the participants also suggested showing a
highscore screen at the end of the game and including user accounts to save their
own score and a recap phase after the game listing the questions and selected
answers, showing their outcomes and providing more exploratory features.

5.2 Output Quality

Besides evaluating the game itself, the quality of generated results is of special
interest in this work. As mentioned in the previous sections, the game calculates
rating scores for the facts in each of the topics’ related triples lists. The rating
score can be used to order each of these lists, generating ordered output rankings.
In the testing period, the game completed the generation of 12 such lists ordered
by importance ratings.

In order to assess the quality of these lists, a Gold Standard list was generated
for each of these 12 topics.

The Gold Standard lists were generated by a test group consisting of 11 peo-
ple who had played the game before. Each candidate was asked to manually
sort each of the 12 randomly shuffled lists of related facts by importance after
excluding facts that the candidate identified as nonsense. For each of the topics
the manually sorted lists were aggregated by summing up the ranks for each fact
and afterwards sorting ascending by rank sum, forming the Gold Standard list.
In this process nonsense facts were appended to each list’s end and given a rank
according to the barycenter of all nonsense items in that list. In the aggregated
list a fact is said to be nonsense if the majority of test persons considered it as
nonsense. An example of such a manually generated Gold Standard list can be
seen in Table 2 (left).

Once a Gold Standard list is generated, the Mean Squared Errors (MSE) can
be calculated for each of the individual manually generated ranked lists. The
MSE is computed as the average sum of squared rank differences of each fact in
the list and can be seen as blue histogram bars in Figure 2.

Calculating the average of these MSEs (so the average error an individual
human makes when compared to the Gold Standard) and the deviation thereof
(seen as red dashed and dotted lines in Figure 2), we can compare the human
results with the game’s result (which is shown as green vertical bar).
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2

User Datagram Protocol, items:3, μ=0.96, =0.78; game:0.67, r:-0.50, =0.50

2

Geographic coordinate system, items:4, μ=1.86, =1.82; game:1.50, r:-0.20, =0.40

2

Digital object identifier, items:4, μ=0.95, =0.99; game:1.50, r:0.80, =0.40

2

Hypertext Transfer Protocol, items:6, μ=1.44, =1.58; game:0.67, r:0.03, =0.89
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Wiki, items:8, μ=2.57, =2.31; game:2.25, r:0.93, =0.79
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FIFA World Cup, items:8, μ=4.85, =3.24; game:2.00, r:0.57, =0.81
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International Standard Book Number, items:13, μ=6.67, =3.81; game:19.62, r:0.59, =0.30

2

Halloween, items:16, μ=17.67, =9.05; game:36.03, r:0.47, =0.15

2

Harry Potter, items:25, μ=15.86, =5.05; game:34.56, r:0.86, =0.67

2

Internet Movie Database, items:29, μ=37.38, =22.79; game:31.48, r:0.48, =0.78
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Mark Zuckerberg, items:30, μ=40.14, =20.36; game:41.88, r:0.63, =0.72
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Wikipedia, items:37, μ=84.21, =31.84; game:96.69, r:0.65, =0.58

Fig. 2. Comparison of Gold Standard and game output on 12 topics’ item lists. Blue
histogram bars show the MSEs of each manually generated lists, their mean μ is shown
as a red dashed line, their standard deviation σ as red dotted lines. The game’s MSE
error is shown as a green line. The titles also include the Pearson product-moment cor-
relation coefficient r and Spearman’s rank correlation coefficient ρ of the Gold Standard
List and the game’s output.
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Even though the statistics in Figure 2 should be handled carefully because
of the low sample size, we can observe that the game’s result are within the 1σ
interval of manually created lists in 9 out of 12 cases. In 3 cases (ISBN, Halloween
and Harry Potter), the game results are a bit worse than those generated by our
test group, in 6 cases better than an average individual human.

After this description of the game’s evaluation and its generated output rank-
ings, the results will be discussed in the next section.

6 Discussion

One of the main concerns when designing BetterRelations was the desired high
quality of its generated output ratings. This task was considerably complicated
by the high amount of noise which occurs in the Linked Data triples acquired
mainly from DBpedia. Nevertheless, the results of the evaluation show that the
game’s outputs are about as good as those of humans in 9 out of 12 cases and
even better than an average human in half of the cases.

While a 75 % success rate is satisfactory, we were also interested in the prob-
lems of the 3 remaining lists, which correspond to topics Harry Potter, ISBN
and Halloween.

An investigation of the topic Harry Potter revealed that while the game item
((p,o) pair) “image caption · Complete set of the seven books” was marked as
nonsense in the Gold Standard list, it is ranked as top item by the game, indi-
cating that many players preferred it over other game items. A possible explana-
tion for this is that players of the game had limited time for their decisions and
maybe overlooked the erroneous predicate label in a rush, and their association
was likely dominated by the more prominent and very useful object label. At
the same time, the participants of our Gold Standard test group had no time
restriction to select items they regarded as nonsense. This single misplaced item
accounts for a large amount of the game’s calculated MSE (≈ 15), probably
making the result much worse than it is. In the results of Halloween we noticed
that the facts “has subject · Irish folklore”, “has subject · Irish culture” and “has
subject · Scottish folklore” were marked to be nonsense in the game results. Nev-
ertheless, these game items receive suspiciously high ratings for nonsense items
which, if they were not reordered to the end of the list as done in each of the
human-generated lists, would have caused a much lower MSE value. Hence, we
suggest to trigger a review in cases of such discrepancies between current rat-
ing and nonsense flagging in future versions. In the third of these lists for topic
ISBN, we could not identify an obvious reason for the discrepancy.

But even when taking these considerations into account, we are confident that
the game—already in its current version—generates good output ratings from
pairwise comparisons of items. Nevertheless, it remains part of future work to
conduct a survey showing the game outcomes to a test group and asking for
immediate feedback about the generated ranking.

Aside from the high quality of the generated ratings, we also evaluated the
game itself. The the questionnaire reveals that game principle was easy and
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straightforward and the majority of topics was known. However, problems re-
lated to fun and replay-ability were also mentioned. An investigation of the
given comments revealed that the primarily impairing factors were the presence
of many cryptic abbreviations, strange formatting of numbers and dates, and
the mixture of English and German facts. Since improvements of the game’s fun
factor would further decrease the amount of 24 players needed to sort the facts
known about one Wikipedia topic, we performed an analysis on the reported
problems. It turned out that many of them originated from errors in the DBpe-
dia 3.5.1 dataset, e.g., German labels which had missing or incorrect language
tags, and have been resolved in the more recent DBpedia 3.6. We expect that
upcoming releases of the DBpedia dataset will address even more of these prob-
lems, as the extraction mappings are improving. Such an enhanced quality of the
underlying datasets has the dual effect of reducing the amount of (erroneous)
triples to sort and at the same time increasing the fun of the game.

7 Conclusion and Outlook

In this chapter we presented a survey of existing approaches to rank Linked Data
and after identifying the need for a collection of Linked Data rated by humans,
presented a game called BetterRelations as well as a detailed evaluation of our
first implementation.

Our evaluation shows very promising results in terms of the desired quality of
the generated collection of importance ratings. We believe that this approach can
be used to successfully sort Linked Data triples. While the low average lifetime
play indicates a problem with the game’s motivation, this appears to be mainly
caused by the high amount of noise in the underlying Linked Data triples. As
even slight improvements of the average lifetime play could already drastically
reduce the number of players needed to sort the facts known about a popular
Wikipedia topic, our future work will focus on methods to detect noise and the
way how the game deals with it. We also plan to provide the game’s output
(ranked lists with rating scores) as Linked Data, allowing others to rank result
sets of queries by importance for humans, and implement other ways to increase
the player’s fun, such as user accounts and high scores.

This work was financed in part by the University of Kaiserslautern PhD schol-
arship program and the BMBF project Perspecting (Grant 01IW08002).

References

1. Berners-Lee, T., Hendler, J., Lassila, O.: The Semantic Web: A new form of Web
content that is meaningful to computers will unleash a revolution of new possibil-
ities. Scientific American 284(5), 34–43 (2001)

2. Bizer, C., Heath, T., Berners-Lee, T.: Linked Data - The Story So Far. International
Journal on Semantic Web and Information Systems 5(3), 1–22 (2009)

3. Bizer, C., Lehmann, J., Kobilarov, G., Auer, S., Becker, C., Cyganiak, R., Hellmann,
S.: DBpedia - A crystallization point for the Web of Data. Web Semantics: Science,
Services and Agents on the World Wide Web 7(3), 154–165 (2009)



238 J. Hees et al.

4. van Elst, L., Abecker, A.: Ontologies for information management: balancing formal-
ity, stability, and sharing scope. Expert Systems with Applications 23(4), 357–366
(2002)

5. Crestani, F.: Application of Spreading Activation Techniques in Information Re-
trieval. Artificial Intelligence Review 11(6), 453–482 (1997)

6. Schumacher, K., Sintek, M., Sauermann, L.: Combining Fact and Document Re-
trieval with Spreading Activation for Semantic Desktop Search. In: Bechhofer, S.,
Hauswirth, M., Hoffmann, J., Koubarakis, M. (eds.) ESWC 2008. LNCS, vol. 5021,
pp. 569–583. Springer, Heidelberg (2008)

7. Brin, S., Page, L.: The Anatomy of a Large-Scale Hypertextual Web Search Engine.
Computer Networks and ISDN Systems 30(1-7), 107–117 (1998)

8. Kleinberg, J.M.: Authoritative sources in a hyperlinked environment. Journal of
the ACM 46(5), 604–632 (1999)

9. Hees, J., Roth-Berghofer, T., Dengel, A.: Linked Data Games: Simulating Human
Association with Linked Data. In: LWA 2010, Kassel, Germany (2010)

10. Hees, J., Roth-Berghofer, T., Biedert, R., Adrian, B., Dengel, A.: BetterRelations:
Using a Game to Rate Linked Data Triples. In: Bach, J., Edelkamp, S. (eds.) KI 2011.
LNCS, vol. 7006, pp. 134–138. Springer, Heidelberg (2011)

11. von Ahn, L., Dabbish, L.: Designing games with a purpose. Communications of
the ACM 51(8), 58–67 (2008)

12. Balmin, A., Hristidis, V., Papakonstantinou, Y.: ObjectRank: Authority-Based
Keyword Search in Databases. In: Proc. of the 13th International Conference on
Very Large Data Bases, pp. 564–575. VLDB Endowment (2004)

13. Ding, L., Pan, R., Finin, T., Joshi, A., Peng, Y., Kolari, P.: Finding and Ranking
Knowledge on the Semantic Web. In: Gil, Y., Motta, E., Benjamins, V.R., Musen,
M.A. (eds.) ISWC 2005. LNCS, vol. 3729, pp. 156–170. Springer, Heidelberg (2005)

14. Harth, A., Kinsella, S., Decker, S.: Using Naming Authority to Rank Data and
Ontologies for Web Search. In: Bernstein, A., Karger, D.R., Heath, T., Feigenbaum,
L., Maynard, D., Motta, E., Thirunarayan, K. (eds.) ISWC 2009. LNCS, vol. 5823,
pp. 277–292. Springer, Heidelberg (2009)

15. Delbru, R., Toupikov, N., Catasta, M., Tummarello, G., Decker, S.: Hierarchical
Link Analysis for Ranking Web Data. In: Aroyo, L., Antoniou, G., Hyvönen, E.,
ten Teije, A., Stuckenschmidt, H., Cabral, L., Tudorache, T. (eds.) ESWC 2010,
Part II. LNCS, vol. 6089, pp. 225–239. Springer, Heidelberg (2010)

16. Tummarello, G., Delbru, R., Oren, E.: Sindice.com: Weaving the Open Linked
Data. In: Aberer, K., Choi, K.-S., Noy, N., Allemang, D., Lee, K.-I., Nixon, L.J.B.,
Golbeck, J., Mika, P., Maynard, D., Mizoguchi, R., Schreiber, G., Cudré-Mauroux,
P. (eds.) ASWC/ISWC 2007. LNCS, vol. 4825, pp. 552–565. Springer, Heidelberg
(2007)

17. Franz, T., Schultz, A., Sizov, S., Staab, S.: TripleRank: Ranking Semantic Web Data
by Tensor Decomposition. In: Bernstein, A., Karger, D.R., Heath, T., Feigenbaum,
L., Maynard, D., Motta, E., Thirunarayan, K. (eds.) ISWC 2009. LNCS, vol. 5823,
pp. 213–228. Springer, Heidelberg (2009)

18. Anyanwu, K., Maduko, A., Sheth, A.P.: SemRank: Ranking Complex Relationship
Search Results on the Semantic Web. In: Proc. of the WWW 2005, Chiba, Japan
(2005)

19. Ell, B., Vrandečić, D., Simperl, E.: Labels in the Web of Data. In: Aroyo, L., Welty,
C., Alani, H., Taylor, J., Bernstein, A., Kagal, L., Noy, N., Blomqvist, E. (eds.)
ISWC 2011, Part I. LNCS, vol. 7031, pp. 162–176. Springer, Heidelberg (2011)

20. Fellbaum, C. (ed.): WordNet: An Electronic Lexical Database. MIT Press,
Cambridge (1998)



BetterRelations: Collecting Association Strengths for Linked Data Triples 239

21. Budanitsky, A., Hirst, G.: Evaluating WordNet-based Measures of Lexical Semantic
Relatedness. Computational Linguistics 32(1), 13–47 (2006)

22. Strube, M., Ponzetto, S.P.: WikiRelate! Computing Semantic Relatedness Using
Wikipedia. In: Proc. of the AAAI 2006, pp. 1419–1424. AAAI Press, Boston (2006)

23. Cilibrasi, R.L., Vitányi, P.M.B.: The Google Similarity Distance. IEEE Trans.
Knowledge and Data Engineering 19(3), 370–383 (2007)

24. Cattuto, C., Benz, D., Hotho, A., Stumme, G.: Semantic Grounding of Tag Re-
latedness in Social Bookmarking Systems. In: Sheth, A.P., Staab, S., Dean, M.,
Paolucci, M., Maynard, D., Finin, T., Thirunarayan, K. (eds.) ISWC 2008. LNCS,
vol. 5318, pp. 615–631. Springer, Heidelberg (2008)

25. Agirre, E., Alfonseca, E., Hall, K., Kravalova, J., Pasça, M., Soroa, A.: A Study on
Similarity and Relatedness Using Distributional and WordNet-based Approaches.
In: Proc. of the NAACL 2009, pp. 19–27. Association for Computational Linguis-
tics, Boulder (2009)

26. Mirizzi, R., Ragone, A., Di Noia, T., Di Sciascio, E.: Ranking the Linked Data:
The Case of DBpedia. In: Benatallah, B., Casati, F., Kappel, G., Rossi, G. (eds.)
ICWE 2010. LNCS, vol. 6189, pp. 337–354. Springer, Heidelberg (2010)

27. Waitelonis, J., Sack, H.: Towards Exploratory Video Search Using Linked Data. In:
Proc. of the IEEE International Symposium on Multimedia (ISM) 2009, pp. 540–545.
IEEE, San Diego (2009)

28. Hacker, S., von Ahn, L.: Matchin: Eliciting User Preferences with an Online Game.
In: Proc. of the SIGCHI Conference on Human Factors in Computing Systems,
pp. 1207–1216. ACM, Boston (2009)

29. Siorpaes, K., Hepp, M.: OntoGame: Towards Overcoming the Incentive Bottleneck
in Ontology Building. In: Meersman, R., Tari, Z. (eds.) OTM-WS 2007, Part II.
LNCS, vol. 4806, pp. 1222–1232. Springer, Heidelberg (2007)

30. Kny, E., Kölle, S., Töpper, G., Wittmers, E.: WhoKnows? (October 2010)
31. Singh, P.: The Open Mind Common Sense Project. KurzweilAI.net (January 2002)
32. Herbrich, R., Minka, T., Graepel, T.: TrueSkill(TM): A Bayesian Skill Rating Sys-

tem. In: Schölkopf, B., Platt, J., Hoffmann, T. (eds.) Advances in Neural Informa-
tion Processing Systems, vol. 19, pp. 569–576. MIT Press, Cambridge (2007)



An Incentive–Compatible Revenue–Sharing

Mechanism for the Economic Sustainability
of Multi–domain Search Based on Advertising

Marco Brambilla1, Sofia Ceppi1,2, Nicola Gatti1, and Enrico H. Gerding2

1 Dipartimento di Elettronica e Informazione, Politecnico di Milano,
Piazza Leonardo da Vinci 32, I-20133 Milano, Italy
2 Department of Electronics and Computer Science,

Southampton University, SO17 1BJ, UK
{mbrambil,ceppi,ngatti}@elet.polimi.it, {sc11v,eg}@ecs.soton.ac.uk

Abstract. Multi–domain search engines decompose complex queries ad-
dressing several issues at a time into sub–queries, and forwards them to
one or more domain–specific content providers, typically implemented
as Web services. This enables complex searches (e.g., vacation planning,
composed of a hotel, flight, and car search), and allows users to receive
aggregated and high quality results from a variety of sources. We focus on
the design of a revenue sharing mechanism for multi–domain search, con-
sidering the general setting in which different actors (content providers,
advertising providers, hybrid content+advertising providers, and content
integrators) are involved in the search results generation. The design
of such a mechanism is paramount for the economic sustainability of
multi–domain search. Our revenue sharing mechanism extends the exist-
ing sponsored search auctions by supporting heterogeneous participants
and allowing the redistribution of monetary values to the different actors.

1 Introduction

General–purpose search engines, which crawl the Web and index Web pages, are
the main way for users to access information. However, there is an increasing
demand for more sophisticated queries and richer media related to a query, such
as images, videos, and pieces of news. While search engines are responding to
this need to some extent, they are reaching their limits in terms of effectiveness
and utility for the end users. To this end, we argue for a new class of tailor–
made systems called Multi–domain Search Engines (MdSEs), which are able
to integrate a broad set of data sources and are better able to address the
sophisticated user needs. This class of search engines supports the publishing
and integration of high–quality data sources for vertical domains (extracted from
the deep web or curated data repositories) allowing the user to select sources
based on her needs, and route the various pieces of complex queries to such
sources, finally reconciling the different result sets in a unified and structured
result to be consumed by the user. As of today, general purpose MdSEs do not
represent a mainstream class of applications; however, a number of vertical Web
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applications that apply multi–domain search techniques are well known and
widely used. Some very well known examples exist in various fields: the most
famous ones are in the travel field, where combined searches of flights, hotels,
car rentals, and leisure activities have become the customary way of addressing
the travel planning needs both for business and consumers (just think at the
cases of Expedia1 and alike). Other relevant fields where this approach is applied
include real estate, where people looking for houses are supported by providing
them with advanced search facilities that combine information about houses
with contextual information on quality of life, kind of neighborhood, available
commercial and utility services, schools, doctors, and so on (e.g., see Zillow2).

Importantly, the MdSE must also integrate advertising service providers, which
are crucial to ensure both the economic sustainability of an MdSE, as well as
the quality of the results (existing studies show the positive impact of the re-
lationship between organic and sponsored search [1]). In this chapter, we focus
on the latter aspect and introduce a novel mechanism for sharing advertisement
revenues between the various providers.

In more detail, with respect to traditional search engines, the aim of the
MdSE is to provide: (1) better results, through aggregation of domain–specific
data (e.g., queries such as “Find the best electronic store in Silicon Valley” can
now be solved by aggregating several directories of commercial activities with
user reviews); (2)expanded query complexity, by responding to questions such
as “Which theatre offers an at least–three–stars–rated action movie in London
close to a good Italian restaurant?”, using multi–domain information integration
and enabling the user to select immediately the best options; and finally, (3)
rewards for all the integrated providers for their contributions to effective search,
including content providers, advertising providers, and hybrid ones, according to
a suitable revenue model.

Although there is an increasing amount of research that considers how to
process complex queries and fuse search results from various sources3, there is
currently no mechanism for adequately compensating the various actors for pro-
viding valuable (and often costly) information to the MdSE. That is, it is unclear
how the revenue generated by advertisements should be shared among the dif-
ferent actors. A few works have addressed the problem of revenue sharing mech-
anisms in search applications (e.g., see [2, 3]), but none of them has addressed
the general scenario of multi–domain search, where different actors’ classes (con-
tent providers, advertising providers, hybrid content+advertising providers, and
content integrators) are involved in the search results generation.

To address the above problem, in this chapter we propose a novel ad–hoc rev-
enue sharing mechanism for MdSEs.4 Specifically, we introduce a new payment

1 http://www.expedia.com.
2 http://www.zillow.com.
3 E.g., see Google Tables (http://www.google.com/fusiontables/), Yahoo! Query
Language (YQL) (http://developer.yahoo.com/yql/), and Search Computing
(http://www.search-computing.org).

4 Very preliminary results can be found in [4, 5].
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mechanism that: (i) ensures all the actors to be truthful (i.e., each agent cannot
have a monetary gain from misreporting its private information on the advertise-
ment) and (ii) fairly redistributes the yields from advertising to all the actors
in the system. Our solution significantly extends the revenue mechanisms for
federated search previously presented in the literature [2], which are not able to
integrate actors of different classes. Our findings demonstrate that such models
are viable through a set of preliminary experimental results based on the Yahoo!
Webscope A3 dataset, describing a realistic setting.

The chapter is organized as follows: Section 2 describes our MdSE model;
Section 3 defines the revenue sharing mechanism; Section 4 reports on our exper-
imental evaluations; Section 5 discusses related work; and Section 6 concludes.

2 Federated Search Engine Model

An MdSE is essentially a sophisticated content integrator that exploits and in-
tegrates existing information sources, including both content providers and ad-
vertisement providers. The MdSE implements a multi–domain search approach,
where users can submit complex queries about different topics or items at a time.
The multi–domain query is split in a number of single–domain queries, each one
addressed by a domain–specific content service provider; results are then built
by combining the various domain–specific items.

The MdSE collects contents and advertisements and publishes them together
in every result page generated as a response to a user query. The choice of how
many ads and content items to show on the Web page is determined by the
MdSE, which also selects the information sources used to generate the results
shown. The final outcome consists of an allocation of slots on the page available
for ads and for contents. In this section we consider the various actors that
provide ads and content, and which need to be compensated for their service.
Then we discuss an example scenario which shows how the MdSE works in
practice.

2.1 Actors

The MdSE integrates the services of three classes of actors: Content Providers,
Advertising Providers, and Integrated Content and Advertising Providers.

Content–Only Providers (CPs). A CP is one of two actors who provide content
for the MdSE. The content consists of datasets with a high information value
for the users because of their precision, completeness, detail and/or coverage.
It represents the core intellectual property for the CP and is costly to produce.
Examples of potential CPs include Zillow5, that provides contents about houses
to rent and sell, and Expedia6, whose contents are related to tourism (e.g., flights
and rooms). Other kinds of CPs may not have their own user interface and sell
the plain data sets or the access to them through APIs. CPs have a number of

5 http://www.zillow.com/
6 http://www.expedia.com/

http://www.zillow.com/
http://www.expedia.com/
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ways to ensure revenue to recoup these costs. Typically, they rely on third–party
advertisements, user subscriptions, affiliates, transaction fees, or a combination
of these. However, if they publish their content through a MdSE, some of these
revenue streams will be lost. This loss should be adequately compensated by the
MdSE, providing incentives to the CPs for sharing content.

Integrated Content and Advertising Providers (CAPs). This class of actors
is distinguished from CPs by serving their own ads together with their own
content. Typically, these websites would allow third parties, such as the MdSE,
to publish their search engine results by requiring the MdSE to show (some of)
their ads too. In that case, revenue sharing agreements are in place that divide
the advertisement revenue between the search engine and the publisher. examples
of CAPS include the major search engines such as Google, which provides both
content and advertisements.

Advertising Providers (APs). These providers do not serve any content, but
only advertisement services. They publish ads from a set of advertisers and their
goal is to provide targeted ads to users who visit partner web sites. Examples
of APs include ad networks such as Google’s AdSense, ValueClick, AdSide, as
well as ad exchanges such as Yahoo!’s RightMedia, Google’s DoubleClick, and
Microsoft’s AdECN. In existing revenue sharing models, the revenue from the
advertisers is then shared between the advertisement provider and the publishers,
where the publisher gets the largest percentage.

In addition to the three classes of providers (CP, AP, CAP), the MdSE involves
two classes of stakeholders interested in using the system:

– end users, who visit the MdSE web site, submit their queries, read the results
and possibly click on the shown advertisements;

– advertisers, who provide (and pay) the ads to the APs and CAPs. Advertisers
are the only actual source for the revenue in the system. Revenues will then
be shared between the three providers’ classes mentioned above and the
MdSE.

Before we consider how the revenue from the advertisements is shared, we look
at an example of how the MdSE works in practice.

2.2 Scenario

The most general paradigm covered by an MdSE is based on the possibility
for users to submit complex multi–domain queries, which are decomposed into
multiple single–domain queries, which in turn are then forwarded to a domain–
specific content provider. The final step is to integrate the responses into a unified
list of aggregated items. f

To understand better how an MdSE works, let’s consider the scenario depicted
in Fig. 1, characterized by the following actors: the user Valentina submitting her
query, the MdSE, 2 CPs (depicted with a rectangular shape), 2 APs (depicted
with an oval shape), 1 CAP (depicted with a combination of rectangular and
oval shapes), and some advertisers submitting their ads to the APs and CAP.
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User

MdSE

C1 + C2 + C3 + C4 + C5 + C6 + C7

Hotel
AP

Transport
CP
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CP
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Restaurant

CAP

Restaurant
AP

Fig. 1. Reference scenario for an MdSE’s instance (for simplicity, advertisers are omit-
ted)

We suppose that Valentina is interested in planning her holiday to Lyon. She
wants to book flights from Milan to Lyon and back, and she wants to find a
hotel and a few restaurants in Lyon. Moreover, Valentina has decided to see an
art exhibition as part of her cultural experience during her stay, and she wants
to find the available options. Valentina submits a multi–domain query to the
MdSE specifying the following 7 criteria. C1 date of arrival: April 14th 2012; C2

date of departure: April 22nd 2012; C3 the transfer she prefers: airplane; C4 the
departure city: Milan; C5 the preferred leisure activity: art exhibition; C6 the
date for the leisure activity: April 21st 2012; C7 the destination: Lyon.

The MdSE decomposes the multi–domain query into single–domain queries
and addresses each of them to the pertaining CPs, APs, and CAPs, specifying
the respective query parameters7 as shown in Table 1.

Table 1. Assignment of queries to the providers in our reference scenario, with respec-
tive parameters

Provider Parameter name Parameter value

check-in April 14th 2012
Hotel check-out April 22th 2012
AP city Lyon

departure-date April 14th 2012
Transportation return-date April 22th 2012

CP transportation-type Plane
departure Milan
destination Lyon

activity-type art exhibition
Activity date April 21st 2012

CP city Lyon

Restaurant city Lyon
CAP and AP

7 Notice that we assume here a set of structured data sources and corresponding struc-
tured query for illustrative purposes, but the approach is general and is independent
of the type of sources or queries.
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Each provider communicates its results to the MdSE, which in turn integrates
the organic search results (contents) by performing join and union operations
over the data sets, merges the ad lists (see [2]), and displays the resulting page.

3 Revenue Sharing Mechanism

We now describe the revenue sharing mechanism. Initially, we informally describe
the revenue sources and the sharing and information flows. Subsequently, we
present the formal model and the economic mechanism.
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Fig. 2. Revenue flow

3.1 Revenue and Information Flows

We now specify how, using the revenue sharing mechanism detailed below, the
revenue flows through the system. The revenue flow is depicted in Fig. 2. The
revenue–sharing process starts with the advertisements, which are communicated
by the APs and CAPs to the MdSE, which in turn allocates (a subset of) them
to the available slots. Once an ad has been clicked, the corresponding advertiser
pays the provider (AP or CAP) in which it is registered. For simplicity, we assume
that payments are per click and that they are defined according to some auction
model (e.g., using GSP [6], although here we do not consider the specifics of
the mechanism used by the APs and CSPs, and our revenue sharing mechanism
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is independent of this choice). However, we remark that our mechanism can be
easily extended to the situations in which payments are not purely per click,
but also of other formats, e.g., per–per–view and pay–per–conversion. In the
following, we define the ad’s value as the pay–per–click payment associated with
a specific ad, and the expected value as the payment multiplied by the probability
of the ad being clicked. The sum of the expected values of the allocated ads
then represents the total revenue of the system. The mechanism’s aim is to
produce an allocation that maximizes this total revenue. In order to achieve
that, the mechanism needs to elicit the private information of the providers
over the single ads (e.g., values). However, providers could misreport their true
information, if they gain more doing that, thereby hindering the mechanism from
find the allocation maximizing the total revenue. This also leads the market to be
unstable. The problem to prevent misreporting is crucial in the design of revenue
mechanisms and it is customarily studied by resorting to game theoretic tools,
whereby each actor is provided with the appropriate incentives not to misreport.
We treat this problem in detail in Section 3.2.

Once the total revenue has been established, in the next step, APs and CAPs
give a portion of the revenue received by the advertisers, as defined by the
payment function of the mechanism, to the MdSE. The MdSE subsequently
redistributes a portion of the received revenue to the actors. Note that this re-
distribution can also include the APs and CAPs even if they already possess part
of the revenue. This redistribution is important to provide the proper incentives
to all the actors to take part in the mechanism with all their assets.

3.2 Formal Model

In this section we formalise the components of the revenue sharing mechanism,
and present a number of economic properties that the mechanism should satisfy.
Specifically, the revenue sharing mechanism is defined by a tuple:

M = 〈SA, SC , SCA, A,X, 〈Θs〉s∈S , f, 〈ps〉s∈S , 〈rs〉s∈S〉

where SA is the set of APs, SC is the set of CPs, SCA is the set of CAPs, and
S = SA∪SC∪SCA. We denote a generic provider in S by s. A = {a1, . . . , a|A|} is
the set of ads and As is the set of ads of provider s. For the sake of simplicity, we
assume that no ad a appears in multiple As (a preliminary study of the situation
in which this assumption is relaxed can be found in [7]). X is the set of possible
allocations, where an allocation x ∈ X specifies which ads are displayed on the
k available slots and in which order. Θs is the set of possible types of provider s;
we denote by θs ∈ Θs the type of provider s. Type θs specifies the combination
of value va ∈ R+ and quality qa ∈ [0, 1], one for each ad a ∈ As. Value va with
a ∈ As is the payment s receives once a has been clicked, while quality qa is a
parameter of ad a which affects its click probability (see below for details).

When s ∈ SC , since only contents are provided, we assume that As is com-
posed of a single fictitious ad a with va = 0 and qa = 0 (and therefore s
has a unique type). We denote by Q the set of qualities of all the ads, while



Revenue–Sharing Mechanism for Multi–domain Search Based on Advertising 247

Qs is the set of the qualities of ads of provider s and Q−s = Q \ Qs. De-
note by θ = (θs1 , . . . , θs|S|) the profile of the types of all the providers and by
Θ = ×s∈SΘs the set of all the type profiles. θ−s is defined as θ except that θs is
omitted. We use the ‘hat’ notation to denote types and type profiles (i.e., θ̂s, θ̂,

θ̂−s) reported by the providers. Analogously, we use v̂a, q̂a, Q̂s, Q̂, Q̂−s to denote
values, qualities, and set of qualities reported by the providers.

Function f : ×s∈SA∪SCAΘs → X is the social choice function, that, given the

communicated type profile θ̂, returns an allocation of ads to slots. We denote by
ω an event, defined as the set of clicked ads, therefore ω ⊆ A, and we denote
by Ω the set of all the events, defined as the power set of A. Given event ω,
the valuation of s ∈ S over allocation x depends on which ads a ∈ As are
displayed in x and in which position, and on the values va. Formally, it is defined
as

∑
a∈ω∩As

va, i.e., the sum of the values of provider s’s clicked ads. (Hence,
the valuation of s ∈ SC over every allocation x is zero.) The expected (with
respect to the user’s clicks) valuation of s ∈ S over allocation x ∈ X depends
also on the click probabilities. We consider only scenarios without ad–dependent
externalities [2]. Let αa(x, qa) denote the click probability of a as a function
of x and qa. When a does not appear in x we have αa(x, qa) = 0. The expected
valuation of s ∈ SA ∪ SCA over x ∈ X is defined as

∑
a∈As

αa(x, qa) · va, while
the expected valuation of s ∈ SC is obviously zero. The total revenue is the value
of the allocation f(θ̂), corresponding to

∑
a∈A αa(f(θ̂), q̂a) · v̂a.

Function ps : ×s∈SΘs ×Ω → R is the payment rule of provider s with s ∈ S.
When s ∈ SC , ps is either zero or a negative constant (s receiving the payment)
defined by a contract, while, when s ∈ SA∪SCA, ps is defined by the mechanism
itself in a similar way it happens in the classical federated sponsored search
auctions and may depend on the actual events (i.e., user’s clicks). Function
rs : ×s∈SΘs ×Ω → R+ is the redistribution to provider s with s ∈ S.

The utility (revenue) us of provider s is:

us((θ, θ̂)|ω) =
{∑

a∈ω∩As
va − ps(θ̂|ω) + rs(θ̂|ω) s ∈ SA ∪ SCA

−ps(θ̂|ω) + rs(θ̂|ω) s ∈ SC

The expected utility (revenue) Eω [us] is:

Eω [us((θ, θ̂)|ω)] =

⎧⎪⎨
⎪⎩
∑

a∈As
αa(x, qa) · va s ∈ SA ∪ SCA

−Eω[ps(θ̂|ω)] + Eω[rs(θ̂|ω)]
−Eω[ps(θ̂|ω)] + Eω[rs(θ̂|ω)] s ∈ SC

(1)

The revenue R and expected (with respect to the user’s clicks) revenue Eω[R] of
the MdSE are:

R(θ̂|ω) =
∑
s∈S

ps(θ̂|ω)−
∑
s∈S

rs(θ̂|ω)

Eω [R(θ̂|ω)] =
∑
s∈S

Eω[ps(θ̂|ω)]−
∑
s∈S

Eω [rs(θ̂|ω)]
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Now, in order to produce adequate compensations to the various actors, the
mechanism should satisfy some important economic properties. These desirable
properties are the following [6].

Allocative efficiency (AE): the allocation chosen by the social choice function
maximizes the expected total revenue.

Individual rationality (IR): the utility of each provider s ∈ S is non–negative.
In particular, we consider ex interim IR that guarantees the property in expec-
tation w.r.t. the events, i.e., Eω [us((θ, θ̂)|ω)] ≥ 0, ∀s ∈ S, ∀θ, θ̂ ∈ Θ, and ex post

IR that guarantees the property for each possible event, i.e., us(θ̂|ω) ≥ 0, ∀s ∈ S,

∀θ, θ̂ ∈ Θ, ∀ω ∈ Ω.
Weak budget balance (WBB): the monetary revenue expected by the MdSE

is non–negative. In particular, we consider ex interim WBB that guarantees
the property in expectation w.r.t. the events, i.e., Eω [R(θ̂|ω)] ≥ 0, ∀θ̂ ∈ Θ, and

ex post IR that guarantees the property for each possible event, i.e., R(θ̂|ω) ≥
0, ∀θ̂ ∈ Θ, ∀ω ∈ Ω. When R(θ̂|ω) = 0 or Eω [R(θ̂|ω)] = 0 the mechanism is said
to be strongly budget balance in ex post or ex interim, respectively.

Incentive compatibility (IC): no provider can gain more by misreporting its

true type, and therefore reporting θ̂ = θ is optimal. In this chapter, we consider
one form of IC: dominant strategy (DSIC),i.e., when the best action of every
provider is to report its true type regardless of the actions undertaken by the
other providers). We remark that this property is necessary for determining
the allocation with the maximum revenue. In absence of this requirement, the
revenue for the providers and of the MdSE would be reduced.

3.3 The Mechanism

In this section, we design the components of mechanism M (i.e., f, ps, rs) such
that they satisfy the above desirable properties. First, in order to ensure the
WBB property (both in ex post and in ex interim) we need that ps = 0 for all
s ∈ SC regardless of the adopted mechanismM. Indeed, for every ps < 0 fixed by
a contract, it is possible that the best allocation has a value smaller than −ps and
therefore the MdSE’s revenue R is negative (unless violating the IR property).
Therefore, if the above property needs to be always satisfied, any revenue received
by a provider s ∈ SC can only be through redistribution function rs.

We now detail our mechanism M, which consists of two phases. In the first
phase, it determines the optimal allocation f(θ̂) and the payments ps(θ̂|ω) for
s ∈ SA ∪ SCA that are based on a Vickrey–Clarke–Groves (VCG) mechanism
(see Section 5). In the second phase, redistributions for all the providers s ∈ S
are computed.

Phase 1. The social choice function is defined as:

f(θ̂) = argmax
x∈X

|x|∑
i=1

αxi(x, q̂a) · v̂xi
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The expected payment Eω [ps] for s ∈ SA∪SCA, defined by the VCG mechanism
is:

Eω[ps(θ̂|ω)] =
∑

a∈A\As

αa(f(θ̂−s), q̂a) · v̂a −
∑

a∈A\As

αa(f(θ̂), q̂a) · v̂a (2)

Let M′ be the mechanism M when redistribution is zero. Furthermore, let
V CG(θ̂) =

∑
s∈S Eω [ps(θ̂|ω)] denote MdSE’s expected revenue without redis-

tribution. With expected payments (2), M′ is (by definition of VCG) ex interim

IR and ex interim WBB. In particular, we have Eω[ps(θ̂|ω)] ≥ 0, and conse-

quently V CG(θ̂) ≥ 0.
While with sponsored search auctions it is possible to define contingent pay-

ments ps(θ̂|ω) depending on the actual event ω such that they equal in expec-
tation those reported in (2) and IC, WBB and IR are satisfied for each specific
event, it is not in the case of our model as shown in [2]. This is essentially because
the information about the qualities qa is private for each agent. Therefore, WBB
and IR can be satisfied only in expectation w.r.t. the events and payments are:

ps(θ̂|ω) = Eω[ps(θ̂|ω)] ∀ω ∈ Ω.

As a result, we are applying pay–per–impression payments. Therefore, APs and
CAPs can pay a positive monetary amount even if their ads are not clicked.

Phase 2. We provide redistributions as defined by Cavallo in [8]:

rs(θ̂) =
V CG(θ̂−s)

|SA|+ |SC |+ |SCA| ∀s ∈ SC , SA, SCA

where V CG(θ̂−s) =
∑

s Eω[ps( ˆθ−s|ω)]. In words, V CG(θ̂−s) is the sum of all the
expected payments when s is not present in the market. With |Si| we denote the
number of provider of class i. The above redistributions ensure mechanism M′

to be IC (given that the resulting payments are Groves and the mechanism is
allocative efficient), IR (given that the payments are smaller than those of M)

and WBB (given that the total redistribution is never larger than V CG(θ̂) that
is the MdSE’s revenue with M).

4 Experimental Evaluation

We empirically evaluate our revenue sharing mechanism in terms of revenue of
the actors (MdSE, CPs, APs, CAPs) with and without redistributions.

4.1 Experimental Setting

Our empirical evaluation is based on the Yahoo! Webscope A3 dataset. This
dataset specifies the following over a period of 4 months: for every day, advertiser,
keyword, and position it specifies the average bid value, the number of times
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the ad was displayed and not clicked, and the number of times it has been
clicked (from which we derive the click probability). We note that the dataset
is not directly applicable to the MdSE scenario, since it specifies average bids
submitted by advertisers, but not their payment (and these cannot be derived
from the dataset since it does not specify which ads are displayed together).
However, we expect a positive correlation between them and so we treat the bids
as the payment. Furthermore, to allow a wide range of experimental settings,
instead of applying the values directly, we use this dataset to generate probability
distributions from which to draw the values and qualities specifically for each of
them.

Specifically, we generate a separate pair of distributions for the 100 keywords
with the highest numbers of impressions. Each value distribution consists of a
truncated Gaussian distribution, where the mean and standard deviation are
taken from the dataset, the lower bound corresponds to the minimum bid value
in the dataset, and the upper bound to the highest. Furthermore, we use a beta
distribution from which to sample the quality. In our experiments, the qual-
ity corresponds to the click probability when the ad is displayed in the first
position, and thus we use the data from the first position to derive the param-
eters of the beta distribution. Furthermore, we assume a user model (without
ad–dependent externalities) in which the click probability decreases with the
position in which the ad is displayed [9]. We model this user behavior by intro-
ducing ad–independent discount factors, dpos related to position pos, and then
use the dataset to derive these discount factors (in particular, the discount factor
for position h is computed as the average click probability of the ads displayed in
the first position divided by average click probability of ads displayed in position
h). Thus, the click probability, αa, of each ad a ∈ A depends on the quality and
the position of the ad.

Now, for each ad a ∈ A we randomly assign one of the 100 value and quality
distribution pairs. Then, the qualities and values for the ads of each agent are
independently drawn from the corresponding distributions. In our experiments,
we consider a wide range of scenarios, which are characterized by the number
of APs {1, 2, 3}, the number of CPs {1, 2, 3}, the number of CAPs {1, 2, 3},
the number of advertisers {10, 100, 200, 300, 400, 500}, and the number of slots
{3, 6, 9}. For each combination, we randomly generate 100 instances, obtaining
a total number of instances equal to 48, 600.

4.2 Experimental Results

Our experimental results are summarized in Fig. 3. We report the MdSE’s ex-
pected revenue and the average utility (defined as the sum of the value and
redistribution minus payment) of a CP, an AP, and a CAP. Note that these
results are shown as a proportion of the total revenue, which is the system–wide
revenue accrued through advertising by all actors. We used the bloxpot dia-
gram: for each box, the central mark is the median, the edges of the box are the
25th and 75th percentiles, the whiskers extend to the most extreme datapoints
that are outliers, and the outliers are plotted individually. The first (from the
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Fig. 3. Revenue/expected utility of the four actors without redistribution and with
redistribution

left) four boxplot diagrams are inherent to the situation in which there is no
redistribution, while the second four ones are with redistribution. With no re-
distribution, the MdSE’s expected revenue is about 49.3% of the total revenue;
the CPs’ utility is obviously zero, while APs and CAPs have the same average
utility of about 14%. When redistribution is allowed, the MdSE’s expected rev-
enue drastically reduces and it is on average about 8%, while the CPs’ expected
utility is on average about 9% and the APs’ and CAPs’ utility is on average
about 20%. These two situations represent the two extreme cases for the MdSE:
maximization and minimization of its revenue, respectively. A new parametric
redistribution mechanism that allows one to control the redistribution between
the two extreme cases would be useful in practice. Such a mechanism could
be used to regulate the redistribution to each actor in order to satisfy specific
contracts and, at the same time, maximize the expected revenue of the MdSE.

5 Related Work

Our work is closely related to the auctions for pay–per–click sponsored search
and display advertising. In the case of sponsored search, the most common format
to allocate ads and to calculate the pay–per–click payments, is the generalized
second price (GSP) auction [10, 11]. In this auction, the allocation of an ad is
based on a combination of the bid and a quality score, the latter being a function
of the click–through–rate (CTR) (the exact function is typically kept secret).
The payment is then based not on the bid of the advertiser itself, but on the
next–highest bid to encourage truthful bidding. While this auction works well in
practice, it has been shown that the mechanism is not incentive compatible [10].
This means that typically there is an incentive for advertisers to misreport their
value.

Two issues are crucial for having efficient auctions. The first issue is the estima-
tion of the click probability of an ad [9, 12, 13]. This may depend on parameters
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such as the position of the ad and the other ads currently shown. There are sev-
eral models correlating the click probabilities to these parameters. Of these, the
cascade model, which assumes that the user scans the links from the top to the
bottom in a Markovian way [14, 15], is the most commonly used. These models
introduce so–called externalities in the auction whereby the click probability,
and therefore an advertiser’s profit depends on which other ads are shown in
conjunction. The second crucial issue is the design of auctions that incentivize
truthful reporting, and ensure other properties such as the efficiency of the allo-
cation (which maximizes the sum of utilities of all participants, also called the
social welfare). This is studied in the field ofmechanism design, a branch of game
theory. The best–known mechanism in this area is the Vickrey–Clarke–Groves
(VCG) auction, which has been extended to the sponsored search setting by [6].
This auction always computes the efficient allocation, and the payment of the
advertiser is calculated by the effect of its presence on the expected utility of
other advertisers (the so–called marginal contribution). The allocation is iden-
tical to the GSP, but the payment is slightly different to guarantee incentive
compatibility.

While there are many papers that study sponsored search, as well as auctions
for the more intricate research area of banner ads (which consists of interactions
between many classes of actors, including publishers, advertisers, ad networks,
and ad exchanges, e.g., see [16–20]), none of these works consider the problem
faced by an MdSE who needs to aggregate information from different types of
sources, and ensure that they are adequately compensated. An exception is [2]
which considers the problem of merging ads from different sources for federated
search. However, the paper only considers a single class of actors which provides
both content and ads, and does not consider how to compensate actors who
only provide ads, or just provide content and no ads. In this paper, we extend
this work and study how we can redistribute the MdSE’s revenue obtained from
advertising to compensate the various actors in the system. In particular, we do
this by resorting to the work on redistribution mechanisms by [8]. We choose
the mechanism in [8] because it is (asymptotically) optimal, redistributing as
much value as it is possible when the number of actors goes to infinity, and it
is computationally efficient. (We recall that it is not possible to redistribute all
the value in general case, as shown by Green–Laffont [21].) Another possible
redistribution mechanism is [22], which allows one to redistribute values in an
undominated way according to a given priority over the actors and can be ap-
plied to improve the redistribution of [8]. Although this approach seems to be
interesting for our scenario, it is computationally intractable and therefore it is
not appropriate for web advertising, where allocations have to be computed in
the order of milliseconds.

6 Conclusions

In this paper we presented a revenue sharing mechanism for multi–domain search
engines (MdSEs). We designed an economic mechanism that complies with the
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requirements we outlined (incentive compatibility, individually rationality, weak
budget balance, and allocative efficiency), and we have shown it at work on a real–
world dataset. The empirical experiments show that the mechanism provides
each actor with the adequate compensation.

Future work will extend the model by considering payments from the adver-
tisers that is not only pay–per–click but also, e.g., pay–per–view, which is more
realistic for providers like APs, or pay–per–conversion. Furthermore, we plan to
integrate our work with models that define how the space on a Web page is
allocated to the ads and contents, so as to provide a comprehensive model for
both the size of the allocation and the computation of the revenues for MdSEs.
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