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Preface

The 7th Trends in Enterprise Architecture Research (TEAR 2012) Workshop and
the 5th Practice-Driven Research on Enterprise Transformation (PRET-5) Work-
ing Conference were co-located with The Open Group’s Conference on Enterprise
Architecture, Cloud Computing, Security, taking place in Spain, Barcelona,
October 22–26, 2012.

TEAR 2012 and PRET-5 were organized as an integrated event as a parallel
track to The Open Group Conference, where the TEAR and PRET tracks were
tightly integrated. This is also why it was decided to produce an integrated
proceedings volume.

The Events

The TEAR workshop series brings together enterprise architecture (EA) re-
searchers from different research communities and provides a forum to present
EA research results and to discuss future EA research directions.

The field of EA has gained considerable attention over the last years. For
defining the term architecture, most agree on the ISO/IEC 42010:2007 Standard,
where architecture is defined as the “fundamental organization of a system, em-
bodied in its components, their relationships to each other and the environment,
and the principles governing its design and evolution.” For EA the focus is on
the overall enterprise in contrast to partial architectures such as IT architecture
or software architecture. EA explicitly incorporates business-related artefacts
in addition to traditional IS/IT artefacts. By providing an enterprise-wide per-
spective, EA is a means for organizations to coordinate their adaptations to
increasingly fast-changing market conditions which influence the entire chain of
activities of an enterprise, from business processes to IT support.

TEAR 2012 was the seventh in an increasingly successful series of workshops,
previously held in Hong Kong, Switzerland, Australia, Sweden, The Netherlands,
and Finland.

The PRET working conference series brings together researchers and prac-
titioners interested in enterprise transformation. More specifically, the PRET
events aim to build a bridge between theory and practice, between researchers
and practitioners.

Modern day enterprises are in a constant state of flux. New technologies,
new markets, globalization, mergers, acquisitions, etcetera are among the ‘usual
suspects’ that require enterprises to transform themselves to deal with these
challenges and new realities. Most information systems practitioners will find
themselves working in a context of enterprise transformation. One could even go
as far as to claim that a business-oriented perspective on information systems is
really about enterprise transformation, where enterprise transformation involves
the use of methods and techniques from enterprise engineering, enterprise mod-
elling, enterprise architecture, and information systems engineering. As a field
of study, enterprise transformation requires a close interaction between practice
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and academia. What works and does not work requires validation in real-life
situations. Conversely, it is in industrial practice where challenges can be found
that may fuel and inspire researchers.

PRET-5 was the fifth in an increasingly successful series of working confer-
ences, previously held in The Netherlands (twice), Luxembourg, and Poland.

The Open Group Conference

The Open Group Conference provides a venue to practitioners and academics to
gain valuable knowledge and to participate in The Open Group’s Forums and
Work Groups that are developing the next generation of open, vendor-neutral
standards and certifications. Those who attend The Open Group Conferences
benefit from the opportunity to leverage the expertise of other experts, learn
from others’ experiences, and delve into content most relevant to their jobs and
organizations.

Conferences also present an opportunity for attendees to access a wide range
of experts, practitioners, and specialists in a non-sales environment, and build
professional relationships. The Open Group hosts four quarterly conferences as
well as regional conferences hosted by our local partners around the globe.

Why Join Forces?

The TEAR and PRET workshops already joined forces before, during the En-
terprise Engineering Week in 2010, in Delft, The Netherlands. At that time, the
visitors of the two workshops, as well as the organizers, saw a clear benefit for
future collaboration between the two events. Even though both events have a
distinct identity, their topics and audience show an overlap that makes them
natural partners.

Joining forces with The Open Group Conference also provides a unique op-
portunity to build a bridge between practitioners, standardization efforts, and
academic research, in the areas of enterprise transformation and enterprise ar-
chitecture.

The Program

We received a total of 24 high-quality papers. After an extensive review process
by a distinguished international Program Committee, with most papers receiving
three reviews, we accepted the 18 papers that appear in these proceedings. Of
these 18 papers, 5 papers were PRET papers and 13 were TEAR papers.

No further distinction was made between these types of paper, leading to an
integrated program of PRET and TEAR, involving six sessions covering: EAM
Effectivity, Languages for EA, EAM and the Ability to Change, Advanced Topics
in EA, Governing Enterprise Transformations, and EA Applications.

August 2012 Stephan Aier
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Abstract. The use of patterns and pattern languages in enterprise architecture 
(EA) is a relatively novel concept. Although both the concepts of patterns and 
EA are over 30 years old, the notion of design patterns is hardly applied to EA. 
There is a lack of pattern collections specifically devoted to EA: only a small 
number of patterns and pattern collections specifically aimed at enterprise ar-
chitecture can be found in the public domain. Furthermore no framework or 
method exist that would assist enterprise architects in creating patterns and pat-
tern languages for EA. This paper aims to bridge this gap by proposing a pattern 
framework for enterprise architecture (PF4EA), which can guide the develop-
ment of well-grounded patterns and pattern languages for the EA domain. The 
components of the frameworks are described as well as a method for its use.  

Keywords: Enterprise architecture, design patterns, pattern languages, pattern 
collections. 

1 Introduction 

Patterns are an attempt to describe solutions to problems or practices in a specific 
context, and which are harvested from ‘best practices’ and working solutions [18]. A 
design pattern is an approach to abstracting and capturing the knowledge for reuse on 
what made a solution, or paradigm, successful in relation to the problems identified in 
a particular context [35].  A design pattern can be thus be seen as “a piece of literature 
that describes a design problem and a general solution for the problem in a particular 
context” [14:2]. Design patterns originated in the field of building architecture, when 
Christopher Alexander invented the idea of capturing design guidelines in the form of 
design patterns [2]. Although the basic design pattern concept spans domains, the 
purpose, presentation and level of abstraction vary according to the domain and even 
within the domain [22]. Patterns are usually grouped into a pattern collection, either 
into a pattern catalogue or pattern language [6, 32, 35, 54]. This paper primarily fo-
cuses on pattern languages. A pattern language “is a collection of patterns that build 
on each other to generate a system” [14:17]. A pattern on its own solves a disjoint 
design problem, while a pattern language builds a ‘system’.  
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The idea expressed in a pattern should be general enough to be applied in to a vari-
ety of systems within its context, but still specific enough to give constructive guid-
ance. Design patterns are therefore often put forward as a way to assist novices in 
mastering a new domain [5, 12]. Patterns could likewise thus be put forward as a way 
to assist novice enterprise architects (and provide support for experienced enterprise 
architects) in the task of doing enterprise architecture.  

An enterprise is a socio-technical organization or entity that functions on a rela-
tively continuous basis to achieve a common set of goals and objectives, and has a 
mission and vision that guides how it should operate at all times [29, 37, 47]. An un-
derstanding of an enterprise’s components and how they are related to one another 
can be obtained from its underlying architecture.  Enterprise architecture (EA) “is the 
continuous practice of describing the essential elements of a socio-technical organiza-
tion, their relationships to each other and to the environment, in order to understand 
complexity and manage change” [19]. 

Patterns and pattern languages for EA is a fairly novel domain. Although both the 
concepts of patterns and EA are over 30 years old, the notion of design patterns is 
hardly applied to EA and there is a lack of pattern collections specifically devoted to 
EA.  To assist in bridging this gap, the aim of this paper is to propose a framework 
that can be followed to guide the development of well-grounded pattern languages for 
the EA domain. Although the framework is EA specific, the arguments on which the 
framework is based are fairly generic and can equally be applied to other domains 
(i.e. by replacing the EA-prefixed steps with a generic <topic>-prefix).   

Section 2 provides the theoretical background for the paper by introducing the con-
cept of patterns and pattern languages in more detail. Section 3 presents the Pattern 
Framework for Enterprise Architecture (PF4EA), whilst section 4 describes the 
method for using PF4EA. Section 5 provides examples of the use of PF4EA, whilst 
section 6 concludes. 

2 Background 

2.1 Patterns and Pattern Languages 

Patterns are harvested from best practices on what has worked well in the past for a 
particular problem in a particular context, and is an attempt towards a description of 
successful implementation of a solution for that problem in the specific context [2, 
32]. A pattern context is the preconditions under which a pattern is applicable, or a 
description of the initial state, before the pattern is applied to its intended problem 
[46]. From a usage perspective, patterns provide the guidelines for the description of 
solutions to analysis, design and architecture related problems [14, 18, 26]. In a prac-
tical sense, each pattern describes a problem that occurs repeatedly in a particular 
context, and then describes the core solution underpinning the problem, in such a way 
that one can use the solution many times over, without ever having exactly the same 
end result [2].  

For any pattern to be legitimate, it must adhere to several general pattern character-
istics [6, 14, 17, 54]: 
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─ A pattern is grounded in a domain by being associated to a context as well as other 
patterns, and has no meaning outside the design domain or the pattern language it 
forms part of.   

─ A pattern implies an artefact. 
─ A pattern bridges many levels of abstraction. 
─ A pattern is both functional and non-functional, and should include the reason(s) 

and rationale why the solution is recommended, and what trade-offs are involved 
when such a pattern is used. 

─ A pattern is both a process and a thing, relating the design process and structure of 
the end product. 

─ A pattern is validated by use and cannot be verified or validated from a purely 
theoretical framework, without its practical application in its relevant context.  

─ A pattern captures a big idea and is meant to focus on key problems within a con-
text and implies maximum reusability (whenever the problem emerges again, the 
pattern gets reapplied). 

─ A pattern conforms to a particular template.  
─ A pattern should be part of a pattern language where different patterns work to-

gether to solve a recurring complex problem in a particular context.  

The next two sections discuss the pattern templates and pattern collections in more 
detail. 

2.2 Pattern Forms and Templates 

All patterns in the same language should have the same format [2]. A pattern form or 
template is a structure describing the essential elements and format of a pattern. Pattern 
templates vary between and even within application domains. For example, templates 
for building architecture (e.g. the Alexandrian Form for building architecture  [41]), 
would differ from those for software engineering (e.g. the Portland Pattern Form (PF) 
[16], the canonical / Coplien form [3], the compact form (CF) [50], the Gang of Four 
Form (GoFF) [25], the Beck Form (BF) [44], etc.). In the EA domain the Enterprise 
Architecture Management (EAM) Pattern Catalog [21] supports a light-weight, organi-
zation-specific approach to EA management based on best practices, and distinguishes 
between three types of patterns: methodology (EA management) patterns, viewpoint 
patterns and information patterns. The pattern form are similar to the Buschmann’s [9] 
software engineering form and includes the following elements: name, short descrip-
tion, example, context, problem, solution, implementation, variants, known uses, con-
sequences, ‘see also’ (reference to associated patterns) and credits.  

2.3 Pattern Collections 

Patterns are usually grouped into a pattern collection, either into a pattern catalogue 
or a pattern language [6, 32, 35, 54]. A catalogue is a list or  a collection of items 
usually organized in alphabetical order [48], where the patterns do not necessarily 
have to be related. When several related patterns are combined to solve a recurring 
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complex problem in a specified context, the grouping of associated patterns is referred 
to as a pattern language [2, 7, 14, 18, 20, 35]. A pattern language is a structured 
method of describing good design practices within a particular domain. A pattern 
language is characterized by noting the common problems in a field of interest,  de-
scribing the most effective solutions for meeting some stated goal,  helping the 
designer move from problem to problem in a logical way, and allowing for many 
different paths through the design process.   

2.4 Searching and Creating Individual Patterns 

Patterns are discovered and not invented. There are basically two ways in which pat-
tern collections can be discovered or formed [24]: through crafting/creating new pat-
terns and through searching/harvesting patterns from existing pattern libraries or 
through automated processes (e.g. [45]). Patterns are discovered through observation 
and discrimination [24]. Observation reveals the underlying pattern and discrimina-
tion allows for selecting beneficial patterns that would advantage the specific domain. 
To craft a pattern, the problem to be solved must identified and the forces in tension 
discovered and documented. This is followed by a resolution of the forces, where the 
practitioner observes what solutions have been fashioned by other practitioners, and 
what is the best practice solution matching the forces that lead to the problem. The 
discovered solution is expressed as a pattern of action, which substantiates the 
solution in a general. 

2.5 Creating Pattern Languages 

Although patterns and pattern language collections abound, literature on the actual 
process of creating pattern languages are sparse. Cunningham [15], for example, sug-
gested  a few steps to get a pattern language writer going:  

─ Pick a whole area of focus, not just one idea. The area must practical and linked to 
the task that needs to be completed. 

─ Make a list of all the little things you have learned through the years about the area 
or document someone’s experience in solving a particular problem.  

─ Cast each item on your list as a solution, and include the reasons for doing so (i.e. 
record the forces that bear on a solution). 

─ Write each item as a pattern making use of a pattern form (template). 
─ Organize the patterns into sections. Write an introductory paragraph to each section 

listing the patterns by name. Study the higher level structure of the patterns and 
write linking paragraphs when associations exist. 

─ Write an introduction to the patterns language, including the forces addressed. 

In another example, Meszaros and Doble [40] defined a pattern language for writing 
patterns consisting of: context-setting patterns, pattern structuring patterns, pattern 
naming and referencing patterns, patterns for making patterns understandable and 
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pattern language structuring patterns. The latter sets out a few guidelines for creating 
pattern languages: 

─ Identifying a set of patterns as a pattern language and writing a summary to intro-
duce the larger problem and the patterns which contribute to solving it.  

─ Describe the overall context.  
─ Use a running example throughout. 
─ Highlight common problems, i.e. the common threads found in more than one 

pattern, and how the patterns can be used together to do something useful.  
─ Use distinctive headings to convey structure. 
─ Provide a problem/solution summary to help the reader find the pattern(s) that 

solve their specific problems  
─ Provide a glossary.  

2.6 Patterns and Pattern Languages for Enterprise Architecture 

Using the TOGAF architecture development process [47] as an example (but with no 
claim to representing the entire EA domain as such), the scope of the enterprise archi-
tecture development process is said to involve architecture vision development, 
business architecture development, information systems architecture development, 
technology architecture development, opportunity and solutions, migration planning, 
implementation governance, as well as the architecture change management.  Enter-
prise architecture patterns should therefore include ‘organizational’ patterns that 
involve the full scope of enterprise architecture concerns, including people, processes, 
technology and facilities.  

There are only a small number of pattern collections specifically focused on 
aspects of the EA development process, or claiming to focus on EA. Two existing 
examples, with individual patterns that are closely related to enterprise architecture 
from a primarily architecture management perspective, include:  

─ The EAM Pattern Catalog [21, 43] focusing on EA management to complement 
existing EA frameworks to provide a holistic and generic view on the problem of 
EA management, and to provide additional detail and guidance needed to system-
atically establish EA management in a step-wise fashion within an enterprise.   

─ A pattern catalogue for multichannel management described by Lankhorst and 
Oude Luttighuis [38], which they consider as a constituent of EA, to assist organi-
sations to manage and align the various information channels they use in commu-
nicating with their customers. 

Although limited specific EA patterns can be found, individual patterns can be found 
in disjoint pattern collections for other domains, which could be used in various en-
terprise architecture domains (but not specifically identified as such), for example 
organizational architecture [13], business modelling patterns [52], workflow patterns 
[51], software development patterns [25], etc. We also analysed a representative set of 
EA frameworks and none supports the concept of design patterns in any substantive 
way. Design patterns are, however, briefly mentioned in TOGAF V8 [46], FEAF [11], 
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The Zachman Framework for Enterprise Architecture [55] and GERAM [30]. There is 
therefore a lack of recorded research and guidelines on developing patterns for EA, 
and specifically pattern languages. In the case of pattern languages this is not the case 
for only the EA domain, but also in general. This paper attempts to address this gap in 
research by proposing a pattern framework for the development of patterns and pat-
tern languages for EA, but which could also be used as guide to pattern language 
development in other domains. 

3 The Pattern Framework for Enterprise Architecture 
(PF4EA) 

Following an intensive literature study on the aspects that influence the development 
and maintenance of EA (combined with practical experience in these aspects), as well 
as an in-depth study and experience with the practices of patterns and pattern 
languages over an extended period of time, the Pattern Framework for Enterprise 
Architecture (PF4EA) was developed. PF4EA integrates the fundamental aspects 
related to patterns and pattern languages, as well as their associated processes and 
procedures, with the fundamental aspects related to enterprise architecture and its 
associated processes and procedures. Fig. 1 presents PF4EA graphically. 

The components of PF4EA are organized into five construct layers, each address-
ing a specific aspect related to patterns and pattern languages and/or enterprise ar-
chitecture:  

1. Theoretical context: The theoretical context and best practices of both patterns and 
pattern languages and enterprise architecture, providing the theoretical foundation 
for PF4EA. 

2. Context specific rules and properties: Determining and specifying the specific best 
practices, rules and properties related to patterns and pattern languages, which will 
be used in the patterns and pattern language to be developed, the specific enterprise 
architecture aspects for which the patterns and pattern language is to be developed, 
and the specific enterprise architecture framework(s) that will be supported by the 
patterns and pattern language to be developed in PF4EA. 

3. Context specific pattern relationships: Specifying the context specific pattern rela-
tionships that will apply to the pattern language under development, including the 
generic pattern relationships, the EA specific pattern relationships and the related 
EA framework specific pattern relationships.  

4. Pattern search / creation: Searching/creating individual patterns to support the as-
pects identified in the pattern context specific rules and properties making use of 
the EA processes and methodologies and EA framework rules and properties.  

5. Pattern language creation: Applying the context specific pattern relationships to the 
set of standalone patterns created to develop a pattern language based on coherent 
principles. The output is the target pattern language for the specific enterprise archi-
tecture aspect under consideration. Each construct layer has an associated action that 
describes the action of use applicable to the construct layer, namely contextualize, 
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consider, conform, create, and connect, respectively. These actions are described in 
more detail in section 4.   

As indicated in Fig. 1, PF4EA comprises of 11 different components, which present 
the framework with various functionalities:   

 

Fig. 1. The Pattern Framework for Enterprise Architecture (PF4EA) 
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1. Patterns, pattern languages and best practices (Component 1): This component 
represents the theoretical foundation and the best practices related to patterns and 
pattern languages in general. It represents the generic pattern concepts to be con-
sidered for the composition of patterns for EA and the pattern languages for EA.  

2. EA Processes, methodologies, frameworks and best practices (Component 2): 
This component represents the theoretical foundation and the best practices re-
lated to EA covering the generic concepts of EA processes, methodologies, 
frameworks and related best practices. It represents the generic EA concepts to be 
considered for the composition of patterns for EA and the pattern languages for 
EA. Both general EA concepts and EA framework detail are incorporated in this 
component, since the EA framework in use often ‘prescribes’ the process or 
methods to be followed in developing and EA or maintaining it. 

3. Pattern and pattern language rules and properties (Component 3): This compo-
nent provides the framework with selected context specific pattern rules and 
properties to govern the creation of patterns and their relationships in the pattern 
language to be developed. These rules and properties provide PF4EA with func-
tionality to formalize the creation of patterns in a consistent manner through 
enforcement of specific rules, characteristic and properties of patterns and pattern 
relationships.   

4. EA processes and methodologies (Component 4): This entails the detailed specifi-
cation of the specific aspect of EA to be covered by the resulting pattern language. 
It specifies the conceptual foundation and specific methodologies related to the 
selected EA aspect to be considered.   

5. EA framework rules and properties (Component 5): This component provides for 
all the rules and properties of the relevant EA framework(s) that will be supported 
by the resulting pattern language.  EA frameworks provide the ground rules on the 
validity of connecting any two patterns in a pattern language.  

6. Generic pattern relationships (Component 6): This component provides the valid 
generic pattern relationships by which one pattern can be associated to another in 
the resulting pattern language and what the nature of such a connection is. These 
pattern relationships are the essential aspects of producing pattern language con-
structs. 

7. EA specific pattern relationships (Component 7): This component defines EA, or 
domain specific, pattern relationships. It specifies how a particular EA pattern 
may be linked to another through valid context specific pattern relationships.  

8. EA framework relationships (Component 8): This component defines specific re-
lationship semantics to support the selected EA framework(s). It thus provides for 
framework specific context relationships in the resulting the pattern language. 

9. Patterns for EA processes and methodologies (Component 9): This component 
involves the creation of, or searching for, relevant individual patterns to support 
the EA concept under consideration.   

10. Pattern language constructs (Component 10): This component involves identify-
ing the relationships that exists between the individual patterns (identified in 
Component 9), using the generic pattern relationships (Component 6), the EA 
specific pattern relationships (Component 7), and the EA framework relationships 
(Component 8). This creates the individual pattern language pieces that when 
combined forms the pattern language for EA.  
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11. Pattern language for EA processes and methodologies (Component 11): This 
component integrates all of the patterns and the relationships that exists between 
them into a pattern language, and identifies any orphan patterns and gaps that may 
require the development of additional patterns or pattern relationships. In also in-
cludes a description of the overall context of the pattern language and provide a 
problem/solution summary and glossary.  

4 Method to Use PF4EA 

For any framework to be complete, a method must be provided outlining the process 
to use the framework for its intended purpose. The use of PF4EA is categorized into 
five action stages, as indicated in Fig. 1: 

1. Contextualize: Establishing the theoretical foundations and best practices support-
ing PF4EA.  

2. Consider: Establishing and specifying the relevant pattern and EA aspects support-
ing, or to be supported by, the resulting pattern language.  

3. Conform: Specifying how individual pattern components are allowed to relate to 
each other.  

4. Create:  Creating patterns for the EA concepts under consideration.  
5. Connect: Connecting individual patterns into a pattern language.  

Fig. 2 depicts the flow between these five actions and the steps through the related 
components when applying PF4EA to create a pattern language for the selected EA 
aspects. Each step is described briefly below.  

1. Contextualise: 
• Step 1: Study fundamental patterns and pattern language theoretical concepts 

and best practices (if not familiar with this theoretical context already). 
• Step 2: Study the fundamental EA theoretical concepts (if not familiar with it al-

ready). 
2. Consider:  

• Step 3: Use the knowledge obtained in Step 2 to determine the EA aspects for 
which a pattern language are to be created. 

• Step 4: Use the outcome of Step 3 to decide on the EA concept for which to cre-
ate a pattern language. If the concept is not fully developed / specified generi-
cally, develop / refine the concept. 

• Step 5: Use the knowledge obtained in Steps 3 and 4 to decide on the EA 
framework that will be supported by the pattern language under development. If 
the EA framework rules and properties are not fully developed / specified gen-
erically, develop/refine the rules and properties. 

• Step 6: Use the knowledge obtained in Step 1 to decide on the general pattern 
rules and properties that must be adhered to by the pattern language to be devel-
oped, and which would be appropriate for the EA concepts identified in Steps 
3 to 5. 
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Fig. 2. Method to apply PF4EA 
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• Step 9: Use the outcome of Step 5 and Step 6 to establish the pattern relation-
ships for the specific EA framework that will be supported. 

4. Create: 
• Step 10: Search for existing patterns that support the EA concept identified in 

Step 4 and the EA framework identified in Step 5. If the patterns do not exist, 
develop/derive the patterns using the outcome of Steps 4, 5 and 6 using a pattern 
development method, such as the one described by Cunningham [15].  

5. Connect:  
• Step 11: Using the outcome of Steps 7, 8 and 9 to establish relationships be-

tween the patterns identified or developed in Step 10.  
• Step 12: Use the outcome of Step 11 to combine all the patterns and graphically 

represent the resulting pattern language adhering to both pattern and EA funda-
mentals. If any orphan patterns exist, use steps 4 to 11 above to develop addi-
tional patterns enabling connections between all the patterns in the pattern lan-
guage. Add a preamble to the resulting pattern language, describing the overall 
context of the pattern language, a problem/solution summary and a glossary. 

5 Example – Towards a Pattern Language for Enterprise 
Architecture Development and Maintenance 

To illustrate the components and use of PF4EA we present a number of examples. 
These examples, however, do not present the components of a complete pattern lan-
guage, but are merely for illustrative purposes. 

5.1 Contextualise 

Steps 1 and 2 
We have studied patterns and pattern languages in various domains in the past and are 
familiar with the basic concepts related to these aspects (see for example [33-35]). We 
are all experienced in EA and all have multiple of EA certifications and have pub-
lished various papers on the topic (see for example [31, 39]). If this was not the case 
we would have had to study the basic concepts related to both the domains of EA and 
patterns and pattern languages in detail, prior to embarking on the pattern building 
exercise. 

5.2 Consider 

Step 3: Step 3 uses the knowledge obtained in Step 2 to determine the EA aspects for 
which a pattern language are to be created. Our aim was to develop a pattern language 
that could assist novice enterprise architects in the development and maintenance of 
enterprise architecture. We briefly introduce some of the concepts used in the remain-
ing sections.  

EA development focuses on establishing and specifying an understanding all of the 
socio-technical elements in an enterprise, including people, processes, business, 
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organization and technology and how these elements interrelate [19, 53]. EA mainte-
nance is a process of managing change to existing architecture models to accommo-
date changes that might have emerged due to change in process, technology, people 
and business [47]. 

Architectures have a cycle through which they evolve. According to Lankhorst 
[37], the architecture design process life cycle plays in important role in the evolution 
of any type of architecture. The architecture process consists of the steps that take an 
original idea through to the design and implementation phases, and eventually the 
management of architecture [4, 10, 27, 28, 37]. 

A baseline architecture is part of overall enterprise architecture and is an as-is 
overall architecture prior to entering a cycle of architecture review, redesign, devel-
opment and maintenance [TOGAF, 2009]. A target architecture defines the to-be-
built enterprise architecture and comprises of a complete description of the vision, 
scope, and partial high-level descriptions of the business’s information systems mod-
els and design architectures reflecting the future view of aspects relating to business 
processes, data, applications, information systems and the technical infrastructure 
within an enterprise [11, 42, 49].  

Zachman [55] defines EA as the total set of descriptive representations (models) 
relevant for describing an enterprise, that is, the descriptive representations required 
to create (a coherent, optimal) enterprise and to serve as a baseline for changing the 
enterprise once it is created. The total set of relevant descriptive representations 
would necessarily have to include all the intersections between the abstractions and 
perspectives. The Zachman Framework for Enterprise Architecture [56] do not for-
mally define a process to use the Framework, but its use is implicated by the process 
to compile the descriptive representations mentioned. 

Step 4: Step 4 uses the outcome of Step 3 to decide on the EA concept for which to 
create a pattern language.  If the concept is not fully developed / specified generically, 
develop / refine the concept. An in depth study of EA concepts revealed that when 
referring to EA development and maintenance most authors refer to the TOGAF 
ADM [47], but that no generic set of steps for the development and maintenance of 
enterprise architecture exists. We therefore, as a first step, studied various publica-
tions and best practices to develop a set of generic steps for EA development and 
maintenance.  An extract of these steps is presented in Fig. 3. 

Step 5: Step 5 uses the knowledge obtained in Steps 3 and 4 to decide on the 
EA framework that will be supported by the pattern language under development. 
If the EA framework rules and properties are not fully developed / specified generi-
cally, develop/refine the rules and properties. The Zachman Framework for Enterprise 
Architecture [56] was, due to its ontological nature and its ability to guide the devel-
opment of applicable models, selected as an example to illustrate the concepts. 
The decision was made to use this framework for the first version of the pattern 
language. As a future endeavour a more comprehensive example using TOGAF is 
envisaged. 

 



 A Framework for Creating Pattern Languages for Enterprise Architecture 13 

 

Fig. 3. Extracts from EA development and maintenance process steps example 

Step 6: Step 6 uses the knowledge obtained in Step 1 to decide on the general pattern 
rules and properties that must be adhered to by the pattern language to be developed 
and which would be appropriate for the EA concepts identified in Steps 3 to 5. 
Amongst other rules and properties, we decided on the use of the following pattern 
(expandable) template, derived from studying several other pattern templates: 

─ Pattern Name: A unique name to identify a pattern. 
─ Problem: The design problem which is addressed the creation of a pattern. 
─ Context: In which circumstances and domain is this pattern applicable? 
─ Forces: The various forces that impact the creation or existence of a pattern. 
─ Solution: Describe what needs to be done as a solution that resolves forces from 

strongest in this context in relation to addressing the recurring problem. 
─ Related Patterns: What enterprise architecture patterns are closely related to this 

one? 
─ Rationale: Is a description of why the solution is an appropriate one and not an-

other. 
─ Example: An artefact (e.g. a graphical model, an algorithm, a formula, a structured 

rule (text), etc.), which illustrates how the pattern operates. 

S# Step Domain Brief rule description 

Architecture Vision And Planning 

STP01 Architecture vision Establish the architecture target vision for the current development. 

STP02 Architecture vision Establish resource plan for accomplishment of the vision. 

STP03 Architecture vision Select an appropriate enterprise architecture framework. 

Baseline Architectures 

STP04 Baseline Architecture Create inventory for current IT infrastructure. 

STP05 Baseline Architecture Create inventory of current business processes. 

STP06 Baseline Architecture Create inventory of people, roles and responsibilities. 

STP07 Baseline Architecture Create inventory of current business objectives. 

Target Architectures 

STP08 Target  Architecture Craft IT infrastructure target models. 

STP09 Target  Architecture Craft business process target models. 

STP10 Target  Architecture Craft people resource target models. 

STP11 Target  Architecture Craft business objective target models. 

Architecture Transition and Integration 

STP12 Transition and Integration Assess the gap between target and baseline architectures. 

STP13 Transition and Integration Ensure every architecture artefact contributes target architecture. 

STP14 Transition and Integration Ensure alignment of the enterprise architecture to business objectives.  

Architecture Maintenance 

STP15 Architecture Maintenance Every architectural change is documented and updating of baseline architecture. 

STP16 Architecture Maintenance Ensure a periodical update of the architecture models 

Architecture Reviews 

STP17 Architecture reviews Ensure effective communication channels about the enterprise architecture. 

STP18 Architecture reviews Ensure the reviews of architecture by relevant committees. 
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5.3 Conform 

Step 7: Step 7 uses the outcome of Step 6 to specify the conditions for generic pattern 
specific relationships that are to be used to connect individual patterns into a pattern 
language. We specified a number of generic pattern relationships using a semi-formal 
notation. These relationships include the is made of relationship, is equivalent of rela-
tionship, is alternative of relationship and is variant of relationship [1, 8, 36].   

For example, the is equivalent of relationship was specified using the following 
statements: 

∀ x:1..n, Patternx: PATTERN • Patternx  Problemx  ∧ Solutionx  ∧ Contextx 

(Given any pattern Patternx, there exist a problem Problemx, being addressed by 
that pattern, and a solution Solutionx, produced by that pattern, and a context Con-
textx, in which such a pattern is applicable.  The set PATTERN to represents the set 
of all valid patterns.) 

∀ i,j:1..n, Patterni, Patternj : PATTERN 
if ((Problemi ≡ Problemj) ∧ (Solutioni ≡ Solutionj ) ∧ (Contextx ≡ Contextx)) 

then Patterni ≡ Patternj 

 Patterni = is-equivalent-of Patternj 

(If the problems associated with Patterni and Patternj are equivalent, their solu-
tions are and their contexts are also equivalent, then Patterni and Patternj are 
equivalent and said to be equivalent patterns of each other.) 

Step 8: Step 8 uses the outcome of Step 4 and Step 6 to establish EA specific pattern 
relationships for the EA concept for which to create a pattern language. 

We specified several EA specific relationships, one of which is the is base-
line2target of pattern relationship. In this relationship, one pattern is used to produce a 
solution to a problem in the baseline architecture, whilst the second pattern is used to 
advance the baseline architecture into a target architecture solution. 

∀ i,j:1..n, Patterni, Patternj : PATTERN 
if ((Patterni SolutionbaselineArchitecture ) ∧ (Patternj  SolutiontargetArchitecture)) ∧ 
(( Contexti  ≡ Contextj ) ∧ (Problemi ≡ Problemj )) ∧ 
((Solutioni  « Solutionj )  ( Solutioni » Solutioni )  ( Solutioni ≡ Solutionj )) 

then Patterni = is-baseline2target-of(Patternj) 

if  Patterni  = is-baseline2target-of (Patternj)  
then  Solutioni  =  is-baseline2target-of (Solutionj) 
(« means the baseline architecture pattern solution remain unchanged whilst target 

architecture solution changes; » means the baseline architecture pattern solution 
changes into target with additional alterations, whilst ≡ means the baseline architec-
ture pattern remains the same in the target architecture pattern solutions) 

Step 9: Step 9 uses the outcome of Step 5 and Step 6 to establish pattern relationships 
for the specific EA framework that will be supported. We specified relationships for 
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all the framework rules of The Zachman Framework for Enterprise Architecture [56]. 
These relationships include, amongst others: diagonal, non-diagonal, is transforma-
tion of, is identification of, is definition of, is representation of, is specification of, is 
configuration of.  

For example, in The Zachman Framework for Enterprise Architecture, moving 
from one perspective to another in a vertical manner is referred to as transformation. 
The two patterns involved in an is transformation of type of relationship are associ-
ated with two adjacent perspectives (‘rows’ and abstractions (columns) in The Zach-
man Framework for Enterprise Architecture. 

∀  i,j:1..n, Patterni, Patternj : PATTERN 
if ((Problemi  ≠ Problemj ) ∧ ( Abstractioni ≡ Abstractionj)) ∧  

 ((Perspectivei  ≠ Perspectivej ) ∧ (Solutioni ≠ Solutionj)) ∧ 
((Perspectivei ∧ Perspectivej ) = adjacent ) 

then Patterni = is-transformation-of(Patternj) 

if  Patterni = is-transformation-of (Patternj)  
then : Solutioni  =  is-transformation-of (Solutionj) 

Although this approach is appropriate to The Zachman Framework for Enterprise 
Architecture, the approach of specifying the pattern relationships will have to be 
adapted for other frameworks, according to the rules of such frameworks.  

5.4 Create 

Step 10: Step 10 searches for existing patterns that support the EA concept identified 
in Step 4 and the EA framework identified in Step 5. If the patterns do not exist, 
develop/derive the patterns using the outcome of Steps 4, 5 and 6. We created a (in-
complete) set of patterns for the set of EA development and maintenance steps in Fig. 
3. The set of patterns is indicated in Fig. 4. Fig. 5 illustrates an example of such a 
pattern.  

 

Fig. 4. Patterns for EA development and maintenance 

 

EAP {Pattern language for enterprise architecture} 
EAP1=Architecture Vision Statement EAP15=Target Enterprise Data 
EAP2=Expert Resource Acquisition EAP16=Target Information Systems Architecture 
EAP3=Enterprise Architecture Framework Selection EAP17=Target Technology Architecture 
EAP4=Baseline Business Objectives Inventory EAP18=Architecture Gap Examination 
EAP5=Baseline Business Process Inventory EAP19=Architecture Solution 
EAP6=Baseline Enterprise Information Inventory EAP20=Integration Implementation 
EAP7=Baseline Human Capital EAP21=Post Integration Architecture Examination 
EAP8=Baseline Enterprise Data EAP22=Architecture Change Management 
EAP9=Baseline Information Systems Inventory EAP23=Architecture Periodic Maintenance 
EAP10=Baseline Technology Architecture Inventory EAP24=Architecture Communication Glossary 
EAP11=Target Business Objectives EAP25=Architecture Communication Channel 
EAP12=Target Business Process EAP26=Architecture Committee Formation 
EAP13=Target Enterprise Information EAP27=Architecture Review Time Table 
EAP14=Target Human Capital  
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Fig. 5. EA Framework selection pattern 

5.5 Connect 

Step 11: Step 11 uses the outcome of Steps 7, 8 and 9 to establish relationships be-
tween the patterns identified or developed in Step 10. Each individual pattern is com-
pared to each of the other patterns to determine whether any relationship exists be-
tween the patterns. All the relationships are recorded. Although this may become a 
cumbersome process as the pattern language grows, the step is essential in establish-
ing a valid pattern language. Further research would be required to streamline the 
process. 

Step 12: Step 12 uses the outcome of Step 11 to combine all the patterns and graphi-
cally represent the resulting pattern language adhering to both pattern and EA funda-
mentals. The various perspective of The Zachman Framework for Enterprise Archi-
tecture [56] are used to guide the representation, e.g. the business architecture patterns 
are mapped to the business perspective, etc. The pattern relationships are then applied 
to all the patterns across all the perspectives to create meaningful associations be-
tween patterns mapped on the same perspective, and those with valid relationships in 
adjacent perspectives. 

The process of connecting patterns to form the language involves the application of 
context pattern relationships, which associate one pattern to another via the type of 
relationship they share. If any orphan patterns exist, use steps 4 to 11 above to de-
velop additional patterns enabling connections between all the patterns in the pattern 
language.  Fig. 6 provides an example of how such a graphical representation of a 
pattern language for EA could be presented. The colour and shape of the connecting 
lines represent the various types of relationships that exist (e.g.  ═  represents is trans-
formation of).  In addition to this representation a preamble to the resulting pattern 
language must be compiled (not shown here), describing the overall context of the 
pattern language, and provide problem/solution summary and glossary. 

 

Pattern EAP4 
 

Pattern Name: Enterprise Architecture Framework Selection  
Problem: How do you ensure that an appropriate enterprise architecture framework is selected for enterprise 
architecture development? 
Context: you are doing enterprise architecture in which case you have to choose an appropriate and effective framework to 
use in the development of enterprise architecture. 
Forces: 

 The selection of a framework can be very challenging due to many existing and competing frameworks. 
 The selection of a framework is dependent on its effectiveness in doing enterprise architecture and the experience of 

using such a framework.  
 Select a good framework that is understood by all participants. 
 Framework selection can be biased due to favouritism of one framework over another. 

Solution: 
Select an appropriate enterprise architecture framework that your expects have used and have experience in it. The framework 
will be used to create necessary enterprise architecture artefacts in accordance with desired architecture futuristic state. 
Related patterns: In this pattern language, there is no specific related enterprise architecture framework selection. 
Rationale: 
It is crucial to have an inventory of where an enterprise is, in relation to available business objectives implementing any 
business objective to establish where the new objectives are going to fit in the baseline business objectives.
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Fig. 6. Example of mapping a set of patterns for EA into a pattern language and graphically 
presenting the language using the abstractions and perspective of the Zachman Framework 
for Enterprise Architecture as canvas 

6 Conclusion 

The rapid growth of the field of information and communications technology imposes 
change as the only constant faced by most enterprises. The biggest challenge that 
enterprises are facing currently is how to keep track of their internal and environ-
mental changes as and when such occur. When an enterprise explicitly keep track of 
changes in its internal components and how these components interrelate to one an-
other, as well as environmental change, it is said to have done its EA explicitly [23]. 

There are many approaches towards implementation of EA to assist enterprises to 
overcome their challenges relating to managing change and complexity. However 
the existing approaches do not explicitly include patterns as an approach to EA devel-
opment and maintenance. The use of patterns and pattern languages in enterprise 
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architecture is a relatively novel concept and only a small number of patterns and 
pattern collection specifically aimed at enterprise architecture can be found in the 
public domain. In this paper we presented a pattern framework for enterprise architec-
ture (PF4EA), making use of, and augmenting some of the existing approaches to 
developing patterns and pattern languages (e.g. the work of Cunningham [15] and 
Meszaros and Doble [40] on creating patterns and pattern languages, respectively).  

The purpose of PF4EA is to fill the gap in research for a baseline method that can 
be used in the development of patterns and pattern languages for EA. Using an exam-
ple we illustrated how the use of the proposed framework can assist as a tool to 
understand the process of development and maintenance of patterns and pattern lan-
guages supporting the EA process. In future research a more comprehensive example, 
such as using TOGAF as selected framework, could complement this research and 
give more insight into the use of the framework. 
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Abstract. Currently the documentation of an Enterprise Architecture
(EA) is performed manually to a large extent. Due to the intrinsic com-
plexity of today’s organizations this task is challenging and often per-
ceived as very time-consuming and error-prone. Recent efforts in research
and industry seek to automate EA documentation by retrieving and
maintaining relevant information from productive systems. In this pa-
per major challenges for an automated EA documentation are presented
based on 1) a practical example from a global acting enterprise of the
German fashion industry, 2) a literature review, and 3) a survey among
123 EA practitioners. The identified challenges are synthesized to four
categories and constitute the foundation for future research efforts and
pose new questions not yet considered.

Keywords: Enterprise Architecture (EA), automated EA documenta-
tion, challenges, literature survey, model transformation, practitioner
survey.

1 Motivation

Decision makers need to be supported with sound and up to date information
about the EA [26]. This includes the organizational structure, processes, appli-
cation systems, and technologies [15]. Existing EA documentation approaches
struggle with the information volume and rapidly changing requirements within
organizations. A study conducted by Winter et al. [27] reveals a high degree of
manual work with very little automation during the documentation and main-
tenance of EA models. This high degree of manual work combined with the
increasing information volume of organizations results in very time-consuming,
error-prone and expensive maintenance of EA information. Next to meeting
these information demands of organizations, the EA documentation also needs
to achieve and sustain a high quality in the collected data [9].

Motivated by these problems recent research activities propose processes for
automated EA documentation [8] and investigate possible information sources
to retrieve relevant EA information from productive systems [6,7]. These initial
research efforts reveal a substantial amount of relevant EA information that can
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be gathered from productive systems and provide guidance for maintaining EA
models using these information sources. While first steps towards an automated
EA documentation in organizations were investigated, to the best of the authors’
knowledge existing literature did not investigate major challenges for automated
EA documentation. Literature regarding automated EA documentation is still
very scarce, so that identifying current challenges for this field requires additional
quantitative and qualitative analyses of current practices in organizations in
order to receive a thorough list of relevant challenges. In this paper we illustrate
model transformations to collect relevant EA information from three different
information sources, conduct a survey among EA practitioners, and investigate
current literature.

In the next section the applied research methodology to identify challenges for
automated EA documentation is presented. In Section 3 a prototypical model
transformation from an enterprise of the German fashion industry is provided to
identify transformation challenges. The results from a survey among EA prac-
titioners are shown in Section 4. Section 5 presents the identified challenges for
automated EA documentation before the paper concludes with a summary.

2 Research Methodology

The research methodology to identify challenges for automated EA documen-
tation is based on three different sources that are illustrated in Figure 1. The
selection of these sources was performed to provide a thorough list of challenges.
A prototypical model transformation for three potential EA information sources
is provided to identify challenges regarding the transformation of the collected
information into a central EA repository. Within a literature review major chal-
lenges for automated EA documentation are identified. Furthermore, a survey
among EA practitioners is conducted including questions on EA documenta-
tion and automation in particular. In the following the individual parts of the
approach are presented more detailed.

In previous work we have investigated an Enterprise Service Bus (ESB) from
an enterprise of the German fashion industry as one particular information
source [6]. With this information source entities of the ArchiMate meta-model
could be covered with up to 50% on the infrastructure layer, 75% on the ap-
plication layer and 20% on the organizational layer. In this paper we build on
these findings and investigate further productive systems from this enterprise in
order to integrate them into a central EA repository. We argue that considering
several information sources is necessary in order to reach a high model cover-
age since these productive systems provide information on different layers of the
EA. While an ESB can be used to retrieve information on the application level,
a network monitor tool for instance might provide more technical information
from the infrastructure layer. Therefore, an integration of several information
sources is an essential challenge to achieve an automated EA documentation.
Based on this prototypical implementation we identify challenges for the model
transformation and integration of information sources.
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Fig. 1. Research methodology to identify automated EA documentation challenges

According to Glaser et al. [11] we performed a content analysis of relevant
literature. This literature was identified with a database-driven review using the
AIS Electronic Library and IEEE Xplore [25]. Regarding the relevance of this
topic for organizations in practice the research efforts are still very scarce (cf.
e.g. [1]). Nevertheless, we identified several publications dealing with different
aspects of automated EA documentation. In previous work we have investigated
a model transformation and data quality aspects of an ESB from an organization
of the fashion industry [6,12]. Another concrete implementation using a security
network scanner can be found in [7]. A process and its requirements for auto-
mated EA documentation is presented in [8,9]. Next to these recent publications
on automated EA documentation we identified adjacent publications that deal
with related research questions.

Furthermore, we conducted a global explorative survey to analyze the status-
quo of EA documentation and investigate quality aspects of possible informa-
tion sources within organization. Within this survey over 1100 invitations were
sent by e-mail to EA experts for an online questionnaire. We received 123 an-
swers in total with organizations from, e.g., Canada, Germany, Great Britain, In-
dia, New Zealand, South Africa, Switzerland, and USA. Among the participants
were 68 Enterprise Architects (55.28%), 22 Enterprise Architecture Consultants
(17.89%), as well as 8 Software Architects (6.50%). The Enterprise Architec-
ture Consultants in this survey were asked to answer on behalf of one specific
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organization. Largest industry sectors of the participating organizations are Fi-
nance with 37 (30.08%), IT and Technology with 23 (18.70%), and Government
with 11 (8.94%). Main goal of this survey is to answer research questions on
the status-quo of EA documentation, relevant productive systems containing
EA information, data quality attributes of these systems, and typical integra-
tion problems for the identified information sources. First findings of the survey
show that documentation of EA information is a major challenge for organiza-
tions since it is regarded as very time consuming and the achieved data quality
is not sufficient. Furthermore, some organizations have already implemented au-
tomation in their EA documentation processes. In this paper we summarize the
questions as well as free text answers on automated EA documentation chal-
lenges organizations are currently faced with or are considered to be relevant for
the future.

3 Model Transformation

In this section we exemplify the combination of three models, namely 1) Itera-
plan that can be assigned to the business layer 2) SAP Process Integration (PI)
which is an Enterprise Service Bus (ESB) as a representative for the applica-
tion layer, and 3) Nagios, an infrastructure monitoring tool that gathers data
from the technology layer. Presented models have been reverse engineered from
the respective information source whereas semantics of the entities therein are
inferred through exegesis of respective documentation [14,22,20].

In practice, semantic concepts of those systems strongly depend on concrete
instance data. As reference to an existing and established standard, they are

Iteraplan

SAP PI

Nagios

Applications support for 
business processes

Homogenization

‘Automatically’ fix 
interface issues

Maintain interface 
information

Overview of machines, 
business & technical 

contacts

System performance, 
Backup, etc.

…

Enterprise 
Architect

Operations 
Manager

Infrastructure 
Manager

Impact analyses, e.g. 
business impact on 
hardware failure

…

…

Impact analyses, e.g. 
business impact on 

interface failure

Completeness
of AS-IS application 

landscape documentation

Fig. 2. Data model integration, use cases and sample concerns of stakeholders
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compared the ArchiMate 2.0 specification [24] where appropriate. Our industry
partner’s vision of an automated EA documentation, data should not only be
imported to a common repository, but also (vertically) integrated. As shown
in Figure 2, the systems we utilize as an illustrating example serve different
stakeholders and, thus, are especially suited for respective use cases. However,
when integrating these information sources vertically, i.e. by connecting these
information silos, impact analyses from top-down (e.g. ‘Which parts of my in-
frastructure is business critical?’) and bottom-up (e.g. ’Which business process
are influenced by server downtimes?’) are facilitated and each individual stake-
holder gets a more holistic view (for viewpoints see e.g. [2,5,3,23,13]). Moreover,
connecting an EA tool with operative systems also can be utilized to double-
check manually collected data, i.e. facilitate data correctness, completeness, or
detect white-spots.

3.1 Iteraplan

At the Business Layer Iteraplan covers concepts like Business Domains that
group Business Processes, Business Functions, Business Objects, Business Units
and, via the Business Mapping, also Products. Business Processes of Iteraplan
“have a Name and a Description, and may also have Attributes [...]. You can
also specify one or more subordinate Business Processes and the sequence of
these subordinate processes” [14]. In contrast, ArchiMate defines it as “[...] a
behavior element that groups behavior based on an ordering of activities. It
is intended to produce a defined set of products or business services” [24]. In
addition, we found that a Business Function of Iteraplan has a respective entity
in the ArchiMate specification, namely Business Function. Thereby, the former
is documented as “Business Functions have a Name and a Description, and may
also have attributes[...]” [14] whereas the later separates the meaning of Business
Functions and Business Processes and describes a Business Function as “[...] a
behavior element that groups behavior based on a chosen set of criteria (typically
required business resources and/or competences) [...and] while a business process
groups behavior is based on a sequence or ‘flow’ of activities that is needed to
realize a product or service, a business function typically groups behavior based
on required business resources, skills, competences, knowledge, etc.” [24].

Business Objects of Iteraplan are also defined as an entity with name and
description whereas the ArchiMate specification defines a Business Object “as a
passive element that has relevance from a business perspective” [24]. Moreover,
the ArchiMate specification details Business Objects “represent the important
‘informational’ or ‘conceptual’ elements in which the business thinks about a
domain. [...] Business objects are passive in the sense that they do not trigger or
perform processes” [24]. Product refers to the ArchiMate concept Product, where
a “[...] product is defined as a coherent collection of services, accompanied by a
contract/set of agreements, which is offered as a whole to (internal or external)
customers” [24]. In Iteraplan, the entity Product does not cover contracts or
agreements, but may include several Business Functions for this Product in a
Business Domain.
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ID_BB : int
NAME : String
DIRECTION : String
DESCRIPTION : String
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NAME : String
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Fig. 3. Simplified excerpt of the Iteraplan data model at the application layer

At the Application Layer, detailed in Figure 3, Iteraplan contains data about
Information Systems whereby “most work with Information Systems is done
by creating or modifying their releases” [14]. Thereby, each Information System
Release is a version of a particular Information System. Besides name and de-
scription, an Information System Release has two timestamps to indicate the
period in which a release is productive.

Information System in the sense of Iteraplan fall close to the Application
Component of ArchiMate. “An application component is defined as a modular,
deployable, and replaceable part of a software system that encapsulates its be-
havior and data and exposes these through a set of interfaces” [24]. Iteraplan
also contains information about Information System Interfaces which can be
directly mapped to Application Interface of ArchiMate “defined as a point of
access where an application service is made available to a user or another ap-
plication component” [24]. In Iteraplan, an Information System Interface “has
moreover relationships with the Business Objects it is transporting, and with
the Technical Components on which it is based” [14].

At the Infrastructure Layer Iteraplan uses a Technical Component to describe
for instance programming languages or frameworks, databases, or application
servers use by an Information System. A Technical Component can be com-
pared with a Node of ArchiMate “[...] defined as a computational resource upon
which artifacts may be stored or deployed for execution” [24]. Such a Node can
be a device, system software, or even a network element. Thereby a device is
“a hardware resource upon which artifacts may be stored or deployed for execu-
tion” [24]. In this vein, Iteraplan also uses Infrastructure Elements that “describe
the operating platform (servers etc.) on which the Information System Release
is running” [14].

The Iteraplan documentation describes the remaining entities from a tech-
nical view, i.e. they all have a name and a description field and may or may
not be hierarchically organized. As a consequence, it strongly depends on a con-
crete instance of Iteraplan whether its data refers to above outlined concepts.
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Iteraplan uses Attributes and Attributes Values to extend concepts by means of
key value pairs.

3.2 SAP PI

Figure 4 details the data model of SAP PI utilized as information source to map
a tool entirely used as knowledge management tool, namely Iteraplan, to the
real world, i.e. operative IT.
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Fig. 4. Simplified excerpt of the SAP PI data model

At the Business Layer, SAP PI only implicitly contains relevant information.
Considering the entire SAP PI data model, information about underlying, pur-
sued goals is completely absent. Even though business objects, i.e. “a unit of
information relevant from a business perspective” [24], are not directly included
in SAP PI, data types may indicate their existence (cf. SAP PI best practice data
naming conventions [21]). As a consequence, it strongly depends on a concrete
instance [6,12] whether the SAP PI system contains information about business
objects.

Central to the Application Layer is the Application Component specified as a
“[...] modular, deployable, and replaceable part of a system [...]” [24]. While SAP
PI introduces two similar concepts, software components and software products
whereas the former are not deployable. Products involved in message exchange
processes form an application collaboration. Access to the underlying services
provided by application components as well as their groupings is modeled by ap-
plication interfaces, semantically equivalent to SAP PIs enterprise service inter-
face. Which application component invokes which interface is implicitly included
in SAP PIs routing information (receiver determination and interface determi-
nation) defining the message exchange between enterprise service interfaces and
software products. While internal functionality of application components re-
mains invisible to SAP PI, first indications on external visible functionality (ap-
plication services) exist. Behavioral information in SAP PI is available rather
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indirectly in interfaces and the included descriptions of operations. However,
even though the operations contain all service information, it is questionable
whether the operations can be automatically aggregated to specify the service
forming the combined functionality.

At the Technology Layer, SAP PI comprises information about the underlying
infrastructure. This begins with ArchiMate’s node, modeling a computational re-
source which corresponds to SAP PI’s computer system. As the provided and
needed interfaces of infrastructure components are not essential for the coordi-
nation of applications, none of this information appears in SAP PI’s data. While
the underlying physical mediums are abstracted in SAP PI each invocation of a
service comprises two communication paths, one between the service client and
SAP PI and the other between SAP PI and the service provider. In ArchiMate,
system software (“software environment for specific types of components and ob-
jects” [24]) belongs to the behavioral concepts. In SAP PI, a subset of installed
system software is registered at the System Landscape Directory including the
following elements: operating systems, database systems, and technical systems.
In ArchiMate, artifact, the sole informational element, represents “a physical
piece of information” [24]. With the exception of files imported by the SAP PI
components such as WSDL files for specifying interfaces, information about ex-
isting artifacts, especially artifacts application components are realized by, is not
available.

3.3 Nagios

A simplified version of the data model for Nagios is shown in 5. As an infras-
tructure monitoring tool, Nagios does not contain any data referring to Business
or Application Layer. Nagios is able to actively and passively monitor infras-
tructure elements and thus contains manifold information about hosts, services,
and network elements. At the Infrastructure Layer Nagios uses the Downtime
History to manually store (planned) downtimes of hosts or services. If down-
times are defined assigned hosts and services are not checked anymore and no
notifications are sent to the contact person during defined periods, because the
downtime is scheduled.

object_id : Integer
instance_id : Integer
objecttype_id : Integer
name1 : String
name2 : String
is_active : Integer

Objects

servicecheck_id : Integer
instance_id : Integer
State : Integer
state_type : Integer
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Fig. 5. Simplified excerpt of the Nagios data model
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Nagios uses a client/server architecture and saves responses of acknowledg-
ment requests in the Acknowledgments class. For hosts, these acknowledgments
are up, down, or unreachable whereas for services, they can be either ok, warn-
ing, critical, or unknown. This data is stored together with a timestamp. The
Flappinghistory stores the flapping data of services or hosts, i.e. it saves the
event when one state of a service or host is changed. Nagios saves the periodical
checks of hosts in Host Checks whereas periodical checks of services are stored
as Service Checks whereby the state (up, down, or unreachable) is also captured.
Via the start time and end time attribute, the period of a certain state can be
calculated.

Since ArchiMate does not include such fine grained information, a mapping
may embrace nodes or devices (cf. above). However, monitoring tools can be
employed to map the ‘real world’ to an EA model to facilitate its completeness
and correctness. Mapping such fine grained information to an EA model refers
to the challenge of Data Granularity detailed below.

3.4 Vertical Model Integration

Figure 6 shows an example for a model mapping of the three above introduced
data models. As illustrated, transformation rule ϕ is required to perform a se-
mantically and syntactically correct mapping.

Fig. 6. Data model mapping of SAP PI and Nagios to Iteraplan
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As illustrated, SAP PI’s Computer Systems can be mapped to Infrastructure
Elements of Iteraplan. In our vertical integration scenario, Iteraplan’s Infrastruc-
ture Elements gets licensing information and installation numbers. In this vein,
the Nagios model element Objects contains an enumeration of objecttype_id
which can either indicate that the object is a host or an infrastructure service.
In this case, a mapping table has to be provided that maps Objects in Nagios
to Infrastructure Elements or Technical Components of Iteraplan by applying
a filter (objecttype_id == 1) ensuring only hosts are mapped. Another fil-
ter (objecttype_id == 0) can be used to identify services which subsequently
could be mapped to Technical Components. Thereby, ϕ first has to search for a
matching object (e.g. similar or even equal hostname or IP address). If a match-
ing object has been found, ϕ has to align data if a source attribute already
corresponds to a target attribute, e.g. validating or invalidating data.

Otherwise, ϕ could add/fill non-existing attributes or append values. Again,
attributes contained in the source model (Nagios) are transfered to the target
model (Iteraplan) to enable vertical integration. Thereby, fields contained in
both models need to be synchronized, e.g. the field description. Technical Sys-
tems of SAP PI can be mapped by ϕ to Technical Components of Iteraplan. In
this vein, naming conventions [21] are essential since ϕ needs an identifier for
each Technical System or Technical Component and a respective mapping table.
Commonly, IP addresses for instance are not maintained in an EA tool, possibly
in an ESB, but definitely in an infrastructure monitoring tool or Configuration
Management Database (CMDB). This becomes more critical when harmonizing
or vertically integrating three different data sources. Finally, SAP PI’s Business
Systems can be directly mapped to Iteraplan’s Information Systems. Thereby,
ϕ has to find the relevant Information Systems in Iteraplan first, or insert new
data, if the system does not exist.

4 Survey Results

Next to the exemplified model transformation from an enterprise of the German
fashion industry, a survey among 123 EA practitioners was conducted in order
to identify challenges for automated EA documentation. For this purpose we
asked the organizations what their current challenges in this context are using a
predefined set of challenges. In addition, we asked the organizations to provide
challenges not covered in our selection by using a free text field in the survey.
About 20 organizations utilized this option and provided information on further
challenges.

These challenges hindering automated updates in the documentation of the
EA are summarized in Table 1, whereas only a very small minority of 5 organi-
zations (4.07%) mentioned that they have no specific challenge in their organi-
zation. A total number of 123 organizations answered this question with at least
one of the provided answers. 91 (73.98%) of the organizations have mentioned the
abstraction gap between the EA and the information source as challenge. This
challenge has also been identified within the model transformation from Sec-
tion 3. The cost of integration for the EA tool was stated by 74 (60.16%) of the
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Table 1. What hinders updates in the context of EA?

Answer Count Percentage

Abstraction gap to EA model 91 73.98%

Cost of integration for EA tool 74 60.16%

Low data quality at information sources 55 44.72%

Low return of investment 35 28.46%

Security when using network scanners 17 13.82%

Other 20 16.26%

Nothing specific 5 4.07%

organizations indicating a missing support of existing solutions. Almost half of
the organizations (44.72%) also highlighted low data quality at the information
sources as challenging. Since organizations typically have multiple information
sources containing relevant EA information, further research is necessary to iden-
tify possible information sources and their data quality attributes. Automating
the EA documentation requires large initial investments in the organizations due
to the missing tool support. In our survey 35 (28.46%) organizations stated a low
return of investment as an obstacle. Around 17 (13.82%) organizations foresee
security when using network scanners as challenging. Usually these tools require
administrative rights since that have to be executed on the machines to monitor.

Table 2. Do you plan to use automated
EA model updates in the future?

Answer Count Percentage

Yes 25 20.33%

No 24 19.51%

Not yet con-
sidered

31 25.20%

Table 3. Why do you not plan to use
automation?

Answer Count Percentage

Too difficult 11 8.94%

Too expensive 9 7.32%

Not enough
ROI

9 7.32%

Not enough
tool support

8 6.50%

Other 6 4.88%

One organization stated within the free text field the definition of roles and
responsibilities for the collected data as challenging. Since a complete automa-
tion of the EA documentation is probably not achievable, manual activities will
be necessary in future. Therefore, appropriate roles and responsibilities are nec-
essary to coordinate the data collection and ensure a high data quality of the im-
ported information. Another organization mentioned the effort to transform data
from the information sources to the EA repository as challenging. Similarly, the
lack of standardization and the inclusion of all appropriate information sources
are related to this challenge. Many of these issues already have been investigated
in the exemplified model transformation in Section 3. Several organizations also
mentioned the general acceptance and a low degree of upper management aware-
ness of EA management as challenge. This is a critical challenge although it is
not directly related to automated EA documentation.
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The organizations were also asked if they plan to use automated EA model
updates in the future. The results are shown in Table 2 with 25 (20.33%) organi-
zations planing to use automation. At the same time 31 (25.30%) organizations
have not yet considered to use automated EA model updates. Therefore, almost
half of the organizations might apply techniques for automated EA documenta-
tion in the future. The 24 (19.51%) organizations not planing to use automation
were also asked give a reason for this decision that are shown in Table 3. 11
(8.94%) organizations envision automation as too expensive to implement in
their organization, while 9 (7.32%) organizations think it is too difficult to ac-
quire and it provides not enough return on investment. Around 8 (6.50%) of the
organizations mentioned that enough tool support for automated EA documen-
tation is available.

5 Challenges for Automated Enterprise Architecture
Documentation

In this Section challenges from the above presented model transformation from
an enterprise of the German fashion industry as well as the practitioner survey
are identified and grouped into three high-level categories. In addition, a litera-
ture review was performed to identify new challenges and align them with the
findings from this paper. An overview of all categorized challenges found in this
paper is shown in Table 4 containing a reference to the identified sources for
every challenge.

5.1 Data Challenges

The collection of appropriate data is the foundation to enable automated EA
documentation in organizations. Data challenges result from collecting data uti-
lizing productive systems that contain relevant EA information within organiza-
tions. Main reasons for these challenges are the multitude of possible productive
systems in organizations and the quality as well as actuality of the retrieved
information.

DC 1 - Overload of productive systems due to large volume of transactions for
automated data collection. Productive systems may be influenced in the daily
operation when the entire data store or parts thereof are collected during the
data collection step. As a result these these outlined mechanisms could lead to
unexpected peak loads in the productive systems. This can be quite a challenge
due to causal relationships in the infrastructure of the organization, especially if
the productive system used as information source is essential for the business. In
our illustrating example (cf. Section 3), the ESB can be considered as the nervous
system of an enterprise interconnecting business applications and processes [6].
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DC 2 - Selection of the right productive systems as information sources for EA
documentation. Automated EA documentation requires the integration of sev-
eral information sources in the organization. The selection of the information
sources need to assessed according to several categories as already identified by
Farwick et al. [8]. For this purpose the selection has to consider the content
of the information sources with respect to the relevance for EA. Another issue
in this context is the necessary effort to build an interface for exporting the
data from the information source. In many cases the productive systems have
no interface provided and their meta model needs to be reverse engineered in
an additional step [6]. Further examples are the data quality attributes and the
level of security that can be achieved for the exchange of the data.

DC 3 - Detection of changes in the real world EA and their propagation to the EA
model in the repository. Automated EA documentation consists of two major
steps, which are the documentation of the existing EA as well as the maintenance
of an appropriate data actuality of the repository. Maintaining the EA repository
requires an automatic detection of changes in the real world EA from different
sources. This includes for instance the detection of new information systems,
infrastructure elements, projects, as well as changes of these elements as high-
lighted by Farwick et al. [9]. Furthermore solutions are necessary to propagate
these changes to the EA repository.

DC 4 - Data quality in the productive systems not sufficient for the documenta-
tion of EA information. Automated EA documentation requires sufficient data
quality at the productive systems. However, 55 (44.72%) of the participating or-
ganizations in the survey envision the data quality of the information sources as
too low for EA documentation. At this point further research is necessary to eval-
uate possible information sources in organizations and their quality attributes.
Possible quality attributes for information sources that need to be investigated
are for instance actuality, completeness, correctness, and granularity. Next to
this evaluation of possible information sources in organizations, quality assur-
ance mechanisms are necessary to ensure the data quality using manual checks.

5.2 Transformation Challenges

Once the data could be collected from information sources of the organization a
transformation step needs to align this information with the target model of the
EA repository. To achieve this goal the transformation has to deal with several
challenges resulting from different models between information source and the
target repository.

TC 1 - Model transformation for the exchange of EA information necessary due
to missing interfaces and standards. As exemplified above, customized model
transformations are necessary to map the different information sources to a tar-
get model. Major reason for these individual model transformations are miss-
ing standards or non-conformance to standards of enterprises. Conformance to
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standards, e.g. to ArchiMate 2.0 [24], could simplify such a mapping for instance
when a semantically and syntactically correct mapping is required. The trans-
formation rules become more complex when adding new information sources. In
our case, additional mapping tables where provided. Thereby, a mapping func-
tion commonly first has to search for a matching object and, if found, align data
only if a source attribute already corresponds to a target attribute, e.g. validat-
ing or invalidating data. Otherwise, strategies like adding new attributes, filling
unset attributes, or appending values have to be chosen individually for each
transformation rule.

TC 2 - Ambiguous concepts imported from the productive systems in the orga-
nization require a consolidation. Our examples already indicate that rigorous
data migration mechanisms like table merging and data cleansing (see [17])
must be provided for such a vertical integration. We conclude that frequent
model changes of the target model are necessary when adding new information
sources. Thus, a non-rigid typed model could be beneficial to some extent. Moser
et al. [18] address the challenge of inaccurate data in the EA repository. Data
gathered from different information sources tends to be inhomogeneous [17],
i.e. different data formats or simply different lengths of fixed-character fields.
Regardless data is entered manually or automatically via import mechanisms,
data has to be consolidated. For instance, synonyms and homonyms have to
be cleared. In the worst case, ambiguous concepts are imported and have to
be cleaned afterwards. For manual data collection, Fischer et al. propose data
quality contracts [10] between different parties. However, for automation, this
remains a challenge after all and data migration mechanisms like a staging area
(see [17]) might be necessary.

TC 3 - Administration of collected data from the productive systems is required
to ensure actuality and consistency. A meta-model as mentioned by [8] is nec-
essary to automatically trigger activities to increase the quality of the collected
information. Such a meta-model needs to consider attributes for expiry time
of imported data elements, the date of last change, data responsibilities, data
sources, etc.

TC 4 - Duplicate EA elements imported from different productive systems of the
organization. Once imported in an EA repository, data can be analyzed. During
the analysis process, the actual source of an information piece could matter [8,9],
e.g. if information is wrong or bad data quality is detected. Identity reconciliation
also is a necessity to synchronize changes in the EA repository with the original
source.

TC 5 - Abstraction between the EA model and the imported information from
productive systems of the organization. Major challenge for organizations is the
abstraction gap between the EA model and the provided elements from the infor-
mation sources. 91 (73.98%) organizations rated this as the most important chal-
lenge for automation. This confirms our findings from Section 3. If our industry
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Table 4. Categorization of automated EA documentation challenges

ID Challenge Source

Data Challenges

DC 1 Overload of productive systems due to large volume of transac-
tions for automated data collection.

Model Trans-
formation

DC 2 Selection of the right productive systems as information sources
for EA documentation.

[8,6]

DC 3 Detection of changes in the real world EA and their propagation
to the EA model in the repository.

[9]

DC 4 Data quality in the productive systems not sufficient for the
documentation of EA information..

Survey

Transformation Challenges

TC 1 Model transformation for the exchange of EA information nec-
essary due to missing interfaces and standards.

Model
Transfor-
mation, [18]

TC 2 Ambiguous concepts imported from the productive systems in
the organization require a consolidation.

[10,17,18],
Model Trans-
formation

TC 3 Administration of collected data from the productive systems is
required to ensure actuality and consistency.

[8]

TC 4 Duplicate EA elements imported from different productive sys-
tems of the organization.

[8,9]

TC 5 Abstraction between the EA model and the imported informa-
tion from productive systems of the organization.

[9], Survey,
Model Trans-
formation

Business and Organizational Challenges

BC 1 Security vulnerability through monitoring tools in the infras-
tructure of the organization.

[7], Survey

BC 2 Not enough return on investment due to large initial investment
efforts.

Survey

BC 3 Involvement of data owners for the maintenance of imported EA
information.

Survey, [18]

Tooling

T 1 Synchronization of changes in the EA model to the underlying
productive systems.

[4,19], Model
Transforma-
tion

T 2 Collection of information not relevant or too fine-grained for
decision makers in the EA.

[8]

T 3 Analyses have to be decoupled from the meta-model. [13,16], Sur-
vey

T 4 Not enough tool support for automated EA documentation
available.

Survey, Model
Transforma-
tion

partner did not chose an integrative approach, elements imported from produc-
tive systems (SAP PI and Nagios) are too fine-grained for mere EA purposes. To
overcome the abstraction gap, EA documentation may be facilitated by human
tasks in a semi-automated manner.
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5.3 Business and Organizational Challenges

Next to rather technical issues resulting from the information extraction and
transformation of this information, there are further challenges regarding the
added business value of automation as well as the organization. Since it requires
large initial investments in organizations and proven solutions are missing in
industry, automation is not feasible in some situations.

BC 1 - Security vulnerability through monitoring tools in the infrastructure of the
organization. Network scanners provide information about the network architec-
ture of an organization regarding all devices that are communication over TCP
or UDP. This includes computers, firewalls, printers, and application informa-
tion [7]. In the survey conducted in this paper 17 (13.82%) organizations foresee
security as a critical challenge when using these network scanners for EA docu-
mentation. Since applications are actively observed within the machines, these
tools usually need to be executed directly on the observing infrastructure with
privileged access rights. As a result, tools monitoring infrastructure information
about the EA pose security vulnerabilities for an organization.

BC 2 - Not enough return on investment due to large initial investment efforts.
The initial effort to develop interfaces for the considered information sources
and the cost for adapting existing EA tools to support automated documenta-
tion is regarded as very high. As a result 35 (28.46%) of all organizations that
participated in the survey mentioned concerns about a low return of investment
for automated EA documentation. Among the 24 (19.51%) organizations not
planning to use automated EA model updates this issue was also raised as one
of the main reasons. 9 (7.32%) do not plan to use automation since it is too
expensive and does not guarantee any ROI.

BC 3 - Involvement of data owners for the maintenance of imported EA infor-
mation. Within the survey another organization stated the definition of roles
and responsible persons for the collected data as challenging. Defined roles are
necessary to coordinate the maintenance of EA models on a coarse-grained level.
Further responsibilities on the detail level of single applications, infrastructure
elements, and processes are required to maintain the EA model information.
These responsibilities are necessary since a complete automation of the EA doc-
umentation is not possible and manual quality assurance is necessary.

5.4 Tooling

Automated EA documentation is only feasible with the appropriate support of
tool vendors. However, available tools are not capable to support importing,
editing, and validating model data for automated EA documentation [16]. Ex-
isting solutions only support simple import mechanisms that are mainly limited
to Excel or CSV files.
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T 1 - Synchronization of changes in the EA model to the underlying productive
systems. The exemplified model transformation presented in Section 3 processes
data from the information sources to a target EA model by mapping the concepts
and attributes. The managed evolution of an EA requires architects to adapt
certain parts of the model, e.g., remove unused interfaces [4,19]. These changes
in the EAmodel need to be synchronized with the underlying information sources
that were used to import the information automatically. Ideally, this information
could be directly applied to a CMDB for instance to avoid multiple updates in
several applications that might create inconsistencies.

T 2 - Collection of information not relevant or too fine-grained for decision
makers in the EA. One of the main goals of automated EA documentation is to
provide as many as possible concepts of the EA model by gathering the informa-
tion from productive systems to avoid time consuming and error prone manual
data collection. At the same time the EA model needs to omit information that
are too fine-grained for decision makers in order to keep the model as lean as
possible. Therefore mechanisms are necessary to tailor the target EA model and
define concepts that should not be automatically imported [8]. A tool for auto-
mated EA documentation needs to support these requirements sufficiently.

T3 - Analyses have to be decoupled from the meta-model. An automated EA
documentation endeavor is an ongoing process and, thus, it is not very likely to
be realized with a big-bang strategy. Consequently, it is very likely that the meta-
model of the target model (EA repository) has to be extended over time. Current
EA tools [16] offer analysis mechanisms to analyze the EA meta-model with
respect to some extension mechanisms. Thus, it might happen these analyses
have to be altered when the EA model changes. As discussed in [13] by Hauder
et al. analyses of a frequently changing meta-model is a challenging task. We
conclude that analyses cannot be directly bound to the meta-model but the
subject to be analyzed (models) must be interchangeable.

T4 - Not enough tool support for automated EA documentation available. A
majority of 74 (60.16%) organizations stated that the necessary tool integration
is very expensive to extend existing tools for EA management. Among the 24
(19.51%) organizations not planing to use automated EAmodel updates in future
around 8 (6.50%) organizations mentioned not enough tool support as a reason
for this. Due to the lack of available solutions for automated EA documentation,
existing tools require a customized adaption to import EA information from
productive systems. In our example, we implemented the model transformations
individually.

6 Conclusion

In this paper, we have identified challenges for automated EA documentation.
Therefore we have investigated model transformations from three information
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sources, presented our findings from a survey among 123 EA practitioners, and
combined it with a literature study. Major challenges identified in this paper
are synthesized and grouped along the categories data, transformation, business
and organization as well as tooling. Within data challenges main aspects are the
data quality and the selection of appropriate information sources. Transforma-
tion challenges deal with the mapping from different information sources to a
central repository and the maintenance of this repository. Business and orga-
nization challenges address the added value of automation and the impact on
the organizational structure. As the last category, tooling contains challenges for
tool aided realization of automated EA documentation and the integration with
existing EA repositories. The present paper is the first contribution elaborating
challenges for automated EA documentation. These challenges constitute the
foundation for future research efforts dealing with the applicability and effec-
tiveness of automated EA documentation in organizations. We intent to discuss
identified challenges as well as solutions at TEAR and to critically reflect auto-
mated EA documentation when put into practice with the audience.
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Abstract. Modern enterprise engineering (EE) requires deep understanding of 
organizations and their interaction with their context. Because of this, in early 
phases of the EE process, enterprise context models are often built and used to 
reason about organizational needs with respects to actors in their context and 
vice versa. However, far from simple, this task is usually cumbersome because 
of knowledge and communication gaps among technical personnel performing 
EE activities and their administrative counterparts. In this paper, we propose the 
use of strategic patterns expressed with the i* language aimed to help bridging 
this gap. Patterns emerged from several industrial applications of our DHARMA 
method, and synthesize knowledge about common enterprise strategies, e.g. 
CRM. Patterns have been constructed based on the well-known Porter’s model 
of the 5 market forces and built upon i* strategic dependency models. In this way 
technical and administrative knowledge and skills are synthesized in a common-
ly agreeable framework. The use of patterns is illustrated with an industrial 
example in the telecom field. 

Keywords: enterprise pattern, enterprise context model, market forces, strategic 
dependencies, i* framework, iStar. 

1 Introduction 

Modern enterprises largely rely on information systems specifically designed to man-
age the continuously increasing complexity of interactions with actors in their context. 
Architecting such systems requires deep understanding of the enterprise context and 
strategies. Because of this, early phases of the enterprise engineering (EE) process are 
usually oriented to model the enterprise context. Enterprise context models, as part of a 
wider enterprise architecture model, include environmental actors (i.e., actors in the 
context of an enterprise that interact with it) and descriptions of the relationships 
among them. Resulting models help understanding the purpose of enterprises on their 
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environment, what is required from them, and to reason about the way in which they 
will respond to the specific needs generating value. 

Enterprise context models are therefore a fundamental piece that helps enterprise 
decision-makers to design and refine their business strategies and enterprise architects 
to understand what will be required from the resulting socio-technical system. How-
ever, far from easy, the construction of such models is usually a cumbersome task, 
mainly due to: 

• Communication gaps among technical personnel, who usually lacks knowledge 
about business strategies, modeling, planning, and administration skills; and their 
administrative counterparts, with similar limitation in relation to methodological 
business processes and requirements elicitation, and systems modeling techniques. 

• Limited knowledge of the enterprise structure, operations and strategy, which 
forces technical staff to spend important amounts of time studying and understand-
ing business, to be reconciled with time constraints resulting from internal and ex-
ternal pressures and narrow windows of opportunity, which increases the risk of 
misunderstandings or misinterpretations. 

One strategy to mitigate this situation is to foster knowledge reuse, designing some 
artifacts that may be used as templates for both technical and managerial personnel in 
order to improve understanding. In this paper we propose the use of patterns with this 
purpose. A pattern has been defined as a solution to a recurring problem in a particu-
lar context [1]. Patterns collect relevant knowledge that appears consistently through-
out several similar experiences, which has been systematized and stored in an appro-
priated structure for its future use in analogous settings. 

In our particular case, we are interested in storing enterprise context knowledge, 
which has been identified and systematized in the domain of business analysis and 
strategy. In order to make it accessible to enterprise architects, we represent this 
knowledge by means i* strategic dependency (SD) models [2]. Therefore, patterns 
include environmental actors and their strategic dependencies. Patterns emerged from 
several industrial and academic applications of the first activity of our DHARMA 
method [3], which requires the construction of i*-based context models. 

For building the catalogue of patterns, we distinguish two levels of abstraction. At 
the highest level, we make an analysis of enterprise behavior guided by the theory and 
the elements described in Porter’s model of the 5 market forces [4]. This analysis is 
applicable in general to any kind of enterprise. At the lowest level, we consider enter-
prise strategies which describe how a particular enterprise operates, e.g., Enterprise 
Resource Planning (ERP), Customer Relationship Management (CRM) and Supply 
Chain Management (SCM) [5].  

2 Background 

2.1 Porter’s Model of the Five Market Forces 

Porter’s model of the five market forces is designed to help organizations analyze the 
influence of 5 forces on their business and to reason about the strategies potentially 
available to make them profitable. Although subject of some criticism from its retrac-
tors, Porter’s model remains wildly accepted, studied and used in the practice [6].  
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According to Porter [4], “the essence of formulating competitive strategy is relat-
ing a company to its environment”. Although the environment is very broad encom-
passing social and economic forces, from the business point of view a key aspect in 
the environment of an enterprise is the industry or industries in which it competes. 
The state of competition in the industry depends on five competitive forces (see Fig. 
1): threat of new entrants; threat of substitution; bargain power of customers; bargain 
power of suppliers; and rivalry among current competitors. Lately, some authors have 
proposed a sixth force, the government, not only because of its regulatory power, but 
also because it may become a potential competitor in some industries e.g. public vs. 
private schools. We do not consider this force in this paper. 

 

Fig. 1. Porter’s model of the five market forces 

2.2 The i* Framework 

The i* framework [2] was formulated for representing, modeling and reasoning about 
socio-technical systems. Its modeling language is constituted basically by a set of 
graphic constructs which can be used in two models: the Strategic Dependency (SD) 
model, which allows the representation of organizational actors, and the Strategic 
Rationale (SR) model, which represents the internal actors’ rationale. Since our pat-
terns are defined as SD models, we focus the explanation on SD constructs.  

Actors in SD models are classified in DHARMA as human, organizational, soft-
ware or hardware. They can be related by is-a (subtyping) relationships and may have 
social dependencies. A dependency is a relationship among two actors, one of them, 
named depender, who depends for the accomplishment of some internal intention 
from a second actor, named dependee. The dependency is then characterized by an 
intentional element (dependum) which represents the dependency’s element. The 
primary intentional elements are: resource, task, goal and softgoal. A softgoal 
represents a goal that can be partially satisfied, or a goal that requires additional 
agreement about how it is satisfied. They are usually introduced for representing non-
functional requirements and quality concerns. Fig. 2 presents an i* SD model in the 
Ecuatorian Etapatelecom company, introduced in Section 6.1. 
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Fig. 2. An i* SD model for the Etapatelecom case 

2.3 The DHARMA Method 

The DHARMA method has been used in the context of this work. It aims at the defi-
nition of enterprise architectures using the i* framework [3]. The process resulting 
from the method (see Fig. 3) is initiated by modeling the enterprise context (1), then 
introducing the system in the organization (2), analysing its impact in detail (3) and 
identifying its generic enterprise architecture (4), i.e. actors that form the system, the 
services that must be covered by each of them and the relationships among them. It is 
clear, thus, that improving the initial construction of the enterprise context model 
would be of great help for the method applicability. 

2.4 Patterns in the i* Framework 

Several approaches about the definition and use of patterns in i* have been proposed. 
Among them, the closest proposals to ours are the works on social structures presen-
ted in [7][8], where the authors propose a set of social patterns, drawn from research 
on cooperative and distributed architectures. Several differences with our approach: 

• Formalization. We will provide a formal definition of pattern instantiation and a 
couple of metrics to measure coverage. 

• Size. In their work, patterns are intended to model different types of cooperation 
settings among organizations, e.g., Structure-in-5 and Joint Venture. In our ap-
proach, patterns are much more detailed and intended to model the context of par-
ticular organization instead of the relation among groups of them. 

• Background. Our approach is based on theory of business administration and 
marked strategy whilst these approaches are based on organizational theory. 

The aim of these works is to propose ontology for information systems, inspired by 
social and organizational structures. Our work is intended to provide guidance in early 
phases of the EE process, providing artifacts to bridge communication gaps among 
technical EE staff and administrative staff. 
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Fig. 3. The DHARMA method 

3 Formal Definition of Patterns 

Being aware that Alexander’s definition of pattern includes several parts that may 
play a fundamental part in a reuse strategy, in this paper we focus on the expression of 
the solution part expressed as an i* SD model. Although cumbersome, we consider 
this formalization a necessary step in order to be able to rigorously define the patterns 
and make possible some future work on analysis techniques and measures’ definition.  

3.1 i* SD Models 

Definition. i* SD Model. 

An i* SD model M is a tuple M = (A, D, L) being A the set of actors, D the set of 
dependencies and L the set of actor specialization links. 

Definition. Set of actors. 

Given the i* SD model M = (A, D, L), the set of actors A = {Ai} is such that each Ai 
is a pair (name, type), with type = (Human, Organizational, Software, Hardware).  

Definition. Set of dependencies. 

Given the i* SD model M = (A, D, L), the set of dependencies D (over A) is a set D = 
{di} such that each di is a tuple (name, dpr, dpe, type), with dpr, dpe∈A such that dpr 
≠ dpe, and type = (Goal, Softgoal, Task, Resource). 
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Definition. Set of actor specialization links. 

Given the i* SD model M = (A, D, L), the set of actor specialization links L is a set L 
= {li} such that each li is a pair (superactor, subactor), with superactor, subactor∈A 
such that superactor ≠ subactor (in fact, cycles are not allowed). 

We remark again that these definitions present some simplifications over the com-
plete definition of the i* SD models as available e.g. in the i* wiki [9], but the concepts 
introduced here are enough for the patterns identified so far. As mentioned above, 
these changes align with previous work on the use of i* in industrial settings (see e.g. 
[3]) which points to the fact that in practice some constructs create some confusion and 
act as an adoption barrier for practitioners. Also, as we will see in the next sections, we 
adopt three graphical conventions: first, we allow for a tabular representation of i* 
models, especially useful when models grow; second, we represent direction of depen-
dencies by arrowheads instead of the “D” convention of i*; third, given two 
dependencies d1 = (n, a1, a2, t) and d2 = (n, a2, a1, t), we can draw these two depen-
dencies using just a single graphical dependency with arrowheads in both directions. 
Bidirectional dependencies are useful to express mutual collaboration in actors. 

3.2 Patterns and Their Application 

In our proposal a context model patterns is nothing else than a plain i* SD model 
defined as in Section 3.1. 

Definition. Context model pattern. 
Any i* SD model M is a context model pattern. 

In Fig. 4 we show an excerpt of the context model pattern for our CRM case study, 
that will be introduced in more detail in Section 5. 

The key concept around patterns is that of instantiation. Instantiation is defined 
upon the notion of model correspondence, that defines how actors and dependencies 
of a pattern are assigned to other actors and dependencies that are defined on a differ-
ent space (i.e., the actors and dependencies of the enterprise, ent). 

 

Fig. 4. Example of context model pattern (excerpt) 
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Definition. Model correspondence. Domain, rank. 

Given the i* SD model M = (A, D, L), and given the sets Aent, Dent and Lent, being Aent 
a set of actors, Dent a set of dependencies (over Aent) and Lent a set of actor specializa-
tion links, Aent ∩ A = ∅ (thus Dent ∩ D = ∅), a model correspondence C from M to 
(Aent, Dent, Lent) is a pair of correspondences, C = (cA, cD), cA ⊆ (A × Aent) and cD ⊆ (D 
× Dent). Correctness conditions are: 

• Actors appearing in dependencies must be aligned: 
 ((n, a1, a2, t), (m, b1, b2, w)) ∈cD  (a1, b1) ∈cA ∧ (a2, b2) ∈cA) 

• If a subactor is part of the correspondence, its superactor must be too: 
 (a, b)∈cA  (∀x: (x, a)∈L: (∃y: (x, y)∈cA)) 

Given a correspondence c ⊆ (X × Y), we define its domain and rank as: 

• dom(c) = {x∈X: (∃y∈Y: (x, y)∈c) 
• rnk(c) = {y∈Y: (∃x∈X: (x, y)∈c) 

The correspondence is not a function, since every pattern’s actor and dependency can 
be assigned to a zero, one or several actors and dependencies of the enterprise model.  

The instantiation of a pattern consists of an application of that pattern to the mod-
el’s actors and dependencies in order to create a new i* SD model, the context model 
of the enterprise. That is, starting from the pattern, the actors and dependencies that 
are part of the correspondence are substituted by the corresponded elements, whilst 
actor links from the pattern are correctly preserved and new actor links are added. 

Definition. Pattern instantiation. Enterprise context model. 

Given an i* SD model M = (A, D, L) acting as context model pattern, and given a 
model correspondence C = (cA, cD) as above, we define the pattern instantiation of M 
by C as an SD model Minst, the enterprise context model, Minst = (Ainst, Dinst, Linst), as: 

Ainst = rnk(cA), Dinst = rnk(cD), Linst = corresponded(L, cA) ∪ Lent 

where corresponded maps actors appearing in actor links according to the correspon-
dence defined among actors: 

corresponded(L, cA)={(x, y): (a, x)∈A∧(b, y)∈A ∧ (a, b)∈L} 

Fig. 5 shows an example of instantiation involving the pattern presented in Fig. 4 and 
the organization model presented in Fig. 2. Pattern elements are shown semi-
transparent. We can see, e.g., the pattern actor CRM instantiated into one actor the 
Etapatelecom company (TC); another pattern actor Strategic Partner instantiated into 
two actors InPr and ISP; and then several pattern dependencies instantiated, e.g. Cross 
-Billing into another with the same name, or Economies of Scale into two other de-
pendencies. We remark also that a dependency from the pattern, Strategic Agreements 
Signed, is not instantiated. The final model is composed of the colored elements.  

Two indicators may help to classify the adequacy of the patterns (pattern coverage) 
and the extent to which an organization adheres to known patterns (model coverage). 

Definition. Pattern coverage. 

Given an i* SD model M = (A, D, L) acting as context model pattern, and given a 
model correspondence C = (cA, cD), we define the coverage of M under C, cov(M, C) 
as the percentage of elements of M that have a correspondence defined in C:  

covpat(M, c) = (||dom(cA)|| + ||dom(cD)||) / (||A||+||D||) * 100, ||S|| being the size of S. 
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Fig. 5. Example of pattern instantiation 

Definition. Model coverage. 

Given an i* SD model Ment = (Aent, Dent, Lent) and given a set of i* SD models M = 
{Mk = (Ak, Dk, Lk)} acting as context model patterns, and given the set of model cor-
respondences over them C = {Ck = (cA[k], cD[k])}, such that cA[k] ⊆ (Ak × Aent) and cD[k] 
⊆ (Dk × Dent), we define the coverage of Ment under M and C, cov(Ment, M, C), as the 
percentage of elements of Ment that have a correspondence defined in C: 

covmod(M, c) = ||{a∈Aent: (∃k: a∈rnk(cA[k]))|| + ||{d∈Aent: (∃k: d∈rnk(cD[k]))|| 
 / (||Aent|| + ||Dent||) * 100 

In the example above, we obtain covpat(M, c) = 87,5% and covmode(M, c) = 100%. 

4 Patterns for Generic Perspective of Enterprises  

Porter’s model of the five market forces can be used as basis to construct enterprise 
context models. Each of the forces has a set of determinants associated to them, 
which describe the way in which various external agents interact with the enterprise. 
External agents can be modeled as actors in the context of the enterprise and their 
interaction with the enterprise by means of strategic dependencies, describing the 
intentionality between them and the enterprise. In the rest of this section, we introduce 
the forces in detail and propose the i* SD pattern that describes them. For space 
reasons, we provide thorough details just in the first force and then an overall descrip-
tion for the rest of forces. 
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Porter’s five forces together determine the intensity of the industry competition and 
profitability, however, each force has its own prominence in relation to each type of 
industry according to economical and technical characteristics. For instance, suppliers 
and availability of raw material may be critical for some industries e.g. cement, or 
aluminum processing factories, whilst location of customers may be critical for other 
e.g. fresh flower growers, or manufacturers of perishable agricultural products. 

We have identified several context actors in relation to each force in Porter’s model 
(see Fig. 6). They are represented in italics in the next paragraphs, which describe 
their relation with determinants in each force.  

1st. Force - Potential New Entrants: New entrants to an industry bring new capacity, 
the desire to gain market share and some substantial resources. The main determinants 
(listed in Porter’s work) associated to new entrants are entry barriers: 

• Economies of scale: Difficulties to enter the market due to higher cost of produc-
tion or to gain mass production. Companies may associate with Strategic Partners 
to gain access to property technology, reduce learning curves, expand its coverage, 
and reduce costs of manufacturing and distribution among other. 

• Product Differentiation: Well established firms benefit from brand identification 
and customer loyalty. This creates a barrier to entry, forcing entrants to expend to 
overcome existing customer loyalties. Association with Strategic Partners may 
help to overcome this barrier.  

• Cost Disadvantages Independent of Scale: Some established firms have cost 
advantages not replicable by entrants, e.g. favorable access to raw materials. Asso-
ciation with Strategic Partners is a way to overcome cost disadvantages e.g. by 
providing access to raw materials.  

• Capital Requirements: Need of financial resources to compete in the market, e.g. 
for covering start-up losses. To satisfy capital requirements 3 actors have been 
identified: Owners, Financial Institutions and Shareholders.  

First Force: Threat of New Entrants
Economies of scale
Product Differentiation
Cost Disadvantages Independent of Scale
Capital Requirements
Switching Costs
Access to Distribution Channels
Government Policy

Fifth Force

Bargain Power 
of Suppliers

Fourth Force

Bargain Power 
of Customers

Third Force

Threat of 
Substitutes

Second Force

Rivalry Among 
Current Competitors

Strategic Partners

Owners
Shareholders

Financial Institutions

Distributors

Regulatory Agencies
Control Agencies

Competitors and 
substitutes

Franchises
Direct customers

Suppliers

Goverment 
Actions

Regulatory Agencies
Control Agencies

 
Fig. 6. Generic context actors in relation to the five market forces 
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• Government Policy. Government regulations may limit entry of new competitors, 
by e.g. requiring licenses or limiting access to some raw materials. We identified 
two actors in the environment: Regulatory Agencies and Control Agencies.  

• Access to Distribution Channels: New entrants need to secure distribution of their 
products. In other to do so, they need to persuade channels to accept their products 
through price breaks and cooperative advertising, which reduces their profits. To 
access distribution channels companies sought to relate to Distributors, responsible 
for making product or services accessible to customers.  

2nd. Force - Industry Competitors: Rivalry among existing competitors consists in the 
use of tactics to gain a better position in the market. Tactics may include price compe-
tition, advertising battles, new products introduction, and increased customer service 
or warranties. The force of the competition depends of several factors, e.g., number of 
equally balanced competitors, slow industry growth, etc.  

A new actor in the environment has been identified in relation to this force, Com-
petitors. They influence company’s strategy and the decisions to be taken. Any 
change in the competition strategy will have an impact in the preferences of the custo-
mers; companies must be informed to react accordingly and maintain market share. 

3rd Force - Substitutes: Two goods are substitutes if one of them can replace the other 
under some circumstances, e.g., cable TV can be replaced by internet streaming ser-
vices if there is enough bandwidth available. In some sectors, products or services can 
impose price limits if they are considered good substitutes. Substitute availability 
drives customers to continuously compare offers against changing costs.  

In this work, we consider substitutes part of the competition. They provide alter-
native products and services and influence company’s strategy in a similar way than 
competitors. Thus, the Competitors SCA is renamed as Competitors and Substitutes. 

4th. Force - Customers: Buyers compete with the industry by forcing down prices, 
bargaining for higher quality or more services, and playing competitors against each 
other at the expense of industry profitability. Bargain strength of customer’s increases 
under some circumstances, e.g., an important buyer group concentrates or purchases 
large volumes relative to seller sales.  

In relation to the fourth force we identify two actors Franchises and Direct Cus-
tomers. These actors are indispensable for the sustainability of a company.  

5th. Force - Suppliers: Suppliers can exert bargaining power over an industry by 
threatening to raise prices or reduce the quality of purchased goods and services. Sup-
pliers bargain strength increases when offered products or services are scarce and 
buyers generate large demand, bringing them to a weaker negotiation position, partic-
ularly when there are not substitutes available or the cost of replacing them is high. 
On the contrary, bargain power of suppliers reduces when offered goods or services 
are standard, there are substitutes available or there are several suppliers offering 
similar products or services. 

 In relation to this force, we identified the environment actor Suppliers. Companies 
depend on them for the provision of row materials, machinery, means of transport or 
infrastructure needed for their operation, product manufacture and service provision. 

Table 1 describes some dependencies identified in relation to each of these actors, 
represented in tabular form. The table includes the description of the dependencies, 
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their type and the direction with respect to the organization. The list of identified de-
pendencies does not pretend to be exhaustive, but rather to reflect the dependencies 
that repeatedly appeared in several industrial experiences.  

5 Enterprise Strategies: The CRM Case 

In order to confront and balance market forces and to generate a profit, enterprises 
adopt several strategies. Not only differentiation and prices are considered, but also 
operational strategies, which allow them to focus in some market segments whit par-
ticular products and services. Well-known strategies, which categorize organizations 
in relation to the name of their core information systems, include ERP, CRM and 
SCM. For the sake of brevity, we are going to focus on one particular case, the CRM 
enterprise strategy. An excerpt of its i* graphical representation is shown in Fig. 7 and 
dependencies in Table 2.  

The CRM strategy is usually related to service enterprises [10]. These enterprises 
thrive and because of their importance, they have gained an increasingly prominent 
position. In pure service enterprises: the commercial function is carried without prod-
ucts; there is not direct human contact with clients; services are not storable; there are 
only user, operator and way to do; services are tailored to client needs; and the per-
ceived quality is more malleable. 

One of the most decisive issues is the treatment of all matters relating to staff, be-
cause of its intimate relationship with the process. CRM enterprises must be very 
careful whit personnel selection and training, but also of the conception of the servic-
es and the technologies required to support them.  

Globalization, diversification and deregulation have increased competition. To-
day’s customers have more options and enterprises must ensure that best clients  
remain loyal, at the time that new prospects begin to be loyal and profitable. This 
requires an intensive analysis of the front end applications used to interact with cus-
tomers, such as billing, order recording and market segmentation, among others.  

CRM enterprises usually handle three phases designed to bring them closer to cus-
tomers; each of them having a different impact in the relationship: 

• Acquisition of new customers: New customers are attracted by promoting services. 
Differential aspects shall be made evident for customers to purchase them. The 
value proposition must be backed up by excellent service and after-sales support. 

• Increase profitability of existing customers: Improving existing relationship pro-
motes cross-selling of services, increasing sales of services previously acquired by 
the client and thus profitability. The value of the proposition lies in an offer of 
convenience and lower cost. 

• Lifetime retention of good customers: retention focuses on the adaptability of the 
services by not offering what the general market wants, but what existing custom-
ers need. The value of the proposition is to offer a service or product to the best  
interest of the client through a proactive relationship. Currently the leading compa-
nies focus more on retention than the attraction of new clients. 

All phases of CRM are interrelated and provide the basis for a new organizational 
architecture, where business processes revolve around the needs of the client.  
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Table 1. Generic Context Dependencies 

Generic Actor Dependency Type Dependency Direction
Degree of 

Dependency
Goal Strategic agreements signed ← Critical
Resource Strategic agreements ← Critical
Soft Goal Economies of scale achieved ← Committed
Soft Goal Proprietary technology accessed ← Committed
Goal Business knowledge and training   Provided ← Committed
Goal Product differentiated ← Committed
Goal Value added to products and services → Critical
Resource Company accounting and cross-billing information ← Critical
Resource Partners accounting and cross-billing information → Critical
Task Cross-billing and earnings distribution ← Critical
Goal Business started ← Critical
Resource Opening capital ← Critical
Resource Performance, accounting and management information → Critical
Goal Strategic decisions ← Committed
Goal Strategic actions performed → Critical
Goal Shares acquired ← Critical
Resource Shares documents → Critical
Resource Performance Information → Critical
Resource Investment capital ← Critical
Soft Goal Profit earned → Critical
Goal Financial services provided ← Committed
Goal Loans and mortgages provided ← Committed
Soft Goal Convenient interest rates ← Committed
Soft Goal Adequate payment terms ← Committed
Goal Investments, Savings and checking accounts managed ← Critical
Resource Financial Statements ← Critical
Goal Financial services acquired → Critical
Resource loans and mortgages information → Critical
Soft Goal Timely payment → Committed
Goal Distribution channels accessed ← Critical
Goal Products and services accessed by customers ← Critical
Soft Goal Locations always supplied ← Committed
Resource Products and services → Critical
Goal Promulgation of laws and regulations ← Critical
Goal Permits and licenses Issued ← Critical
Resource Laws, regulations ← Committed
Resources Operation licenses and permits ← Critical
Resource Operation information → Critical
Resource Auditing information ← Critical
Goal Compliance of laws and regulations validated ← Critical
Goal Operation licenses and permits maintained ← Critical
Resource Information of products and strategy ← Committed
Resource Market conditions ← Committed
Goal Franchises granted → Critical
Soft Goal Quality of products and services preserved ← Critical
Goal Massive access to customers ← Committed
Resource Operation resources → Critical
Goal Products and services acquired ← Critical
Soft Goal Quality of products and services → Critical
Soft Goal Convenient prices → Critical
Resource Products and services → Critical
Goal Access to Specialized technology,  products and services ← Critical
Resources Especialiced technology, products  and services ← Critical
Soft Goal Costs and conditions kept stable ← Committed
Soft Goal Quality of products and services ← Committed
Soft Goal Timely payments → Committed

Regulatory 
Agencies

Strategic Partners

Owners

Share-holders

Financial 
Institutions

Distributors

Control Agencies 

Competitors and 
substitutes
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Direct Customers
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Fig. 7. Excerpt of the CRM Enterprise Context Model Pattern 

The CRM patterns in built upon the actors and dependencies identified in Section 4 
for Porter’s model (i.e., enterprise strategy patterns are designed as an extension of 
Porter’s i* SD model). New actors have been identified for CRM organizations: Mar-
ket Research and strategy Organizations and Sales Force. The first one helps CRM 
organizations to study and analyze the market, to identify specific market segments 
and potential services required by their customers. These organizations also help in 
the evaluation of customer’s satisfaction and perception of quality of services. Sales 
forces help to promote and advertise services, to close sales and thus to increase sales.  

6 The Patterns in the Practice 

The patterns resulting from our work have emerged from a post-mortem analysis of 
two large industrial experiences related to the CRM strategy, and later validated in 
some academic exercises. We are currently using the ERP pattern in an ongoing in-
dustrial project. In this section, we will focus on the CRM case. The two projects are 
the Etapatelecom company case described in more detail in Subsection 6.1, whilst the 
second project was the formulation of an IT Strategic Plan for an airport. In both cas-
es we applied the DHARMA method. We involved in the post-mortem analysis some 
selected stakeholders that participated in the use of DHARMA. 
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Table 2. CRM specific context dependencies 

Generic 
Actor

Depen-
dency Type

Dependency Direction

Goal Services packaged and offered as combos ←
Goal Complementary services provided ←
Soft Goal Quality of services improved ←
Soft Goal Access to new locations ←

Control 
Agencies

Resource Customers support and complains reports ←

Soft Goal Wide range of services offered →
Soft Goal Appropriated rates and fees →
Soft Goal Information kept secure →
Soft Goal Full availability →
Soft Goal Customers fidelity ←
Goal Service level agreements issued →
Resource SLAS →
Soft Goal Timely attention and solution to Problems →
Goal Underpinning contracts established ←
Resources Underpinning contracts ←
Goal Service offered to customers ←
Soft Goal Service sales closed ←
Soft Goal Sales Increased ←
Resource Sales conditions & Goals ←
Goal Market surveys issued ←
Goal Marked analyzed ←
Soft Goal Marked segmentation ←
Goal Customers satisfaction evaluated ←
Soft Goal Customer needs and requirements identified ←

Strategic 
Partners

Market 
research and 

strategy 

Sales Force

Suppliers

Direct 
Customers

 

 
Concerning academic validation, we remark a project conducted by university stu-

dents under our direction, in which the context of the institution was modeled guided 
by the elements in the pattern. The validation was successful, meaning that the result-
ing context model for the institution was completely obtained from the CRM pattern 
(in other words, its model coverage was 100%).  

6.1 The Telecom Company Case Study 

In order to illustrate the practical use of the patterns, the Etapatelecom company (TC) 
case has been selected. The company provides broadband Internet access and fixed 
telephone services in Ecuador. 

To fulfill its deployment strategy, the TC had to face the selection and adoption of 
several technologies, and the DHARMA method was used to define its enterprise 
architecture. Being a utility company, the TC aligns with the CRM strategy. The con-
text model constructed for that case (together with other cases outlined in subsection 
6.3) was later used to define the patterns described in this paper. Therefore, it pro-
vides good examples to support the practical application of the patterns described in 
the next literal. 
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6.2 Applying Patterns to the TC Case 

In Section 3, we have provided the formalization of the pattern concept. On top of this 
formalization, we need to have a casuistic that facilitates their use. Practical applica-
tion of the patterns is conducted in a systematic way. Each actor and then each depen-
dency in the pattern are reviewed in order to identify their particular instances in the 
context of the organization under analysis. In this way some typical cases may appear. 
In this subsection, we illustrate this casuistic using the TC case as if it had been de-
fined as an instance of the CRM pattern. 

When analyzing actors, three instantiation cases may emerge (see Figure 8a for the 
definition and Figure 9 for the examples). In the case of actors, we apply definitions 
of Section 3 over concrete instances of the following models: 

• CRM pattern: CRM = (Acrm, Dcrm, Lcrm) 
• Elements of TC: (Atc, Dtc, Ltc) 
• Correspondence to be defined: Ctc = (cA, cD) 

1) One-to-one actor’s instantiation. An actor in the pattern is instantiated by an actor 
in the context of the organization. This is the case of the Franchise actor included in 
the CRM pattern that has been instantiated by the Telecenter Franchise actor from TC 

Franchise∈Acrm ∧ TelecenterFranchise∈Atc ∧ (Franchise, TelecenterFranchise)∈cA 

2) One-to-many actor’s instantiation. An actor in the pattern is instantiated by many 
actors in the context of the organization. This may happen in two different situations: 
a) several actors need to collaborate together to provide the intention of the pattern 
actor; b) the enterprise actor related to the GCA is very generic and is subtyped into 
several others using is-a. As an example of b), the Direct Customers actor in the CRM 
pattern has been instantiated by Subscriber which at its turn is subtyped into Public 
Telephone User and the Home Telephone User actors in the context of ETP. 

DirectCustomers∈Acrm ∧ HomeTelephoneUser∈Atc ∧ 

PublicTelephoneUser∈Atc ∧ Susbscriber∈Atc ∧ 

(Subscriber, PublicTelephoneUser)∈Ltc ∧ (Subscriber, HomeTelephoneUser)∈Ltc ∧ 
(DirectCustomers, Subscriber)∈cA ∧ (DirectCustomers, PublicTelephoneUser)∈cA ∧ 
(DirectCustomers, HomeTelephoneUser)∈cA 

3) Null actor’s instantiation. One actor in the pattern cannot be instantiated by any 
actor in the context of an organization. This is the case of the Sales Force CRM actor, 
which has not instances in the TC context. Sales force of this organization is internal, 
thus no relation exist with other organizations. 

SalesForce∈Acrm ∧ SalesForce∉dom(Atc) 

Table 3 sums up the relation among actors in the CRM Pattern and their instances 
identified in the TC case (actors with no instances have been omitted due to space 
limitations). Fig. 9 presents an excerpt of the instantiation of the CRM organization 
Pattern in the TC case. 
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Fig. 8. (a) Actors and Dependency instantiation cases; b) dependency group instantiation cases 

Similarly to actors, when analyzing individual dependencies associated to an actor 
in the pattern, three instantiation cases have been identified (see Figure 8a). 

4) One-to-one dependency instantiation. A dependency associated to one actor in the 
pattern is instantiated by one dependency associated to an instance of the actor in the 
context of the enterprise. So, the softgoals Full availability, Information Security, and 
Wide range of services offered associated to the Direct Customers actor in the pattern, 
have been instantiated by the soft goals Full availability, Information Security and 
World Wide Connection associated to the Subscriber actor in the context of TC. 

d1=(WideRangeOfServicesOffered,DirectCustomer,CRM,softg)∈Dcrm ∧ 
d2=(WorldWideConnection,Subscriber,TC,softg)∈Dtc ∧ (d1, d2)∈cD 

(Correctness condition on actors holds, e.g. (CRM, TC)∈cA). 

5) One-to-many dependency instantiation. A dependency associated to one actor in 
the pattern is instantiated by many dependency associated to an instance of the actor 
in the context of the organization. In this case, the pattern dependency is considered 
too coarse for its use in the enterprise context model and thus it is assigned to several 
dependencies that altogether provide the required intentionality. This is the case of the 
soft goal Economies of scale associated to the Strategic Partner actor in the pattern, 
which has been instantiated by the soft goals Worldwide connection and Access to 
worldwide IP telephone subscribers associated to the Interconnection Provider actor 
in the context of TC. (The formal definition is similar to the case 2) and is not in-
cluded for the sake of brevity.) 

6) Null dependency instantiation. A dependency associated to one actor in the pattern 
has no instances associated to an instance of the actor in the context of the organiza-
tion. This is the case of the goal Strategic Agreements Signed associated to the Strateg-
ic Partner actor in the pattern, which has no instances in the case of Interconnection 
Provider actor. Interconnection is mandatory among telephone service providers in the 
country where TC operates, therefore this goal was not considered. From the structural 
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point of view and in relation to the instantiation of groups of dependencies associated 
to an actor in the pattern, two cases may appear (see Figure 6b; for the sake of brevity, 
we do not show the formal definitions). 

7) Split instantiation. Dependencies associated to one actor in the pattern are split into 
groups; each group is associated to a different instance of the actor in the context of 
the organization. Some of the dependencies can be subject to the One to many depen-
dencies’ instantiation case, when they have to be included in more than one group. In 
our case study, the goal Value added products and services provided, and the re-
sources Company accounting and billing information and Partners accounting and 
billing information, assigned to the Strategic Partners actor, have been grouped and 
assigned to the Internet Service Providers actor in the context of TC.  

8) Group Instantiation. All of the dependencies associated to an actor in the pattern 
(or the ones for which instances exists in the context of the organization), are asso-
ciated to a single instance of the actor in the context of the organization e.g., the Di-
rect User dependencies in the pattern and the Subscriber dependencies in the TC 
context. 
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Fig. 9. Excerpt of the instantiation of the CRM organization Pattern in the TC case 
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Table 3. Actors in the CRM strategy pattern and their instances in the TC case 

Actor in Pattern Instance 
Strategic Partners Interconnection Provider (InPr); Internet Services Provider (ISP); 

Cable TV Provider (TVP) 
Owners TC Owner 

Share-holders - 
Financial Institutions Banks 
Distributors Telecommunication Services Dealer (TSD); Prepaid TSD (PP 

TSD) 
Regulatory Agencies National Consul of Telecommunications (NCT) 
Control Agencies Telecommunication Superintendence (ST); Internal Revenue 

Service; Company’s Superintendence 
Competitors and  
Substitutes 

Fixed Telephone Companies; Mobile Telecom Companies 

Franchises Telecentre Franchise (TF) 
Direct Customers Subscriber; Home Teleph. User (HTU); Public Teleph. User 

(PTU) 
Suppliers Telephone Book Provider (TBP) 
Sales Force - 
Market Research&Strategy MR; Deloitte Touche Tohmatsu 

6.3 Some Numbers 

As mentioned above, the CRM pattern was obtained from two industrial cases and 
later validated with academic cases, in particular one of the validation cases was of 
similar size than the two industrial cases and is the one reported here. In Table 4 we 
present the three cases with the coverage of model and pattern detailed by type of 
element and the grand total. In the case of the two industrial cases, since this is a post-
mortem analysis, it should be interpreted as what could have happen if the pattern 
would have existed in advance. We may see that the two coverage measures are good 
enough. From the point of view of the models obtained, most of the actors of the en-
terprise context model are bound to CRM pattern actors, except for one actor in each 
context model. Dependencies also are mostly result of instantiation from the pattern. 
From the point of view of pattern coverage, percentages show that the pattern 
captures the needs of an enterprise that applies the CRM strategy. 

With respect to the academic validation case, we obtained the University model 
applying directly the CRM pattern, and the fundamental result was that the model 
obtained from the pattern was good enough as to consider unnecessary to add more 
elements, so model coverage was 100% (probably an extreme case). The coverage of 
the pattern was even greater than in the two industrial cases: even if the model in the 
academic case does not identify dependencies for all 28 actors, the numbers point out 
to an increase in the number of dependencies identified when using the pattern. 
However, this fact shall be validated with future experiences. 
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Table 4. Numbers in relation to the industrial and academic cases 

 TC case Airport case Academic Case 

 nb. ele-

ments 

model 

coverage 

pattern 

coverage

nb. ele-

ments 

model 

coverage

pattern 

coverage

nb. ele-

ments 

model 

coverage 

pattern 

coverage 

actors 20 95% 90% 26 97% 90% 28 100% 93% 

goal dep. 20 85% 83% 56 80% 91% 126 100% 87% 

softg dep. 18 73% 90% 38 79% 85% 83 100% 92% 

res. dep.  20 80% 84% 32 90% 82% 75 100% 86% 

TOTAL 78 83% 87% 152 87% 87% 312 100% 90% 

6.4 Applicability Issues 

In the case studies conducted so far, we have learned some practical tips that may 
help in making a winning case when applying the presented approach: 

• Define a multidisciplinary team before starting the process, to support the analysis. 
Include staff at least from financial, legal, marketing and commercial department. 

• Provide basic training to participants about the modeling concepts. Conduct the 
training sessions in short (max. 2 hours) workshops.  

• In training workshops, sketch first a simplified version of the i* SD model 
representing the pattern and provide sample dependencies to clarify concepts. 

• As a first step in the construction of context model of the organization, use actors 
in the patterns as checklist (one at the time) and identify all of their instances in the 
context of the organization. Include them in a two columns table: the first column 
for actors in the pattern and the second one their associated instances in the context 
of the organization. 

• Next, use the dependencies associated to actors in the pattern as checklist to identi-
fy their instances in relation to each identified actor instance in the context of the 
organization. Sketch partial i* SD models to record and discuss about identified 
dependency instances with participants. 

• When working with stakeholders, as a general rule: do not try to draw perfect i* 
models. Just draw quick sketches including 2 or 3 actors maximum (preferable in-
stances of a same actor in the pattern). Graphical conventions as those included in 
[3] and also in this paper (e.g., tabular representation of models) can be used. 

• Add additional columns to the table to include dependency description, type and 
direction, as shown in Tables 1 to 3. Record in these columns all dependencies 
identified regarding each actor. 

• Do not try to address all actor instances in a single workshop. It is better to conduct 
several shorter meetings addressing instances of single actor (or groups of actors) 
in the pattern at the time.  

• Draw the final i* SD context model only when all the dependencies have been 
identified and tabulated. 

• Draw complete i* context models only when specifically required and with proper 
justifications. i* graphic representation is great for brainstorming and discussing 
with meeting participants, but large models tend to be confusing and costly in 
terms of time. Partial diagrams are just as good and easier to draw. 
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7 Conclusions 

In this paper, we have presented a pattern-based approach for constructing intentional 
context models as i* SD diagrams. To this aim, we have analyzed a general model for 
enterprises, Porter’s model; one particular example of enterprise strategy, the CRM 
strategy; we have formulated patterns for this strategy; and we have studied the results 
of applying the patterns to some cases.  

The main advantage of our approach is its industrial applicability, in terms of 
theory, scalability and orientation: 

• The patterns synthesize knowledge about business strategies, making it accessible 
to requirements engineers and helping to close the gap between them and enter-
prisers since they can be used as communication bridge among technical and 
administrative staff. 

• Being based on solid theories like the Porter’s model and enterprise strategies like 
CRM, they provide a general foundation that applies to a lot of enterprises. 

• The level of detail (thanks to the solid foundation) including much more model 
elements that other existing proposals, makes it feasible to apply to real cases. 

• It is also important to remark that the pattern-based approach has been formally 
defined using an algebraic formulation of i* as baseline. This is also a differentiat-
ing characteristic compared to other pattern-based approaches. 

In addition to the context model patterns presented in this work, which resulted from the 
application of the first activity of the DHARMA method in industrial and academic 
experiences, we are also working on system context patterns and hybrid systems archi-
tectural patterns for generic ERP, CRM and SCM strategies. These patterns resulted 
from the application of the second, third and fourth activities of the DHARMA method.  
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Abstract. Many enterprises need to handle programs that impose fundamental 
changes to the organization as well as the supporting IT systems. While general 
guidance for such transformations in form of methods, reference models, prin-
ciples, etc. is available, the specific context of the insurance sector is often not 
considered. We conducted an interview series with informants from major Euro-
pean insurance companies to explore the specifics of enterprise transformation in 
the insurance sector. The results suggest amending existing transformation sup-
port methods by regarding transformation triggers, transformation program types 
and core techniques. E.g., transformations that deal with standardization, mer-
gers and acquisitions and internal alignment are not sufficiently covered yet and 
techniques that deal with soft and social aspects of transformations are less visi-
ble in the insurance sector. Our findings create not only the basis for a wider 
survey to extend and validate initial findings, but also for comparing and discuss-
ing concrete enterprise transformation cases.  

Keywords: transformation, insurance, techniques, method, empirical study. 

1 Introduction 

Enterprises need to pass through major transformations. Rouse [1] defines such enter-
prise transformation (ET) not as routine but “fundamental change that substantially 
alters an organization’s relationships with one or more key constituencies, e.g., cus-
tomers, employees, suppliers, and investors”. ET can involve new value propositions 
(like products and services) or change the inner structure of the enterprise. Further, 
ET could involve old value propositions provided in fundamentally new ways [1]. 
Examples are mergers & acquisitions, detachment of host systems or other efforts that 
are reflected in strategic planning. Unfortunately, many ETs are not or only partially 
successful, often because enterprises do not maintain an appropriate transformation 
capability [2]. 

The insurance sector is affected by major ETs only recently. In the past, the busi-
ness model in the sector was very stable [3]. This changed in recent years: ET is in-
duced by changing legislation and regulation (e.g. the Solvency act) [4] as much as 
increasing cost pressure e.g. induced by the changing situation on the financial mar-
kets and the financial crisis. The context of the ETs is difficult for manifold 
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reasons. First, the inner culture of the insurances is rather traditional – major ETs 
were not necessary in the past. Second, contracts with customers need to be kept and 
managed for long periods, even longer than those of banks. This leads e.g. to IT sys-
tems that are sometimes many decades in use [5]. Third, national differences need to 
be considered. On the one hand, the legislation differs, on the other hand market 
structure and customer demands force the insurance companies to strive away from 
their traditional business models [3]. 

In order to deal with these challenges, sound methods can provide guidance and 
avoid major and expensive failure. Incorporating the industry context proved already 
valuable to be in other related areas [6] and methods [7]. In order to develop these 
methods, it is important to understand, which techniques (thus, possible ways in 
which the results e.g. the successful ET can be achieved [8]) are necessary or effec-
tive in a certain situation. We concentrate on techniques in the paper at hand, since 
many of these are already existent in the companies (examples are techniques also 
applied in program management, like goal definition or milestone planning) and guid-
ance about which techniques to concentrate on during the ET. Because of the com-
plexity of the ET, single solutions cannot be expected to fit all problems, the design 
and engineering of guidance however needs to consider the specifics of the current 
problem [9]. As a compromise between (economic) ‘one size-fits-all’ solutions and 
(most effective) problem-specific ones, usually a handful of problem situations are 
differentiated that cluster related design problems [10]. These situations are usually 
specified by a combination of context factors (e.g. size of the industry) with certain 
program types [8]. Depending on the situation, different techniques might be appro-
priate in order to handle the specific situation.  

Because of the specific products, services and the induced challenges and goals in 
the insurance market that differ from other industries, we assume that effective ET 
guidance needs to include assistance about where to focus on during an ET. There-
fore, in order to provide ET guidance for the insurance industry, we need to investi-
gate the detailed context of the industry and triggers that imply certain types of ET. 
Further we need to know which techniques are necessary or obligatory in order to 
conduct successful ET programs in this industry sector. This paper aims at exploring 
the insurance setting and the identification of aspects that differ from generic ET 
guidance. Thus we propose the following research question:  

 
RQ: What are context, triggers, program types, core techniques of enterprise trans-
formation in the insurance sector? 
 
We discuss the related work in section two. We go on by presenting our research 
approach in section three. The results are presented in section four and summarizing 
propositions are drawn. In section five we discuss these propositions and their influ-
ence on the guidance of ET in the insurance sector. Section six provides a summary 
and outlook. 



62 N. Labusch and R. Winter 

2 Related Work 

Manifold methods and approaches to deal with fundamental changes in organizations 
have been proposed. We conducted a literature database search including for-and 
backward search in order to identify approaches that concentrate on fundamentally 
changing the business and less on an optimization of the day-to-day activities. Find-
ings reveal approaches like total quality management (TQM) which gained attention 
almost 20 years ago, focusing on aspects like quality awareness, continuous im-
provement, quality measuring and control [11]. A more recent approach is Six Sigma, 
a method that deals with the improvement of processes in organizations [12]. Howev-
er, these approaches focus on continuous improvement and do not include specific 
techniques relevant for ETs. Six Sigma further is related to industrial application and 
thus less appropriate for the insurance context [13].  

Relevant findings that concentrate on fundamental changes and thus ET are rare. 
One approach that we identified is the business engineering framework by Oesterle & 
Winter [14] which proposes the identification of drivers and goals of ETs by explicit-
ly including business as much as IT-related aspects. A more recent approach proposed 
by SAP is Business Transformation Management Methodology (BTM2) – a practice 
driven approach that includes well-known disciplines like strategic management, 
process management project and portfolio management which are integrated by 
means of an additional discipline called meta management [15]. Such meta-
management offers a cyclic and iterative phase model for ETs (envision, engage, 
transform and optimize), a structure including roles and activities, provision of meas-
ures, skill development support and principles to conduct ET programs. However, the 
approach does not provide context-oriented guidance like industry specific extensions 
for the insurance sector. 

Another approach is introduced by Baumoel [16, 17]. The author developed a situ-
ational method to support ET programs. The approach is based on interviews with 
informants from different industries, case studies with heterogeneous types of ETs 
and the analysis of ET-related methods. The approach aims at investigating which 
techniques were successfully applied in specific situations of ET. In order to identify 
the specific situations, a list of influence factors was created. Such influence factors 
for example are the process architecture, the available capabilities, the structure of 
competition, power structures, existing measures and many more. The analyzed cases 
are clustered according to these influence factors into five clusters of ET situations: 
“strategy adaptation”, “communication and interaction with customers and business 
network”, “growth strategies and cultural aspects in a technological context”, 
“process engineering and process redesign” and “improvement of agility of the organ-
ization”. In the next step, the author analyzes whether there is a systematic relation-
ship between the successful application of certain techniques and the ET situation. 
The analysis yields some techniques that have been successfully applied in every ET, 
no matter which specific situation is present, while some other techniques have been 
successfully applied only in specific ET situations. Figure 1 illustrates the concept of 
situation specific technique application. 
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Fig. 1. Basic Concept of the Baumoel Approach (based on [16, 17]) 

Once a situation is identified (e.g. “Strategy Change or Extension”), Baumoel’s me-
thod provides guidance on how to deal with such an ET program. This especially 
includes a list of techniques that should be applied because these techniques have 
been successfully applied in “similar” ETs, i.e. in the same ET situation. In a concrete 
ET, the identification of the respective situation together with the choice of appropri-
ate (= generally applicable plus situation specific) techniques constitute a situational 
ET support method. 

Baumoel’s approach provides some insights that provide a starting point regarding 
our research question. It is designed however to deal with ET in general. The underly-
ing interviews and cases were conducted in many industries; the coverage of insur-
ance companies remains unclear.  

While Baumoel’s approach focuses on the techniques applied during an ET, other 
approaches focus on capabilities [18], roles of individuals or corporate functions [19, 
20] or governance structures [21]. From our point of view, all of them are important 
since we share the understanding of Purchase et al. [22] who consider the ET activi-
ties as occurring in a complex system environment. Each of these perspectives on ET 
therefore presents an important aspect that together support a holistic view on ET. 
However, in this paper we narrow down the focus on the techniques perspective for 
the following reason: Staw & Epstein [23] discuss the impact of different techniques 
on the firms performance. While not finding a significant influence in the industrial 
context, Iseri-Say et al. [24] identify positive influences in the context of a more hete-
rogeneous industry mix (e.g. service and production sector). They further show how 
single techniques differ in their positive business impact. This provides evidence for 
the importance of the industry sector and motivates the focus on techniques as a 
general managerial value driver.  

Summarized, related work implies that (1) ET is a complex challenge that needs 
guidance, e.g. by method support, (2) the existing approaches differ in their degree of 
detail according to the described techniques and situations, and (3) applying such an 
approach yields techniques that are most relevant in certain situations. Although these 
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findings are widely accepted, some issues for insurance companies remain: None of 
the discussed approaches explicitly covers the insurance industry at this time. There-
fore, the specific detailed context of this sector as well as specific ET situations that 
exist (only) in this sector are not covered by existing work. The identification of spe-
cific context, specific triggers, specific ET situations and respective techniques of ET 
in the insurance sector is yet to be undertaken – we prepare to fill this gap by explor-
ing the field in a first step. 

3 Research Approach 

Given the limited existing guidance for ET in the insurance sector, we used the ap-
proach introduced by Baumoel [16] as a foundation for our work. The reason is the 
solid base with identified techniques, program types and the empirical foundation. We 
conducted a multiple case study approach guided by Eisenhardt [25]. Such an 
approach usually yields robust and generalizable findings [26].  

3.1 Data Collection in Literature and Interviews 

In order to gain detailed insight to the context in the insurance industry we conducted 
literature search by following guidance provided e.g. by vom Brocke et al. [27] and 
Webster & Watson [28]. Since we wanted to identify as many ET triggers and context 
factors ahead of the interview phase, we conducted a general database search and did 
not restrict this search by concentrating on major journals or conferences. However, 
we restricted the search by filtering research areas in order to keep the focus on the 
guiding research question (e.g. we excluded medical articles). We further aimed at the 
identification of case studies related to the topic. We applied the following search 
terms: 

 
• “Insurance Industry” AND (Challenge* OR defiance*) 
• Transform AND “insurance industry” 
• Change AND insurance 
• Topic=("case study") AND Topic=(change) AND Topic=(insurance) 
• Topic=("case study") AND Topic=(transform*) AND Topic=(insurance) 

 
We surveyed the results by reading the abstracts and finalizing the decision if an ar-
ticle was relevant for further inclusion in the research process. We decided to only 
include articles that deal with ET in the insurance context or such that provide proba-
bly relevant context factors. In addition to the structured search, we conducted reverse 
searches by surveying the references of articles we found during the first search steps. 
We further added sources that were already known in the research group in order to 
provide a rich foundation for the preparation of the interviews. 

Based on the surveyed literature, we developed the questionnaire for the inter-
views. The questionnaire starts with biographical questions about the company and 
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the informant’s role in that company. We move on with open questions about the 
market environment of the company (like “Are there dominant strategies that insur-
ance companies execute?). We move on to open, ET related questions (e.g. “If you 
compare different ET programs, what is important to achieve success?”). We asked 
the interviewee to think about concrete ET programs he/she is part of and to illustrate 
these. We related the following questions to these examples in order to allow for a 
court-room questioning style of interviewing [29]. We asked primarily about the ex-
tent, the scope and the success of the ET in the following part of the questionnaire. 
We further asked for situations by providing and discussing five reference situations 
based on Baumoel [16, 17] that we slightly modified (concerning the wording) in 
order to increase their understandability and relevance for the insurance industry. We 
ended the questionnaire with closed questions like (“Which of those techniques have 
been necessary in order to be successful in the ET?”). We provided a list of tech-
niques, also based on Baumoel [16, 17] that according to the method are always ne-
cessary to be conducted (basic class). We discussed with the interview partners if this 
is the case or if ET programs have been successful even without considering those 
techniques. 

We conducted the interviews face-to-face or via telephone, depending on the avail-
ability of the interviewees or the local distance. For the phone interviews we incorpo-
rated guidelines given by Burke & Miller [30] like providing the questionnaire upfront 
or being aware of the difficulties of the communication channel. We relied on addi-
tional data sources like reports offered by the insurances (e.g. the annual reports), pub-
lically available information about the interviewees (e.g. social network profiles), press 
releases, websites, field notes etc. The triangulation of such sources increases the ro-
bustness of the resulting findings [31]. Our informants were all highly knowledgeable 
managers or C-level assistants. We used snowball sampling [32] in order to get in con-
tact with further interview partners in the same case company (thus, we included the 
question “Do you know colleagues that could provide insight to this topic?”). All in-
terviews were recorded and transcribed in order to allow for further processing by 
different researchers. We transcribed the interview in the language we discussed with 
participants. Extracts presented in this paper are translated for understandability rea-
sons. Some informants did not allow full transcripts but only summaries of the inter-
views. In order to avoid biases of informants, whenever possible we interviewed more 
than one person for each case. We asked the informants to focus on their own expe-
riences and tried to find examples that are not located too far away in the past. We 
further tried to avoid questioning that allows informants to speculate [19]. We further 
promised our informants to keep their and their company`s anonymity in order to allow 
them for providing honest answers.  
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3.2 Informants 

Our informants are working with three European insurance companies that provide 
life and non-life insurance for private and business customers. All informants are 
located in departments that allow for a broad overview of the programs and programs 
executed and those that belong to ETs. Our informant from INSURANCE1 conducted 
large-scale IT programs, before changing to the business side of the insurance. Our 
informant from INSURANCE2 is mostly dealing with transformations from a 
financial point of view. The informants from INSURANCE3 are located in the 
C-level offices related to IT (INSURANCE3a) or business operations 
(INSURANCE3b).  

3.3 Data Analysis 

We followed recommendations for multiple case studies by Eisenhardt [25] and used 
within-case and cross case analysis. We used the software Atlas.Ti in order to conduct 
a first open coding. We used the graphical functions of Atlas.Ti in order to cluster the 
codes in a purposeful way to get an overview concerning the constructs we were 
searching for. We used cross-case analysis for the following purposes: First, we aksed 
our informants about their experience concerning triggers of certain program types. 
By comparing the answers of different informants, we could combine those into a 
mapping. Second, we compared the informant’s perceptions about the value and 
necessity of certain techniques we provided them with. 

4 Findings 

In this section we provide our findings from literature search and case interviews. We 
especially present triggers for ET programs, context factors, classes of ET programs 
and techniques concerning the insurance industry. 

4.1 Triggers for Enterprise Transformations 

The literature analysis revealed several potential driving factors for ET programs. 
Especially a large-scale study by Fuernthaler et al. [3] provided challenges in the 
insurance industry that we interpreted as potential ET triggers. However, in the cases 
we asked the informants about their perception of triggering factors. We could relate 
most of them to the identified potential factors of the literature analysis. Table 1 
provides evidence for the relevant drivers for ET programs. 
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Table 1. Potential Trigger for ETs in the Insurance Sector 

 Evidence Literature Evidence Case Studies 

R
eg

ul
at

io
n 

Regulation [3, 4] “There is the whole insurance contract legisla-
tion, the small revision. Right now that is in 
parliament and will for sure affect us.” 
(INSURANCE1). 
Legislation imposes changes to the insurances 
un strategic and operational level 
(INSURANCE2). 

E
nv

ir
on

m
en

ta
l R

is
ks

 Climate change fosters risks 
[33, 34] 

 

Risks induced by terrorism 
[35] 

 

N
ew

 S
er

vi
ce

 &
 P

ro
du

ct
 O

ff
er

s 

Fee-based advisory services 
will gain [3] 

“If the customer has a fire and needs to interrupt 
operations, somebody comes and does not just 
consult about the insurance but also about how 
to make the company safe. Also for private 
persons” (INSURANCE1) 

Change of sold service: 
Awareness of prevention as an 
alternative to remedying [3] 

“Consulting […] what you can do before the 
damage occurs” (INSURANCE1) 

Growth opportunities e.g. with 
capital financed retirement 
products [3] 

 

 Emerging markets need different services and 
products (INSURANCE3b) 

N
ew

 C
us

to
m

er
 E

xp
ec

ta
ti

on
s 

Changing customer behavior 
[3] 

Customer retention and customer relationships 
become important (INSURANCE2). 
Products need to be offered that flexibly adapt 
to customer’s life situation (INSURANCE3b). 

Increasing focus on more 
differentiated target groups [3] 

 

Individualization & Personal 
marketing is very important 
[3] 

 

Multi-channel sales necessary 
[3] 

  

 Social media as new contact channel 
(INSURANCE3b) 

 Demographic change imposes challenges 
(INSURANCE3b) 
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Table 1. (continued) 

 Evidence Literature Evidence Case Studies 

P
re

ss
ur

e 
to

 r
ed

uc
e 

co
st

s 

Lower willingness to pay of 
customers [3] 

“Cost pressure – people compare, if too many 
costs are displayed” (INSURANCE1) 
Costs need to be reduced (INSURANCE2) 

Banks as major competitors 
[3] 

 

Price more important than 
brand [36] 

 

 “Of course there are the deep market interests 
that are apparent at the moment. The whole 
single life and collective life business is no 
longer lucrative, thus, new products are needed” 
(INSURANCE1) 

 
Summarized, the evidence from the literature search was confirmed in the interviews. 
However, concerning the aspects of climate change and terrorisms induced risks, 
those were not mentioned in the interviews. We assume two reasons: First, handling 
risks is the core business of insurances [37], thus these new risks are not perceived as 
fundamental change but rather an evolution of the current core business model. Insur-
ances developed a high maturity in dealing with such risks [3]. Some of those risks 
are difficult or impossible to insure anyway [38]. Second, our informants are located 
on managerial levels and less in the calculation of risks premiums. Concluding, we do 
not consider the environmental risks as a reason for ET further on. Summarized, we 
state the following proposition: 
 
Proposition 1: Potential trigger for enterprise transformation programs are (1) regu-
lation, (2) new service and product offers, (3) new customer expectations and (4) 
pressure to reduce costs. 

4.2 Context of Enterprise Transformations 

ETs take place in a certain market and enterprise environment. The insurance market 
is rather stable concerning to the perceptions of our informants. Especially growth is 
not a primary goal of the insurance companies [3], e.g. since efficient distribution 
networks are already in place [39]. However, while not fostering growth in general, 
selecting the right customers is considered crucial. As an example, our informant 
from INSURANCE1 explained, that customers are classified into A, B, C and D 
categories. A-customers a treated with a special high service quality, meanwhile D 
customers the insurance tries to even get rid of. The insurance that handles the classi-
fication of customers in A to D classes in the best manner, will gain the best market 
revenues. 

ET programs are strongly challenged by the availability of resources. Insurances 
are tackled by an inability to get access to qualified workers [3]. That leads to  
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problems in the programs. While money is not considered to be a major problem, 
resource scarcity is crucial. Key persons in a program that have know-how are crucial 
for the success need to be kept in the program from beginning to end and should not 
be taken away by other programs.  

The organizational structure usually is functional or organized in divisions. Ac-
cording to our informants, process oriented organizational structures are appearing 
more and more. The understanding about the extent of ETs in the insurances is almost 
the same like in general literature [1]. In INSURANCE1 the first discussed ET pro-
gram affected three departments; the second discussed program affected seven 
departments. In INSURANCE2 the program affected also the whole organization. In 
INSURANCE3a the ETs affected the whole division in the area of IT or strategic 
development.  

A low willingness to innovate that literature reveals [3] could not be confirmed by 
our informants. At least in the last time, product innovation or the need to change 
modes of working is seen in the insurances. INSURANCE2 and INSURANCE3 for 
example introduced new insurance products that in one case combined insurance with 
financial products; INSURANCE1 shifted the focus of its products to prevention. 
Because of the long-time stable business model of insurances (INSURANCE3b), the 
need for such innovation however occurred later than in other industries. 

Summarized, the context of the ET is determined by a stable market with surpri-
singly (compared to the saturated traditional market) low cost pressure, where the 
actors needed to innovate in in order to gain or keep market share. In such market, 
highly qualified personnel are key and challenges exist to attract those people. The 
organizational structures are rather traditional and functional (INSURANCE3b). 

 
Proposition 2: The enterprise transformation context is determined by a rather stable 
market, resource scarcity concerning qualified personnel, traditional organizational 
structures. 

4.3 Classes of Enterprise Transformations 

Based on Baumoel [16, 17] we identified five classes of ET programs that are illu-
strated in table 2. 

According to all informants, these categories cover most of the conducted ET pro-
grams. However, many programs could be related to more than one class 
(INSURANCE3b). The “roll out” class was considered to be rather incremental than 
fundamental change by one informant (INSURANCE3b). Summarized, this leads to 
proposition 3a: 
 
Proposition 3a: The stated classes business networking, optimization, roll out, reposi-
tioning and flexibility increase cover most of the enterprise transformation programs 
conducted in insurance companies but not in a one-to-one manner. 
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Table 2. ET Program Types (based on [16, 17]) 

Program Type Description 

Business Network-
ing 

Programs of this type are about collaboration and communication 
with customers, partners and the systematic extension of such rela-
tions – e.g. in the context of value networks or division of labor/ 
Specialization. 

Optimization These programs are about the reengineering of existent processes or 
functions e.g. in order to achieve cost-savings, speed increases or 
higher quality. 

Roll Out Programs that incorporate new ideas that were developed in single 
units or processes and transfer them to the whole organization or 
larger organizational areas. 

Repositioning These programs are about change or extension of the strategy 

Flexibility Increase Programs of this type deal with increasing the entrepreneurial capacity 
to act. 

 
However, the “repositioning” class of programs was perceived as very generic and 
almost a cover for the others by one informant (INSURANCE1). Further the question 
occurred, where to put standardization programs and programs that deal with the in-
ternal alignment of processes and information. The latter was brought up concerning 
the situation that it is often not clear, where relevant information can be found. An 
example is a claim that comes in and is of course assigned to a certain name. Never-
theless, it is not a simple task to collect all information and contracts about that person 
in order to provide a good service. The question is not that much how to connect these 
information sources technically but at first to investigate, who keeps the information 
where in the company (INSURANCE3a). Further it was not clear to the informants, 
were to put programs that deal with mergers and acquisitions (INSURANCE3b). This 
leads to proposition 3b: 

 
Proposition 3b: Programs that deal with standardization, internal alignment or mer-
gers & acquisitions are not properly covered by the presented classes. 

 
We were interested, if drivers discussed above primarily foster programs of specific 
classes. The informants agreed that drivers can foster basically all of the above pro-
gram classes. Nonetheless, some tendency is observable that certain drivers rather 
relate to certain program classes. For example, the pressure to reduce costs leads 
mainly to optimization programs. Regulation enforces on the one hand optimization 
but also the establishment of new ideas, since existing ones no longer are permitted. 
The informant of INSURANCE3b argued that optimized processes can better cope 
with new regulatory challenges. In INSURANCE1 the necessary new service & prod-
uct offers lead to cross-linking programs in order to include partners for the service 
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provision. For example in the car insurance, INSURANCE1 works together with car 
garages in order to provide innovative services. The pressure for cost reductions goes 
along with optimization programs. Establishment is especially apparent when ideas 
from local agencies should be transferred to the market in other countries and thus 
also mostly driven by the need to introduce innovative services and products. Similar 
the informant from INSURANCE3b mentioned the transfer of best-practices from 
mature to emergent markets. This leads to proposition 3c: 

 
Proposition 3c: There seems to be a tendency that certain triggers relate to certain 
types of programs. 

4.4 Techniques of Enterprise Transformations 

Manifold techniques need to be applied in an ET program/effort/initiative, however, 
not all are necessary for each type of ET effort. With our informants we discussed the 
basis class of necessary techniques according to Baumoel [16, 17]. The author claims 
that this list contains the techniques that should be applied in order to conduct suc-
cessful ETs. We discussed this list with our informants in order to gain insights about 
the relevance and prioritization of the items. Most of the techniques were considered 
important in general. Table 3 shows the techniques that the informants considered 
especially important. 

The analysis of the expectations of involved persons as much as the definition and 
analysis of the benefits was perceived as very important by almost all informants. 
Further the important role of communication was highlighted. It became apparent that 
especially techniques that are emphasized in traditional management literature are 
perceived as very important. The aspect of management attention was highlighted a 
lot by the informants, even if the extend may differ. For INSURANCE1, management 
attention is true buy in and commitment which is reflected by being involved in steer-
ing boards and active control with not just one but many managers. The informant 
from INSURANCE3a highlighted that from an IT perspective not necessarily man-
agement attention is the key success factor but attention from the business side.  

Summarized, the general techniques stated to be important for every ET mostly 
apply for the insurance industry, too. There was no technique that all informants con-
sider to be relevant, however some were perceived as being especially important. 
Some were perceived to cover the same issue and could be condensed in a single 
item.  
 
Proposition 4a: The provided list of basic techniques in general is relevant for enter-
prise transformation programs in the insurance sector. Some basic techniques seem 
to be more important than others. 
 
 



72 N. Labusch and R. Winter 

Table 3. Basic ET Techniques Considered especially Important 

Technique Comments 

Analysis of the expectations of the 
involved persons 

“Very important, if this is not done it can  
become very difficult” (INSURANCE1) 
Important to be defined (INSURANCE2) 

Analysis and definition of decision 
processes 

“Is done and is important” (INSURANCE1) 

Analysis and definition of the benefit Important to get commitment (INSURANCE2) 
“No matter if the benefit is qualitative or  
quantitative that needs to be done in order to 
have measurable goals” (INSURANCE3b) 

Definition of the addressees of the ET “I would consider that as very important in 
order to include the right parties in the change 
process” (INSURANNCE3b) 

Definition of program goals “Very important, especially combined with 18 
[Analysis and definition of the benefit]” 

Definition of vision and mission “It is crucial, it is a communication tool” 
(INSURANCE1) 

Definition of the program extent “Very very difficult, especially in large scale 
projects, the tends to extent the project […] 
Control of the extent is a very crucial factor” 
(INSURANCE3b) 

Definition and planning of the kind of 
communication 

“Crucial, if it is not done, it becomes really 
difficult” (INSURANCE1) 
 “Communication is extremely crucial,” 
(INSURANCE3b) 

Determination of stakeholder influ-
ences 

It is important to identify the interests of all the 
stakeholders (INSURANCE3b). 

Guidance: Ensure management com-
mitment and role model 

“Absolut crucial” (INSURANCE1) 
 “Absolutely crucial - commitment, sponsorship, 
change leadership” (INSURANCE3b) 

 
Some of the techniques in the list have been considered redundant or including each 
other. Our informant from INSURANCE1 for example would not cover the analysis 
of consequences in an additional point since such argumentation should be covered in 
the goals. Explicit analysis of the consequences is not seen as a necessary technique to 
achieve program success.  

For certain techniques, the informants differed in their view. For example our in-
formant from INSURANCE3a considered the technique of defining a vision for the 
ET as not necessary or even not appropriate. For him, the vision belongs to the corpo-
rate level but not to the level of ET programs, in here goals are the relevant aspect. 
The other informants however, considered having a vision as especially important. 
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We also asked the informants about techniques they would not consider as abso-
lutely crucial or less important. Table 4 summarizes this discussion. 

Table 4. Basic ET Techniques often not Conducted or not Considered to be Crucial 

Technique Comments 

Analysis of the dominant corporate cultures 
and subcultures 

“Never saw that this was done […] 
you would rather think about how to 
influence the culture in order to 
realize the strategy” 
(INSURANCE1) 

Analysis of the history of success “Never seen, there are success stories 
but not because of a project” 
(INSURANCE1) 
“We maybe do that not enough, we 
document the findings in the project 
but we might not have the maturity 
achieved in that area to analyze it 
before each new project” 
(INSURANCE3a) 

Analysis of the mentality / mindset “Done rather seldom but might be 
more important to do” 
(INSURANCE1) 
“That is not done” (INSURANCE3b) 

Analysis of employee satisfaction “We do that in the company but not 
project-based” (INSURANCE1) 

Analysis and definition of drivers “I have never seen that” 
(INSURANCE1) 

Determination of the process orientation “We tried to do that but except for 
projects that deal explicitly with 
process change we are not doing it 
any longer” (INSURANCE1) 

Determination of resistances “I never saw that this is done  
systematically. If resistances occur, 
you go into those” (INSURANCE1) 

Ensure organizational learning “I never explicitly experienced orga-
nizational learning” (INSUARNCE1) 

 
It becomes apparent that many of the techniques that were described as less impor-

tant or less used, deal with rather “soft” factors. An explanation might be the hierar-
chical culture in the industry that shifts concentration rather to the “hard” techniques. 
However, incorporating these factors might be a good idea in order to increase the 
success probability of the ET.  
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Proposition 4b: Techniques that deal with “soft” aspects are less used and consi-
dered to be less crucial than “hard” ones. 

5 Discussion 

ETs are a relevant topic in the insurance industry, motivated by different aspects. We 
identified detailed context, triggers, program types and core techniques that are rele-
vant. In table 5 we summarize the propositions we derived within the findings section. 

Table 5. Propositions Summary 

 Proposition 

1 Potential trigger for enterprise transformation programs are (1) regulation, (2) new 
service and product offers, (3) new customer expectations and (4) pressure to reduce 
costs. 
 

2 The enterprise transformation context is determined by a rather stable market, resource 
scarcity concerning qualified personnel, traditional organizational structures. 

3a The stated classes business networking, optimization, roll out, repositioning and  
flexibility increase cover most of the enterprise transformation programs conducted in 
insurance companies but not in a one-to-one manner. 

3b Programs that deal with standardization, internal alignment or mergers & acquisitions 
are not properly covered by the presented classes. 

3c There seems to be a tendency that certain triggers relate to certain types of programs. 
4a The provided list of basic techniques in general is relevant for enterprise transformation 

programs in the insurance sector. Some basic techniques seem to be more important than 
others. 

4b Techniques that deal with “soft” aspects are less used and considered to be less crucial 
than “hard” ones. 

 
Based on proposition 3c, we identified a first mapping of triggers and program types 
in the insurance context (see illustration in figure 2). We thus extended the Baumoel 
[16, 17] approach with this part. We identified four classes of potential triggers for ET 
programs, such as regulation, new service and product offers, new customer expecta-
tions and the pressure to reduce costs. These are especially triggers, because the in-
surance market is rather traditional business (INSURANCE3b), in other markets and 
branches the triggers might be different or less foster fundamental change. We gained 
evidence that certain triggers can be mapped to certain program types – this allows to 
(1) better communicate the necessary ET steps and (2) shows that the existent catego-
ries are suitable also for the insurance industry. However, the discussions showed that 
some programs are not clearly covered or hard to fit in the program classes. For those 
programs, further research about their guidance is necessary. This is especially the 
case, since the issue was not just mentioned by one informant but across the different 
cases. Furthermore, IT related programs seem to have additional needs concerning the 
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applied techniques. No longer management attention but rather attention from the 
business side was considered to be very important (INSURANCE3a). To cover this, 
we would extend the approach by a class of techniques especially needed for IT 
programs. 

We further could identify techniques that our informants consider to be more or 
less important for ETs in the insurance sector (see tables 3 and 4 in the results sec-
tion). ETs are affected by the hierarchical structures that most insurance companies 
persist of. Evidence for that is provided by the perceived minor relevance of tech-
niques like analysis of mentality, etc. Because of the hierarchical coordination, such 
aspects might not be considered to be important. However, when it comes to the 
movement to new emergent markets, those techniques might gain in importance. We 
would thus propose, to cover this by a class of programs that especially deals with 
addressing new emergent markets. 

Our initial assumption that the insurance context fosters different classes of tech-
niques or prioritizations partially holds true. However, almost all informants did not 
see specifics to other companies from the financial industry (e.g. banks) since e.g. 
factors like regulation are also given here. We therefore see a huge potential in in-
creasing the industry context to the financial industry as such. Figure 2 illustrates the 
findings, proposition 3c is included by the mapping arrows; the context is illustrated 
by the grey background. 

 

Fig. 2. Summarized Overview 

6 Summary and Outlook 

In this article we explored context, trigger, ET situation and core technique candidates 
for the insurance sector. The focus on insurances helps to focus scarce resources on 
the most promising aspects for ET success. We further identified connection points 
for further research. 
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Mapping
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However, the chosen research design implies some limitations. We used a given 
method for the guidance of ET as a foundation for our work. That implies the follow-
ing major weakness: A certain bias exists, which classes and techniques exist and 
might be important. We covered this problem by applying a qualitative research 
design that allows for deeper discussion than a quantitative evaluation of the tech-
niques. A quantitative approach would have not allowed us to determine that some 
ETs are difficult to cover with the existing situations and especially which ones 
not. Another limitation that occurs is about biases of informants. Even if we used 
methods that avoid such biases, e.g. we cannot be sure that if informants perceive an 
ET as successful, such ET is also successful in the scientific sense. We further did not 
conduct an evaluation of the findings presented in the paper so far. However, the  
chosen approach is well-known for the characteristic of providing stable empirical 
propositions. 

The topic is very complex we were only able to cover a very broad rather than a 
deep perspective in this paper. However, we gained insights into the context, triggers, 
program types and core techniques in order to prioritize further in-depth work. The 
paper at hand is especially important to identify the foundations for the development 
of usable artifacts in the future. Thus the paper at hand has to be considered as a first 
exploration of the field, while further more detailed analysis and afterwards design 
steps will follow. This includes e.g. validation of the interviews by means of a survey 
and single in-depth case studies including an analysis and evaluation of the adopted 
methods.  
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Abstract. With the development of Enterprise Architecture (EA) as a discip-
line, measuring and understanding its value for business and IT has become re-
levant. In this paper a framework for categorizing the benefits of EA, the Enter-
prise Architecture Value Framework (EAVF), is presented and based on this 
framework, a measurability maturity scale is introduced. 

In the EAVF the value aspects of EA are expressed using the four perspec-
tives of the Balanced Scorecard with regard to the development of these aspects 
over time, defining sixteen key areas in which EA may provide value. In its cur-
rent form the framework can support architects and researchers in describing 
and categorizing the benefits of EA. 

As part of our ongoing research on the value of EA, two pilots using the 
framework have been carried out at large financial institutions. These pilots il-
lustrate how to use the EAVF as a tool in measuring the benefits of EA. 

Keywords: enterprise architecture, EA benefits, value, measurability. 

1 Introduction 

It has been 25 years since Zachman [1] introduced the concept of architecture as a 
new approach in reducing the complexity of the information function within an organ-
ization. Since those days, the complexity of the IT-landscape has increased manifold 
and IT has become an integral part of many business processes. To control, or at least 
to understand, the current state of affairs in an organization and to be able to manage 
transformations of the business, Enterprise Architecture (EA) plays an important role 
nowadays as demonstrated by Ross et al. [2] for example. EA can play an important 
role in decision making as well: Johnson et al. [3] describe how (under certain condi-
tions) EA can clarify and rationalize the decision process.  

EA has been defined by the IEEE [4] as “the fundamental organization of a system 
embodied in its components, their relationships to each other and to the environment 
and the principles guiding its design and evolution”. Following Lange et al. [5] we 
prefer to emphasize its transformational nature by stating that EA has to “translate the 
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broader goals and principles of an organization’s strategy into concrete processes 
and systems enabling the organization to realize its goals”, thereby contributing to the 
organization’s continuity and profit. 

In recent years, the question if EA can do what it promises has become relevant. 
Stated differently: what exactly are the benefits of EA and which activities contribute 
to its value? A comprehensive and recent overview of the literature on this topic has 
been given by Tamm et al. [6] who give the following classification of EA benefits, 
based on a systematic literature review of 50 studies: 

 
(1) increased responsiveness and guidance to change;  
(2) improved decisionmaking; 
(3) improved communication & collaboration;  
(4) reduced (IT) costs; 
(5) business-IT alignment;  
(6) improved business processes;  
(7) improved IT systems;  
(8) re-use of resources;  
(9) improve integration;  
(10) reduce risk; 
(11) regulatory compliance; 
(12) provides stability. 

By the definition given above, EA is active on the tactical and strategic level of an 
organization, rather than on the operational level. It has many characteristics in com-
mon with the policies of the organization and as such is generally deemed valuable, 
but not measurable. Hence, as summarized in [7], the literature on EA value tends 
to focus on the benefits of EA, rather than on value itself: the (quantifiable) result of 
benefits and costs involved. In our ongoing research we are interested in the value of 
EA as the EA should direct its efforts on maximizing this value and thereby its contri-
bution towards the goals of the organization. More authors support this position, 
see for example [8] and [9]. One of the authors of this paper has demonstrated in pre-
vious work a positive correlation between Solution Architecture and project results 
[10]; the effect of EA on the performance of an organization is however still an open 
question.  

As business goals are unique to an organization, so are the (possible) benefits from 
EA for that organization and a lot of research has gone into classifying these benefits. 
So far, proposed classifications are mainly one-dimensional. Examples, apart from the 
one given above, are the classification into the categories of the strategy map by Bou-
charas et al. [9] and that of van der Raadt [11] using agility and alignment as principal 
categories. Foorthuis et al. [12] focus on the mutual interference between a dozen or so 
categories of benefits, an approach that has been extended by Lange et al. [5] into a 
benefit realization model and by Tamm et al. [6] in an EA benefits model. There are 
some multi-dimensional approaches toward the value of architecture as well. For ex-
ample, Schelp and Stutz [13] use the perspectives of the balanced scorecard on one 
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dimension and organizational scope on the other one. However, organizational scope is 
not necessary independent from the perspectives of the balanced scorecard. Our ap-
proach is similar to theirs, but – following Wideman’s suggestions for improving 
project management [14] - we use the time as a second dimension, thereby ensuring 
two independent axes in our model.  

From these two dimensions, we have created an EA value framework which, as we 
will show in the next paragraph, covers the entire “value-universe”. A further contri-
bution, based on the framework, is the development of a measurability maturity scale 
to express the level of measurability of EA benefits.   

This study results from the research question: “How can EA benefits be classified 
and how can these benefits be measured?” This question is part of our broader re-
search on measuring the value of EA. To address our current research question we 
first conducted a review of EA benefits as outlined before. From there we used the 
approach of design-science research [15], [16] in developing the framework and its 
derived questionnaire (see par. 3). 

Closely related to our research is the work of our colleague Pruijt on the effective-
ness of EA [17]. 

In this paper, we present in par. 2 the framework and the design decisions behind 
it. In the next paragraph, additional instruments for assessments are introduced fol-
lowed by an overview of the results of the assessments in two pilot organizations in 
par. 4. In par. 5, we summarize and discuss our findings and give an outlook to our 
future research. 

2 The Enterprise Architecture Value Framework 

As stated before, the final goal of EA is to create value (financial and non-financial) 
for the organization. To assess if the EA function in an organization succeeds in creat-
ing value, it is necessary to state exactly what we mean by value. Bowman and Am-
brosini [18] distinguish between (perceived) use value (subjective, defined by the 
customers based on their perception of usefulness; the price the customers are pre-
pared to pay) and exchange value (objective, the price actually paid). For our purpos-
es the use value, i.e. the value as perceived by the clients (here: the organization) in 
relation to their needs (here: the organizational goals) seems most appropriate. As this 
is a perceived concept, an assessment of this use value is subjectively related to the 
individual organization and care should be taken in generalizing results to other or-
ganizations. 

To be able to measure value, we adopt an operational definition of value: “value is 
the contribution to the goals of the organization”. By this definition value can be a 
contribution to the profit of the organization, but also a growth in customer satisfac-
tion or in agility of the organization. It may even be a decrease in productivity (which, 
when the goal is to increase productivity, is an example where value is negative).  

From this definition it follows that organizational goals should be included in mea-
suring value. For our model, we decided to use the original classification of Kaplan & 
Norton’s balanced scorecard [19], [20], [21]. Our rationale behind this choice is that it 
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back towards their implementation now and derive the difference in value of the re-
sulting products as created by EA activities. 

So, apart from being related to the goals of the organization, value evolves in time. 
As we are interested in value as created by EA activities, figure 1 suggests that this 
can take place during the development and implementation of EA in the operations 
(step 1) as well as after the operational changes are implemented (step 2). For the first 
step – towards the implementation of the EA – two logical phases can be discerned: 
the architecture development process, resulting in the target architecture, and the rea-
lization process aimed at implementing this target architecture. In the second step, 
when (parts of) the target architecture are implemented in operational processes and 
systems, we differentiate, based on reported benefits1, between the value resulting 
from plain use of the results and the re-use of these results, as stimulated by the EA, 
in different environments. 

These considerations have resulted in four phases in our model, which below are 
summarized and related to the familiar phases in the Architecture Development Me-
thod (ADM) of TOGAF-9 [22] as well: 

• Development: in the development phase, the EA is developed and main-
tained. This phase corresponds with the ADM phases Architecture Vision, 
Business Architecture, Information Systems Architectures and Technology 
Architecture.  

• Realization: the realization phase is where programs are defined and projects 
are carried out to implement the changes defined in the EA. This phase cor-
responds with the ADM phases Opportunities and Solutions, Migration 
Planning and Implementation Governance. 

• Use: After the implementation, changes have been implemented in the or-
ganization and the time to collect the promised benefits has come. Monitor-
ing the new architecture (Architecture Change Management in ADM) is a 
continuing activity in this phase. 

• Re-use: the Re-use phase is a seamless continuation of the Use phase and as 
such part of the phase Architecture Change management in ADM. However, 
after implementing parts of a new architecture, re-use of these parts may 
have a big influence on the next parts and thus yield value. 

While the second axis of our model is defined by time, it is loosely coupled with 
organizational responsibilities as well. In general, the architecture function in an 
organization is responsible for the development phase while for the realization phase 
the change function (program and project leaders, portfolio managers, etc.) has 
the responsibility. In the use phase, the operational function takes over the responsi-
bility and for the re-use phase the architecture and change function should both be 
responsible.  

Since in our model the two dimensions (perspectives and phases) are mutually in-
dependent, we can combine them in a framework: the Enterprise Architecture Value 

                                                           
1 As an example see benefit #8: re-use of resources, in the classification from Tamm et al. as 

quoted in the Introduction of this paper. 
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Framework (EAVF) as shown in figure 2. In the framework, we use a dashed line 
between the phases Use and Re-use to emphasize that these phases are not strictly 
separated. 

As has been shown by various authors (see for example [5], [9], [13]), every value-
construct, i.e. every construct that contributes to the goals of the enterprise, can be 
placed in one of the columns (perspectives of the Balanced Scorecard) of the frame-
work. Moreover, whenever a change in value occurs in a value-construct, it can be 
attributed to one of the rows (the phases) of the framework. This guarantees that our 
framework is complete and covers all of the “value-universe”. It follows that it is 
possible (but not always trivial) to map another categorization into the framework; an 
example has been given in figure 2 where three of the categories of Tamm et al. (see 
the Introduction of this paper) have been placed in the framework. 

 
Perspective 

Phase 

Financial Customer Internal Learning & 
growth 

Development  

 

   

Realization  

 

   

Use  

 

   

Re-use  

 

   

 

Fig. 2. The Enterprise Architecture Value Framework with horizontal the four perspectives of 
the Balanced Scorecard and vertical the four phases where value may be created 

The primary strength of a complete framework is that it subdivides the value-
universe. For example, in our framework each cell is focused on a specific aspect and 
timeframe which makes it easier to identify where benefits and costs may originate 
and who are the stakeholders. The difficult question remains however if the changes 
in value are (at least partly) the result of the EA. We will discuss this “traceability of 
EA” later on in this paper (see par. 5). 

(2) Improved decision making 
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3 Instruments Based on the EAVF 

3.1 The Questionnaire 

As discussed in the introduction of this paper, many authors have published about the 
benefits of EA. Therefore, in our research on the value of EA, we decided to build on 
the work of others and focus on the benefits of EA as a first step.  

In order to measure these benefits, enough data must be gathered and made availa-
ble in the organization. To identify which data sources are available and appropriate 
in an organization, we decided to conduct structured interviews [23] with stakeholders 
in the organization. For these interviews we developed, based on the EAVF, a ques-
tionnaire. The questions in this questionnaire are constructed using a cascade of uni-
versal questions (as depicted in figure 3) and we made certain that the benefits as 
reported in the literature (see [5], [6], [7], [8], [9], [11], [12], [13]) were covered by 
mapping these benefits into the EAVF. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. A cascade of universal questions for measuring, used in the construction of a question-
naire for the EAVF 

For example: in the Customer perspective we focus on the interaction between the 
organization and the outside world. This may be done regarding individual external 
entities (customers) or a group of external entities: a market. In the Use-phase, bene-
fits therefore may be found in increased customer satisfaction and/or a greater market 
share, both of which are measurable. To support in maximizing these benefits, market 
research or usability testing can be carried out in the Realization phase2 to reduce 
uncertainty, likely leading to better decisions and from there to a better implementa-
tion and to the intended benefits.  

With our questionnaire, we assess the actual situation in an organization: are all rele-
vant benefits measured and if so, how and to what extent. As an illustration some ques-
tions from the questionnaire as used in interview sessions, have been depicted in table 1.  

                                                           
2 The importance of this testing should of course be determined in the Development phase.  

Are there any 
benefits in cell X? 

Are these benefits 
measurable? 

Are these benefits  
measured? 

Regularly or ad-
hoc? 
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Table 1. Part of the questionnaire (not all question from the Customers’ perspective shown) 

Phase Customer’s Perspective 

Development In developing the architecture, have the consequences for the 
customers and the market been taken into account? Where? How 
is this translated to the realization phase? 

Realization Has the impact of the migration on the customers and the market 
been established? Are there any analyses and/or scenarios  
developed and if yes, what were the expected results? 

Use Has the market share increased as a result of the changes? How 
is this measured? 

Has the customer satisfaction changed as a result of the changes? 
How is this measured? 

Re-use Has a strategic advantage in the market been reached by virtue 
of the architecture? How is this evaluated? 

Has the ability of the organization to react on changes in the 
environment (like market changes, changes in customers’ needs, 
etc.)  increased? How is this evaluated? 

 
Along with the questionnaire, we developed a measurability scale for assessing the 

measurability of the benefits and a set of indicators to evaluate the actual value of the 
benefits as perceived by the organization. Both the questionnaire and the set of indica-
tors are available via the authors. 

3.2 Measurability 

From a first pilot with the framework (as described in [24]) we learned that it is im-
portant to establish if there is enough factual documentation to quantify the benefits 
of EA. In order to do so, we defined a “measurability maturity scale”. This scale 
informs the organization about its value-awareness and makes a comparison with 
other organizations possible. This scale is developed in accordance with the familiar 
stages used by most maturity models (see for example the work of Kohlegger et al. 
[25]) and should be applied to every cell of the matrix. The scale consists of four 
levels: 

1. Ad-hoc: measuring relevant aspects of value is sometimes done, but not sys-
tematically; information comes in the form of examples 

2. Measurable: systematic measurements of value aspects are available, but not 
every relevant aspect is fully covered. 
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3. Measured: systematic measurements are made to such an extent that a value 
can be derived. 

4. Managed: value is used as an instrument in managing the EA activities. 

The measurability level is assessed by scoring what is documented for the benefits in 
every cell of the EAVF. Only in cells where the measurability is at least “measured”, 
quantitative statements on the value of the benefits can be made. When this level is not 
reached, only qualitative statements can be made, which by their very nature are subjec-
tive so different interviewees may give different answers, depending on their viewpoint. 

3.3 Evaluating Benefits 

To be able to evaluate the benefits of EA even when the measurability is low, we 
developed a set of indicators for the benefits in every cell of the EAVF. With these 
indicators, we assess the opinion of the interviewees on the benefits. As these indica-
tors ask for a judgment, they are scored by the researchers on a 5-point Likert scale 
(table 2), where possible supported by examples or data. 

Table 2. 5-point Likert scale used in the evaluation of benefits 

score 1 2 3 4 5 

meaning totally 
disagree 

disagree neutral agree agree 
totally 

 
In table 3 some of these indicators are shown as an example. Note that in these in-

dicators the traceability of architecture is taken into account. 

Table 3. Example of indicators used in evaluating the benefits of EA (not all indicators from 
the Customer’s perspective are shown) 

Phase Indicators in the Customer’s perspective 

Development 
 

 

 

Realization 

 

 
 

Use 

 

Re-use 

The role of the market in the architecture is in accordance with 
the importance of the market for the organization 

The role of the customer in the architecture is in accordance with 
the importance of the customer for the organization 

Due to the architecture analyses and/or scenarios of the impact  
on the market are made  

Due to the architecture analyses and/or scenarios of the impact  
on the customer are made  

The market share increased due to the architecture 
The customer satisfaction increased due to the architecture 

Due to the architecture the ability to react on external changes  
has increased  
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4 Pilots with the EA Value Framework 

Before any actual assessment can take place we have to make a decision on the scope 
of the assessment as measuring every goal over longer timeframes will in most cases 
be practically impossible. We have to choose: will the assessment represent a certain 
period or will the focus be on a couple of representative EA goals which will be fol-
lowed throughout? To answer questions like this, we start an assessment with a prepa-
ration phase. In this preparation phase, we determine with the head of the architectural 
department the scope of the assessment, which stakeholders will be interviewed and 
we collect relevant documentation.  After the preparation phase, we carry out the 
interview sessions with the identified stakeholders, using the questionnaire. In these 
interviews, we usually focus on one or two rows in the framework and we emphasize 
the importance of measurements and documentation. In this way, a complete as poss-
ible picture can be build showing where benefits are realized in the architectural 
process. 

We have applied the EAVF and the derived questionnaire in two pilot organiza-
tions. In both organizations, we set out to measure the benefits realized by the EA 
function. The first organization that we assessed is a governmental institution. For 
that organization, we established that the measurability of the benefits created by EA 
was low. This case has been extensively reported in [24].  

The second pilot organization is a large non-governmental financial company. This 
organization started some 3 years ago with EA and developed a target architecture 
around a central data warehouse. The implementation of this data warehouse was not 
very fortunate and only a small part of the intended data warehouse was implemented 
at the time of the assessment (spring 2012). In this organization, the measurability of 
EA benefits was low too, but, using the indicators described in the previous paragraph 
(par 3.3), we were able to evaluate the benefits of EA as perceived by the stakehold-
ers. Figure 4 shows, based on the evaluation of the interviews and the documentation 
gathered, the summary of the results in the EA Value Framework. In figure 4a the 
measurability level is given, showing that in this organization reliable data (i.e. a 
score of at least 3) are available almost only in the realization phase. In the Re-use 
phase and in the Learning and Growth perspective hardly any documentation is avail-
able which explains the low scores in the figure. 

 
Measurability Finan-

cial 
Cus-

tomer 
Inter-

nal 
Lear-
ning  

 

Development 1,7 2,4 2,2 2  Legend: 
1 – Ad-hoc 
2 – Measurable 
3 – Measured 
4 – Managed 

Realization 3,2 3 3,1 1,3 

Use 2,9 3 2,6 1 

Re-use 2 1 1,2 1 

Fig. 4a. Results of the assessment of the measurability level in the pilot organization 
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Evaluation of 
benefits 

Finan-
cial 

Cus-
tomer 

Inter-
nal 

Lear-
ning  

  

Development 3,3 3,4 3,3 2,5  Legend: 
1 – totally disagree 
2 –disagree 
3 - neutral 
4 – agree 
5 – agree totally 

Realization 1,2 2,5 3,4 2,4 

Use 2,2 1,6 2,1 2 

Re-use 3,4 2 2,7 2,3 

Fig. 4b. Results of the assessment of the benefits in the pilot organization 

In figure 4b, the scores on the perceived benefits are plotted. Due to the low scores 
on measurability, the scores on these benefits are based on the interviews mainly. 
Figure 4b shows there is a slight ‘plus’ (score above 3) in the Development phase 
which can be traced back tot the increased maturity of the EA function. In the Reali-
zation phase the scores are low, with the exception of the Internal perspective (from 
the interviews we learned that this was by virtue of the insight created by the architec-
ture), meaning that hardly any benefits of EA were perceived by the stakeholders. 
However, a much more serious cause for concern for the architects is that “the busi-
ness” hardly did perceive any value from EA (low scores in the Use-phase): “it has 
cost too much and [results] came too late”. In other words, the architecture function 
has a major credibility problem with the operational function in that organization. 
Finally, re-use just started and higher scores may be expected here in time. 

Based on the framework and the more detailed results from the interviews and the 
documentation, we were able to advise this organization which direction their EA 
should take: more business, less IT-oriented.  

5 Discussion and Future Research  

In this paper, we presented a framework, the Enterprise Architecture Value Frame-
work (EAVF), which can be used to categorize the value aspects of EA. The EAVF 
builds on earlier research in this field as shown in the introduction of this paper. The 
framework covers the value universe of EA and it supports researchers to understand 
what types of value may be discerned in EA and when value is created.  

Based on the framework we developed a questionnaire to assess the measurability 
and the benefits of EA. The framework and its derived questionnaire have been tested 
in a couple of pilot organizations. From these pilots we learned that the EAVF can be 
used in assessing the benefits of EA, but some reserve should be taken in this conclu-
sion as the measurability level in both organizations was low and as a consequence 
the scores on the benefits as realized by EA were quite subjective. But these scores do 
reflect the general opinion on EA (perceived use value) in those organizations and as 
such give important feedback to the architecture function. 

A key finding of the pilots is that we were able to assess, in a short period of time, 
the level of measurability of EA in the organization. The pilot organizations were 
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interested in measuring the benefits of architecture, but did not have a clear under-
standing of the type of information that was needed to measure it. Because of the 
results achieved in the pilot, we were able to provide the organizations with a clear 
overview of the information that is needed to assess this value and to help them un-
derstand which part of the required information is already available.  Following our 
assessment, we were able to express the availability of information on a measurability 
maturity scale, linked to the cells of the EAVF. This result allows the pilot organiza-
tions to start initiatives for acquiring the required information, in order to improve the 
measurability of the benefits of EA in the future. 

In the second pilot, we were able to give an evaluation of the benefits stemming 
from EA as well, albeit that this evaluation reflects strongly the (subjective) judg-
ments of the stakeholders. In this organization the EA did not succeed in delivering 
what was promised so very little real benefits for the daily operations were created, 
which is clearly reflected in the EAVF (as shown in fig. 4). 

It is quite difficult to establish without doubt the traceability of EA. Changes in 
business processes and IT are started to deliver value to the organization. Our aim is 
to understand if we can trace back (part of) this value to results which are based upon, 
or initiated by, EA principles and guidelines. We found that benefits created in the 
first two phases of the EAVF (Development and Realization) can well be traced back 
to the EA, as these phases are closely related to the work of the architects.  Traceabili-
ty is more difficult in later phases as in most organizations many of the projects are 
started on initiative of the business and architectural principles are applied afterwards. 
Therefore, benefits can be accredited to the business departments as well as to the EA. 
We consider introducing a scope-factor in future pilots to express the proportion of 
EA in the measured value. In this way, it would become possible to express that a 
certain result can be attributed to the activities of the EA for say 40%.  

In the second pilot organization, the followed project was quite clearly “EA in-
duced”, but the results in the Use-phase were not very convincing to the business.  

The results presented in this study are based on two pilots only. To validate our 
findings, more organizations need to be considered, preferably with a higher measu-
rability level resulting in more demonstrable benefits due to EA (or lack thereof). 
However, considering the first results obtained with the value framework as presented 
in this paper and although a lot of research still has to be done, we expect that the 
EAVF will become a central tool in our research.  
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Abstract. Financial institutions are facing enormous challenges in business / IT 
alignment. Enterprise architecture (EA) is seen as key in addressing these chal-
lenges. Major issues still exist in EA design and realization. The concept of 
reference architecture is explored as one of the elements that are essential to 
improve the quality of architectural work. In this paper we describe the research 
agenda to ERA. First we provide a working definition for the concept of Enter-
prise Reference Architecture (ERA). Second we provide a conceptual model 
wherein ERA is positioned. The research is based on Design Science and is 
now in the first explorative phase. Pilot interviews were held with the objective 
to validate the model. Preliminary results show that the model is recognized and 
give also insight in current needs for ERA.  

Keywords: enterprise architecture, reference architecture, architecture 
framework, design science, financial market. 

1 Introduction 

This paper describes the research agenda to enterprise reference architecture, which 
will be executed in joint collaboration between an academic institute and business 
partners. The aim of the research is to provide solutions in the area of enterprise refer-
ence architecture in order to support enterprise architects in their architectural activi-
ties. To this end ERA will be positioned in a conceptual model.  This paper will also 
present the (partial) validation of the conceptual model in practice. 

There is an increasing tension between the needs of business and the capabilities 
of their IT landscapes. At the one hand business management is more demanding 
to flexibility, functionality and robustness of IT, on the other hand business manage-
ment is limiting the budgets for IT investments in view of cost control. The costs for 
IT are in some branches enormous, e.g. financial institutions [9], due to costly legacy 
systems and the introduction of new technology trends. Organisations are pushed to 
act as quick as possible on these trends in view of severe competition, high expecta-
tions of more IT aware customers sharing their opinions in social media. New legisla-
tion requires changes to be made in business processes and information systems. 
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Furthermore there is an increased need for risk management, due to the economical 
unpredictable context.  Organisations are challenged to explore new business models. 
Hence, all these developments pose high requirements to the business 
services, processes and the supporting IT. 

In particular the financial industry is facing significant challenges. The financial 
crisis that started in 2007 and the subsequent Euro-crisis that emerged since 
2011 have even intensified the need to address these challenges. Banks and insurance 
companies have to manage their costs, their positions and their risks carefully. 
Legislation, regulations and accounting standards (e.g. Basel III, SOX, IFRS, and 
Solvency II) require more stringent and transparent reporting. However, the IT land-
scapes of banking and insurance companies are still scattered, and characterized 
by monolithic platforms, expensive inflexible legacy systems, and core systems with 
limited flexibility layered up by add-ons of supporting systems [9]. Stove-piped 
systems, business silos, duplication of functionality, information inconsistency 
and long lead times for implementing changes in processes and IT are commonly 
found. 

Enterprise architecture is key to cope with these challenges of business/IT align-
ment. Enterprise architecture is recognized as the well-accepted discipline that can 
provide guidance to business management in choices for the business process and 
application landscape [11, 24] in such way to operate as efficient as possible (costs) 
and to enable business benefits by providing more value and enabling new business.  
This enterprise architecture discipline claims to provide the capabilities to design the 
target architecture and to set out the transformation map to the always changing future 
and to provide handles for decision making and realization: ‘Enterprise architecture 
guides managers in designing business processes, and application developers in build-
ing business applications in a way that matches with business mission, vision, strategy 
and goals’ [5, 19].  Also in the financial industry, enterprise architects have the chal-
lenge to define the future target state. In order to do so, they use generic architecture 
frameworks, methods and language. In addition they are in need of more specific 
reference architectures to support them in design and realization, but at this moment 
there is not much available. 

The aim of the research described in this paper is to provide solutions in the area of 
ERA that have a methodological foundation. The structure of the paper is as follows. 
In section 2 we describe the observed need for enterprise reference architecture in the 
financial industry. In section 3 we describe various related concepts: architecture, 
enterprise architecture, reference architecture and we give a working definition for 
enterprise reference architecture. In section 4 we present the research agenda includ-
ing the conceptual model for the research, the research goal, the research questions, 
the research deliverables and the research approach.  In section 5 we describe the 
preliminary results of a validation of (part) of the conceptual model in practice, i.e. a 
small set of interviews with experienced architecture practitioners. In section 6 we 
end with conclusions and further work to be done. 
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2 The Need for Enterprise Reference Architecture 
in the Financial Industry 

In the past decades, the architecture profession has matured in the sense that there are 
more commonly accepted methods and frameworks and that there are certification 
requirements to the architecture professionals. Examples are TOGAF9 as architecture 
framework provided by The Open Group [7] and ArchiMate as architecture modelling 
method [5], also adopted by The Open Group [8]. The profession matured with these 
practice oriented methods and tools, however from scientific point of view there are 
still unanswered questions regarding these methods and frameworks. Still architects in 
several markets, e.g.  the financial industry, have adopted these methods and frame-
works to improve their architectural capabilities, and   to apply these in their daily 
practice. Architecture frameworks and architecture modelling methods are instru-
ments introducing a common vocabulary and way of working to construct models for 
the as-is situation and the to-be situation in information system design. However,  no-
one is ever sure whether the designed enterprise architecture is of the required quality 
and will meet the expectations. No scientifically based instruments are available to get 
this insight. There is no single comprehensive view of the ways enterprise architecture 
might add value to an organization [11]. The architecture discipline is still not able to 
explain clearly whether the architectural models provide indeed the adequate answers 
to the problems posed [17]. The practical application of enterprise architecture is still 
in its infancy [20]. 

In spite of the available methods, financial companies still experience a gap be-
tween the practical urgent issues they need to cope with and the available architectural 
methods. As craftsmen, the architects apply the generic architecture methods for ana-
lyzing issues and designing the target solution. There is not a measure or norm they 
can refer to, in order to determine whether the proposed solutions will indeed lead to 
the expected business / IT alignment level and as such, to the foreseen business 
results. 

In recent studies [1, 2, 3] the concept of ‘reference architecture’ is explored as one 
of the elements that are essential to improve the quality of the architectural work. The 
usage of reference architecture is perceived as important to improve the quality of the 
designed enterprise architectures [14, 16].  

Not only in academic literature the concept of reference architecture is identified as 
essential for architectural work, but also in the empirical practice the need for refer-
ence architecture for the financial industry is expressed [24]. For the banking industry 
reference architecture is now under development by the Banking Industry Architec-
ture Network (BIAN), founded in 2008:  the so-called BIAN Service Landscape. 
The BIAN Service landscape can be used as a reference to benchmark architectural 
documentation and for identifying gaps. The support for such BIAN Service land-
scape as reference architecture for banking is quite broad, noticing the number 
of leading members (ABN AMRO, Commonwealth Bank of Australia, Credit Suisse, 
Deutsche Bank,  Banco Galicia,  ING, Kutxa, Postbank Systems AG,  Rabobank 
Group, Scotiabank, Standard Bank of South Africa, UniCredit Group, Zurcher 
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Kantonalbank, SWIFT). The banks that are participating in BIAN all have complex 
IT environments and have very demanding requirements [25].  

Reference architectures are urgently needed to cope with the challenges posed 
to the enterprise architects, especially in the financial industry. Reference architecture 
for a typical financial enterprise (e.g. a bank or an insurance company) can be used 
as guidance and reference point during the design, realization and maintenance of 
the enterprise architecture. The purpose of such enterprise reference architecture – we 
abbreviate it to ERA – is three-fold. With regard to the architecture product, the 
purpose of ERA is to enhance the quality of the resulting enterprise architecture, 
in the sense that it meets the expectations of the stakeholders. With regard to the 
architecture process, the purpose of ERA is to speed up the enterprise architecting 
process and delivery of enterprise architecture results. With regard to the architecture 
context, the purpose of ERA is to provide improved support to the business in 
decision making regarding the business/IT alignment, design, realization and 
maintenance. 

3 Definition of Concepts 

In this paragraph the concepts of architecture, enterprise architecture and reference 
architecture are defined, followed by a working definition for enterprise reference 
architecture. We will refer to academic literature and practitioners’ literature. The 
concepts of architecture, enterprise architecture and reference architecture are de-
scribed in a number of academic studies [1, 2, 3, 4, 5, 10, 13, 20, 28, 29, 30]. Practi-
tioners’ literature [6, 7, 14, 16, 27, 29] provides also quite some descriptions of these 
concepts.   

3.1 Architecture 

According to the standardization organization ANSI architecture is defined as the 
fundamental organization of a system, embodied in its components, their relationships 
to each other and the environment, and the principles governing its design and evolu-
tion [27].  The Open Group further elaborates on this resulting in the following defini-
tion [7]: ‘Architecture is: 1. a formal description of a system, or detailed plan of the 
system at component level to guide its implementation; 2. the structure of compo-
nents, their interrelationship, and the principles and guidelines governing their design 
and evolution over time.  

It is important to determine the location of the architecture description at the 
aggregation dimension [13] as shown in figure 1. 
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Fig. 1. Aggregation Levels for Architecture Description 

3.2 Enterprise Architecture 

Enterprise architecture is located on the two highest aggregation levels for architecture. 
The Open Group [7] defines enterprise in their TOGAF9 edition as any collection of 
organizations that has a common set of goals. The term ‘enterprise’ in the content of 
‘enterprise architecture’ can be used to denote both an entire enterprise – encompass-
ing all of its information and technology services, processes and infrastructure – and a 
specific domain within the enterprise. In both case, the architecture crosses multiple 
systems, and multiple functional groups within the enterprise.’ The Open Group also 
recognizes that enterprise architecture can be located at the highest level of the aggre-
gation dimension. Lankhorst et.al [5] define enterprise architecture as “a coherent 
whole of principles, methods and models that are used in the design and realization of 
an enterprise’s organizational structure, business process, information systems and 
infrastructure’. Dietz [20] defines enterprise architecture theoretically and practically. 
Theoretically ‘enterprise architecture is understood as the whole set of design princi-
ples that an enterprise applies in (re-) designing itself, basically in all its aspects. Op-
erationally enterprise architecture is the whole set of design principles that are applica-
ble to the (re-) designing and (re-) engineering of an enterprise. Three partial architec-
tures are distinguished: the business architecture, the application architecture, the tech-
nical architecture.”  The three partial architectures are also distinguished in the archi-
tecture modelling method called ArchiMate [5], which offers a modelling language to 
make enterprise architecture representations. This ArchiMate method is adopted by 
The Open Group [8], with the motivation to mobilize the enterprise architecture practi-
tioners to design enterprise architecture models for the three partial architectures in a 
service oriented way in a formal language that is understandable and readable for all 
architects.  TOGAF9 seems already to be embraced by architects in the financial mar-
ket, and it is expected that also ArchiMate will be received warmly; especially because 
there is tooling support available for ArchiMate modelling (examples are BizzDesign 
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Architect, IDS Scheer Aris ArchiMate Modeller, IBM Rational System Architect and 
OpenSource Archi ArchiMate Modelling). As result, the Open Group definition seems 
to be workable in the current architecture practice [29], as it is based on the joint best 
practices as collected and described by The Open Group and is freely available. 

3.3 Reference Architecture 

Grefen [13] defines reference architecture as “a general design (abstract blueprint) of 
a structure for a specific class of information systems. A reference architecture can in 
general be descriptive or prescriptive.”  A descriptive reference architecture is based 
upon the existing best practices in a specific context.  Elsinga et al [6] define a refer-
ence architecture as ‘a  reusable architecture model to be used as guideline and start-
ing point for engagements’; engagements in the sense of a programme of projects, 
wherein a future IT architecture will be realized. The IT world uses the term often for 
infrastructural concepts [30]. According to [30] a broader view on reference architec-
ture is needed:  there are reference architectures for an architecture for a particular 
domain - software architecture and enterprise architecture. For both cases the refer-
ence architecture provides a template solution for architecture (respectively software 
– or enterprise architecture) for a particular domain. A reference architecture also 
provides a common vocabulary with which to discuss implementations, often with the 
aim to stress commonality.  

The concept of reference architecture in the field of enterprise architecture (ERA) 
is less investigated than software reference architecture (SRA) [1, 2, 3, 4, 10].  Ange-
lov gives the following definition of SRA [1, 28]: ‘reference architecture as a generic 
software architecture for a class of software systems that is used as a foundation for 
the design of concrete architectures of systems from this class.’ A concrete architec-
ture is the architectural description of a concrete software system.  

This definition regarding SRA is not applicable for the concept of Enterprise Ref-
erence Architecture (ERA), being too much focused on software elements, software 
systems and data flows.  

3.4 Enterprise Reference Architecture 

Fattah [16] defines ERA as ‘the blue print for the Solution Architecture of a number 
of potential projects within an organization that embodies the EA principles, policies, 
standards and guidelines. In other words, an ERA is a Solution Architecture with 
some of the Architectural Decisions already made and others left open.’  The ERA of 
Fattah should be comprehended as an organization-specific enterprise architecture 
that is used as reference/standard for the program of projects and will be further speci-
fied in concrete solution architectures.  An architecture can be labelled as reference 
architecture only if it is defined to abstract from certain contextual specifics [1]; this 
is also valid for ERA. An ERA should be abstracted from the contextual, organiza-
tion- / technology specifics in order to be used for several organizations in a specific 
class of enterprises. ‘A reference architecture is a generic architecture for a class of 
systems, based on best practices’ [14). We conclude that an ERA should not be 
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organization-specific, but generic for a specific class of enterprises.  An ERA is used 
for the design of concrete enterprise architectures, belonging to a certain class of en-
terprise, in multiple contexts, affecting different stakeholders in each context. Fur-
thermore an ERA can be used in combination of any architecture process framework 
and architecture notation language. A number of elements of the described definitions 
for EA and RA need to be combined to come to a working definition for Enterprise 
Reference Architecture. The elements are shown in figure 2. 

 
 Enterprise Architecture Elements  
EA1 Partial Architectures for Business, Application and Technology 
EA2 Coherent whole of principles, methods and models 
EA3 Design and realization purpose 
 Reference Architecture Elements  
RA1 Generic template or abstract blueprint 
RA2 For an architecture for a particular class,  i.e. enterprise class 
RA3 provides a common vocabulary and structure 
RA4 to support design and implementations 

Fig. 2. Elements in EA and RA Definitions 

3.5 Working Definition of Enterprise Reference Architecture 

We propose the following working definition for ERA: An ERA is a generic EA for a 
class of enterprises, that is a coherent whole of EA design principles, methods and 
models which are used as foundation in the design and realization of the concrete EA 
that consists of three coherent partial architectures: the business architecture, the ap-
plication architecture and the technology architecture. 

4 Research to Enterprise Reference Architecture 
for the Financial Industry 

4.1 Research Goal 

The goal of the research program is to deliver a scientific grounded theory about ERA 
that explains why an ERA is needed, what it is and how it can be used. The ERA 
theory will explain the position of ERA in relation to abstract architecture frameworks 
and concrete organization specific enterprise architectures. The ERA theory will de-
liver a coherent set of models, each with its own purpose and function in the practical 
work area of EA design, transformation and maintenance. By this research we will 
embed the concept of ERA in a theoretical framework so that it will have much more 
rigor than in case it is only based upon best practices. The research program is in the 
first stage, which has an explorative nature. Some preliminary results of the research 
is described in this paper.  
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4.2 Research Approach 

The research is done on basis of Design Science. Design Science Research is moti-
vated by the desire to improve the environment by the introduction of new and inno-
vative artefacts and the processes for building these artefacts. The research is set up 
along the following Design Cycles as described by Hevner [21, 22, 23]: Relevance 
cycle, Rigor cycle and Design cycle. The research is now in the first phase of research 
to enterprise reference architecture (ERA). In the first phase the cycles of Relevance 
and Rigor are executed. The objectives of the first phase are: 

1. to gain insight in the enterprise reference architectures (ERAs) for the finan-
cial industry that currently exist in literature;  

2. to gain insight in the practical usage and application of ERAs in the finan-
cial industry; 

3. to identify the characteristics of ERAs that determine their applicability to 
support the enterprise architecture design and management; 

4. to identify the characteristics of ERAs that determine their applicability to 
support decision making regarding enterprise architecture. 

This first phase consists of three research strategies: a literature review, a set of semi-
structured interviews and a survey. Each research strategy will be executed via a re-
search project with its own approach. The literature review and the interviews will be 
done in parallel projects. 

• The literature review is performed in view of the Rigor Cycle: to get insight in the 
current body of knowledge about ERAs in the scientific domain.  

• The interviews are done in view of the Relevance cycle: to get insight in the needs, 
problems and opportunities experienced in practice with applying ERAs. 

• The survey will be done in later instance to validate the conclusions derived from 
the results of literature research and the interviews. 

The outcome of the three research strategies will be used as basis of the second phase. 
In the second phase the Design Cycle will be performed aiming to design four 
artefacts. 

4.3 Conceptual Model for Research 

The concepts that are defined in section 2 have been positioned in a conceptual model 
(Figure 3). On the vertical axis at the lower end concrete concepts are positioned and 
at the higher end abstract concepts. On the horizontal axis at the left hand structural 
concepts in the real world are positioned and at the right hand mental concepts in a 
world of representations. On the middle of the horizontal axis transformational proc-
ess concepts are positioned: architecting activities are transforming the real world to 
representation, and can also be used to transform representations to the real world.  In 
this model the concepts ‘Enterprise’ and ‘Class of Enterprises’ are present in the real 
world (visualized as rounded rectangle symbols).  The concrete, real enterprise 
belongs to a specific class of enterprises. ‘EA’ and ‘ERA’ (visualized by the cloud 
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symbols) are created by architecting activities to represent the concepts ‘Enterprise’ 
and ‘Class of Enterprises’. EA is a representation of a specific, real enterprise.  ERA 
is a representation of the commonalities in enterprises of a specific class. ‘Architec-
ture Framework’ is independent of any class of enterprise, and has a common ac-
cepted format and structure (visualized by the rectangle symbol); it is on a higher 
abstraction level than ERA, because it can be used for any class of organization, not 
only for a specific class.  ‘Architecture Framework’ and ‘ERA’ are actively applied 
during the architecting activities, which is expressed by the arrows. 

 

Fig. 3. Conceptual Model: Overview of the Concepts 

For this research we will focus on the class of enterprise in the financial industry. 
To cope with the challenges in the real world, architecting activities are performed 
leading to a concrete enterprise architecture.  Still a concrete enterprise architecture is 
a representation (e.g. design principles and models) of the baseline and/or the envi-
sioned target state of the enterprise. Even when  the concrete EA is realized, i.e. busi-
ness services, processes, application landscape  and technology are implemented, the 
concrete EA is a representation that will be used for monitoring and maintenance 
reasons.  The nature of ERA is to be a foundation to be specified further for a con-
crete enterprise architecture of a specific enterprise class, and as such ERA will not be 
realized for its own purpose; it will always be a reference for the concrete EA. 

At this moment enterprise architects apply the available architecture frameworks 
that support them in the architecting activities. Architecture frameworks provide 
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guidelines and meta models for the EA product and process models. Examples of 
architecture frameworks [6, 7, 26] that provide a metamodel for structuring the busi-
ness, application and technology concepts are the Integrated Architecture Framework 
(IAF), Common Open Reference Architecture (CORA) and the Architecture Content 
Framework. TOGAF9 provides also a process model: the Architecture Development 
Method (ADM) including guidelines and techniques that can be applied during the 
several stages in the ADM.  Although the available frameworks and process models 
offer improved support, there are long lead times for architecture design and (par-
tially) unfulfilled expectations in the realization of the EA.  By introducing the con-
cept of ERA – i.e. the representation of a typical enterprise (in other words a blueprint 
for the EA of the related class of enterprises), there is more support and guidance for 
the architecting activities. For each class of enterprise an ERA needs to be designed, 
to be applied and to be maintained, in order to keep the relevance for future applica-
tion. In view of the required alignment between ERA and EA it makes sense to apply 
the same architecture frameworks for design.  An ERA is a more concrete representa-
tion of the real world than the current architecture frameworks that provide us ab-
stract, generic architecture methods, principles and models [5, 7, 8, 18] to support us 
in the architecting activities. The conceptual model shows that a concrete enterprise 
architecture need to be realized and implemented with the guidance of generic archi-
tecture frameworks combined with a relevant ERA. It is expected that this will lead to 
shorter lead times for the architecting activities and better quality of the resulting 
concrete enterprise architectures. 

4.4 Research Questions 

The emphasis in this research is on the ‘object-side’ of ERA (structure of ERA and 
application of ERA during activities for EA) and less on the ‘development-side’ ac-
tivities for ERA itself (design and maintenance of ERA). The choice to limit the re-
search to the ‘object’-side is that  firstly current architecture frameworks already offer 
guidance and support for architecting activities for EA and ERA, and secondly the 
‘object-side’ of ERA is very relevant for the financial industry and is a rather unex-
plored research area. In our research we have split the research up in four research 
areas in order to have a set of focused research questions: 

1. Foundation:  Basic questions regarding ERA 
What is an ERA? What are the requirements to an ERA? Are ERA’s 
already available and how are they used? 

2. Product area: ERA as used for the enterprise architecture product  
Can an ERA enhance the quality of the enterprise architecture products in 
the sense that expectations of stakeholders are fulfilled? 

3. Process area: ERA as used for the enterprise architecting process 
Can an ERA speed up the enterprise architecting design process and deliv-
ery of enterprise architecture results? 

4. Context area: ERA as used to support decision making 
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Can an ERA provide improved support to the business in decision making 
regarding the business/IT alignment and during the EA design, realization 
and maintenance? 

The research areas are positioned in the conceptual model leading to a coherent set of 
questions (figure 4). 

 
Fig. 4. Research Areas 

4.5 Research Deliverables 

The objective of the research is to provide solutions for the questions in the distin-
guished four research areas. This will be done by the design of the following 
artefacts. 

A. A set of norms to be given by enterprise reference architecture (NORM-
ERA), which guides architects in analysis of the concrete enterprise.  

B. An assessment model to assess the concrete enterprise architecture against 
the enterprise reference architecture (AM-ERA). 

C. A transformation model to support the transformation of the enterprise refer-
ence architecture to the concrete enterprise architecture (TM-ERA).  

D. A decision support model (DSM-ERA) regarding the concrete enterprise ar-
chitecture that is under design, realization or maintenance. DSM-ERA is ad-
dressing the needs of decision makers and will make use of elements of 
NORM-ERA, AM-ERA and TM-ERA. 

Each artefact is the answer on corresponding research area (table 1).  
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Table 1. Research Areas and corresponding Artefacts 

Research area Artefact 
name 

Artefact description 

Foundation:   
Basic questions regarding 
ERA 

NORM-ERA A set of norms given by enterprise 
reference architecture that guides 
architects in analysis of the concrete 
enterprise 
 

Product area:  
ERA as used for the 
enterprise architecture 
product 

AM-ERA An assessment model to assess 
the concrete enterprise architecture 
against the enterprise reference 
architecture (AM-ERA)  
 

Process area:  
ERA as used for the  
enterprise architecting 
process 

TM-ERA A transformation model to  
support the transformation of the 
enterprise reference architecture to 
the concrete enterprise architecture 
 

Context area:  
ERA as used to support 
decision making 

DSM-ERA A decision support model  
regarding the concrete enterprise 
architecture that is under design, 
realization or maintenance. 

5 Results of First Research Project 

This section describes first results of the research project in the relevance cycle: to 
get insight in the needs, problems and opportunities experienced in practice with 
applying ERAs.  

5.1 Research Strategies 

The first phase in the research program to ERA consists of three research strategies: a 
literature review, a set of semi-structured interviews and a survey. Each research 
strategy will be executed via a research project with its own approach, so three re-
search projects will be done during the first phase. The main objective of this research 
project is to validate the ERA concept as positioned in the conceptual model, and to 
seek for first answers to the coherent set of questions as presented in figure 4. In view 
of this validation, we have defined the following objectives for the research project 
using interviews: 

1. to identify  enterprise reference architectures (ERAs) that are used in the ex-
isting architecture practice; 

2. to identify users of enterprise reference architectures, and what their needs 
are regarding enterprise reference architectures; 
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3. to discover how ERAs are used (or can be used) by architecture practitioners 
in the design, realization and decision making about concrete enterprise ar-
chitectures for the financial industry; 

4. to identify the requirements for an ERA to be supportive for enterprise ar-
chitects; 

5. to discover the benefits that ERA can bring to enterprise architecture design, 
realization and decision making. 

5.2 Research Decisions for Interviews 

The following research decisions are made regarding the interviews. Due to the ex-
planatory nature of this study the interviews are done in a semi-structured manner. The 
interviews are held with experienced enterprise architects with at least 15 years of 
working experience in IT and have now a formal job position as architect in the or-
ganization. The enterprise architects are certified according to TOGAF specification.  
The interviews are held with architects that have worked for organizations in the finan-
cial market. Each interview is done at the working location of the architect. Duration 
per interview is 1 hour.  

The interviews are set up along the conceptual model (figure 3). At the start of the 
interview the conceptual model is shown to the interviewee in order to see whether 
this conceptual model is recognized, and whether the concepts as positioned in the 
model are clear to the interviewee. The research objectives and the conceptual model 
are the basis for the formulation of four interview questions.   

1. Which   enterprise reference architectures do you use in the existing archi-
tecture practice? 

2. Who do you consider (potential) users of enterprise reference architectures, 
and what are their needs regarding enterprise reference architectures? 

3. How are enterprise reference architectures used (or can be used) by you in 
your work to design and realization of concrete enterprise architectures? 

4. Why are ERAs used or should be used? In other words, what are the benefits 
that ERA can bring to enterprise architecture design, realization, mainte-
nance and decision making? 

During the interview the conceptual model will be placed in front of the interviewee 
on the table as well as the definitions. 

5.3 Results of Pilot Interviews 

A limited number of pilot interviews were held to validate the interview format and 
the conceptual model. Total number of interviewees was 5. In later instance a second 
larger sample of interviews will be held. All interviewees matched the criteria as de-
cided for the interview sample. Average working experience in the IT is 27 years. 
Average working experience as enterprise architect is 7 years. All interviewees are 
member of an architecture unit.  They were all employed by an international firm in 
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IT services; their experience in architecture work was built up through projects done 
for client organizations, mainly in the financial market. Architects employed by fi-
nancial organizations were not selected in this small sample because of the pilot na-
ture of this stage of interviewing. In the planned larger sample to be interviewed later 
also architects employed by financial organizations and having internal architecture 
roles will be included.  

The answers on the questions are described hereafter.  

1. Question 1: Which   enterprise reference architectures do you use in the existing 
architecture practice? All interviewees could name one or more ERAs.  The fol-
lowing ERAs were mentioned: IBM Industry models for banking and insurance 
companies (IFW, IAA), ERAs for other industries (e.g. the eTOM model pro-
vided by the Telemanagement Forum), RAs for specific technology or tooling 
(e.g. ESB, BPM tooling, ERP tooling), RAs for specific processes (.e.g. Or-
der2Cash, Call Centre). Also BIAN was mentioned once. The IBM Industry 
models were mentioned mostly. The interviewees also identified technology ref-
erence architectures; these are RAs for the implementation of specific technology 
and are enterprise class independent. The technology reference architectures are 
mostly delivered by tool suppliers. Although interviewees could name ERAs, the 
majority of the interviewees (60%) had hardly any practical experience with 
ERAs. They also mentioned that the financial organizations where they worked 
for do not make use of ERAs, although these organizations had all developed 
their own EA that was used indeed as reference for the projects. The interviewees 
also told that they use mainly a lot of their own architecture models collected  
during their career. 

2. Question 2: Who do you consider (potential) users of enterprise reference archi-
tectures, and what are their needs regarding enterprise reference architectures? 
The interviewees identified the following (potential) users of ERA: enterprise ar-
chitects, project architects, solution architects, architecture governance boards, 
business managers, program managers, business consultants, information manag-
ers, CIOs and suppliers. One interviewee mentioned also external audit organiza-
tions as potential users of ERA. Neither software developers nor end-users of the 
architecture were considered to be users of ERA. The following needs were men-
tioned that can be fulfilled by the application of ERA. Generic needs are in com-
munication and validation. All stakeholders can use ERA as instrument to provide 
support in communication and teamwork. Furthermore there is a general need for 
support in validation of choices that are made during architecting activities. Spe-
cific needs are expressed for the several ERA users. The answers make clear that 
four categories of ERA users can be distinguished: firstly the category of ERA us-
ers that are performing the architecting activities, secondly the category of ERA 
users that are involved in management, thirdly the category of ERA users that are 
focusing on review and auditing, fourthly the category of ERA users that are 
providing commercial IT solutions.  The first category consists of business 
consultants, enterprise architects, project architects and solution architects; the first 
category has specific needs for support in scoping, analysis and design of 
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processes, applications and IT. The second category consists of business manag-
ers, CIOs and program managers; they have specific needs for support in impact 
analysis of consequences of choices for the total organization and for transforma-
tion programs. The third category consists of architecture governance boards and 
external organizations; the third category has a need for support in auditing and 
reviewing activities. The fourth category consists of suppliers with the need to 
have an overview of the requirements to their solutions for a specific class of  
enterprises. 

3. Question 3: How are enterprise reference architectures used (or can be used) by 
you in your work to design and realization of concrete enterprise architectures? 
The following functions of ERAs were identified: provide support for communi-
cation between stakeholders, provide support for scoping and design, provide 
support for selection of IT tooling and packages, provide support for review. In 
general an ERA can serve as a checklist that provides guidelines and solution di-
rections. Also an ERA can be used for training and knowledge transfer regarding 
the specifics of an enterprise class.  

4. Question 4: Why are ERAs used or should be used? What are the benefits? 
The interviewees mentioned the following three major benefit areas of ERAs: in 
the first place communication, in the second place quality, in the third place time 
reduction. ERA can serve as a communication instrument because it provides the 
insight of the unique areas of the enterprise class. This communication benefit 
can only be achieved if the ERA is not too detailed. An ERA will increase the 
quality of the concrete EA because it is based on best practices of architecture 
experiences within an enterprise class.  80% of the respondents stated that it is 
expected that ERA can contribute to reduce the required time for design of EA 
because ERA shows the focus areas to be worked out.  

5.4 Observations 

The results of the pilot interviews lead us to the following observations regarding the 
conceptual model: 

- There is good recognition of the conceptual model wherein the distinct con-
cepts of ‘architecture framework’, ‘enterprise reference architecture’ and 
concrete ‘enterprise architecture’ are positioned and related to concepts as 
‘class of enterprises’ and concrete ‘enterprise’.  

- There is an additional concept identified that is not present in the presented 
conceptual model: technology reference architecture (TRA). This TRA is 
seen as enterprise class independent, and seen as valuable for the concrete 
EA in addition to the ERA. 

- There is hardly any practical experience with ERAs  although all interviewed 
enterprise architects could name examples of ERA. 

- ERA is seen as an important instrument that can fulfil a generic need for 
support in communication and teamwork. 
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- There is a generic need for ERA in order to validate choices made during ar-
chitecting activities. 

- There are four categories of (potential) ERA users that can be supported with 
ERA in their specific needs. 

- Major benefit areas are expected to be in communication, quality and time 
reduction. 

6 Conclusions 

The current available architecture frameworks, models and architecture modelling 
languages are not sufficient to support architects in coping with the challenges in 
business/IT alignment. There is a need for additional support and guidance, especially 
by the financial industry. This can be given by the concept of enterprise reference 
architecture (ERA). 

In this paper we have specified a working definition for ERA and have presented a 
conceptual model to clarify the concepts of EA and ERA. An ERA is a more concrete 
representation of the real world than the current architecture frameworks that provide 
generic architecture methods, principles, models and notation languages.  We have 
chosen to limit our research in the conceptual model to the ‘object-side’ of ERA be-
cause of its relevance for the enterprise architects in the financial Industry. So we 
decided not to focus on questions regarding the design and maintenance of the ERA 
itself but to focus on the ERA structure and the application of ERA: what is ERA 
about, how can ERA be used to assess the concrete EA, how can ERA be applied 
during architecting processes and how can ERA be applied in decision making by 
management?  We have located these major questions in the conceptual model.  

The research to the answers on these questions will deliver a coherent set of arte-
facts:  a set of norms to be given by ERA, an assessment model to assess concrete EA 
to ERA, a transformation model to support the transformation of ERA to concrete EA 
and finally a decision support model for management regarding the concrete EA that 
is under design, realization or maintenance.  We have positioned the artefacts in the 
conceptual model and have put them on our research agenda.  The described research 
agenda is challenging for this rather unexplored research domain. We have described 
results of a small set of pilot interviews that are held in the first phase of the research. 
Purpose of the pilot interviews was to validate the conceptual model. The preliminary 
results show the relevancy of the research.  Current data show that there is good rec-
ognition of the conceptual model wherein the distinct concepts of ‘architecture 
framework’, ‘enterprise reference architecture’ and concrete ‘enterprise architecture’ 
are positioned and related to concepts as ‘class of enterprises’ and concrete ‘enter-
prise’.  ERA is seen as a relevant instrument that can fulfil a generic need for support 
in communication, teamwork and validation of choices.  Although the interview re-
sults show that there is hardly any practical experience with ERA, the interview re-
sults also show that the architects expect that ERA can bring benefits in three major 
areas: in the first place improved communications between stakeholders, in the sec-
ond place higher quality of the concrete enterprise architecture, in the third place  
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reduction of time needed to start up the scoping and design activities. This needs to be 
validated in the next round of interviews done with more architects. On basis of the 
current interview results we have identified four categories of (potential) ERA users 
that can be supported with ERA in their specific needs. In the future research we need 
to sharpen their requirements for ERA, also in view of the artefacts to be delivered in 
this research. The interview results also show that there is an additional concept that is 
not present in the conceptual model: technology reference architecture (TRA). This 
TRA is seen as enterprise class independent, and seen as valuable for the concrete EA 
in addition to the ERA. We need to define the concept of TRA and position it in the 
conceptual model.  We need to make clear how it relates to ERA and EA. Further-
more our future research will work on the provision of guidelines how to use ERA 
and how to apply ERA during architecting activities.  

We expect that the results of this research will contribute to the rigor and relevance 
of ERA.  We conclude that ERA is the next step in maturing the enterprise architecture 
discipline. 
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Abstract. We discuss how enterprise architecture management (EAM) supports 
different types of enterprise transformation (ET), namely planned, proactive 
transformation on the one hand and emergent, reactive transformation on the 
other hand. We first conceptualize EAM as a dynamic capability to access the 
rich literature of the dynamic capabilities framework. Based on these theoretical 
foundations and observations from two case studies, we find that EAM can be 
configured both as a planned, structured capability to support proactive ET, as 
well as an improvisational, simple capability to support reactive ET under time 
pressure. We argue that an enterprise can simultaneously deploy both sets of 
EAM capabilities by identifying the core elements of EAM that are required for 
both capabilities as well as certain capability-specific extensions. We finally 
discuss governance and feedback mechanisms that help to balance the goals of 
flexibility and agility associated with dynamic and improvisational capabilities, 
respectively. 

Keywords: Enterprise Transformation, Enterprise Architecture Management, 
Dynamic Capabilities. 

1 Introduction 

Enterprises face an increasingly complex environment which forces them to undergo 
fundamental change, in other words transform themselves [1, 2] The causes for such 
transformation efforts range from business- or IT-driven initiatives inside the enter-
prise to external events such as the emergence of new technologies or changing 
regulatory requirements.  

Literature uses different terms to describe fundamental change in the context of 
organizations, ranging from “organizational transformation” [3, 4] or “business trans-
formation” [5] to “enterprise transformation” [1]. While transformation is usually 
regarded as fundamental, radical change (second-order change) in contrast to small-
scale, incremental (first-order) change, there is some discrepancy whether transforma-
tion occurs suddenly and purposefully [1, 3], or whether it results from a continuum of 
emergent, smaller changes [4, 6]. In this paper, we will follow the definition of Rouse 
[1] and use the term “enterprise transformation” (ET) to describe change that 
fundamentally alters an enterprise’s relationship with one of its key constituencies, 
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such as employees, suppliers, customers or investors. We understand ET in contrast to 
routine change as a purposeful steering intervention into an enterprise’s evolution, with 
its purpose being to respond to perceived opportunities, deficiencies or threats [7].  

ET affects multiple domains and layers within an enterprise [8] and is eventually 
performed simultaneously in different projects, which form the basic unit of change. 
Since these projects exhibit mutual dependencies, ET needs to be coordinated [9]. In 
order to support and coordinate ET, the field of enterprise architecture management 
(EAM) is frequently put forward. EAM is regarded as supporting ET by providing 
alignment between different partial architectural layers, such as business and informa-
tion technology (IT) [10]. It is also seen as ensuring coherence of individual projects 
with the overall enterprise strategy, i.e. aiming for global optimization [11]. Yet, the 
kind of support required for different ET projects varies. Rouse [1] indicates that ET 
projects performed as reactions to external pressures (such as competitor’s initiatives) 
lead to higher failure rates than proactive ET projects aimed at exploiting internal or 
external opportunities. He points out the shorter reaction time in the case of reactive 
transformation as a cause for this difference in failure rates.  

In order to assess EAM support for different types of ET projects, we conducted a 
focus group with enterprise architects in Switzerland in the fall of 2011. Discussing 
EAM support of different ET projects, the group arrived at two main findings: (1) 
EAM is able to support proactive, strategy-driven ET projects when it has positioning 
on corporate levels instead of IT—a finding that is also reflected in literature [12]. (2) 
When enterprises need to transform swiftly in response to external pressures, EAM is 
perceived as being too slow and is often bypassed by the business side.  

Especially the second finding indicates that EAM needs to provide its services in a 
leaner, more responsive way to be actually useful in situations of time pressure. Yet, 
since enterprises face both types of ET projects [1], EAM needs to support both stra-
tegic, proactive change while also being able to provide swift assistance when enter-
prises are forced to react to external pressures. The research question we intend to 
answer is the following: 

1. RQ: How can EAM be configured into variants that provide specific support for 
proactive and reactive ET projects? 

In this paper, we will take a look at a major framework in strategic management lite-
rature that emphasizes changing environments and how enterprises configure their 
capabilities accordingly: The dynamic capabilities framework. By conceptualizing 
EAM as one instance of a dynamic capability, we are able to build upon the rich vo-
cabulary and findings from the dynamic capabilities framework, in order to show how 
the nature of a capability changes in response to different types of environmental 
dynamics.  

The rest of this paper is organized as follows. In chapter 2, we review the founda-
tions of the dynamic capabilities framework and EAM before subsuming EAM under 
the dynamic capabilities framework. In chapter 3, we show how EAM is able to ad-
dress different types of environmental change. Chapter 4 provides and compares two 
case studies. Chapter 5 discusses the challenges involved with an EAM function that 
has to support different configurations. The paper ends with a conclusion.  
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2 Foundations 

2.1 Dynamic Capabilities 

In strategic management literature, the dynamic capabilities framework has become a 
major topic of research in recent years, with its impact also stretching to the domain 
of information systems [13].  

The ultimate goal of the dynamic capabilities framework is “to explain the sources 
of enterprise-level competitive advantage over time” [14]. The dynamic capabilities 
framework can thus be seen as an extension of the resource-based view (RBV), which 
strives to answer the same question. However, the RBV has been criticized for unde-
restimating environmental dynamics [15]. The RBV takes an inward-looking perspec-
tive on enterprises by regarding them as resource bundles. If these resource bundles 
exhibit the so-called VRIN attributes (i.e., if they are valuable, rare, inimitable and 
non-substitutable), they are seen as explaining the company’s sustained competitive 
advantage. The dynamic capabilities framework, on the other hand, emphasizes the 
role of environmental changes: The ability to change existing resource configurations 
is regarded as the source of sustained competitive advantage. The key argument is that 
the VRIN attributes of an enterprise’s resource bundle erode over time as the environ-
ment changes. Superior resource configurations may explain short-term competitive 
advantage, but to achieve sustainable competitive advantage, dynamic capabilities 
stress the re-configuration of existing resources in order to achieve and maintain 
alignment with the environment, i.e. the market [13, 16, 17].  

What the RBV considers as resources, the dynamic capabilities framework sees as 
operational capabilities, alternatively referred to as “zero-level” [18], “zero-order” or 
“ordinary” [17] capabilities. Operational capabilities enable firms to make a living by 
conducting day-to-day business [19]. Collis [20] defines operational capabilities as 
“those that reflect an ability to perform the basic operational activities of the firm”. 
Concrete examples of operational capabilities are production processes, information 
and communication infrastructure, sales or marketing functions. These operational 
capabilities are the object of interest of dynamic capabilities.  

In this paper, we will follow the definition of dynamic capabilities provided by 
Barreto [13] that is based on an extensive literature review on dynamic capabilities 
research: “A dynamic capability is the firm’s potential to systematically solve prob-
lems, formed by its propensity to sense opportunities and threats, to make timely and 
market-oriented decisions, and to change its resource base.” This definition indicates 
the two key processes of a dynamic capability: (1) Search and selection (identifying 
opportunities and threats and making decisions), and (2) reconfiguration (changing its 
operational capabilities or resource base). In a similar vein, Teece [14] breaks dynam-
ic capabilities down into “sensing and seizing” and “reconfiguration” capabilities. The 
definition indicates that dynamic capabilities help enterprises reconfigure their re-
source base (i.e., their operational capabilities) in a planned, systematic way. This 
hierarchy is also indicated by the description of dynamic capabilities as “first-order” 
[17], “reconfiguration” [17] or “higher level” [18] capabilities.  
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Dynamic capabilities require significant investments in specialized resources and 
personnel in order to establish and maintain them [14, 18]. To actually exercise recon-
figuration via dynamic capabilities, sufficient time for planning processes and execu-
tion is required [16, 17]. Management literature provides various examples of dynam-
ic capabilities, including research and development [19], product development [17], 
alliancing [16, 19], acquisition [16, 19], knowledge management [14, 19] or activities 
aimed at “restructuring” [19] or “re-engineering” [19] such as business process man-
agement [21]. 

In order to reconfigure operational capabilities, an enterprise does not necessarily 
require dynamic capabilities. As Winter [18] notes, “[i]t is quite possible to change 
without having a dynamic capability”. The advantageousness of dynamic capabilities 
depends on the degree of turbulence in the environment. In relatively stable environ-
ments with infrequent changes, occasional reconfiguration can be achieved more cost-
efficiently by “ad hoc problem solving” [18, 19]. Winter [18] defines ad hoc problem 
solving as individual, spontaneous, and non-repetitive acts of creativity to address 
suddenly occurring problems. Maintaining dynamic capabilities in these environments 
may well constitute unnecessary overhead. Reconfiguration of operational capabilities 
with the help of dynamic capabilities is more advantageous in dynamic environments. 
In turbulent environments, dynamic capabilities are likely to enable superior perfor-
mance by providing an institutionalized, planned and patterned approach to changing 
operational capabilities. As Cohen [22] point out, “fortune favors the prepared firm”. 
The overall degree of stability in the environment is frequently referred to as the level 
of “environmental turbulence” [17, 23]. Three dimensions of environmental 
turbulence are proposed [23, 24]: 

1. Frequency, as experienced by the time span between environmental changes 
2. Amplitude, meaning the degree of difference involved in environmental changes 
3. Predictability, meaning the amount to which a pattern is recognizable in environ-

mental changes. 

Based on these three dimensions, Eisenhardt and Martin [16] as well as Pavlou and El 
Sawy [17] distinguish two types of environmental turbulence and their effects on the 
nature of dynamic capabilities. Table 1 describes these two types. 

Table 1. Conceptualization of two types of environmental turbulence 

Type of environmental turbulence Frequency Amplitude Predictability 

“Waves” [17],  
“Moderately dynamic markets” [16] 

High High High 

“Storms” [17],  
“High-velocity markets” [16] 

High High Low 

 
While both “waves” and “storms” may exhibit high frequencies and amplitudes of 

change, the important difference lies in the predictability of change. Changes may be 
frequent and wide-ranging, yet if they occur in a context of stable industry structures, 
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identifiable competitors and clear business models, they still follow a certain pattern 
and therefore fall in the category of waves [16]. On the other hand, unanticipated 
market moves by aggressive competitors, shifting and unidentifiable competitors and 
suddenly changing market needs trigger unpredictable change and thus fall in the 
category of storms [17]. 

When environmental turbulence falls into the category of waves, dynamic capabili-
ties are materialized as planned, stable processes that are able to exploit past expe-
riences. However, in the event of storms, dynamic capabilities become simple and 
emergent activities that rely on improvisation rather than planning [16]. Pavlou and El 
Sawy [17] introduce the term “improvisational capabilities” in addition, i.e. as com-
plements to dynamic capabilities to describe reconfiguration capabilities that are able 
to address environmental turbulences marked by unpredictable change (storms). Im-
provisational capabilities are defined as “the ability to spontaneously reconfigure 
existing resources to build new operational capabilities to address urgent, unpredicta-
ble, and novel environmental situations” [17]. Improvisational capabilities as intro-
duced by Pavlou and El Sawy [17] are explicitly distinguished from Winter’s [18] 
notion of ad hoc problem solving. They are seen as collective, patterned, purposeful 
and repeated capabilities that can be learned and improved with frequent practice. 
Pavlou and El Sawy [17] stress the importance of real-time information and commu-
nication for improvisational capabilities. On the other hand, too strong a reliance on 
past knowledge and routines is seen as hindering improvisational capabilities [17] 
while considered an important element for dynamic capabilities [16]. Given their 
simpler structure, improvisational capabilities can be exercised considerably faster 
than dynamic capabilities that often rely on a lengthy planning process [17]. In table 
2, the most important differences between dynamic and improvisational capabilities 
are summarized. 

Table 2. Improvisational vs. dynamic capabilities (based on Pavlou and El Sawy [17]) 

 Dynamic capabilities Improvisational capabilities 

Environmental situa-
tion 

Anticipated environmental 
events (“waves”)  

Unanticipated environmental 
events (“storms”) 

Nature of activities Detailed, planned, structured Simple, emergent, (largely) un-
structured 

Time requirements Sufficient time for formal 
planning and execution re-
quired 

Faster reconfiguration possible by 
enabling spontaneous reactions to 
environmental changes 

Role of information Heavy reliance on existing 
knowledge, memory from past 
change projects helps  reconfi-
guration 

Real-time information is critical, 
creation of new knowledge 

Type of ET project Proactive ET Reactive ET 

 
Summarizing, both dynamic and improvisational capabilities can be considered in-

stances of first-level reconfiguration capabilities, i.e. they both aim at reconfiguring 
zero-level operational capabilities. When change is predictable (waves) and can be 
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planned, as in the case of proactive ET, dynamic capabilities are more effective than 
improvisational capabilities [17, 22]. In unpredictable environments (storms) or reac-
tive ET, when change must be brought about swiftly, improvisational capabilities 
“fully dominate” [17]. 

2.2 Enterprise Architecture Management 

According to the ISO/IEC/IEEE Standard 42010, architecture is defined as “the fun-
damental organization of a system, embodied in its components, their relationships to 
each other and the environment, and the principles governing its design and evolu-
tion” [25]. This definition of architecture involves two aspects: The first part of the 
definition (“the fundamental organization of a system, embodied in its components, 
their relationships to each other and the environment […]”) forms a descriptive as-
pect, concerning the structure of the system’s building blocks and the relationships 
between them. The second part (“[…] the principles governing its design and evolu-
tion”) forms a prescriptive aspect, effectively restricting the design and evolution 
space of the system under consideration.  

Following this definition of architecture, we will adopt The Open Group’s defini-
tion of enterprise architecture (EA) as (1) the fundamental structure of a public or 
private organization, i.e. a governmental agency or a company, and (2) the principles 
that guide its design and evolution [26]. Enterprise Architecture Management (EAM) 
is concerned with establishing, maintaining and purposefully developing an enter-
prise’s architecture [12, 27]. EAM is a continuous management process that addresses 
EA as its management object [12] and that serves a purpose: achieving business-it-
alignment and supporting ET [12, 28, 29, 30].  

Addressing the descriptive aspect of architecture, EAM is concerned with estab-
lishing transparency. EAM serves as a decision support function by “taking the over-
whelming amount of information available and presenting it in a manner that enables 
effective decision-making” [31]. Capturing the current state of EA and keeping this 
information up-to-date is therefore seen as one of the EAM team’s core tasks [12]. 

Concerning the prescriptive aspect of architecture, EAM is concerned with 
maintaining consistency. Principles guide enterprise evolution by restricting design 
freedom [32] in order to maintain consistency between the enterprise strategy and its 
implementation (i.e., the actual EA). In this paper, we will follow the argumentation 
of Buckl et al. [33] and define architectural principles as either taking the form of 
guidelines (i.e., recommendations), or restrictions. Standards, on the other hand, 
provide an operationalization of principles.  

The EAM goals of transparency and consistency are not independent: Transparen-
cy has to be achieved first, in order to maintain consistency (e.g., to prevent principles 
on different architectural layers from contradicting each other). Once the goals of 
transparency and consistency are achieved, the EAM goals of flexibility and agility 
that support changing an enterprise’s architecture can be addressed [12, 30]. Since 
this paper is concerned with EAM support of ET, we will focus on the goals of  
flexibility and agility. 
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2.3 EAM in the Dynamic Capabilities Framework 

A bundle of dynamic capabilities is required to achieve reconfiguration of operational 
capabilities. EAM may be seen—amongst several other capabilities as provided in 
section 2.1—as one specific first-order reconfiguration capability supporting ET. The 
dynamic capabilities framework stresses the reconfiguration of operational capabili-
ties in order to achieve alignment with the market [13]. EAM stresses the purposeful 
development (or reconfiguration) of EA building blocks to achieve alignment 
between architectural layers within the enterprise in order to support transformation 
[11, 12, 34].  

Following a similar argumentation, Aleghehband and Rivard [34] consider “enter-
prise IT architecture dynamic capability” the “capacity of an organization to purpose-
fully extend, create or modify its IT competencies for tight alignment with the firm’s 
business strategy to support/initiate current/future changes in the business or enable a 
firm to capitalize on a current/future opportunity.” We see the term “enterprise IT 
architecture” as corresponding to our notion of EAM, since both terms emphasize an 
enterprise-wide focus with the goal of maintaining alignment between architectural 
layers: Alaghehband and Rivard [34] stresses that “IT architecture should be analyzed 
at the enterprise level with the connection to business requirements”, citing Ross’ [28] 
definition of enterprise IT architecture as “the organizing logic for applications, data, 
and infrastructure technologies, as captured in a set of policies and technical choices, 
intended to enable the firm’s business strategy”. 

The building blocks forming an enterprise’s architecture, e.g. its processes, 
information systems and technical infrastructure, may thus be considered part of its 
operational capabilities. EAM manages the evolution of EA and thus acts as a recon-
figuration capability, depending on the type of environmental turbulence. Figure 1 
depicts the conceptualization of EA and EAM in the capabilities framework proposed 
by Pavlou and El Sawy [17].  

 

 

Fig. 1. EA and EAM in the context of ordinary and reconfiguration capabilities  (based on 
Pavlou and El Sawy [17]) 

Like other dynamic capabilities, establishing and maintaining EAM involves in-
vestments that pay off only in environments with a sufficient degree of turbulence. In 
stable environments with infrequent changes, an enterprise’s building blocks could be 
changed ad hoc, in the sense of Winter’s [18] notion of “ad hoc problem solving”. 

Operational capabilities (Building blocks of an EA)

Dynamic capabilities
(including EAM)

Improvisational capabilities
(including EAM)

Level 1 (First-order 
“reconfiguration” capabilities)

Level 0 (Zero-order “ordinary” 
capabilities)
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3 EAM Capabilities in Environmental Turbulence 

As discussed earlier, the predictability of change is the major determinant whether 
operational capabilities are to be reconfigured via dynamic capabilities or improvisa-
tional capabilities. In the context of EAM, the predictability of change is also 
distinguishing between two EAM goals: Flexibility and agility [35].  

Flexibility is understood as “built-in” configurability, a notion of flexibility also 
found in production management [36]. In early phases of a design process, a range of 
possible configurations is determined. The final artifact may then be configured with-
in this pre-considered range. For example, with component based design, end prod-
ucts are configured from individual components, yet the range of components and 
their configuration rules (which limit the range of possible end products) must be 
considered at design time. Building configurability into products incurs additional 
costs; however these initial costs facilitate later changes, since reconfiguration is 
usually less costly than new development. This is analogous to the situation discussed 
in dynamic capabilities, which are most advantageous when reacting to frequent yet 
predictable changes. 

In order to address unpredictable changes, i.e. changes that cannot be anticipated at 
design time, the concept of agility is introduced [35]. Flexibility is considered a sub-
goal of agility [35, 36], but agility involves, next to adapting to unexpected change, 
also the dimension of “speed” in the sense of time-to-market [37]. This is especially 
valuable in highly turbulent environments (“storms”). We therefore see the goal of 
agility in EAM as analogous to improvisational capabilities.  

3.1 EAM as a Dynamic Capability 

Concerning the descriptive aspect of EA, EAM as a dynamic capability may support 
planning by providing transparency: Based on as-is models of an enterprise, different 
to-be models can be derived and discussed in order to arrive at a common vision of 
the future state of the enterprise. Additionally, the discussion process may be sup-
ported by different model analyses such as dependency, coverage or heterogeneity 
analyses. Finally, a roadmap detailing the planned transition may be derived.  

Concerning the prescriptive aspect of EA, existing principles and the standards de-
rived from them may efficiently guide ET. Aier and Schelp [35] see standards as con-
tributing positively to flexibility by increasing the interoperability of EA building 
blocks (e.g., via the provision of common interfaces). This eventually contributes to 
the goal of consistency by reducing redundancy and preventing local at the expense of 
global optimization [11].  

A concrete example of EAM in this case would be an insurance company offering 
customers to buy insurance contracts and manage them online (e.g., report mileage for 
car insurance or make claims). This would be an example of a planned, proactive ET 
out of strategic considerations (widen distribution channels). Since this new distribu-
tion process involves both existing processes (insurance contracts, claim handling) 
and existing software systems (existing backend-systems complemented by a new 
web frontend), EA models and dependency analyses provide important information 
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for project management support. Additionally, since the ET is pre-planned, roadmaps, 
to-be models as well as principles (e.g., on selecting technologies to concentrate 
know-how or outsourcing to preferred suppliers) can provide support. 

3.2 EAM as an Improvisational Capability 

In the case of unexpected changes, improvisational capabilities involve spontaneous 
reconfigurations of existing operational capabilities. EAM cannot plan or prescribe 
improvisational action: It can only aim at providing conditions that support organiza-
tional actors’ initiative.  

Addressing the descriptive aspect of EA, EAM needs to be concerned with transpa-
rency as well, yet the focus is on current rather than future information. Pavlou and El 
Sawy [17] stress the need of real-time information and communication as important 
foundations of improvisational capabilities. By providing transparency in the form of 
as-is models, EAM enables a quick assessment of the status quo as the basis for im-
provisational capabilities. Analyses on as-is models such as dependency and hetero-
geneity analyses may provide further information input. Additionally, EAM models 
aim at fostering shared understanding between stakeholders. Since improvisational 
capabilities are regarded as collective activities, shared understanding as a basis for 
communication is especially critical. On the other hand, EAM artifacts like to-be 
models and roadmaps that rely on planning processes and a sufficient time frame are 
of lesser value in environments of unpredictable change. 

In the prescriptive aspect of EA, principles may provide some structure for impro-
visation, e.g. by coordinating access to resources. Vera and Crossan [38] emphasize 
the management of existing resources as a foundation for improvisation. However, 
existing standards are also likely to hinder improvisation by over-restricting design 
freedom. Literature suggests that relying too much on past knowledge and structures 
limits creativity and thus hinders improvisation [17, 38]. Pavlou and El Sawy [17] 
empirically corroborate the importance of real time information and the problem of 
relying on past knowledge by examining the effect of different IT systems on impro-
visational capabilities. They conclude that project management systems and collabor-
ative work systems (i.e., systems that focus on transparency and communication) have 
a significant effect on improvisational capabilities, while organizational memory sys-
tems (i.e., systems that store experiences and lessons from past projects) do not. EA 
standards may be regarded as incorporations of past knowledge, since they are based 
on past experiences that may no longer be valid. While the intention behind a prin-
ciple may still be sensible (e.g., to concentrate technological know-how), a 
concrete standard (e.g., limiting the set of programming languages to be used) may be 
no longer appropriate. Therefore a feedback loop checking on the validity of 
standards and eventually principles is important.  

Given the shorter time span and the possible side-effects of over-restricting design 
freedom, EA standards play a less prominent role in improvisational capabilities than 
in dynamic capabilities. Instead, mechanisms to handle violations of standards need to 
be in place, in order to circumvent them in a fast yet disciplined way. Thereby, the 
risk of past knowledge limiting improvisational actions is mitigated, while at the same 
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time addressing the issue of implementation speed. Finally, enabling exceptions 
from standards in a planned way (e.g., merely documenting these exceptions is 
an important first step) forms the basis for restoring consistency at a later point 
in time.  

Case studies also suggest that active involvement of enterprise architects in 
projects increases implementation speed [39, 40]. For example, decision times on 
architectural issues such as exceptions from standards may be shortened, and project 
members are provided with a global view of the enterprise (e.g., making them aware 
of certain dependencies outside project scope). Moreover, the involvement of archi-
tects also serves as a feedback loop concerning the validity of principles. While this 
feature of EAM is likely to provide benefits for both dynamic and improvisational 
capabilities, the effects on improvisational capabilities are likely to be more 
pronounced due to the shorter time frames involved.  

A scenario for improvisational capabilities would be an insurance company that is 
forced by upcoming regulations to amend key components of existing contracts (e.g., 
mandatory unisex rates in health insurance), implying changed risk assessments and 
changed premiums. While the overall context may be clear early on (laws passed by 
legislature), the subsequent implementation requirements may be subject to final spe-
cification by various regulatory bodies, leaving insurance companies with very little 
time to react. In this case, having an overview on current EA elements and their de-
pendencies can be critical to achieve regulatory compliance in the short time frame. In 
order to speed up implementation projects, architects could be assigned to projects in 
a consulting function. In this role, they can offer advice on existing dependencies 
beyond the project scope, as well as make quick decisions on overruling general 
principles and document exceptions. 

In table 3, a summary of the configuration of EAM both as a dynamic and improvi-
sational capability is provided. 

Table 3. EAM configurations in environmental turbulence 

 Predictable change Unpredictable change 

Reconfiguration capabilities Dynamic capabilities Improvisational capabilities 

EAM goal Flexibility Agility 

EA descriptive aspect Models (As-is, to-be) 
Analyses 
Roadmaps 

As-is models 
Analyses 

EA prescriptive aspect Reliance on existing 
principles 

Exceptions from existing 
standards 

Additional measures 
 

Active project support by 
enterprise architects 
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4 Case Studies 

4.1 Company A 

The following case study is reported by Aier and Schelp [35]. Company A is a large 
telecommunication services provider in Germany. The telecommunication industry is 
characterized by a high level of environmental turbulence due to a large number of 
competitors, the unpredictability of their moves and price-sensitive customers. In 
particular, this leads to frequently changing pricing models, which are—next to the 
emergence of new technology—the main components of product innovation. Fast 
time-to-market is vital, especially when Company A has to react to one of its competi-
tor’s initiatives. In order to cope with these frequent changes, EAM has been intro-
duced with a focus on technological change projects. Defining an architectural 
framework has facilitated assessing the impact of change projects. Ultimately, EAM 
is seen by the management board of Company A as a change-regulating function to 
ensure enterprise consistency in a highly dynamic environment. 

To provide transparency, Company A has created models on different partial archi-
tectures. Model creation and maintenance is still managed locally, but integration into 
a centralized repository is intended. A main advantage of this integration will be the 
automated creation of dependency models between artifacts from various partial ar-
chitectures.  

Additionally, principles in the form of technological standards are used to maintain 
interoperability between the overall architecture and individual change projects. 
These principles are reviewed bi-annually to ensure continuing relevance. In order to 
check project results’ conformance with architectural principles, Company A has a 
dedicated review process in place. Assessments are conducted throughout the project 
phase, so that corrective measures can be invoked quickly. Minor deviations from 
principles lead to a mitigation plan, consisting of measures to be taken to restore arc-
hitectural consistency as far as possible. These mitigations have to be financed from 
the project budget. Major deviations from principles may even lead to project cancel-
lation. Thus, EAM contributes to flexibility by facilitating change within a predefined 
range.  

Furthermore, the company has special exception processes in place for change 
projects that need to deviate from architectural principles, as may happen in cases of 
unpredictable and urgent change. In this case, if both a project plan and a budget are 
defined to eventually restore consistency, exceptions can be granted. If exceptions are 
granted, all temporary deviations and their rationales are recorded in detail, to enable 
restoring consistency at a later point. The increase in design freedom has resulted in 
faster implementation times, and thus contributes to agility. As for restoring 
consistency, Company A places this responsibility with those projects that originally 
caused inconsistencies. There are no projects dedicated solely to improving architec-
ture, since all projects at Company A have to define a clear business case.  

Architects are also actively involved as consultants in Company A’s projects. 
Company A provides a specific career model for architects, and typically employees 
in this role have previous experience with consulting-intensive tasks. 
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4.2 Company B 

The following example is taken from Murer’s [40] description of the architecture 
program at Company B, a large Swiss bank. Following a merger, the banking system 
of the acquired company was being merged into Company B’s existing system. This 
led to a dramatic increase in overall system complexity. Eventually, the new system 
was no longer able to meet business requirements and suffered from heavy outages. 
This has led the board of company B to launch an architecture program in order to 
define a new IT strategy. 

Instead of developing a banking system from scratch, it was decided to protect ex-
isting assets and invest in the current platform, but to provide stronger governance on 
the platform’s evolution. The board chose an approach called “managed evolution” 
aimed at swiftly implementing business requirements while at the same time main-
taining high levels of system availability and maintainability.  

Company B has also created business object and domain models, describing re-
quired business functionalities and implementation details across architectural layers 
(called business, application and technical architecture). A glossary of architectural 
building blocks is provided in addition to as-is models in order to create a shared vo-
cabulary between different stakeholders. This glossary specifically aims at reducing 
semantic ambiguity amongst stakeholders from different enterprise domains and has 
proven very important for shared understanding and maintaining consistency. Com-
pany B also uses to-be models communicating its architectural vision, and roadmaps 
to describe the transition process.  

To evolve towards architectural targets, principles and standards are defined in or-
der to guide system evolution within predefined borders (e.g., restricting the technol-
ogies to be used). This reduction of design freedom has increased interoperability 
between system components and decreased overall system complexity by reducing 
the number of interfaces to be dealt with. Under the managed evolution approach, 
projects conducted at Company B fall into one of three categories: 

1. New change projects are required to conform to architectural principles if the 
available time-to-market allows. Projects of this type are considered the normal 
case at Company B. 

2. Company B also has an exception process in place, where business projects are al-
lowed to deviate from existing standards if required time-to-market or business re-
quirements cannot be met within the existing borders of architectural principles. 
Buckl et al. [33] name the development of a mobile phone app as an example for 
such deviations, as the required programming language may not be covered by an 
existing standard limiting language selection.  

3. In order to restore architectural consistency, a third type of project is defined which 
does not implement new business requirements, but aims solely at improving archi-
tecture by restoring consistency. Company B dedicates 20% of its IT budget on 
CIO level to this purpose [40]. Taking up the previous example, Buckl et al. [33] 
name a follow-up project replacing the mobile banking application developed in-
house with an off-the-self software complying to a banking standard. 
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Finally, in order to anchor the managed evolution approach in the organization, archi-
tects are routinely involved as consultants in major projects. Next to bringing archi-
tectural expertise and global perspectives into projects, this also speeds up decision 
times on architectural issues, e.g. exceptions from principles. 

4.3 Comparison of Cases 

Table 4 summarizes and compares EAM as a dynamic or improvisational capability. 

Table 4. EAM capabilities in Company A and B 

Reconfigura-
tion capability

EA  
aspect 

Company A Company B 

Dynamic  descriptive Decentralized models of 
partial architectures existing, 
integration into centralized 
repository pending; 
To-be models (scenario 
analysis) 

As-is models as basis of 
shared understanding; Target 
architecture is captured in  
to-be models; 
Roadmaps for transition 
planning 

prescriptive Standards to maintain system 
interoperability 

Projects have to conform to 
architectural principles when 
time-to-market allows 

Improvisa-
tional  

descriptive Decentralized models of  
partial architectures 

As-is models as basis of 
shared understanding 

prescriptive Exceptions from standards 
possible; 
Projects are responsible to 
restore architectural  
consistency 

Exceptions from standards 
possible; 
Dedicated CIO budget to 
restore architectural  
consistency 

5 Discussion 

Enterprises are facing multiple levels of environmental turbulences: They might be 
able to (1) proactively shape their environment or they might be (2) forced to react to 
their environment. Therefore, the two extremes—relying exclusively on dynamic 
capabilities or improvisational capabilities—will lead to inefficient solutions and a 
loss of competitive advantage in the long run. Instead, enterprises need to reconfigure 
themselves by using the set of capabilities—dynamic or improvisational—that the 
level of environmental turbulence favors in a given situation. Enterprises may even 
have to simultaneously deploy both sets of capabilities in different domains. 

In organizational theory, the ability to successfully deploy two apparently compet-
ing capabilities is referred to as “ambidexterity”. While the interplay between 
operational and dynamic capabilities is given as one example of an ambidextrous 
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organization [41], improvisational capabilities are introduced as a “third” hand to 
account for the different nature of dynamic capabilities in different types of environ-
mental turbulence [17].  

EAM can be regarded as one reconfiguration capability that is adapted (i.e., confi-
gured) to support ET in both types of environmental turbulence. This means that an 
enterprise must be able to execute EAM in two “speeds”:  

1. as a dynamic capability, providing a complex set of artifacts to support a planned, 
time-consuming reconfiguration process 

2. as an improvisational capability, supporting fast, spontaneous reconfigurations 
with a simple set of artifacts.  

Looking at the EAM instruments supporting both capabilities, we identify a set of 
basic elements that are required for both dynamic and improvisational capabilities. 
These basic elements are as-is models and their updating processes, analyses on these 
models (e.g., on dependencies, heterogeneity) and principles. Configured as a dynam-
ic capability, the set of basic elements is extended with to-be models and roadmaps to 
support planning, and governance processes using existing principles in order to guide 
planned changes. Configured as an improvisational capability, the set of basic ele-
ments is extended with an exception-handling process to enable swift and creative 
solutions by deviating from existing principles. Planning-related instruments like to-
be models and roadmaps are disregarded in this configuration. The situational EAM 
configurations are summarized in Fig. 2. 

 

 

Fig. 2. Situational EAM configuration 

While both reconfiguration capabilities exist in enterprises, their goals are compet-
ing and need to be balanced. In the case of EAM, this tradeoff is evident between the 
two goals of flexibility and agility [35]. While flexibility is consistent with the restric-
tion of design freedom, the goal of agility requires greater leeway in reconfiguring 
operational capabilities. Important enablers of flexibility are standardization and con-
sistency, as these goals provide for efficient reconfiguration within anticipated bor-
ders (as expressed via standards and their underlying principles). However, the goal 
of agility occasionally requires deviations from existing standards and principles and 
thus introduces inconsistency.  

EAM dynamic capability
• To-be models
• Roadmaps
• Governance process: 

Enforce principles

EAM improvisational 
capability
• Governance process: 

Exception handling

EAM basic elements
• As-is models
• Analyses
• Principles



 Two Speeds of EAM—A Dynamic Capabilities Perspective 125 

As the two case studies show, the tradeoff between agility and flexibility can be 
managed by an exception handling process. This process ensures that deviations from 
existing principles do not occur in an undocumented way (which would lead to a loss 
of transparency and into chaotic, ad-hoc problem solving), but in a planned way that 
enables restoring consistency in the long run. As a major first step, this includes do-
cumenting deviations and the associated rationales. 

Managing the tradeoff between agility and flexibility and eventually restoring con-
sistency, however, requires governance mechanisms. The two case studies show dif-
ferent mechanisms to govern deviations and their long-term impacts: In Company A, 
the responsibility for long-term consistency rests with individual change projects: 
Architectural exceptions are only granted when plans (time/budget) are provided to 
eventually restore consistency. Company B uses a different approach: centrally allo-
cated budget with the CIO to gradually improve architecture and remove inconsisten-
cies caused by individual projects. 

Company A’s approach stresses individual project responsibility and thereby puts 
architectural governance at a local level. This approach bears the risk of consistency-
restoring projects being cancelled, for example as a consequence of management 
changes at project or super-ordinate levels: New managers may no longer be ready to 
carry out “repair” projects authorized by their predecessors. Company B’s approach, 
on the other hand, provides centralized governance for architectural issues. This ap-
proach mitigates the risk of local managers overriding previous decisions to restore 
consistency by putting responsibility on a higher organizational level. On the other 
hand, this approach may also provide a greater incentive for local projects to disre-
gard architectural principles, since the burden to restore consistency is not placed with 
them, but with a corporate unit. The interplay between dynamic and improvisational 
capabilities also stresses the importance of feedback mechanisms. If EAM is con-
ducted in a unidirectional way, designed by architects and without the possibility of 
accounting for feedback of organizational actors, it will not be able to successfully  
act as any reconfiguration capability. Actors do not only need to use or “read” EA 
artifacts, they also need to be able to contribute to or “write” EA artifacts.  

The EAM goal of transparency mandates updating EA models to reflect changes in 
the enterprise. These updates cannot be done by architects only in a centralized fa-
shion, as this would in the best case lead to valid, but outdated models. Instead orga-
nizational actors have to be provided with feedback channels to forward information 
on changes in their respective domains to the rest of the enterprise [42]. Only then can 
EAM provide real-time information and contribute to shared understanding and 
communication between organizational actors. 

In the case of principles, feedback mechanisms are equally important. By provid-
ing an exception handling process, feedback from current projects continuously 
challenges the validity of existing principles. This feedback can be further improved 
and sped up by actively involving architects in ET projects, e.g. as consultants. 
This scrutiny enables the ongoing refinement and validation of principles and stan-
dards—to check if the given design restrictions are still aligned with environmental 
demands.  
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Summing up our findings, we conclude with two propositions: 

1. As a dynamic capability, EAM is concerned with both descriptive and prescriptive 
aspects of EA, while as an improvisational capability, EAM is concerned mostly 
with the descriptive EA aspects. 

2. In order to deploy EAM as a dynamic or an improvisational capability, governance 
and feedback mechanisms are critical. 

6 Conclusion 

In this paper, we have conceptualized EAM as a capability within the dynamic capa-
bilities framework. This framework stresses the different nature of reconfiguration 
capabilities based on the predictability of environmental change. Transferring these 
findings onto EAM, we have derived two propositions showing (1) which EA artifacts 
support which reconfiguration capability and (2) the mechanisms involved in alternat-
ing between the two reconfiguration capabilities or speeds of EAM, namely gover-
nance and feedback. 

This distinction is the main contribution of our paper, as it shows how EAM is ca-
pable of supporting both proactive and reactive ET. The main limitation of our work 
is the small number of case studies: Further empirical data, focusing specifically on 
EAM being deployed as a dynamic or an improvisational capability, are required to 
improve our understanding of EAM switching between these two reconfiguration 
capabilities.  

While this paper provides a first classification of the building blocks required for 
each capability, this specification needs to be worked out in greater detail in future 
work. Future research efforts are also needed to better understand the effects and possi-
ble designs of different EAM governance and feedback mechanisms. Especially the idea 
of feedback loops, with the goal of making EAM accessible to and encouraging partici-
pation from a wide audience of stakeholders seems an important research direction. 
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Abstract. In practice it is difficult to maintain a high quality enterprise
architecture (EA) model with regards to its actuality and completeness.
However, neither literature from practice and EA frameworks nor EA
research literature provide sufficient guidance for the difficult task of
maintaining EA models. Recently, researchers have presented methods
to collect structured data from existing data sources, e.g. from IT opera-
tions in order to (semi-)automatically update EA models. In this paper,
we make an argument for the additional use of EA change events from
(management) information systems. These change events do not pro-
vide clearly mappable structured information, but can be used to trigger
and guide manual EA model maintenance tasks when changes occur. We
present the first classification of relevant events in EA literature, detail-
ing on their sources and impact on the EA model. Finally, we propose
a model maintenance workflow that is driven by events, explain an ex-
ample usage case and point to open issues in the context of EA change
events.

Keywords: enterprise architecture, model maintenance, automation,
documentation, model quality, event, data collection.

1 Introduction

A major problem in Enterprise Architecture Management (EAM) practice is,
according to a literature review [1] and a survey [2], to create and to maintain
an EA model that is both up-to-date and of adequate quality to answer the
relevant strategic questions. Complexity of the EA, the dispersed nature of EA
information in organizations, and inadequate tool support are the main reasons
why EA documentation is a time consuming and costly effort. Recent empiri-
cal studies have shown that these documentation efforts are still dominated by
manual data collection and manual entry in EAM tools or models [3,2]. In many
cases the maintenance of the models, i.e. the response to changes in the EA, is
incidentally triggered due to the lack of specified data collection processes [3].
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To reduce effort of manual data import, today’s EAM tools support the import
of structured information from files or even external systems such as Configu-
ration Management Databases (CMDBs). In addition, researchers have recently
started to investigate more elaborated support mechanisms for automatically
collecting EA data from runtime systems [4,5] and assuring its quality [6]. The
approaches from practice and research have in common that they rely on EA
data sources that are able to provide structured information which is mapped
into the EAM tool.

Although these are promising approaches to reduce the manual data collec-
tion effort and to increase the data quality, we argue that the full spectrum of
automation support can only be reached by also leveraging information from
(management) information systems of IT operations that cannot provide struc-
tured information. Such systems can act as sources of EAM-relevant change
events, which can be used to initiate EA model maintenance workflows at the
right time, and thus increase the actuality of EA models. Examples are the events
of project inception as well as project completion.

In this paper we present a first classification of such EA change events, list ex-
amples of relevant events and present a process for triggering model maintenance
workflows from such events. The contribution of the paper is hence threefold.
First, we establish the terminological and conceptual basis for future research
on EA change events by analyzing events in organizations with regard to their
granularity and their impact on the EA level. Second, we apply this basis on a
non-exhaustive list of EAM-relevant events. Third, we propose a workflow that
forms the basis for a tool implementation for (semi-)automatically processing
events for model maintenance. Practitioners can use the presented list of events
to identify and analyze potentials for leveraging event-based EA model mainte-
nance workflows. Also, EAM tool vendors can build on the proposed workflow to
include event-based model maintenance in their products. We also discuss open
issues that are relevant for fellow researchers.

The following definition of an EA change event applies in the remainder of
this paper:

Definition 1. An EA change event is a state change pertaining to elements in
the scope of the organization-specific EAM approach or to properties character-
izing such elements. The state change originates from an information system of
the enterprise.

The remainder of this paper is structured as follows. In Section 2 we revisit
related work on EA change, on EA model maintenance and on events in the
context of EAM. Based on the insights gained, we establish our conceptualiza-
tion of EA change events and provide a classification centering around event
origin and event impact in Section 3. In this section we further present our non-
exhaustive list of EA change events found in literature. The Sections 4 and 5
present a workflow for processing these events and give an example case for its
usage, respectively. Section 6 summarizes the findings, highlights open issues in
the presented workflow, and briefly outlines how these issues can be addressed
in future research.
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2 Related Work

A related field in EAM research is the field of EA change propagation. In [7] de
Boer et al. present an approach to calculate the impact of a change in Archi-
mate [8] models, in order to compute the ripple effect on other model elements.
The primary focus of the publication is enabling simulations and not mainte-
nance of EA models. Dam et al. [9] apply change propagation rules in their EA
modeling language to calculate necessary changes to related model in elements to
maintain consistency of the EA model. Both approaches focus on change events
which are internal to the EA model and not on ones that happen in related
information systems in the enterprise itself.

Fischer et al. present a federated approach for the maintenance of EA mod-
els [10]. The approach includes the collection of data from external sources that
are integrated with maintenance processes in regular intervals. These processes
may be triggered by “special events”. A description of the type and origin of
these events is, however, not given.

The EAM pattern catalog of Technische Universität München [11] presents
several EA management patterns that apply to coarse-grained change events,
resulting from or being part of projects. Projects are used as means to perform
EA planning and creating a roadmap of the intended change of the EA. The
patterns for EA roadmapping are furthered by Ernst and Schneider in [12],
providing additional detail on the process of establishing such roadmap. While
the corresponding patterns sketch how projects are modeled and project-induced
transformations can be reflected, neither a refined classification of change events
nor a discussion on additional sources of events is undertaken.

Sousa et al. [13] present a tool supported methodology to create time-based
views on the enterprise architecture. They recognize that “IT projects are the
best entity to report back the (EA) changes in some normalized form”. The
authors argue that IT-projects should contain concrete references to the elements
of the EA they are intending to change. We agree with the authors that, if this
is achieved, events indicating the inception and end of IT-projects can act as
triggers for EA model maintenance processes.

The Open Group Architecture Framework (TOGAF) [14] takes a project-
centric approach to EAM and does therefore not focus on maintaining an EA
model. TOGAF nevertheless provides mechanisms to align the current EAM
project with other running projects in dedicated phases of architecture develop-
ment. In particular, phase F “migration planning” establishes a link to related
projects and collects “change requests” from these projects and programs. The
necessary changes are subsequently processed in the phase and incorporated as
changes into the overall EA. The requirements management activity of TOGAF’s
architecture development method further describes steps to be taken, in case a
changed requirement is detected. While these steps describe that the impacted
part of the EA as well as the affected phase of architecture development has
to be determined, information about the sources of such changing requirements
(“can come through any route”) and details about how to assess their impact
on the EA are not provided.
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Winter et al. [3] used a questionnaire to collect data on events that trigger
EA model maintenance activities. Their findings confirm that in the majority
of cases, maintenance is executed “on demand”(59,5%). This implies that main-
tenance processes are not well defined in many organizations. Other mentioned
triggers are “when a person in charge triggers it”, “when a project is finished”,
“when the circumstances or goals change” and “annually”. This gives a range of
triggers that includes fully organizational triggers (“annually”,“when a project
is finished”) to triggers that are incidental (“on demand”). Winter et al. do not
further discuss how these events can be classified or organized to better support
EA model maintenance.

According to [15] Buckl, EA management is a typical management activity,
which decomposes into the activities describe & develop, communicate & enact,
and analyze & evaluate. The workflows constituting these activities are initiated
by different kinds of triggers: event triggers and time triggers. Triggers of the
latter type are activated, whenever a predefined amount of time has passed, i.e.,
they are used to define regular workflows in EA management. Event triggers in
contrast link the EA management processes with each other and with related
enterprise-level management processes, like project portfolio management. Such
linkage is established based on the artifacts, which the different management
processes create. For example, the proposal of a new project to project portfolio
management can be configured as triggering event for performing an architec-
ture analysis of the project. While Buckl et al. further provide a language for
describing the workflows, the events are neither discussed nor modeled in more
detail.

In [16] the authors establish a perspective on EA transformations centering
around the assumption that “elements of the EA do not change accidentally”, but
are changed by change actions, such as projects and working packages. While the
authors do not elaborate on the nature and variations of such actions, the idea is
furthered by Aier et al. in [17] in discussions on EA transformation planning. The
workpackage as the driver for EA transformation, more precisely its completion,
is discussed and embedded into the context of a management method that relates
to methods from neighbouring disciplines. Aier et al. further outline that while
the workpackages may have impact on the EA model, depending on the level of
detail at which the EA is modeled, the packages themselves may not be “visible”
in the EA model. This means that the packages are too fine-grained to be subject
of EAM, although their impact is EAM-relevant.

Several recent papers target the automated collection of structured data from
existing data sources in organizations. In [18] we present processes for collect-
ing such data and assuring its quality with semi-automated processes. However,
this work only focuses on structured data and does not consider event sources.
No specific data source implementation is described. In contrast, the works of
Buschle et al. [4,5] explicitly discuss the usage of a network scanner and an
enterprise service bus (ESB) as sources for structured EA data. Again, these
publications focus on the direct inclusion of structured data into the EA model,
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without considering change events from information systems like project portfo-
lio management tools.

In our previous work on the concept of Living Models [19] we have emphasized
the importance of embracing change events in the management of models in the
software engineering domain. In this work, however, we targeted models from
the software engineering space and did not apply the event concept on EA model
management.

3 Event Types

Events, in particular change events, play an important role in understanding
enterprise transformation. In this section we first discuss what actually makes
an event EA-relevant with respect to its granularity level of occurrence and its
impact on the EA. Further, we present a list of such EA-relevant events and
discuss the dimensions for this classification.

Events can be approached from two different perspectives: firstly regarding
the area-of-interest in the EA, on which they have impact ; secondly regarding the
area-of-interest in the enterprise, from which they originate. As means to classify
events according to former dimension, we apply the structuring framework out-
lined by Winter et al. in [20]1. In this sense, each event whose change pertains to
coarse-grained elements of the enterprise as covered by the organization-specific
EAM approach, can be considered an EA change event. Such events are preva-
lent in the process of enterprise transformation (planning) as Aier et al. discuss
in [17]. The information model supporting the process identifies the workpackage
as constituent of a project as the driver of enterprise change. With the finalization
of a workpackage, i.e., the completion event, the changes performed in the work-
package become effective. The completion of workpackages is relevant for EAM,
if the element to which the workpackage applies, is part of the area-of-interest
covered by the EA model, e.g. is an information system, business process, or
infrastructure element. Change events not applying to relevant elements of the
EA have an impact “below” the scope of EAM, and may hence be excluded from
considerations, while other events can be categorized regarding the EA layer on
which they impact. Figure 1 illustrates the relationship of the granularity layers
in which the events occur and on which they impact. The figure shows this with
examples from the infrastructure and information system EA layers. In the lower
box one can see the Technical Service Change event that originates at the lowest
granularity level and has no impact on the EA level. On the other hand the event
of a New IaaS Instance might have impact on the EA level since it might, for
example, entail the usage of a new technical platform. The second example in
the figure shows events in the information system layer. Here, the event of a re-
solved EA-relevant change ticket and the event of a newly acquired information
system license are depicted. In both cases the events stem from sources that are
below the EA level but have impact on the enterprise architecture level.

1 Alluding to Figure 1 in [20].
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Fig. 1. Event origin and impact layers

As Aier et al. also outline in [17], even workpackages whose change impact does
not pertain to the EA level, can be of interest for EA management. Ernst and
Schneider detail this in [12] describing patterns for roadmapping the evolution
of the EA. Change activities (called “projects” there) that do not structurally
change the EA, but affect EA-relevant elements on a level “beyond” the EA-level,
can be relevant for EA management, when it comes to managing the evolution
of the EA. Such activities, for example long-lasting maintenance activities for
information systems, have to be aligned with transformation activities in a way
that they do not interfere with each other. In this sense, not only the granularity
of the impact but also the granularity of the activity itself forms a dimension
of differentiation, along which change events can be distinguished. The granu-
larity of the activity itself is closely related to the source, from which an event
originates. As stated by Hanschke in [21] EAM must be linked with neighboring
enterprise-level management processes. Milestones originating from neighboring
processes raise events that imply changes to the EA, either pertaining to the
current state or to planned states of the EA. Typically, the neighboring pro-
cesses are supported by dedicated information systems that can act as sources
of events.

Latter differentiation of the state of the EA, to which the event applies, raises
another dimension of differentiation for EA change events. Events targeting the
current state of the EA describe changes that actually apply to the enterprise
AS-IS. Conversely, events targeting planned states of the EA describe intended
changes that shape the future enterprise, i.e. the TO-BE enterprise. As outlined
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by Aier and Gleichauf in [22] such differentiation is particularly critical in the
context of enterprise transformations to distinguish between EA states, which are
already confirmed and ones that may be diverted to WILL-BE states different
from the plan. From a tooling perspective this implies that changes triggered by
TO-BE events have to be reconciled once completion is reached.

The perspective of the events’ impact further gives rise to a more technical
differentiation and classification of events. Different effects can be distinguished
along the operations which result from processing the event in a workflow. Events
can be confined to operations that add, update, or remove elements of the EA,
or can be generic, meaning that the actual effect on the EA model consists of
operations of different types. As part of our conceptualization of EA change
events, we further detail the operations via implications that provide typical
statement-question sentences that can help a user in processing an event of the
particular type. If, for example, a user added a new information system to the
model as a result of an IS acquisition event, possible implications are described
in questions like: “You have added a new information system (IS). Are there
new business services provided by this IS? Which infrastructure elements support
this IS?”.

The conceptualization of events is completed with context information that
details the event. Such information is usually not well-structured as opposed
to information drawn from typical EA data sources [4,5]. Exemplary context
information might be the non-normalized name of an information system, in-
frastructure element or business service. Information of this kind is difficult to
process by machines. Humans, on the other hand, are able infer more in con-
junction with the information on the data source. For example, a person might
know which stakeholder to ask for more information, delegate the processing to a
more appropriate stakeholder or might know where to find documentation which
contains relevant information. Hence, for humans only little context information
can already improve the processing of events.

3.1 Event Sources

In the following, we provide a non-exhaustive list of tool-supported neighboring
enterprise-level management processes that can act as sources of EA change
events. For each of the processes, we provide references to the literature, which
justifies our claim of being a relevant source.

Project Management Tools. In line with Sousa et al. [13] we argue that
projects are the fundamental drivers of architecture change. Hence, infor-
mation systems that are used to manage projects are highly relevant sources
for events. Large organizations in particular employ Project Portfolio Man-
agement (PPM) tools to manage their, often large, array of running projects.
The core problem with events from such tools is the difficulty to tell which
project is actually architecture relevant and thus produces relevant events.
However, we argue that if the concept of architecture change projects is
embedded into the project planning efforts in an organization, the needed
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information can be naturally integrated with project descriptions. For exam-
ple, the project description of a change project should hold a list information
systems that will be changed in the course of the project.

Release Management Tools. Release management tools are used to plan the
delivery of new information system releases in large organizations. Hence,
these tools can provide timed events which refer to the solutions that are
planned or delivered. This information can be used to trigger manual update
processes on the EA model. Hanschke [21] as well as Aier et al. [17] discuss
the need to align planning of the enterprise IT, as part of EAM, to be aligned
with release planning.

License Management Tools. Large organizations often deal with an ample
amount of off-the-shelf applications for which licenses have to be acquired
and renewed on a regular basis. Newly acquired licenses are an indicator
of a new software product acquired by the organizations. Expired licenses
on the other hand indicate that a software system is retired. This type of
information can be used to produce timed events that imply changes to
the EA model as stated in [23]. Note that according to [23] buying a new
application possibly implies the support for new business functions and new
infrastructure might be needed to be set up. This kind of reasoning can be
used to suggest model changes to the user that is processing the event.

Change Management Tools. Change Management tools are used in the con-
text of ITIL [24] in order to optimize the process of implementing change
in the IT-landscape. Depending on the granularity of the managed changes,
the lifecycle of the change can be a valuable source for EA change events.
Change events from this source might be of advantage to track changes that
are not stemming from large scale projects but rather are the result of quickly
needed architecture fixes. These events are an example for events where the
granularity is potentially below the EA level, but the impact might occur at
the EA level.

Service Management Tools. In today’s organizations IT-services are often
managed in services management tools according to ITIL [24]. Changes in
these tools are likely to be the result of structural changes in the EA. They
can be used as EA change event triggers similar to the other tools described
above.

Organizational Management Tools and Directories. Mergers and acqui-
sitions as well as intra-organizational restructuring can have profound impact
on the dependencies between the business and IT artifacts of an enterprise.
Hence, the organizational structure including the major organizational units
are often modeled as part of an enterprise architecture model. Changes to
the organizational structure are often reflected in human resource manage-
ment (HRM) tools or directories such as LDAP and can thus be used as
event sources. Buckl et al. discuss in [25] how organizational restructuring
rises implications in the EA and hence has to be addressed as part of EAM.

Enterprise Service Bus & SOA Registries. In today’s organizations the
concept of Service Oriented Architecture (SOA) is finding widespread adop-
tion. Therein, it is common that communication between applications is
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mediated via service buses [5] and technical services are registered in SOA
registries for re-use. If major changes occur to these runtime configuration
systems, it implies a restructuring of the application landscape. Such bulk
changes could be utilized to trigger an EA change event. The granularity of
the changes made in these systems is another example for changes that are
made below the EA-level but can have an impact on the EA-level.

EAM Tool. An EAM tool itself can be the source of EA change events. For
example, as proposed in [26] expiry dates can be attached to EA model
elements. This information can then be used by an EAM tool to fire events
which indicate that a specific model element needs to be reviewed, because
it has not been changed for a long period of time. Similarly, an EAM tool
can fire scheduled events that prompt stakeholders to check the correctness
of a specific range of model elements as part of scheduled EA maintenance
cycles.

Note that the availability of such tools differs from organization to organization.
Hence, a generic statement about the applicability of an event source is difficult
to make.

3.2 Non-exhaustive List of Events

The conceptualization outlined above frames the dimensions along which a list
of EA change events can be structured. Table 1 provides such list without claim
to cover all relevant EA change events. The table is structured as follows: the
leftmost column contains the names of the events ordered by their data sources
(detailed in the second column).

The third column lists the kinds of operations that can result from an event.
Column four indicates on which areas-of-interest in the EA the operations can

apply.
Column five distinguishes between AS-IS and TO-BE events. Here, it has to

be noted that in some cases a clear distinction cannot be drawn, for example in
the case of a new software license being acquired. This event may result in a new
AS-IS model element in case it is a Software as a Software (SaaS) information
system which is immediately usable. If it is a traditional system that needs to
be set up and deployed, it might lead to a TO-BE model element.

Implications for the EA model and human-readable context information are
described in columns six and seven of the table.

Also note, that not all of the listed event sources should be used in conjunction,
since this is likely to cover overlapping areas-of-interest. Therefore, to produce
overlapping events, and thus require additional work of constraining event firing
(see Section 4). Hence, event sources should be implemented with this problem
in mind. In addition please note, that we only listed events where we estimated
a high percentage of cases where the event can be detected and appropriately
used. For example, for the Technical Services we included the operations add
and remove, but not the update operation. We chose to do so because we argue
that updates for technical services are at such a low level of granularity that
they are very unlikely to appropriately map to the EA level.
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4 Event Processing

Different neighboring enterprise-level management processes and the informa-
tion systems supporting them can, as discussed above, be sources of EA-relevant
events. The workflow presented in this section can be used to process these events
taking advantage of their description along the dimensions of our conceptual-
ization. Event-processing is thereby considered a manual task, with users taking
two key roles:

Event processors are assigned to process an event. The event processor can
decide whether the event is relevant, whether it should be delegated to a more
appropriate user or, most importantly, change the EA model in response to
the event. Event processors can also decide that specific event types should
be blacklisted in order to block future triggering of irrelevant events. The
automated selection of the appropriate group of users as the processor for
a specific event should be based on the context information of event source,
event type (according to Table 1) and the target EA-layer. In [26] we propose
an EA meta-model that provides concepts for the assignment of users or
roles, to specific model element instances, model element types or a ranges
of instances and types. The later we call areas-of-interest. We argue that
these areas of interest can be used to assign task processing users or roles at
the model level.

Information providers are stakeholders that have additional knowledge on
the changes but are typically not involved in EA activities. These providers
are contacted when additional knowledge is needed about a specific event.
Typically these stakeholders are contacted outside the realm of the EAM tool
task management system. In some cases events can contain the information
on who is an appropriate information provider.

Users of both roles are involved in the event processing workflow, shown in Fig-
ure 22. The workflow processes an EA change event received over one of three
types of event triggers. A Source Initiated Event is pushed by the source infor-
mation system to the workflow system in the EAM tool; the EAM Tool Internal
QA Event that is fired from within the EAM tool itself, and the Scheduled Re-
trieval of Events where the workflow engine actually pulls events from external
sources, e.g. by processing log-files.

In its first step an automatic analysis of the triggering event assesses whether
the event type has been blacklisted. Such assessment considers the event source
and context information and terminates the workflow if a blacklisting is diag-
nosed. Otherwise, the workflow determines suggestions for the needed model
change, based on the type of event and the context information. Examples for
such suggestions can be seen in Table 1. These suggestions form the basis for the
manual processing of the event and for the changes to the EA model performed

2 The diagram applies the BPMN [27]. The rhombi denote XOR gateways. Tasks with
a cogwheel-, human- or hand-symbol denote automated, manual or offline tasks,
respectively.
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in later steps. Based on the same data, event processors are assigned with the
task to process the potentially relevant event. In the next step the assigned user
can accept the task, skip it, delegate it to another user/role, or directly put it
on the blacklist. If the assigned user accepts the task, she needs to respond to
the event processing task by changing the EA model manually. In parallel the
user can consult information providers offline and access the information system
that initiated the event or other documentation to get further information on
the EA changes.

After a model change was performed by a responsible user, the workflow con-
tinues with giving recommendations on relationships in the EA model that have
to be maintained in order to ensure model consistency. The recommendations
are based on the actual model change performed as part of executing the task.
Again, the assigned user (event processor) can delegate the task of maintaining
the relationships to other roles.

5 Example Case

In this section we present an example case for the usage of EA change events in
conjunction with an EAM tool that implements the workflow presented in the
previous section. The case was inspired by discussions with enterprise architects
of a German insurance company.

The organization uses a project management (PM) tool that allows to manage
the lifecycle from planning to release of multiple development projects. During
the planning phase it is of importance that information about other architecture
change projects is known in order not to waste resources. This is why information
about required infrastructure and to-be-changed software artifacts are captured
in the tool during the planning phase.

At a point in time, the replacement of the legacy Human Resource Manage-
ment (HRM) information system is planned in the PM tool. The plan consists
of the replacement of the old system with a new to-be-built system at a given
deadline and the allocation of new virtualized hardware. When the project plan
is approved the project is changed manually from the to-be-approved state to
the planned state in the PM tool. This change fires an event to the EAM tool.
It contains the name of the project, the link to the project in the PM tool, con-
text information such as the project description, the affected elements as well
as the business unit that owns the project. Consecutively, the EAM tool cre-
ates a model change task in its task queue and notifies the architect (Andrea
Archmeister) that is assigned to projects of the respective business unit.

Andrea opens the task via the link provided in the task notification email
and is presented with the context information of the task. In order to get more
detailed information on the project, she opens its description in the PM tool
via the link provided in the task and begins to model the TO-BE architecture
in the EAM tool. As she models a TO-BE information system, the EAM tool
reminds her to think if new business services or functions are covered by the new
IS and also about its connections to other IS and the infrastructure it will be
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deployed on. The first two questions she can answer by the project documenta-
tion. However, the information on the infrastructure is not sufficient to model it
clearly. Hence, she delegates this task to her colleague (Ines Infrastructure) that
has been involved with the infrastructure planning of the project. Ines knows
the architecture of the project and can thus model the TO-BE infrastructure
correctly. She thereby finishes the task.

The same scheme is executed when the project moves from the planned state
to the completed state eight months later. Since Andrea has already accepted
a task for the same projects (matched by its name), she receives another task
to transform the TO-BE elements, she modeled before, to represent the current
state. In this case she does not need to further delegate the task since she has
been involved with the infrastructure change management in the meantime.

Note that due to the event based nature of the system the changes to the
EA model can be made when they are approved, for example at the same day,
as opposed to the annual or incidental triggers discovered by Winter et al. [3].
Of course, this is the optimal case, however we argue that the specific usage of
model change tasks in conjunction with notifications can enhance the EA model
actuality significantly.

6 Conclusion and Future Work

In this paper we have presented the first account on using architecture change
events to drive EA model maintenance processes. We highlighted that related
work in the field of EA documentation focuses on the collection of structured
data which is not always at hand in adequate granularity and quality. Based on
this, we argued that using events from (management) information systems of IT
operations can be used to initiate EA model maintenance processes more timely
and provide some context information for the interpretation by stakeholders. In
particular events can be used to improve activities of collecting relevant infor-
mation for EA models and to increase the quality of the maintained EA models
regarding actuality.

The classification and the workflow presented in the paper provide a relevant
starting point for future research, but critically depend on several key issues
being solved in order to realize the full benefit for EA model maintenance:

Identifying appropriate event processors: When an EA change event is
processed by the workflow, it must determine a role or a user that is best
suited for processing the event. In the best case a person who is the owner
of the changed artifact is chosen. This person naturally has the best knowl-
edge on the changes and the relation of the element to other EA elements.
However, this is a difficult task because this mapping is not always available
from events. The EA meta-model we present in [26] is a starting point for
the task assignment problem by enabling the assignment of user or roles to
areas-of-interest in the EA model.

Relating events to existing model elements: A similar problem arises
when trying to relate events to already existing elements in the EA reposi-
tory. In many cases only string similarity matching between the names of the
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changed element in the events source and existing elements in the repository
may provide some automated hints.

Event overflow avoidance: Depending on the number of event sources and
the sensitivity of event triggers the number of events can grow too large. A
balance has to be found between which events to fire and which to blacklist
in order avoid that involved persons spent too much time on blacklisting
events, thus reducing acceptance.

Event after manual change: Another problem in practice occurs when events
are produced for changes that have already been manually applied to the
model. For example, in the case of a planned project event, a user that pro-
cesses a task might have already have modeled the TO-BE hardware. If the
hardware buying list is implemented as a source for events, the event of the
newly acquired hardware could be fired although the respective hardware
has already been modeled. Hence, the second event is superfluous.

Addition and removal events: In some cases only the event for addition or
removal of an element can be detected but not always both. It should be
the goal that the full lifecycle of a model element, i.e., planned, running,
retired is covered by some form of automation. Such automation could be
the structured data import presented in [4,5], events presented in this paper
or expiry events proposed in [6].

EA modeling suggestions: A research topic that is not only relevant in the
context of events, is the question of how suggestions for further modeling
actions based on previous changes to the model and domain knowledge can
be generated. The work of Dam et al. [9] is an interesting starting point in
this direction.

We regard above issues to be best addressed with practical research. As the next
step for enabling such research we plan to implement the workflow within an
existing EAM tool and to evaluate the implications of workflow automation in
practice.Based on the findings from the practical application, we seek to refute
the practical relevance of several of the issues described above, as well as to
identify solutions for relevant issues.

Acknowledgements. The authors would like to thank Waldemar Lohrer, Fred-
erike Nickl and Rolf Wassil of Swiss Life Germany as well as Lukas Schwaiger
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Abstract. Dealing with change is a major concern in enterprise architecture. As 
organizations face increasingly fast-moving environments, systematic frame-
works are needed to manage change at many levels. Recent advances in data 
analytics and business intelligence enable organizations to gain deep insights 
quickly and recognize needs for change, and to take actions in response. Cur-
rent enterprise architecture approaches have limited ability to model and reason 
about the adaptiveness that is available or desirable in various parts of an enter-
prise. In this vision paper, we attempt a preliminary characterization of an adap-
tive enterprise, so as to stimulate debate and research towards EA frameworks 
that explicitly support adaptiveness as a design goal. Initial ideas to adopt and 
integrate modeling constructs from system dynamics and goal-oriented and 
agent-oriented requirements engineering are outlined.  

Keywords: enterprise architecture, adaptive, system dynamics, social actors, 
goal-oriented requirements engineering, business intelligence, modeling. 

1 Introduction 

Dealing with change is a major concern in enterprise architecture [1, 2, 3, 4]. As many 
organizations face increasingly dynamic environments, they seek ways to become 
more agile and adaptive [5].  

Recent advances in business intelligence and analytics technologies [6] enable 
organizations to gain insights into their environments as well as internal operations 
much more quickly and in much greater depth than before, drawing upon vast 
amounts of data from diverse internal and external sources. Actions resulting from 
these insights often require changes to IT systems that support business activities or 
implement business processes. However, current use of BI and analytics technologies 
are typically not systemically coordinated with operational IT systems to exploit the 
kinds of adaptive capabilities that various IT systems can or cannot provide [7].  

A major opportunity exists for the field of enterprise architecture to provide me-
thods and frameworks to assist organizations to achieve the adaptiveness that is 
needed for them to succeed and excel in fast-moving environments, taking advantage 
of the rapid and widespread adoption of BI in recent years, as well as the availability 
of increasingly adaptable IT system technologies – such as cloud computing, service-
orientation, and adaptive software technologies.  
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EA should not treat BI as merely another class of data-intensive applications to be 
managed and governed among the many other classes of applications. Its special sig-
nificance in a business conception of the enterprise must be fully reflected and ex-
ploited in an EA framework. From an adaptation viewpoint, recent BI technologies 
vastly expand an enterprise’s ability to sense and interpret its environment, thus en-
hancing decision making. Together with IT systems that execute business operations 
and processes, a BI-enabled organization can potentially achieve a high degree of 
adaptiveness through closed-loop monitoring and enactment.  

The field of EA is well positioned to bring about such an integrated approach to the 
adaptive enterprise because of its explicit commitment to view IT systems in a busi-
ness context. An adaptive enterprise architecture needs to coordinate and orchestrate 
technologies for sensing, interpreting, and decision making on the one hand, and 
technologies for implementation and execution on the other, while recognizing their 
distinct and complementary roles at the business level.  

To realize the vision of an EA approach to guide the BI-enabled adaptive enter-
prise, we face considerable research challenges. The main objective of this paper is to 
attempt a preliminary characterization of the adaptive enterprise, so as to stimulate 
debate and research. Section 2 introduces several sample enterprise settings to illu-
strate and motivate the vision. Section 3 reviews existing work on enterprise adap-
tiveness. In section 4, we propose a number of characteristics that a framework for 
adaptive EA should address. Research challenges and possible directions are dis-
cussed in Section 5. We conclude by outlining future work. 

2 Sample Settings 

Consider first a telecom company offering mobile services. This is a highly dynamic 
business sector where competition is fierce, and new generations of technologies can 
lead to fundamental shifts in the competitive landscape. Smaller operators can target 
niche market segments, and offer new services or innovative pricing plans. Quality of 
service is often a concern [8]. Customer concerns and complaints need to be kept in 
check, as the reputation of the company can quickly erode from negative publicity 
over social media channels. Public response - from customers as well as investors – 
would be of great interest, for example, immediately after a product release by the 
company or by any of its competitors. In highly dynamic business sectors, these kinds 
of market dynamics can unfold over a very short time period, for example within days 
of a new produce release. 

BI technologies today enable mobile operators to monitor sentiment on social net-
working sites such as Twitter and Facebook to raise early warning and observe trends, 
regarding specific product offerings, customer service quality, as well as overall com-
pany reputation [9]. The analytics results can be drilled down to determine the cus-
tomer segment that is of interest, e.g., whether disaffection is originating from new 
customers, younger customers, high-value customers, and so on.  

External intelligence can be correlated with internal data such as actual complaints 
received, new subscriptions and account cancellations, service switching, etc. Based 
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on such internal and external intelligence, the company would formulate courses of 
action – e.g., to adjust product offerings or bundles, add variations to the pricing plan 
or terms, change the way it interacts with certain classes of customers, target particu-
lar groups with marketing campaigns and promotional offerings, etc.  

Most of these response actions would involve changes to enterprise IT systems, 
particularly where business operations are highly automated, e.g., customer self-serve 
web-based systems.  

From a business competitiveness and viability viewpoint, it is therefore critical to 
know how adaptive an enterprise is with respect to various type of change, and to 
have ways to achieve higher degrees of adaptiveness in areas where it is needed.  

BI and analytics are also widely deployed in retail and merchandising [10]. Product 
variety and novelty are constantly updated to meet changing customer tastes and 
trends. Business practices are frequently adjusted and tuned to balance efficiency, 
costs, and agility. Fashion brands such as Zara and H&M are well-known for rapid 
design cycles, achieving several cycles within a single season. Convenience stores 
such as 7Eleven use data analytics to optimize product mix and shelf displays, and to 
improve supply chain effectiveness. Among the five groups of performance metrics 
(KPIs) defined in the Supply Chain Operational Reference model [11], agility and 
responsiveness are prominent, along with costs, reliability, and asset management.  

While automation can offer dramatic gains in efficiency, they can also be obstacles 
to change, especially if business practices are embedded in legacy code. Recent IT 
infrastructures and architectures such as cloud computing [12] and SOA [13] allow a 
more granular trade-off among the many competing design goals.  

In healthcare, data analytics are used to monitor and report on quality of care, with 
metrics on wait times, mortality rates, infection rates, resource utilization, and 
so forth. Hospitals need to frequently adapt processes to meet performance targets, 
to respond to regulatory and policy changes, as well as new diseases, drugs, and 
epidemics [14].  

In all of these settings, different kinds and degrees of adaptiveness are needed in 
different parts of the enterprise. Adaptiveness is a desirable design goal but it must 
compete with other design goals. Changes may be gradual or abrupt, frequent or occa-
sional, short-term or long-term. A systematic framework to needed to help the BI-
enabled data-driven organization to model, analyze, and design its adaptiveness cha-
racteristics, in conjunction with other desirable enterprise objectives.  

3 Related Work 

Facilitating change and adaptiveness has been an ongoing theme in enterprise archi-
tecture. While most works in EA acknowledge the need for adaptiveness, few provide 
modeling and analysis support to achieving adaptiveness in specific ways.  

For example, the recently updated standard for EA modeling, the Archimate 2.0 
language [15], has no provision for expressing or reasoning about change or variabili-
ty. The main construct for expressing dynamics is the element “business process”. 
One cannot indicate that options are kept open at various points in the process to 
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allow for adaptation. .In designing an adaptive enterprise, one would want to be able 
to reason about what variabilities to build into what processes, and at what time point 
or stage a commitment should be made to exclude further choices. The Architecture 
Development Method (ADM) in TOGAF [1] provides guidelines for major architec-
tural change, but not for the ongoing adaptations that occur within many other kinds 
of time cycles. 

The notion of adaptive enterprise architecture has been proposed and advocated. 
For example, Wilkinson [16] proposes a particular approach for designing an adaptive 
enterprise architecture, by exploiting the adaptability of service-oriented computing 
infrastructure. Hoogervorst [4] argues for the need to integrate business and IT views 
to enable agility and change, echoing the general EA approaches.  

To the best of our knowledge, no enterprise architecture framework has been pro-
posed that recognizes the sense-and-interpret role of business analytics to form a 
closed-loop with business execution, which together can be used to meet adaptiveness 
requirements specific to particular organizations.  

In the management literature, Haeckel [17] has argued for a sense-and-respond ap-
proach to adaptive enterprise. Pantaleo [18] provides a number of case studies on 
agile enterprise. Lee [19] argues that the best supply chains are agile, adaptive, and 
aligned, and lists some methods for achieving each in the context of supply chain 
management – e.g., postponing design decisions to take advantage of last-minute 
market data, as practiced by apparel brand companies such as H&M and Zara. Con-
cepts and principles for the agile enterprise have also originated from the manufactur-
ing industry, e.g., [20]. A number of studies have considered the role of IT in business 
agility, e.g., [21], [22].  

These works offer a rich body of ideas, concepts, principles, and case study illu-
strations to draw upon. However, they do not provide the detailed analytic support 
that a model-based enterprise architecture approach could.  

4 Characteristics of the Adaptive Enterprise 

In this section, we propose some key characteristics of the adaptive enterprise that are 
not easily accommodated in current EA frameworks. In doing so, we aim to character-
ize the problem for the EA researcher – what should an EA framework for the adaptive 
enterprise be able to do? What issues should it encompass? The informal description in 
this paper will need be formalized in future work.  

To begin, an adaptive enterprise needs to recognize the dimensions and variables 
along which change may occur (diversity and variability). Since there is uncertainty 
in the anticipation of change, the architect would want to be able to choose what deci-
sions to commit to at what times, and what options to leave open. While BI greatly 
expands the sensing capabilities of an enterprise, “actionable insights” from BI should 
be linked to the actions and changes that will produce desired results.  

In architecting for adaptiveness, the architect will need to take into account bar-
riers and obstacles to various kinds of change. Investments in adaptiveness need to be 
balanced and traded-off against competing objectives such as operational efficiency. 
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Different kinds of change occur at different time scales and frequencies (levels of 
dynamics). This leads to a conception of enterprise consisting of multiple dynamic 
systems (closed loop feedback systems) each with its own scope and boundaries. Each 
dynamic system is driven by its own objectives (as measured through a set of KPIs), 
creating tension between local autonomy within each system and alignment and cohe-
rence across the many diverse systems that make up the enterprise. This includes 
issues of business-IT alignment. Finally, since each enterprise may face unique chal-
lenges, the enterprise architect should be able to treat adaptiveness as an explicit re-
quirement to be addressed using systematic methods during the architecting process. 

4.1 Diversity and Variability 

An adaptive enterprise needs to recognize and support change along all variables and 
dimensions that are relevant to that enterprise. Most complex organizations offer a 
range of products and/or services to a variety of clients/customers, and deal with 
many suppliers, channels, and payment methods, etc., all with numerous attributes. 
The innovative organization will explore different strategies and processes for 
achieving business objectives.  

The architect for the adaptive enterprise will need to support not only this diversity, 
but also changes to this diversity. There may be frequent changes to the mix of prod-
uct and services, the nature of customer relationships, and business processes and 
strategies. Multi-dimensional data analysis methods enabled by BI technologies great-
ly expand an organization’s ability to slice and dice business data, triggering initia-
tives to rethink and restructure business operations [6].  

An adaptive EA framework should provide modeling and reasoning support re-
garding diversity and variability along dimensions of interest, and about the implica-
tions and consequences of changes along these dimensions. Current EA frameworks 
have little support for reasoning about variability and diversity. Enterprise modeling 
languages such as Archimate [15] and UEML [23] do not have language features for 
modeling and reasoning about variability and adaptiveness. Research in the software 
produce line area (e.g., [24]) could provide inspiration for extending enterprise 
modeling in this direction.  

4.2 Uncertainty and Commitment 

An adaptive enterprise needs to anticipate specific kinds of changes, in order to have 
built-in provisions to allow for those changes if and when they materialize. This may 
include building flexible technology infrastructures, adopting configurable 
architectures and systems, and suitable organizational structures and training of 
personnel. All of these incur lead time, investments, and sunk costs. Sunk costs are 
expenditures that are not reversible, regardless of whether benefits were obtained. 

Yet the actual trajectory of change will be hard to predict and may be highly uncer-
tain. In an adaptive enterprise, the enterprise architect needs to decide what kinds 
of adaptations to be prepared for, and where in the enterprise they will be located. 
The preparations can be in the form of built-in provisions to handle variabilities at 
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particular points in the enterprise (e.g. at stages along a business process). These pro-
visions (e.g., choice of payment methods, interaction protocols) may or may not be 
exercised depending on the actual unfolding of circumstances. However, since there 
are costs in maintaining multiple options, architectural decisions must be made re-
garding what options to commit to at what times, and which others to leave open. BI 
can be used to reduce uncertainty by more timely and accurate monitoring of the 
environment.  

Current EA frameworks do not support reasoning about where uncertainties reside 
and when decision commitments should be made. 

4.3 Sensing and Effecting Change 

The adaptive enterprise needs to able to respond quickly and effectively to various 
types of change. Change may be originating from outside the enterprise (e.g., a 
competitive threat, a technological innovation), or internally initiated (e.g., a strategic 
initiative). One might map a causal path, from the “source” of change, to the chains of 
resulting effects. The paths are not necessarily linear, as a change can propagate in 
multiple directions and even loop back to affect the source. 

Some of the changes may be observable by the enterprise, through sensing or mon-
itoring mechanisms (e.g., patterns, trends, and outliers in shipping costs, delays, and 
breakage). Others need to be inferred and require interpretation (e.g., whether a new 
product from a competitor is a threat). 

By sensing and interpreting its environment, an enterprise (or its units) can take ac-
tions to take advantage of changes or avert undesirable effects. In so doing, the enter-
prise is intervening in its environment, participating in the changes to advance its own 
interests. In order for its actions to be effective, the enterprise needs to have some 
knowledge of what aspects of the environment it can exert control or influence, and 
the means-ends relationship between its actions and the consequences. 

IT systems are powerful instruments for effecting change. By automating business 
processes or enabling online self-service, efficiency can often be greatly improved. In 
contrast, until recently, the sensing side had limited IT support. Much of the work was 
labor-intensive - data collection from diverse sources, reconciling inconsistencies, 
analyzing for trends and patterns. Today, BI platforms and analytics tools are filling 
this gap, enabling dramatic advances in efficiency and effectiveness in sensing and 
interpreting the environment. 

Enterprise architecture for the adaptive enterprise needs to support both the sensing 
and the effecting sides of change, so that the two can work coherently to achieve the 
desired adaptiveness. Adaptation support includes sensing and interpreting, decision 
support, and then the actions to bring about the desired changes. The outcomes of the 
actions are monitored through the sensing and interpreting mechanisms, closing the 
so-called sense-interpret-decide-act (SIDA) loop [17]. The EA framework should 
support modeling and analysis of the propagation paths of change, mechanisms for 
sensing and effecting change along the paths, and properties of propagation patterns 
such as closed loop feedback.  
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4.4 Barriers to Change 

In attempting to manage and exploit change in the adaptive enterprise, it is important 
to be aware of barriers and resistances that stand in the way of change. Some changes 
are more likely to occur than others. Some change initiatives succeed while others 
fail. Barriers to change can be technological or human organizational. Developing a 
new system, modifying a business rule, migrating to a new platform – each of these 
incur different amounts of time and costs, and present different degrees of difficulty 
and risks. 

Human social and organizational barriers can include acquiring new knowledge 
and skills, and overcoming forces of habit and outdated mindsets. Resistance to 
change can also result from lack of trust, fear of job loss, or entrenched interests and 
power. 

Current EAs reflect implicit understandings about such barriers. When the under-
standing is implicit, it is difficult for the enterprise to respond to shifts in those bar-
riers. For an adaptive enterprise, the characteristics of barriers to change should be 
explicitly analyzed and managed.  

New technologies may remove old barriers, though they may introduce new ones 
or move old ones around. For example, SOA and cloud computing allow fine-grained 
control over incremental functionality and capacity. Yet the initial adoption may be a 
steep barrier for some organizations. Business rules, scripting languages, model-
driven development, and agile development methods are all examples of software 
innovations that shift the barriers to change. EA for the adaptive enterprise should 
explicitly analyze how these software practices will contribute to adaptiveness in the 
particular business setting. From a modeling viewpoint, barriers may be treated as 
preconditions that must be satisfied for particular change options to become valid.  

4.5 Adaptability Trade-Offs 

In adopting a technology system, one may expect a leap in productivity, a significant 
speed-up in some process, reductions in delays and error rates, and so forth. However, 
the gains are often obtained at the expense of flexibility. Most automation 
technologies require pre-defined activity steps. Conditional actions and exceptions 
can be accommodated only if the conditions are known so that responses can be pre-
determined. Since the days of legacy systems, various software advances (some noted 
above) have emerged to provide greater flexibility and adaptability [25]. 
Collaboration mechanisms support interweaving of human and automated actions to 
accommodate even greater uncertainty (e.g., in workflow and business process 
management systems).  

In choosing one type of technology over another, an architect is making a number 
of trade-offs regarding adaptability, efficiency, quality, costs, risks, etc. 

In current EAs, such trade-offs are implicit. For the adaptive enterprise, there 
should be support for analyzing such trade-offs. An enterprise architect should know 
the adaptability properties of each class of technology (generically) and the actual 
adaptability of the systems when implemented in the particular enterprise. 
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4.6 Multiple Levels of Dynamics 

Some changes happen within a short time interval while others occur over a longer 
time frame. Many changes are recurrent, so they can be thought of as occurring in 
cycles. Thus some types of changes have short cycle times while others have long 
ones. Change can be gradual or abrupt. 

The enterprise architect needs to recognize different rates of change as well as 
cycle times for each kind of change so as to provide appropriate adaptation support. 
Different rates of change or timing cycles could mean different ways of using BI and 
different analytics techniques for the “sensing and interpreting” side, and adopting IT 
systems with suitable adaptability characteristic on the “action” side. 

Since different kinds of changes occur along different time frames, there 
are changes whose entire cycles occur within a single cycle of a slower, longer time 
frame kind of change. For example, incremental business process improvements can 
occur without necessarily requiring a major system redesign. Many new system 
development and deployment could occur within an enterprise architecture redesign 
cycle. 

For an adaptive enterprise, the enterprise architect needs to recognize that for each 
type of change and adaptation, what elements are in motion, and which ones are (rela-
tively) static or constant. Those elements that are assumed to be constant are in fact in 
motion over a longer time frame, in a different kind of change cycle. However, for the 
purpose of managing changes within a certain range of rate of change, these other 
elements can be assumed to be stable or fixed, and thus omitted from the modeling 
and analysis of the dynamics. 

To carry this perspective further, business transactions constitute a fundamental 
type of activity cycle in an enterprise, even though they are not normally thought of as 
“change”. Business processes and workflows are instantiated thousands of times a 
day, while the process definition remains unchanged. For an incremental process im-
provement, one may have to assume that the software must remain largely unchanged. 
In designing a new system, the designer needs to work within the constraints of a 
given platform and enterprise architecture guidelines and rules. Common distinctions 
regarding operational, tactical, and strategic decision making also reflect dynamics at 
different time scales [26].  

We may view the different types of change in an enterprise in terms of “orders of 
dynamics”, with the longer-term slow-moving changes belonging to the higher-order 
dynamics. The adaptive enterprise architect needs to understand and coordinate these 
different orders of dynamics, enabling them to work coherently and not at cross-
purposes. For example, historic data accumulating the purchase patterns of customers 
of a certain demographic can be used in combination with daily current sales to make 
promotional offers to a particular customer in a real-time BI application. 

The way the various kinds of change falls into different orders of dynamics with 
different time cycles can vary from one enterprise to another, although there can be 
generic patterns – from sales transactions to product cycles to various planning cycles. 
As hinted at above, the rates of change and hence the cycle structures result from 
barriers to change. These barriers to change are themselves subject to change. 
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4.7 Dynamic Systems, Boundaries and Closure 

The idea that there are regular patterns of change or dynamics that fall into different 
time scales and cycles suggests that an enterprise can be viewed as a collection of 
dynamic systems. For example a team responsible for the performance of a business 
process, with its attendant KPIs (key performance indicators), can be viewed as a 
dynamic system. Dynamic systems can be modeled and analyzed using well-
established techniques such as causal loop analysis (e.g., reinforcing and balancing 
loops) and stock and flow analysis (e.g., rates of change) [27, 28]. The strategic 
management process would be an example of a dynamic system that operates on a 
longer time cycle with a broader scope.  

The general availability of BI technologies across the enterprise would enable 
every business unit or manager to treat his/her operations as a closed-loop system – 
sensing the environment to make data/intelligence-based decisions, take actions, then 
close the loop by monitoring the results and taking further actions [17].  

An adaptive EA framework should provide support for BI-enabled closed-loop 
management in all areas of the enterprise. An architectural description would include 
the boundaries and identities of the dynamic systems as well as their interrelation-
ships. The boundary of a system is delineated by recognizing which variables are 
within its scope of interest and which ones are not. The scope of interest is determined 
by the goals and objectives of the system, some of which may be assigned by external 
actors (e.g., higher authorities). Each dynamic system operates within its relevant time 
frame, taking actions to respond to changes in its perceived environment. The sensing 
and interpreting mechanisms of each system filter out the “noise”, extracting useful 
information to feed into its decisions, producing actions that are of value to that sys-
tem. Irrelevant aspects would include variables that are changing too slowly (there-
fore can be assumed to be constant) or too quickly (e.g., individual instance data that 
are irrelevant for doing process redesign), as well as subject matter that is outside of 
its scope (e.g., the finance department not getting involved in product design, the 
strategic management process not intervening in daily operations). As a result, each of 
these systems may be said to be bounded. 

The architecting process should support the analysis of an enterprise as a collection 
of interrelated bounded dynamic system. According to system dynamics thinking, 
dynamics systems are best understood and controlled when the need for exogenous 
variables is minimized [27]. This implies loose-coupling across different bounded 
dynamic systems. 

4.8 Actor Autonomy and Alignment 

In responding to change, each dynamic system is driven by goals and objectives. 
Ideally, the boundary of each system coincides with the division of responsibilities in 
an organization. For example, a business process would have a process owner 
responsible for its performance. Based on the goals and objectives defined for the 
business process, the process owner would determine what performance indicators to 
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monitor, and how to respond to situations with appropriate actions – such as adjusting 
process parameters and configurations. 

However, real-life enterprises are human social systems, whereas a dynamic sys-
tem is an idealized abstraction. Even when a business unit (such as a team responsible 
for a business process) is given clear objectives and performance measures, the indi-
viduals within the team can have their own goals and objectives which are not 
perfectly aligned with those of the business unit.  

Members of an organization are individuals with personal goals and aspirations. 
They collaborate to pursue collective goals to the extent that the collaboration contri-
butes to personal goals. It is also possible for individuals to pursue personal goals at 
the expense of collective goals. Actors in an organization are semi-autonomous in the 
sense that despite assigned responsibilities, rules and regulations, they are free to  
act within certain social constraints [29]. They also adapt to their own perceived  
environments.  

Alignment of interests between the idealized dynamic system and the participating 
actors is therefore of major concern in an enterprise architecture. 

On a larger scale, since an enterprise consists of many loosely-coupled dynamic 
systems, they also need to be maintained in alignment with each other. Aside from the 
private interests of individuals, complex organizations that are divided according to 
functions, product lines, regions, disciplines, and time horizons have many sources of 
divergent and competing interests that arise naturally. These can range from competi-
tion for resources, to competing visions from different disciplines (e.g., product engi-
neering versus marketing), to competition between long-term and short-term goals 
(e.g., strategic versus operational concerns) [26].  

Since many kinds of adaptations on different time scales are occurring simulta-
neously across the enterprise, alignment needs to be thought of as ongoing processes 
happening in a distributed fashion. The enterprise architecture should ensure that 
these alignment processes can proceed effectively on an ongoing basis, and not just 
during major transformational change.  

As the various systems have asynchronous dynamics, the alignment processes 
would also be asynchronous. Consequently, it would be reasonable to acknowledge 
that, most of the time, alignment is more of an ideal than a reality. Proper functioning 
of the enterprise therefore needs to tolerate a substantial amount of misalignment. BI 
can be used to monitor the degree of alignment to avoid major dislocations.  

A framework for adaptive enterprise architecture needs to support the modeling 
and analysis of actors with organizational and personal goals, and varying degrees of 
alignment across the enterprise.  

4.9 Business-IT Alignment 

The bounded dynamic system is an abstraction for characterizing the adaptive 
behavior of an enterprise and its constituent units. In physical reality, each system will 
have human and technology elements, including IT systems. 

The challenge of business-IT alignment is well recognized in enterprise architec-
ture [30, 31, 32, 33, 34]. Most existing EA frameworks offer layered views which 



156 E. Yu, S. Deng, and D. Sasmal 

separate business elements and concerns from IT ones. Each layer is assumed to apply 
across the entire enterprise.  

In the adaptive enterprise, if semi-autonomous units (characterized as bounded 
dynamic systems) must adapt at their own pace to meet their respective objectives, 
it would appear that business-IT alignment within each unit might take precedence 
over enterprise-wide alignment. For example, the requirements for business-IT align-
ment for an operational business process can be quite different from those for new 
product development. As mentioned above, BI can be used to monitor various types 
of misalignment and their extents. . 

The distributed approach to business-IT alignment does not remove the need for in-
teroperability among IT systems across the enterprise, as adaptability of IT systems 
(at the application systems level) is needed to achieve a high degree of adaptiveness at 
the business level (less severe barriers to change due to inflexibility in technology 
systems).  

Terminologically and conceptually, it is useful to recognize a distinction between 
adaptiveness and adaptability. Adaptiveness (as used in this paper) refers to self-
adaptiveness. It is the ability of an entity (an organism or system) to change its beha-
vior to better survive or succeed in its environment. The entity senses and interprets 
its environment and decides what to do. Adaptiveness therefore requires all four 
elements of the sense-interpret-decide-act (SIDA) loop. 

In contrast, we say that an artifact is adaptable if it is easy or amenable to change. 
The change is initiated by an external agent. An adaptable system need not be self-
adaptive; and a self-adaptive system may very well not be adaptable, i.e., not receptive 
to an imposed change. For example, cloud and service-oriented computing are more 
adaptable because they offer more granular or more modular or configurable computa-
tions services and resources. However, they are not self-adaptive unless they have well-
developed components for sensing, interpreting, and deciding as well as for acting.  

Adaptiveness of a bounded dynamic system is therefore at a higher, business level of 
abstraction than that of the adaptability of technology systems, which are elements used 
to implement business systems. In an adaptive architecture, we want the enterprise to be 
adaptive, and its IT systems to be adaptable. Some IT systems have self-adaptive prop-
erties, as in autonomic systems which repair themselves [35], or intelligent agents which 
use reasoning and planning algorithms to guide action [36]. If such systems are not also 
adaptable, i.e., cannot be made to change their behaviour to meet changing business 
needs, then they would not be suitable for use in an adaptive enterprise.  

An adaptive enterprise architecture framework needs to accommodate a distributed 
view of business-IT alignment. It also needs to support analysis of adaptability of IT 
systems, and how different mechanisms for adaptability contribute to business-level 
adaptiveness. 

4.10 Adaptiveness as a Business Requirement 

While adaptiveness is generally considered desirable, at least for enterprises in highly 
dynamic or turbulent environments [5], there are few specific frameworks and 
approaches for achieving adaptiveness. Given the above characterization, it is 
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possible to envision adaptiveness as one of the business requirements when 
architecting an enterprise, along with other competing (or synergistic) requirements 
such as operational efficiency, costs, etc. 

In characterizing an adaptive enterprise in terms of a loosely-coupled network of 
bounded dynamic systems (each intersecting with their respective environments, more 
or less in alignment, and each with mechanisms for sensing, interpreting, decision, 
and action), an enterprise architect can be quite specific in specifying how much and 
what kind of adaptiveness is desirable in which parts of the enterprise.  

Adaptiveness requirements vary across different parts of an enterprise because of 
different rates of change in its environment, and the payoffs for being able to respond 
to those changes, or penalties of not being able to do so. These adaptiveness require-
ments will need to be weighed against upfront costs and possible loss of operational 
efficiency. 

Adopting techniques from requirements engineering, adaptiveness requirements 
can be specified as goals as well as scenarios [37]. These requirements can then 
guide the selection of suitable approaches and mechanisms (such as BI technologies 
and process technologies) to meet the combination of adaptiveness and other 
requirements.  

5 Research Challenges and Directions 

The above characterization of the BI-enabled adaptive enterprise suggests a vision for 
an adaptive enterprise architecture framework. The vision entails a number of practic-
al as well as technical challenges – including rethinking the scope of EA, and devel-
oping suitable modeling, analysis and design techniques and tools. 

5.1 The Scope of Enterprise Architecture and the EA Team 

The vision suggests an expanded scope for EA, requiring a closer collaboration 
between business and IT. The proposed notion of adaptive EA necessarily encom-
passes business architectural design, as our primary concern is the adaptiveness of the 
enterprise, not just the adaptability of its IT systems. Adaptiveness is one objective 
amongst many at the business level, as exemplified by the categories of performance 
metrics for supply chain management [11]. The enterprise architect therefore needs to 
engage fully with the business on the one hand, and with adaptability of IT systems 
on the other.  

An adaptive EA framework should provide a systematic and coherent way for 
business and IT architects and strategists to understand and analyze how data analyt-
ics can contribute to adaptiveness, incorporating analytics and BI into business and IT 
system architectures. As well, the vision may entail a rethinking of alignment between 
business and IT layers.  
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5.2 Analysis and Tool Support 

Given a conception of enterprise as a collection of dynamic systems, there are many 
properties of these systems that are of interest. These may include, for example, the 
topology of causal links between variables (where the feedback paths are, whether 
they are reinforcing or balancing, time delays in the loops, etc.), temporal trajectories 
of change (exponential growth, plateauing, oscillations, equilibrium, etc.). 

Note that the actual values of the variables and the details of the behaviors of the 
dynamic system are of direct concern only to the business stakeholders (managers, 
executives, process owners) during business operations. The role of the architect is to 
provide enabling support - to help set up these systems and enable them to function 
effectively.  

BI architects would work with business architects to choose data sources, data 
quality requirements, data analysis techniques and algorithms, visualization tech-
niques for decision support, etc. With a well-defined bounded dynamic system as 
focus, they would choose indicators and metrics relevant to the goals and objectives 
of that system, and with an understanding of the options for action that are available 
in that system. The BI design would rely on lower layer support such as data ware-
housing, ETL, data integration with external sources, etc. 

On the “action” side of the SIDA loop, IT architects would work with business 
process designers to choose IT systems with adaptability characteristics that facilitate 
or at least not adversely impact the functioning of the dynamic system. For example, 
barriers to change arising from inflexibilities in IT systems can introduce discontinui-
ties or non-linearities in the dynamic system. IT architects therefore need to be fully 
conversant in system dynamics to understand the impact of their choices on the effec-
tiveness of the overall dynamic system at the business level.  

To assist business and IT architects in these tasks, one can envision tools for visua-
lizing and manipulating enterprise models, analyzing for dynamic system properties, 
and detecting abnormalities. Simulation tools can also offer many useful insights.  

Adaptiveness requirements expressed as design goals can be reasoned about using 
design tools that support incremental goal refinement leading to considerations of 
alternative operationalizations, while considering trade-offs with competing goals 
(e.g., employing a goal-oriented design framework such as the NFR framework [38]. 
Adaptiveness requirements expressed as change scenarios [39] can be used to guide 
design as well as to test candidate designs. There should also be tools to analyze 
relationships across multiple dynamic systems, such as alignment.  

5.3 Modeling 

Given the characterization in Section 4, developing a suitable modeling framework 
would be a considerable research undertaking. The collection of concepts suggests 
drawing upon and integrating modeling constructs from system dynamics, goal  
modeling, social actors modeling, and BI modeling. 

The modeling and analysis of dynamic systems as applied to business is well de-
veloped [28]. System dynamics models include causal loop diagrams and stock and 
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flow diagrams. These diagrams map out how an increase in one variable will cause 
which other variables to increase or decrease. Feedback paths can result in reinforcing 
loops (positive feedback) or balancing loops (negative feedback). There can be delays 
along these causal paths. A stock indicates the level (amount) of some variable. Flows 
in and out of the stock can be controlled by valves which vary the rate of flow.  

Goal modeling [38] provides the representation for modeling and analyzing a space 
of alternatives. Variability and commitment can be analyzed into terms of what choic-
es are open at what times, e.g., design time vs. run time, etc [40].  

Social modeling [41] can be used to model and analyze semi-autonomous actors 
and their interests, as well as dependency relationships among them. Alignment can 
be analyzed in terms of complementary and conflicting goals. 

Recent work has developed business-level modeling for BI. For example, the 
Business Intelligence Model (BIM) (e.g., [42], [43]) provides a modeling and query 
language for business users to reasoning about business objectives, strategies, situa-
tions, processes, and performance indicators, with data from BI tools. BIM models 
can be adapted and extended to address variability and adaptiveness in the EA 
context. 

6 Conclusions 

We have outlined a vision for enterprise architecture for the adaptive enterprise, recog-
nizing the widespread adoption of data analytics and business intelligence to advance 
enterprise adaptiveness. Current EA frameworks have not specifically addressed enter-
prise adaptiveness – how to characterize it, and how to achieve it in particular organi-
zations. The main contribution in this paper is to offer one possible characterization of 
the adaptive enterprise to stimulate discussion and debate.  

We aim to use the characterization as the starting point to develop an adaptive EA 
framework, which would include modeling, analysis and design techniques and tools 
to address adaptiveness requirements specific to a particular enterprise.  

This work is conducted as a research project within BIN, the Business Intelligence 
Network, a strategic research network of academic researchers from across Canada, 
and industry partners [44]. In future work, we expect to leverage research results from 
BIN, such as BIM [42], [43], and from other research groups,  
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Abstract. Enterprise architecture has become an established discipline
for business and IT management. Architecture models constitute the
core of the approach and serve the purpose of making the complexities
of the real world understandable and manageable to humans. EA ideally
aids the stakeholders of the enterprise to effectively plan, design, docu-
ment, and communicate IT and business related issues, i.e. they provide
decision support for the stakeholders. However, few initiatives explicitly
state how one can analyze the EA models in order to aid decision-making.
One approach that does focus on analysis is the Enterprise Architecture
Modifiability Analysis Tool. This paper suggests changes to this tool and
presents a case study in which these have been tested. The results indi-
cate that the changes improved the tool. Also, based on the outcome of
the case study further improvement possibilities are suggested.

Keywords: Enterprise architecture, Modifiability analysis, Modeling,
Decision-making.

1 Introduction

Enterprise Architecture (EA) has become an established discipline for business
and IT management [1] with many initiatives. A few of these initiatives are
The Department of Defense Architecture Framework (DoDAF)[2], The Zach-
man framework [3], The Open Group Architecture Framework (TOGAF) [4]
and ArchiMate [5]. EA describes the fundamental artifacts of business and IT
as well as their interrelationships [1, 3, 4, 5]. Architecture models constitute the
core of the approach and serve the purpose of making the complexities of the
real world understandable and manageable to humans. A main concept in EA is
the metamodel which acts as a pattern for the instantiation of the architectural
models. In other words, a metamodel is a description language used when creat-
ing models [4, 5]. EA ideally aids the stakeholders of the enterprise to effectively
plan, design, document, and communicate IT and business related issues, i.e.
they provide decision support for the stakeholders [6].

A changing business environment requires IT systems which can be adapted
to new conditions. Also, systems in a modern enterprise are often connected to
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other systems. This, along with many other factors make it difficult to estimate
the effort of modifying a system. Thus, there is a need for decision makers to be
able to analyze how much effort is required to modify an enterprise IT system.
Such an effort estimation could help the decision maker to assign the resources
in a more efficient manner. Combining EA and modifiability analysis has the
advantages of being able to analyze the IT systems in their enterprise wide
context. [7] proposes The Enterprise Architecture Modifiability Analysis Tool
(TEAMATe) as one way of combining EA modeling with formal analysis to
solve the difficulties of estimating IT change costs in an enterprise–wide context.

TEAMATe has been tested and validated in four multiple case studies [8].
However, during these case studies it became evident that there are also numer-
ous parts of TEAMATe that need improvements. The contribution of this paper
is to present and test some of these improvements. Firstly, attributes related
to modifiability analysis have been revised and further developed. Secondly, the
formal analysis language used has been revised and changed. Thirdly, classes
and class relationships related to modifiability analysis have been aligned with
the ArchiMate modeling language . Finally, software tool support has been de-
veloped. These improvements have been employed in a case study conducted at
KTH – the Royal Institute of Technology investigating nine of the software sys-
tems used by KTH University Administration division for Student Records and
Information Systems. This case study indicates that the improvements made to
TEAMATe was a step in the right direction towards a more usable tool for mod-
ifiability analysis using architectural modeling. The study also provided further
insights for future development of the tool.

The remainder of the paper is structured as follows: In section 2 related work is
presented. Section 3 presents the Enterprise Architecture Modifiability Analysis
Tool. The following section goes through the improvements of this tool. Next,
in section 5 the case study and its results are described. Section 6, discusses
the improvements and results. Finally, section 7 summarizes the paper with
conclusions and future work.

2 Related Work

2.1 Enterprise Architecture for Modifiability Analysis

Enterprise architecture has grown into a modeling discipline widely recognized
with many initiatives. However, the exact procedure or algorithm for how to
perform a certain analysis given an architecture model is very seldom provided
by EA frameworks. Most frameworks do however recognize the need to provide
special purpose models and provide different viewpoints intended for different
stakeholders. Unfortunately however, most viewpoints are designed from a model
entity point of view, rather than a stakeholder concern point of view. Thus, as-
sessing a quality such as the modifiability of a system is not something that is
performed in a straight forward manner. The Department of Defense Architec-
ture Framework (DoDAF) [2] for instance, provides products (i.e. viewpoints)
such as ”systems communications description”, ”systems data exchange matrix”,
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and ”operational activity model”. These are all viewpoints based on a delimi-
tation of elements of a complete metamodel, and they are not explicitly con-
nected to a certain stakeholder or purpose. The Zachman framework presented
in [3], does connect model types describing different aspects (Data, Function,
Network, People, Time, and Motivation) with very abstractly described stake-
holders (Strategists, Executive Leaders, Architects, Engineers, and Technicians),
but does not provide any deeper insight how different models should be used.
The Open Group Architecture Framework (TOGAF) [4], explicitly states stake-
holders and concerns for each viewpoint they are suggesting. However, neither
the exact metamodel nor the mechanism for analyzing the stated concerns, are
described. In relation to modifiability, the most appropriate viewpoints provided
would, according to TOGAF, arguably be the Software Engineering View, the
Systems Engineering View, the Communications Engineering View, and the En-
terprise Manageability View. In the descriptions of these views one can find state-
ments such as; ”the use of standard and self-describing languages, e.g. XML, are
good in order to achieve easy to maintain interface descriptions”. However, the
exact interpretation of such statements when it comes to architectural models or
how it relates to the modifiability of a system as a whole, is left out. Moreover,
these kinds of ”micro theories” are only exemplary and do not claim to provide
a complete theory for modifiability or similar concerns.

2.2 Modifiability Analysis Methods

The issue of dealing with modifiability is not an enterprise architecture spe-
cific problem. Managing and assessing IT system change has been addressed in
research for many years. Some of the more well-known assessment approaches
include the COnstructive COst MOdel (COCOMO), the Software Architecture
Analysis Method (SAAM), and the Oman taxonomy.

COCOMO, COnstructive COst MOdel, was in its first version released in the
early 1980’s. It became one of the most frequently used and most appreciated IT
cost estimation models of that time. Since then, development and modifications
of COCOMO have been performed several times to keep the model up to date
with the continuously evolving software development trends. Effort estimation
with COCOMO is based on the size of the software, an approximate productivity
constant A, an aggregation of five scale factors E (precentedness, development
flexibility, architecture/risk resolution, team cohesion, and process maturity),
and effort multipliers to 15 cost driving attributes [9].

Bass et al. propose the Software Architecture Analysis Method (SAAM) for
software quality evaluation [10]. This method takes several quality attributes into
consideration; performance, security, availability, functionality, usability, porta-
bility, reusability, testability, integrability and modifiability. Bass et al. categorize
modifications as: extending or changing capabilities, deleting unwanted capabil-
ities, adapting to new operating environments and restructuring. Based on the
quality attributes presented, Bass et al. propose different architectural styles
which then are employed in the SAAM. It is a scenario-based approach which
intends to make sure that stakeholder quality goals are met (for instance high
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modifiability). According to [10] SAAM can be used in two contexts: as a vali-
dation step for an architecture being developed or as a step in the acquisition of
a system.

The Definition and Taxonomy for Software Maintainability presented in [11]
provides a hierarchical definition of software maintainability in the form of a
taxonomy. [11] found three broad categories of factors influencing the maintain-
ability of an IT system; management, operational environment, and the target
system. Each of these top-level categories is then further broken down into mea-
surable attributes. According to [11] the taxonomy can be useful for developers
by defining characteristics affecting the software maintenance cost of the soft-
ware they are developing. Hence, the developers can write highly maintainable
software from the beginning by studying the taxonomy. Maintenance personnel
can use the taxonomy to evaluate the maintainability of the software they are
working with in order to pin point risks etc. Project managers and architects
can use the taxonomy in order to prioritize projects and locate areas in need of
re-design.

2.3 Related Work Summary

The available methods for modifiability analysis are not focusing on change
in an enterprise architecture context. There are many problems that need to
be addressed that the available methods miss, such as: the increasing number
of systems affected by enterprise-wide changes, the tight integration between
systems, the increasing involvement of diverse people in a company e.g. business
executives, project managers, architects, developers, testers. Some methods do
use models, other employ quality criteria, some have a formal analysis engine,
and there are methods using scenarios in decision making situations. There is
however no method having brought it all together in an EA context.

Approaching the same issue but from the other direction, the EA frameworks
available do not provide any formal analysis mechanisms (especially none for
modifiability analysis).

3 The Enterprise Architecture Modifiability Analysis
Tool

This section presents the core of TEAMATe, namely the metamodel. The meta-
model is a so called PRM (Probabilistic Relational Model), i.e. a metamodel
where the attributes are related to each other by causality. These causal rela-
tions are defined as conditional probabilities. More information about the meta-
model, incl. the attributes, and the PRM formalism can be found in [7]. More
information on how to employ the metamodel in specific modeling scenarios, the
analysis, and the results can be found in [8].

TEAMATe’s metamodel for modifiability analysis, cf. Figure 1, focuses on
the IT systems and the surrounding environment involved in or affected by the



166 M. Österlind, R. Lagerström, and P. Rosell

SUM
SUM

-Cost

Change project

-Cost
-Synchronization need

Architectural change activities

-Change difficulty
-Change size

Technical changes to architecture

-Maturity

Change management process

-No of architects
-No of developers

Change organization

-Cost
-Synchronization need

Component change activities

-Change difficulty
-Change size

Technical changes to components

-Expertise
-Time on project

Architect team

-Expertise
-Time on project

Developer team

-Understandability
-Internal coupling
-Size
-Complexity
-External coupling

Systems

-Understandability
-Internal coupling
-Size
-Complexity
-External coupling

Components

-Quality

Architectural documentation

-Quality

Component documentation

-Quality of tools
-Quality of infrastructure

System change environment
-Quality of tools
-Quality of infrastructure

Component change environment

Is divided into Is divided into

Is
a

re
so

ur
ce

of

Is
a

re
so

ur
ce

of

Executes Executes

SupportsSupports

PerformsPerforms

Is written
according to

Is written
according to

Works in
Works in

DescribesDescribes

Implemented inImplemented in

Fig. 1. The TEAMATe metamodel

modifications implemented in a change project, thus aiming at analyzing mod-
ifiability defined as change project cost (high modifiability leads to low change
costs).

TEAMATe can be divided into three viewpoints: The architectural viewpoint.
This viewpoint focuses on modeling the as-is and to-be architectures. The two
classes System and Component in the metamodel belong to this viewpoint. The
change management viewpoint. This viewpoint focuses on the change manage-
ment process and organization. The metamodel contains the classes Change
management process, Documentation, and Change Organization which belongs
to this viewpoint. The change project viewpoint. This viewpoint focuses on the
specific change project being analyzed, e.g. analyzing the gap between the as-is
architecture and a to-be architecture using the resources of the change manage-
ment process and organization. That is, the change project viewpoint uses an
instantiated subset of the architectural and change management viewpoints. The
classes Change project, Team, Change activities, Technical changes, and Change
environment belong to the change project viewpoint.

The focus of this paper is to present improvements to the architectural view-
point of TEAMATe. That is, the emphasis is on the classes related to this view-
point, System and Component, and the attributes related to these two classes,
Understandability, Size, Complexity, and Coupling.

Understandability of a system or a component is measured as the percentage
of time spent on trying to understand the system or component in question (in
relation to the total time spent on each system/component), {0, . . . , 100}. Com-
ponent size is measured in number of lines of code, and system size is defined
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as number of components, {0, . . . ,∞}. Complexity is measured subjectively as
{Complex, Medium, Not complex}. The system external coupling attribute is
defined as the number of actual relations between the systems divided by the
number of possible relations between the systems, {0, . . . , 100}. System internal
and component external coupling are measured as the number of actual rela-
tions between the components in the system divided by the number of possible
relations between the components, {0, . . . , 100}. Component internal coupling is
defined as the number of actual relations within the component divided with the
number of possible relations, {0, . . . , 100}.

3.1 Previous Case Study Findings

TEAMATe has been tested in four multiple case studies (21 change projects)
[8]. These cases have provided valuable input for TEAMATe in terms of showing
that the approach is useful and worth further development. Some of the needed
improvements found during these case studies were:

1) In the architectural viewpoint, TEAMATe contains the attributes coupling,
complexity, size, and understandability. However, it was found that these needed
to be reviewed in a second iteration. Complexity is only measured subjectively
based on peoples experience, although there are objective complexity metrics
that can be used. Size is measured as lines of code without taking the chosen
programming language into consideration. The coupling measure is not based on
the most well-known and tested metrics available. Understandability is defined
as an a posteriori measure, which obviously limits its impact on the prediction
abilities of TEAMATe. Thus, there is a need of improving the attributes in the
architectural viewpoint. See section 4.1.

2) The formal analysis language used, Probabilistic Relational Models (PRMs),
is based on probabilities and use Bayesian statistics to calculate estimated values
for attributes in the instantiated models. This has in many cases proven useful,
however in the architectural viewpoint most attributes are not related by causal-
ity and the values can be calculated based on information already available in
the model. E.g. the size of a system can be calculated based on the size of its
components. Thus, the architectural viewpoint would benefit from having the
analysis language revised. See section 4.2.

3) ArchiMate is a commonly used modeling language and many companies
can therefore relate to its concepts. Thus alignment with ArchiMate would be
beneficial. See section 4.3.

4) In the multiple case studies three different tools were employed. The data
collected was stored with Microsoft Excel. The architecture modeling was done
with Microsoft Visio. The probabilistic analysis was carried through with Ge-
NIe. This manual integration of tools ended up being a heavy workload for the
modeler. TEAMATe would thus be more user-friendly if there was a modeling
tool that could handle collected data, modeling, and analysis. See section 4.4.
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4 TEAMATe: The Next Generation

This section presents the new and improved version of the architectural view-
point in the Enterprise Architecture Modifiability Analysis Tool.

4.1 Metrics

Complexity. IEEE defines complexity as the degree to which a system or com-
ponent has a design or implementation that is difficult to understand and verify
[12]. Halstead’s complexity metric was introduced in 1977 [13], it is based on
the number of operators (e.g. and, or, while) and operands (e.g. variables and
constants) in a software program. A drawback of Halstead’s complexity metric
is that it lacks predicting power for development effort since the value can be
calculated first after the implementation is complete [14]. Information flow com-
plexity, IFC, as presented in [15] is based on the idea that a large amount of
information flows is caused by low cohesion, low cohesion is in turn causing a
high complexity. One problem with the IFC metric is that it produces a lower
complexity value for program code using global variables compared to a solution
which uses function arguments when called, this is contradicting to common
software design principles [16]. In this paper McCabe’s Cyclomatic Complexity
(MCC) metric is employed [17]. [14] has identified that MCC is useful to, identify
overly complex parts of code, identify non-complex part of code, and to estimate
maintenance effort. MCC is based on the control structure of the software, the
control structure can be expressed as a control graph. The cyclomatic complexity
value of a system with the control graph G is calculated with the following equa-
tion: v(G) = e−n+2 or equivalently v(G) = DE+1 where e=number of edges
in the control graph, n=number of nodes in the control graph, DE=number
of predicates. Considering the example code presented in Figure 2 the control
graph Gsort can be obtained.

The MCC value of Gsort (cf. Figure 2) is v(Gsort) = 14− 12+2 = 4. McCabe
has performed a study indicating that the cyclomatic complexity value of a
component should be kept below 10 [17]. MCC has been used in other studies
providing additional complexity levels and guidelines on how complex a piece of
software code is [14]:

– 1-4, a simple procedure.
– 5-10, a well-structured and stable procedure.
– 11-20, a more complex procedure.
– 21-50, a complex procedure, worrisome.
– 50<, an error-prone, extremely troublesome, untestable procedure.

Size. Lines of code (LOC) and function points (FP) are two ways to measure
the size of an IT system. FP are based on the inputs, outputs, interfaces and
databases in a system [14]. FP have the advantage of being technology inde-
pendent, reasonably reliable and accurate, and they are effective from an early
stage of the IT system life cycle [14]. The disadvantages of the FP size metric is
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void sort(int *a, int n)
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n < 2?

i=0

No

End i<n-1 ?

Yes

No

j < n ?

Yes

i=++

No

a[i]>a[j] ?

Yes

t=a[i]
a[i]=a[j]
a[j]=t j=++

Yes

No

j=i+1

void sort(int *a, int n) {
int i,j,t;
if(n<2) return;
for(i=0;i<n-1;i++) {
for(j=i+1;j<n;j++) {
if(a[i]>a[j]) {
t=a[i];
a[i]=a[j];
a[j]=t;
}

}
}
}

Fig. 2. An example of a control graph Gsort with v(Gsort) = 4

that it requires significant effort to derive [14]. The LOC in a system provides
the core functionality and can therefore be of importance when estimating how
easy it would be to implement changes to the system. LOC in a system can
be measured in different ways: Using source lines of code (SLOC) every line of
code in the software implementation is counted. Non-commented lines of code
(NLOC) is a subset of the previous option, where the blank lines and comments
are excluded. Logical lines of code (LLOC) is another approach, where only the
executable statements of the software are counted. The most popular option is
NLOC, however the most important thing is to be consistent with the way you
measure [14]. No matter which LOC measure is used it needs to be well specified
to provide a reliable measurement [14]. A framework on how to measure lines of
code has been created by the Software Engineering Institute of Carnegie-Mello
University [18], with the aid of this framework the LOC measure can be specified
to provide a coherent way of how to measure LOC.

Aivosto1 suggests a classification of system size for systems coded with Visual
Basic 1. The classification is based on long-time experience, but has not been

1 http://www.aivosto.com/project/help/pm-loc.html

http://www.aivosto.com/project/help/pm-loc.html
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validated making it less reliable. However, given the size of the systems studied
in [19], the classification seems trustworthy. Related to system size, operating
systems can be much larger with over 40 million LOC [20], however an operat-
ing system would not be modeled as an application that an enterprise wishes
to modify. Rumor has it that SAP2 has over 250 million LOC in their product
portfolio 3, but we believe that no enterprise would model SAP as one applica-
tion. Thus, the classification of system size by Aivosto1 still seems appropriate
for our purpose.

Table 1. System size classification

Classuification LOC

Small 0-9.999
Medium 10.000-49.999
Semi-large 50.000-99.999
Large 100.000-499.999
Very large 500.000≤

Since different programming languages are more or less expressive per line of
code [14], a gearing factor can be used when comparing the lines of code of two
systems if they are created in different programming languages. A high gearing
factor value indicates poor expressiveness, hence a programming language with
a low gearing factor require less lines of code to implement a function; given that
the language is appropriate to use. [21] has published gearing factors for some
programming languages of which a subset is presented in Table 2.

Table 2. Gearing factors for some commonly used programming languages

Language Gearing factor

Assembly-Basic 320
C# 59
C++ 55
Java 53
Visual Basic 52
ASP 50

Coupling. IEEE has defined coupling as the manner and degree of interdepen-
dence between software modules. Types include common-environment coupling,
content coupling, control coupling, data coupling, hybrid coupling, and patholog-
ical coupling [12]. Fenton and Melton have developed a coupling metric based
on Myers coupling levels [22], these levels are:

2 SAP AG, an IT system vendor.
3 http://judithbalancingact.com/2007/04/30/

http://judithbalancingact.com/2007/04/30/
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– Content coupling relation R5 : (x, y) ∈ R5 if x refers to the internals of y ,
i.e., it branches into, changes data, or alters a statement in y.

– Common coupling relation R4 : (x, y) ∈ R4 if x and y refer to the same
global variable.

– Control coupling relation R3 : (x, y) ∈ R3 if x passes a parameter to y that
controls its behavior.

– Stamp coupling relation R2 : (x, y) ∈ R2 if x passes a variable of a record
type as a parameter to y , and y uses only a subset of that record.

– Data coupling relation R1 : (x, y) ∈ R1 if x and y communicate by parame-
ters, each one being either a single data item or a homogeneous set of data
items that does not incorporate any control element.

– No coupling relation R0 : (x, y) ∈ R0 if x and y have no communication, i.e.,
are totally independent.

The Fenton and Melton coupling measure is pairwise calculated between com-
ponents,

C(x, y) = i+
n

n+ 1

where n= number of interconnections between x and y. i= level of highest (worst)
coupling type found between x and y.

Modifiability. To evaluate the modifiability, the complexity levels by [14], the
coupling levels by [22] and the size levels by Aivosto1 are used in order to indicate
how ”good” a modeled architecture is. The highest level is given a value of 0,
meaning that the modifiability is low, and the lowest level a value of 5, a good
modifiability. The modifiability level is then evaluated as the sum of the three
individual metrics. The reason to summarize the values is to create a metric that
can be used in order to indicate whether a system is likely to be easy to modify
or not. According to the correlations levels in [16] the three metrics used are
more or less equally important when estimating the level of modifiability in an
IT system. The modifiability metric gives a rough estimation, which can be of
value when making decisions regarding different architecture scenarios.

The attributes in the architectural viewpoint of TEAMATe are revised based
on these four metrics, cf. section 4.5 for the new metamodel description.

4.2 Analysis Language

P2AMF. The Object Constraint Language (OCL) is a formal language typ-
ically used in order to describe constraints on UML models [23]. Additionally,
OCL can be applied for queries over objects described in a model [24].

The Predictive, Probabilistic Architecture Modeling Framework (P2AMF) is
a probabilistic Object Constraint Language. P2AMF is an extension of OCL for
probabilistic analysis and prediction, first introduced in [25] (under the name
Pi-OCL). The main feature of P2AMF is its ability to express uncertainties
of objects, relations and attributes in UML-models and perform probabilistic
analysis incorporating these uncertainties, as illustrated in [25].
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An example usage of P2AMF could be to create a model for calculating the
coupling between application components, a P2AMF expression to calculate the
coupling with the Fenton and Melton metric [22] might look like this:

context ApplicationComponent: attribute coupling : Real = let n : Integer = numberOfIntercon-

nectionsBetweenPair(y) in getWorstCouplingTypeInPair(y) + n/(n+1)

Since the attributes in the architectural viewpoint are not related by causality,
the PRM formalism seems less appropriate to use here. With P2AMF attributes
can be evaluated based on information in the model and it is easy to for in-
stance calculate the modifiability level with the definition given in the previous
subsection. This would not have been possible with PRMs.

Therefore, the analysis formalism used in the architectural viewpoint of TEA-
MATe has been revised and is using the P2AMF as analysis language instead of
PRMs, cf. section 4.5 for the P2AMF statements defining the metamodel.

4.3 ArchiMate Alignment

ArchiMate. Lankhorst [5] has probably published the most well-known and
widespread metamodel, called ArchiMate. The ArchiMate metamodel is an open,
independent, and general modeling language for enterprise architecture. The pri-
mary focus of ArchiMate is to support stakeholders how to address concerns re-
garding their business and the supporting IT systems. ArchiMate is extensively
presented in [5] and is partly based on the ANSI/IEEE 1471-2000, Recommended
Practice for Architecture Description of Software-Intensive Systems, also known
as the IEEE 1471 standard [26]. The Open Group accepted the ArchiMate meta-
model as a technical standard4. The ArchiMate metamodel consists of three lay-
ers; the Business layer, the Application layer and the Technology layer. Where
the technology supports the applications, which in turn support the business.
Each layer consists of a number of classes and defined class relationships. The
classes in each layer are categorized into three aspects of enterprise architecture:
1) The passive structure - modeling informational objects. 2) The behavioral
structure - modeling the dynamic events of an enterprise. 3) The active struc-
ture - modeling the components in the architecture that perform the behavioral
aspects. Figure 3 presents the application layer of the ArchiMate metamodel.

Four classes were identified as useful in the application layer, namely; Ap-
plication Service, Application Function, Application Component, and Applica-
tion Collaboration. These classes have thus replaced the two previously used
classes System and Component. Also three new class relationships where added
to the metamodel based on the relationships in ArchiMate, namely; Realization,
Assignment, and Collaboration.

ArchiMate [5] defines: An Application Service as an externally visible unit
of functionality, provided by one or more components, exposed through well-
defined interfaces, and meaningful to the environment. An Application Function
as a behavior element that groups automated behavior that can be performed by
an application component. An Application Component as a modular, deployable,

4 http://www.opengroup.org/archimate

http://www.opengroup.org/archimate


Assessing Modifiability in Application Services Using EA Models 173

Fig. 3. The application layer of the ArchiMate metamodel

and replaceable part of a system that encapsulates its contents and exposes its
functionality through a set of interfaces. An Application Collaboration as an
aggregate of two or more application components that work together to perform
collective behavior.

Realization relationship. The realization relationship links a logical entity with
a more concrete entity that realizes it. In the metamodel the realization relation-
ship is used between the application function and application service in order
to model what functions realize a service. Assignment relationship. The assign-
ment relationship links active elements with units of behavior that are performed
by them. In the metamodel the assignment relationship is used to model the
performed behavior of an application component that is an application func-
tion. Collaboration relationship. In the metamodel the collaboration relationship
links an application collaboration with two application components. The collab-
oration relationship is used to model the execution dependencies between two
application components or two application components charing information.

With these classes and relationships the architectural viewpoint of TEAMATe
is considered to be aligned with ArchiMate, cf. section 4.5 for the metamodel
description including the attributes populating these classes.

4.4 Tool Support

EAAT. The Enterprise Architecture Analysis Tool (EAAT5), is a software
tool which supports enterprise architecture modeling and formal analysis using
P2AMF. EAAT supports creation of metamodels with built in P2AMF analysis
functionality. The metamodel can then be instantiated into models which are
then analyzed based on the analysis code from the metamodel. One advantage
of EAAT is that collected data is stored as evidence in the models. EAAT has
been used in other case studies such as [25].

5 http://www.ics.kth.se/eaat

http://www.ics.kth.se/eaat
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4.5 The New Metamodel

This subsection presents the new and improved architectural viewpoint meta-
model of TEAMATe, containing the revised metrics using P2AMF and Archi-
Mate modeled in EAAT.

Fig. 4. The new version of the architectural viewpoint metamodel in TEAMATe

Application Service. The application service class contains the attributes
Modifiability, Complexity, Size, Gearing Factor, and Coupling.

Attribute: Modifiability The modifiability metric is an aggregation of the at-
tributes: Complexity α, InternalCouplingMAX β, and Size γ.

The complexity levels from [14] are used to give complexity c a numerical
value α, where 0 ≤ α ≤ 5.

– If ApplicationService.Complexity is c = 0, then α = 5.
– If ApplicationService.Complexity is 1 ≤ c ≤ 4, then α = 4.
– If ApplicationService.Complexity is 5 ≤ c ≤ 10, then α = 3.
– If ApplicationService.Complexity is 11 ≤ c ≤ 20, then α = 2.
– If ApplicationService.Complexity is 21 ≤ c ≤ 50, then α = 1.
– If ApplicationService.Complexity is 50 < c, then α = 0.

The coupling levels from [22] are used to give internal coupling (max) icm a
numerical value β, where 0 ≤ β ≤ 5.

– If ApplicationService.InternalCouplingMax is ≤ 1, then β = 5.
– If ApplicationService.InternalCouplingMax is 1 ≤ icm < 2, then β = 4.
– If ApplicationService.InternalCouplingMax is 2 ≤ icm < 3, then β = 3.
– If ApplicationService.InternalCouplingMax is 3 ≤ icm < 4, then β = 2.
– If ApplicationService.InternalCouplingMax is 4 ≤ icm < 5, then β = 1.
– If ApplicationService.InternalCouplingMax is 5 ≤ icm, then β = 0.

The size levels from Aivosto1 are used to give size s a numerical value γ, where
0 ≤ γ ≤ 5.
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– If ApplicationService.Size is s < 10.000, then γ = 4.
– If ApplicationService.Size is 10.000 ≤ s < 50.000, then γ = 3.
– If ApplicationService.Size is 50.000 ≤ s < 100.000, then γ = 2.
– If ApplicationService.Size is 100.000 ≤ s < 500.000, then γ = 1.
– If ApplicationService.Size is s ≤ 500.000, then γ = 0.

If S is an application service, then the modifiability value = α + β + γ with
V(S.Modifiability) = {x ∈ N : 0 ≤ x ≤ 14}. A low modifiability value indicates
that an application service is difficult to change just as a high modifiability value
indicates the opposite.

Attribute: Complexity. The complexity attribute is calculated as the cyclo-
matic complexity by McCabe [17]. The application components are used as nodes
and the values in the attributes of the application collaboration class are used as
edges. This includes relations to an application component outside of the owning
application service, in the case an application collaboration exists between one
application component realizing the service is collaboration with a component
realizing a different application service. If I = {i1, ..., in} is a list of application
collaborations, S is an application service, c is an application component where
c ⊆ S.realize and I ⊆ S.realize.collaboration, then

f(S.Complexity) =

n∑

i=1

ii.R5 ContentCoupling +

n∑

i=1

ii.R4 CommonCoupling

+

n∑

i=1

ii.R3 ControlCoupling +

n∑

i=1

ii.R2 StampCoupling+

n∑

i=1

ii.R1 DataCoupling −
n∑

i=1

ci + 2.

V(S.Complexity) = N.

Attribute: Size Equivalent source lines of code (ENLOC) is a size measure which
uses a gearing factor to get a size measure which allows size comparison between
applications written in different programing languages. If F = {f1, ..., fn} is a
list of application functions, S is an application service and F ⊆ S.realizedBy,
then

f(S.ENLOC) =

n∑

i=1

S.GearingFactor

fi.assignee.GearingFactor
∗ fi.assignee.NLOC.

V(S.ENLOC) = R.

Attribute: GearingFactor. If S is an application service, then
V(S.GearingFactor) = N. The gearing factor is given as evidence in the model.

Attribute: InternalCouplingAVG The InternalCouplingAVG is the internal av-
erage coupling of the application service. It is calculated as the arithmetic mean
of the Fenton and Melton Software Metric [22] for all pair wise coupling measures
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within the application service divided by the number of pairs. If I = {i1, ..., in} is
a list of application collaborations, S is an application service, C is a application
component where C ⊆ S.realize and I ⊆ S.realize.collaboration, then

C.CouplingAV G =
1

n

n∑

j=1

ij .couplingInPair().

V(C.CouplingAV G) = {x ∈ R : 0 ≤ x < 6}.
Attribute: InternalCouplingMAX The InternalCouplingMAX is the internal max
coupling of the application service is. It gives the maximum value of all the con-
nections pair to the application component within the application service. If I =
{i1, ..., in} is a list of application collaborations, S is an application service, C is a
application component where C ⊆ S.realize and I ⊆ S.realize.communication,
then C.couplingMAX = couplingInPair(m) wherem ∈ P and couplingInPair
(ij) ≤ couplingInPair(m) for all elements in P . V(C.CouplingMAX) = {x ∈
Q : 0 ≤ x < 6}.

Application Component. The application component class contains the
attributes Coupling, Size, and Gearing Factor.

Attribute: ExternalCouplingAVG is calculated as the arithmetic mean of the
Fenton and Melton Software Metric [22] for all pair wise coupling measures
divided by the number of pairs. If I = {i1, ..., in} is a list of application collab-
orations, C is a application component and I ⊆ C.collaboration, then

C.CouplingAV G =
1

n

n∑

j=1

ij .couplingInPair().

V(C.CouplingAV G) = {x ∈ R : 0 ≤ x < 6}.
Attribute: ExternalCouplingMAX gives the maximum value of all the connec-
tions pair to the application component. If I = {i1, ..., in} is a list of applica-
tion collaborations, C is a application component and I ⊆ C.communication,
then C.couplingMAX = couplingInPair(m) wherem ∈ P and couplingInPair
(ij) ≤ couplingInPair(m) for all elements in P . V(C.CouplingMAX) = {x ∈
Q : 0 ≤ x < 6}.

Size is measured as the number of non-commented lines of code (NLOC). If
C is an application component, then V(C.NLOC) = N. The number of non-
commented lines of code is given as evidence in the model.

Attribute: GearingFactor. If C is an application component, then
V(C.GearingFactor) = N. The gearing factor is given as evidence in the model.

Application Collaboration. The application collaboration class contains the
attribute Coupling (five different types).

If I is an application interaction, X and Y are both application components,
and {X,Y } ⊆ I.communicates, then they have a:
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Attribute: R5 ContentCoupling relation if X refers to the internals of Y , i.e.,
it branches into, changes data, or alters a statement in y.
V(R5 ContentCoupling) = N.

Attribute: R4 CommonCoupling relation if X and Y refer to the same global
variable. V(R4 CommonCoupling) = N.

Attribute: R3 ControlCoupling relation if X passes a parameter to Y that
controls its behavior. V(R3 ControlCoupling) = N.

Attribute: R2 StampCoupling relation if X passes a variable of a record type
as a parameter to Y , and Y uses only a subset of that record.
V(R2 StampCoupling) = N.

Attribute: R1 DataCoupling relation if X and Y communicate by parameters,
each one being either a single data item or a homogeneous set of data items that
does not incorporate any control element. V(R1 DataCoupling) = N.

The number of content, common, control, stamp, and data couplings are given
as evidence in the model.

5 Case Study and Results

The revised metamodel has been applied in a case study conducted at the divi-
sion for Student Records and Information Systems (VoS) at KTH – the Royal
Institute of Technology, a university in Sweden. VoS is part of the university
administration, their main responsibility is to provide system support for ad-
ministration of courses, students and related processes. In the case study, nine
application services governed by VoS have been modeled and analyzed with the
metamodel. Three out of nine application services investigated are developed
and maintained by VoS, two are commercially available of-the-shelf (COTS)
products that are maintained by VoS, and the remaining four are developed and
maintained by external service providers.

The information was collected through interviews and written correspondence.
Interviews were also performed to validate the models created during the case
study. The models were instantiated in the EAAT in order to make use of the
P2AMF analysis language. Figure 5 shows four of the nine application services
modeled. The color of the icon next to the application service name indicates
the level of modifiability ranging from red to green, where green indicates high
modifiability.

The nine application services modeled and analyzed indicate that the P2AMF
analysis formalism is applicable to the architectural view of TEAMATe. The
models also indicate that it is possible to apply the new metrics with TEA-
MATe. Further, the case study shows that it can be difficult to obtain coupling
information regarding application component collaboration. Whereas size, pro-
gramming language (for gearing factor), and complexity are easier to obtain.
The complexity metric is structurally derived from the model requiring no extra
effort once the model has been created. Programming language is known by the
application developer and most development tools seem to have the functionality
to count non-commented lines of code.
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Fig. 5. A screenshot from EAAT showing four related application services. The color
indicator next to the application service name illustrates the modifiability level.

Table 3. Results for the application services

Application Complexity Coupling Size Programming Modifiability
service MAX language

Alumni Community 3 3.6 23.807 C# 6
DIAK 4 3.6 N/A ASP 9
KOPPS 7 4.6 35.156 Java 4

LadokPing 4 4.5 45.266 Java 4
LpW 6 4.9 178.758 N/A 5

Mina Sidor 10 4.6 11.323 Java 3
Nouveau 2 N/A N/A C++ 12
NyA 0 3.6 819.341 Java 8

TimeEdit 3 4.6 N/A C++ 9

Since this paper and case study only focus on the architectural viewpoint
of TEAMATe it is not as obvious how these models support decision-making,
compared to when employing all viewpoints of TEAMATe including the change
management and project specific classes which would provide the decision maker
with information regarding the predicted cost of changing an architecture. How-
ever, only using the architectural view provides information that can be used
when comparing different architecture scenarios. Also, if it is known that an ap-
plication service has a modifiability value lower than others due to its complexity
or high coupling, one might want to consider improving this service in order to
prevent future change projects from becoming too costly. Or, when starting a
new development project the information in these models can provide important
input for risk analysis. E.g. if planning a change in one component, the modifica-
tion’s impact can be traced in the model in order to find what other components
might be affected. This would prevent unknown ripple effects to occur.
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6 Discussion

To measure the complexity of an IT system, the cyclomatic complexity by Mc-
Cabe [17] has been used. The cyclomatic complexity is originally a software
metric. Even though there are similarities of a control graph based on soft-
ware source code and an architectural model displaying software components
with their relations to one another, the suitability of the metric is not yet fully
investigated within this context. [27] and [28] have both applied cyclomatic com-
plexity to business process models (BPMs) indicating that the metric serves a
good purpose providing general information about the complexity of a BPM.

The categorization used for the modifiability metric provides insight to
whether the service is easy to modify or not. Neither the less it can be of guid-
ance when evaluating possible architectural scenarios to one another. Here mod-
ifiability is based on the three attributes size, coupling, and complexity. These
are not the only attributes that determines the modifiability of an application
service. E.g. in the Definition and Taxonomy for Software Maintainability pre-
sented in [11] 140 factors are included (however some of these are related to the
management process and the team involved).

The use of TEAMATe when making decisions relating to enterprise IT is bene-
ficial due to its ability to locate potential risks concerning a system architecture.
Employing TEAMATe raises awareness of the enterprise system including an
understanding of how the different applications relate to each other.

Aligning TEAMATe with ArchiMate might be good for a majority of com-
panies. However, other companies might already employ a different metamodel
for their EA initiative. For the specific modeling project alignment with other
metamodels might be necessary.

The Enterprise Architecture Analysis Tool is currently a research product
more than a commercially available software. Hopefully it will soon be user-
friendly enough for non-academic use. Unfortunately, there are no other tools
available today that support the suggested type of architecture analysis.

7 Conclusions

It is feasible to combine EA models with modifiability analysis to provide sup-
port when making decisions about IT systems and their implementation. This
paper has provided insight on how the enterprise architecture modeling lan-
guage ArchiMate can be aligned with The Enterprise Architecture Modifiability
Analysis Tool (TEAMATe). Further, well-known software metrics have been in-
corporated in TEAMATe in order to improve the analysis capabilities of TEA-
MATe regarding architecture modifiability. An improvement made possible by
changing formal analysis language from the Probabilistic Relational Models and
Bayesian networks to the Predictive, Probabilistic Architecture Modeling Frame-
work (P2AMF). These improvements have been tested in a case study, where
the modeling and analysis were done with the Enterprise Architecture Analysis
Tool (EAAT), with good results.
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7.1 Future Work and Implications

To the industrial practitioner, the present paper assists the enterprise modeling
effort when the concern is focused on modifiability of application services. If
the suggested metamodel is employed one can compare different architecture
scenarios, find architectural improvement possibilities, and highlight risks early
in change projects.

To the EA tool industry, the present paper hints to potential new features or
products. Tools incorporating the suggested analysis capabilities and containing
common metrics for architectural evaluation would give a more quantitative
support to the user’s modeling effort.

To the scientific community, the presented metamodel combines the approach
of enterprise architecture modeling with modifiability metric analysis. These two,
previously separate, communities can benefit from this work, as well as continue
contributing in the combined area by extending/improving the metamodel and
the methods utilizing it.

Of course, the different parts of TEAMATe can still be further improved.
More metrics can be added. The change management viewpoint and the change
project viewpoint can both be revised regarding metrics used, related modeling
languages, and analysis formalism.

In order to expand this study to the broader EA context, future work will be
conducted to incorporate the presented metamodel with other quality goals that
are of importance when evaluating architectures. Such quality goals could be
those presented in [29]; application usage, service availability, service response
time, and data accuracy, as well as interoperability as presented in [25].
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Abstract. Enterprise Architecture (EA), which has been approached by both 
academia and industry, is considered comprising not only architectural 
representations, but also principles guiding architecture’s design and evolution. 
Even though the concept of EA principles has been defined as the integral part 
of EA, the number of publications on this subject is very limited and only a few 
organizations use EA principles to manage their EA endeavors. In order to 
critically assess the current state of research and identify research gaps in EA 
principles, we focus on four general aspects of theoretical contributions in IS. 
By applying these aspects to EA principles, we outline future research 
directions in EA principles nature, adoption, practices, and impact. 

Keywords: enterprise architecture (EA), EA principles, literature review. 

1 Introduction 

Enterprise architecture (EA) is a constantly evolving research subject that has been 
approached by both academia and industry [1, 2] over more than two decades. In the 
existing literature, most papers cite the ANSI/IEEE STD 1471-2000 and define 
architecture as: 
 

 “the fundamental organization of a system, embodied in its components, their 
relationships to each other and the environment,  

 and the principles governing its design and evolution.”  
 

According to aforementioned definition, EA artifacts include not only (1) 
representation models, which are conceptualized by means of different EA methods, 
meta-models and frameworks, but also (2) principles, which are rules guiding 
architecture’s design and evolution [3–5]. EA principles are thus integral part of EA 
definition; Hoogervorst [6] even equates architecture with principles and defines EA 
as a set of design principles.  

Even though the concept of EA principles has been defined as the essential element 
of EA [3–14], the number of publications on this subject is surprisingly very limited, 
as outlined by previous studies [3, 4, 14, 15]. This is particularly surprising if we 
compare the number to the vast body of literature related to the first part of the EA 
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definition. Similarly, although principles are described in frameworks such as 
TOGAF [16], only few organizations use them to manage their EA efforts [3]. The 
EA principles are hence rather underexplored in EA research.  

Given the relevance of EA principles, the main objective of this paper is to (1) 
critically assess the current state of research in this field, (2) identify research gaps, 
and (3) outline future research directions. To this aim, we suggest a research 
framework that applies generic IS research types and questions [17] to EA principles 
and identifies EA principles nature, practices, adoption, and impact as main areas of 
research. Based on a systematic literature review, our analysis delineates several areas 
that remain underserved in the existing body of knowledge and that offer researchers 
the opportunity to contribute to the development of the field of research on EA 
principles.  

The remainder of this paper is structured as follows. First, we provide an overview 
of the research methodology and analysis framework. The subsequent section 
describes in detail the results of the literature review. Afterwards, based on the 
discussed results, we derive underserved theoretical contributions. Finally, we 
summarize our findings and propose further research.   

2 Research Methodology and Analysis Framework  

2.1 Analysis Framework 

A literature review can either deal with a mature topic or an emerging issue [18]. In 
this paper, we use it to investigate the emerging issue of EA principles. Recognizing 
the suggestions of Webster and Watson [18] and Fettke [19], we use a literature 
review framework for guiding literature analysis and for classifying the papers based 
on their theoretical contributions. Our research questions are built on the research 
objectives. This paper aims at identifying underserved theory types in EA principles 
with regard to primary goals of the theory in IS i.e. description, explanation, 
prediction, and prescription [17].  Therefore, relying on Gregor’s taxonomy of theory 
types in information systems [17] and in line with other studies [20], our literature 
review framework focuses on four rigorous research questions and applies them to 
EA principles (fig. 1): 
 
 Understanding the nature of EA principles: What are EA principles? This 

research question focuses on the “what” and addresses the definition and 
characteristics of the phenomena of interest. It results in theory type I (theory for 
analyzing) of Gregor’s taxonomy [17]. As the most basic type of theory, 
descriptive theories are needed when nothing or little is known about 
phenomena in question. This theoretical effort results in classification schema, 
frameworks, taxonomies, or typologies.  

 EA principles adoption: Why and to what extent are EA principles adopted? The 
second research question considers the theory for understanding and explaining 
how and why some phenomena occur. In other words, this aspect of the analysis 
framework concerns different approaches of analyzing adoption and diffusion of 
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EA principles in different organizational context and EA designs [21]. This will 
ultimately lead to insights into adoption patterns and the factors that determine 
successful implementations of EA principles. Answering this research question 
requires researchers to conduct empirical studies and to collect observations 
from the field. It results in theory type II (theory for explaining) of Gregor’s 
taxonomy [17].  

 EA principles practices: How to design, implement and manage EA principles? 
This research question aims at specifying how organizations should develop, 
deploy and manage EA principles, and might be most valuable from the 
practitioner’s point of view. It is associated with a constructivist type of research 
or design science, resulting in methods and justificatory theoretical knowledge 
in the development of the discussed phenomena.  Gregor [17] classifies this type 
of theory as theory type V (theory for design and action). 

 EA principles impact: What are the impacts of EA principles? The last research 
question considers the theoretical constructs and relationships among them. In 
EA principles like EA itself, measuring the impacts and organizational benefits 
of principles are of importance. This research question results in theory type IV 
(theory for explaining and predicting) of Gregor’s taxonomy [17]. 

 

 

Fig. 1. Analysis framework derived from [17] 

2.2 Literature Selection and Review Process 

In order to analyze prior research results in the field of EA principles, we carried out a 
comprehensive literature review of scientific journal and conference publications 
based on the guideline provided by Webster and Watson [18]. We focused on peer-
reviewed publications and excluded other types of publications (e.g. books, project or 
research reports) to ensure the quality of the contributions. A set of key terms 
(“principle“, “architecture principle“, “design principle“, “guideline“) was utilized to 
identify the related publications in EA[M] context articles. Hence, we excluded 
articles addressing principles in other fields (e.g. modeling [22, 23] or SOA). Owing 
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to the paucity of publications in EA principles, we did not imply any limitation for 
publication date.   

We identified the related articles by scanning scientific databases (AIS electronic 
library, ACM Digital Library, DBPL, EBSCOhost, IEEE Xplore Digital Library, 
Science Direct, Web of Science, and SpringerLink) as well as EA conferences (AIS 
supported conferences and TEAR workshop). The first step of our literature review 
resulted in nineteen articles investigating EA principles.  

In the subsequent step, we coded and analyzed the identified articles according to a 
coding scheme. The coding scheme was built on the research questions of the 
presented analysis framework in section 2.1.  In line with [14], our coding scheme 
also included the level of universality of proposed principles (either generic or 
company-specific) and emphasis on principles (either as core or among other topics). 
We included additional codes for research methodology based on the taxonomy of 
[24] (see Appendix). 

3 Results 

This section provides a general overview of the identified articles and their utilized 
research methodologies. We also provide a content classification based on our 
literature review framework so as to analyze their area of theoretical contributions.   

3.1 Overview 

We identified nineteen articles investigating EA principles, twelve of which published 
in conference proceedings and seven in journals. Richardson et al. [10] is the most 
cited paper dating back to 1990. It was the initiator of EA principles research, since it 
was the first to investigate EA principles as the core subject of interest. In 1999, 
Armour et al. [12] argued the importance of EA principles in the context of EA 
frameworks. As of 2004 researchers decided to concentrate on this research subject. 
The time-wise turning points in EA principles are 2006 and 2011, with four articles in 
each point. To date, twelve articles studied EA principles as the core of their research 
[3–5, 7–11, 14, 15, 25, 26] and seven articles investigate them among other topics [6, 
12, 13, 27–30].  According to Google Scholar, the articles with focus on EA 
principles are mostly low cited (less than 20 citations), two average-cited (20-80 
citations) and only one is high cited (more than 80 citations).  

3.2 Content Classification 

We coded the identified articles based on four theory types of EA principles, 
presented in our analysis framework. The analysis of the codes provides us with 
further insights into current state of theoretical contributions in EA principles.  

Nature of EA Principles 

All the identified nineteen papers laid emphasis on either EA principles nature or EA 
principles practices. They all investigated at least one of the aspects related to the 
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nature of EA principles (“what are EA principles?“). This may be explained by the 
fact that EA principles are in their infancy in EA research; investing a great deal of 
research on fundamental concept and definitions is hence inevitable. 

Since little is known about EA principles in EA research, prior work mostly 
concentrated on EA principles nature through: (1) suggesting an exhaustive and 
comprehensible definition of EA principles and shedding light on the role of 
principles [3–6, 8, 9, 11–15]; (2) discussing the formulation and statement of EA 
principles, as a set of constraints on the syntax and semantics of EA principles 
documentation [7, 10, 11, 26]; (3) categorizing EA principles into different areas and 
scope [10, 25–27]; (4) suggesting a set of EA principles, which are either generic or 
company (context)-specific [10, 26, 28–30]. We thus reveal four streams of research 
related to the nature of EA principles namely EA principles definition and role, EA 
principles documentation, EA principles classification, and EA principles proposition.  
 
EA principles definition 
Seven out of nineteen identified papers either provided definitions of EA principles  
or consolidated existing ones so as to propose a comprehensible definition [3–5, 8, 9, 
14, 15]: 

Architectural design vs. architectural representation: Stelzer [14] distinguishes 
architectural design (as the conceptual model of the system) from architectural 
representation (as formal description of architecture). The principles related to 
architectural design are so-called design principles and the principles regarding 
architectural representation are denoted as representation principles.  Winter and Aier 
[3], Fischer et al. [4] and Aier et al. [5] similarly argue that EA artifacts include not 
only representation models, but also design principles. Representation models are 
described by means of different EA methods, meta-models and frameworks in 
baseline and target architecture. They are complemented by design principles which 
are guidelines and rules guiding architecture’s design and evolution from baseline to 
target architecture. Lindström [26] makes a similar distinction by differentiating 
syntactical (representation) and semantic (design) principles.   

Scientific principles vs. normative principles: Scientific and normative principles are 
distinguished by [8, 9, 15]. The scientific principles are cross-disciplinary, which are 
applicable in various design principles. The normative principles are based on 
artifacts such as strategy and environment, and influence other artifacts such as 
guidelines, requirements, and implementation. The EA principles are thus seen as 
normative principles.  

Architecture principles vs. design principles: Architecture principles utilize a heuristic 
approach, are included in the architecture of a class of systems, and are inductive in 
nature. Conversely, design principles are included in the design of a specific system, 
and are deductive in nature [8, 9, 15].  

Lindström [26] defines architecture principles from the resource management 
perspective, as the underlying general rules and guidelines for the use of IT resources 
all through the organization. Stelzer [14] investigates EA principles in a network of 
principles comprising IT, business, organization, application, software architecture, 
data, and technology principles. He also lays emphasis on “constraint” as another 
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concept that helps assessing the principles‘ scope and validity. Architecture principles 
are also discussed in TOGAF [16]. Open Group defines architecture principle as a 
qualitative statement of intent that should be met by the architecture. 

Although Richardson et al. [10] define the principles as guidelines and rationales 
for the constant examination and re-evaluation of the proposed IT target plan, Stelzer 
[14] and OptLand and Proper [25] found that no accepted definition of EA principles 
has yet emerged. Fischer et al. [4] and Aier, Fischer et al. [5] hence considered 
different definition notions of EA principles and consolidated them into a common 
understanding that we summarized them as follows:  

EA principles, which can be attributed to different architectural layers, are based 
on business and IT strategies and refer to the construction of an organization. Each 
EA principle is described in a principle statement. It consists of a rationale that 
explains why the principle is helpful to attain the pre-determined goal, as well as 
implications that describe how to implement the given principle. Finally, metrics 
should be identified for each principle to measure its fulfillment. 

 
EA principles role 
Four papers argued the role of EA principles either in EA or in EA-related topics [6, 
11–13]. They discuss the role of principles in EA frameworks [12] and enterprise 
integration and interoperability [13]. Van Bommel et al. [11] regarded EA principles 
as a means to realize the regulative nature of EA. They hence investigated the 
regulative goals and requirements of EA so as to propose a formulation structure for 
EA principles documentation. Hoogervorst [6] equated architecture with principles 
and viewed architecture as a consistent set of design principles in four areas i.e. 
business, organization, information, and technology. 

 
EA principles documentation 
EA principles documentation concerns the structure used for documenting and 
communicating principles. Each EA principle document could be made up of 
different sections namely statement [7, 10, 26], rational (motivation) [10, 26], 
implication [10, 26], measures [26], and comments [26]. Different guidelines also 
have been suggested to formulate and document principles. Lindström [26] argues 
that principles should be consistent, verifiable, unambiguous, modifiable, stable, and 
complete and correct. According to the TOGAF [16], understandability, robustness, 
completeness, consistency and stability are also of importance.  

 
EA principles classification  
Four papers covered principles classification [10, 25–27], in which researchers mostly 
suggested architectural layer-based approach in defining principles implications: 
Richardson et al. [10] defined principles in organization, application, data, and 
infrastructure areas; Winter and Fischer [27] placed principles in business, process, 
integration, software, and technology layers; OptLand and Proper [25] illustrated 
principles implication in enterprise engineering architectural layers namely business, 
informational, and datalogical. Moreover, Lindström [26] classified the proposed 
company-specific principles in governance, outsourcing, risk management, security, 
system management, environment, standardization, and infrastructure categories. Since 
the latter was built on a single case study, the proposed classification is not generalizable.  
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EA principles proposition  
There are only two studies proposing a set of EA principles. They both utilized case 
studies and thus identified a set of detailed company-specific principles: Richardson 
et al. [10] explored EA principles in Texaco and Star Enterprise case. They also 
provided rationale for each principle and stated the practical implications that result 
from principles. Lindström [26] developed a set of architecture principles for the 
Vattenfall case.   

Three other studies proposed a set of generic principles in which EA principles 
have been studied among other subjects (in EA context), notably e-government [29], 
enterprise transformations [30], and adaptive EA [28]. Wilkinson [28] is the only one 
proposing adaptable principles in EA, which are modularity, simplification, 
integration, and standardization.  

EA Principles Practices 

When it comes to EA principles practices, six papers [3–5, 11, 15, 25] investigated 
the question regarding “how to design, implement, and manage EA principles.“  They 
can be categorized into two different lenses: (1) the generic process of determining or 
extracting principles [3–5, 15]; (2) managing the life cycle of principles so as to 
turning principles into an effective means in guiding EA design [3, 11, 15, 25]. We 
thus reveal two streams of research in EA principles practices namely EA principles 
extraction and EA principles management.  
 

EA principles extraction 
This research stream investigates how to arrive at a set of principles for EA design. 
Greefhorst and Proper [15] examined different sources for finding principle 
motivations and formulated six types of drivers which are goals, values, issues, risks, 
potential rewards and constraints. From a practitioner survey, Winter and Aier [3]  
identified business strategy as the main source of extracting principles. Two other 
studies came to the same conclusion through one [4] or two [5] small case studies. 
 

EA principles management 
Recently Greefhorst and Proper [15] proposed a generic process to handle life cycle of 
architecture principles. They proposed eight sub-processes to handle architecture 
principles: determine drivers, determine principles, specify principles, classify principles, 
validate and accept principles, apply principles, manage compliance, and handle changes. 
Van Bommel et al. also [11] proposed three steps in managing principles, which are 
assessing needs, formulating principles, and preparing principles deployment. According 
to a survey, Winter and Aier [3] elicited the process of communicating and updating 
principles as the main practical issues in EA principles management.  

EA Principles Adoption 

Since EA principles are underexplored in EA research, there was a tendency to clarify 
the fundamental concept and practices, but we did not identify any research on 
principles adoption. This implies that we have neither empirical evidences how EA 
principles are adopted nor about the factors determining EA principles adoption.  
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EA Principles Impact 

Interestingly, there is also no dedicated study investigating the impact of EA 
principles in prior research, but their expected impacts have been argued implicitly. 
Some examples are as follows.  

The steering and directing role of EA is done by means of principles [7, 25, 31], 
which are both normative constraints (restrictions) and guidance in EA design [8, 25]. 
The EA principles also realize the regulative role of EA by considering EA as a set of 
principles to constrain the enterprise design space [11]. In other words, architecture 
principles bridge the gap between strategic intentions and concrete design decisions 
[8, 9, 26] by addressing concerns of the key stakeholders within an organization [7]. 
OptLand and Proper [25] also argued that EA principles impact different architectural 
views of enterprise engineering.  

3.3 Research Methodologies 

Since EA principle is an emerging topic in EA research, the majority of prior research 
either provided conceptual insights or utilized cases study.  Nine out of nineteen 
papers developed conceptual descriptions [6–9, 11–13, 15, 25] relying on author’s 
experience or thought.  Case studies were preferred choice for empirical study in eight 
papers [4, 5, 10, 26–30]. Two out of those case studies were mostly literature reviews 
with one [4] or two [5] very small case descriptions. We also identified one literature 
review [14] as well as one survey [3] of 70 Swiss and German practitioners on the 
usage and management of EA principles. 

4 Discussion and Findings – New Avenues of Theoretical 
Contributions 

Based on the discussed results, the current state of research in EA principles reveals 
various gaps in different dimensions of our analysis framework. In this section, we derive 
underserved research areas in order to clarify the required research directions (table 1).  

4.1 Understanding the Nature of EA Principles: What Are EA Principles? 

Related to EA principles definition, prior research either provided basic definition or 
tried to consolidate existing definitions. There is a consensus that EA principles are 
integral part of EA, can be classified based on architectural layers, and should 
comprise statement, rationale, implication and measures. Whereas our understanding 
related to EA principles definition and documentation is maturing, we know very little 
about specific EA principles and their quality. Prior work proposed either company-
specific principles, which may not be generalizable, or generic principles, which are 
not explicitly studied in EA context. Future research thus should propose and 
scientifically validate a set of generic EA principles through expert judgment, 
multiple-case studies or surveys. This provides a common understanding of principles 
and their expected level of granularity. Developing a typology of EA principles 
(based on e.g. EA’s requirements, expected goals and outcomes) may support this 
endeavor. In this regard, analyzing the literature for principles in related fields, such 
as organizational design or software architecture could be beneficial [14].  
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Table 1. Current status and future research in EA principles  

Fields of 
theoretical 
contributions 

Current status Future research 

Nature Consensus on EA 
principles 
definition and 
documentation 

 Propose and validate generic EA principles 
and/or typologies of EA principles 
 

Practices Tentative or 
implicit processes 
for principles 
extraction and 
management 

 Methodologies for identifying possible sources 
of extracting principles 

 Management processes to handle the life cycle 
of principles from extraction to assessment 

 Integration of EA principles in IT management 
and governance methodologies 

Adoption No research yet  Understanding of the adoption process  
 EA principles institutionalization  
 EA principles embeddedness in EA design 
 Success factors of EA principles adoption 

Impact Implicit 
argumentations 

 Role of EA principles in shaping the design of 
EA 

 Relationship between deploying EA principles 
and EA effectiveness / organizational benefits 

4.2 EA Principles Practices: How to Design, Implement and Manage EA 
Principles? 

Drawing on theory type V (theory for design and action) of Gregor’s taxonomy[17], 
this category comprises design-oriented research related to the design, 
implementation, and management of EA principles.  

Concerning the design of EA principles, the small portion of prior research [3–5, 
15] either proposed a tentative process or implicitly looked into it. Key stakeholders 
must understand how the motivation behind a set of principles aligns with the 
organization’s strategies and its micro and macro environment. Further investigation 
needs to be carried out in order to explore the possible sources of extracting EA 
principles such as higher organizational levels, industry standards, external authorities 
[25]. Future research should also investigate principles alignment with business and 
IT strategies as well as the influence of contextual and organizational factors on 
extracting EA principles.  

Regarding the management of EA principles, a scientifically validated 
management process covering the entire life cycle is lacking. Owing to the relative 
newness of EA principles in EA research, also no research has been conducted on 
their implementation practices. For developing appropriate practices in EA principles, 
multiple-case studies are recommended to gather real-world experiences on: (1) how 
to translate business and IT strategies into an exhaustive set of EA principles, and (2) 
how to turn them into a set of rules, guidelines and standards guiding EA design. 
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More design-oriented research is required to engineer methodologies supporting 
companies in identifying EA principles as well as managing their life cycle.  

When it comes to EA principles implementation, different approaches in 
establishing and enforcing EA principles are concerned. The EA principles 
implementation considers clear organizational accountability for adhering to 
principles so as to ensure they are used to guide design decisions. Given the nature of 
EA principles as governing EA design and evolution (cf. ANSI/IEEE STD 1471-2000 
definition of architecture), more research is thus needed to study how EA principles 
complement IT management and governance methodologies.  

4.3 EA Principles Adoption: Why and to What Extent Are EA Principles 
Adopted? 

We did not identify any systematic research on EA principles adoption, which 
concerns acceptance, diffusion, success and influence factors, and measurement of 
EA principles.  

Above all, we are lacking a comprehensible understanding of the adoption process 
of EA principles. It could be studied either as a stand-alone phenomenon or as a part 
of EA adoption. If EA principles adoption is considered as stand-alone phenomenon, 
questions related to the operationalization in organizational processes are of interest. 
It is recommended that future research investigates organizational adoption of EA 
principles through general management theories, such as institutional theory, 
structuration theory, or contingency theory. For understanding EA principles 
acceptance by organizations and individuals, different theoretical lenses, such as 
diffusion of innovation or technology acceptance model are useful. 

When considering EA principles as inherent to EA adoption, future research needs 
to investigate the embeddedness of EA principles. EA adoption [21, 32, 33] is a rather 
new topic in EA research concerning EA institutionalization throughout the 
organization. Given the context-dependent nature of EA in different organizational 
settings [21], it is also recommended that future research propose and validate 
archetype-specific principles.  

Winter and Aier [3] also identified that difficulties to enforce EA principles are 
related to the inability to measure EA principle implementation. In order to address 
this gap, metrics need to be defined to assess the measurable implementation of EA 
principles.  

According to aforementioned discussion, we propose research streams in EA 
principles adoption as follows: EA principles institutionalization, EA principles 
embeddedness in EA design, measurement model for EA principles adoption, and 
success and influence factors on principles adoption.  Regarding the proposed 
research directions, qualitative (case studies) and large-scale quantitative research for 
further analysis are recommended.  

4.4 EA Principles Impact: What Are the Impacts of EA Principles? 

Similar to EA principles adoption, we did not identify any research on EA principles 
impact, but only implicit assumptions expressed by the rationale for selecting certain 
EA principles. 
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References to ANSI/IEEE STD 1471-2000 definition of architecture, EA principles 
govern the design and evolution of EA. The future research in EA principles impact 
hence could be derived from these two aspects.  

The design of EA could be considered as either generic EA frameworks and 
patterns [32, 34–37] or situational EA designs [21, 38, 39]. Future research could use 
both perspectives, i.e. generic or situational EA designs, to analyze the impact of 
principles in ruling and guiding EA design and evolution.  

Since principles are considered as an effective means to shape EA design, this 
brings us to the impact of principles on EA evolution and effectiveness. In effect, EA 
principles are used to guarantee the expected outcomes out of EA. The future research 
could thus study the causal relationship between deploying EA principles and EA 
effectiveness. This could be part of a larger causal model that also illustrates the 
impact of EA effectiveness on organizational benefits. Accordingly, the impact of EA 
principles on organizational benefits could be studies either directly or through their 
impact on EA effectiveness as a mediate variable.  

5 Summary and Conclusion 

This paper profiles the existing research on EA principles based on four research 
questions concerning EA principles nature, adoption, practices, and impact. Our 
analysis of nineteen articles has shown that existing research has mostly concentrated 
on EA principles definition as well as on the guidelines to document principles. 
Despite the fact that EA principles are highly relevant, we know relatively little about 
specific principles and how they should be designed, implemented, and managed. The 
existing research also has no illustration on how design principles are adopted and 
how they alter an existing architecture.  

Figure 2 shows a research model representing the relationships between our proposed 
research directions in EA principles. According to ANSI/IEEE STD 1471-2000, EA 
principles are served as a means to govern the design and evolution of EA that finally 
lead to a set of organizational benefits. In other words, to purposefully design and 
manage EA and meet the expected organizational outcomes, each EA endeavor could be 
ruled and guided by EA principles. This also implies that EA principles only create 
organizational benefits, if they are properly implemented. Our research model is hence 
composed of four dimensions to guarantee organizational benefits.   

Regarding EA principles, several topics are recommended for future research (as 
discussed in previous section): methodologies for identifying the possible sources of 
extracting EA principles, management processes to handle the life cycle of EA principles 
from extraction to deployment, real world experiences in principles implementation, 
proposing and validating a set of generic EA principles, and understanding the 
embeddedness of EA principles in organizational structure and processes. 

Concerning the impact of principles on EA design and evolution, two topics are of 
interest: (1) EA design: Impact of EA principles on EA components and configuration 
comprising all aspects of implementing EA in the organization e.g. phases, 
governance, and modeling [21, 40];  (2) EA evolution: Impact of EA principles on EA 
effectiveness so as to foster consistency and integration between different 
architectural layers. The latter also describes business-IT alignment through adapting 
EA design to a specific organizational context. 
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Fig. 2. General research outline in EA principles 

The influencing factors consist of the success factors fostering the adoption of EA 
principles as well as contingency (contextual) factors influencing the effect of EA 
principles on EA design and evolution. In effect, EA design has to adhere to a set of 
contextual factors [21, 32, 40, 41]. Therefore, the effect of contextual factors could be 
investigated through proposing a set of EA design-specific principles for situational 
EA designs.  

Finally, our research model suggests developing a set of measures to assess the 
success of EA principles adoption, the level of achievement to each of proposed 
generic or design-specific principles, the effectiveness of EA design, and 
organizational benefits resulting from EA.  
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Appendix 

Table 2. Coded articles in EA principles based on theoretical contributions, level of study, 
universality of proposed principles, and research methodologies 
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[14] Stelzer 

Enterprise 
architecture 
principles: 
literature review 
and research 
directions 

 1  
Conceptual 

(LR) 

[8] 
Proper and 
Greefhorst 

The roles of 
principles in 
enterprise 
architecture 

         1  Conceptual 

[9] 
Proper and 
Greefhorst 

Principles in an 
enterprise 
architecture 
context 

         1  Conceptual 

[15] 
Greefhorst 
and Proper 

A practical 
approach to the 
formulation and 
use of architecture 
principles 

       1  Conceptual 

[25] 
OptLand and 
Proper 

Impact of 
principles on 
enterprise 
engineering 

       1  Conceptual 

[3] 
Winter and 
Aier 

How are enterprise 
architecture design 
principles used?        1  Survey 

[4] Fischer et al.

What is an 
enterprise 
architecture design 
principle? 
Towards a 
consolidated 
definition 

        1  Case study 

[5] Aier et al.  

Construction and 
evaluation of a 
meta-model for 
enterprise 
architecture design 
principles 

        1  Case study 

[26] Lindström 

On the syntax and 
semantics of 
architectural 
principles 

      1 2 Case study 
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Table 2. (coninued) 

Identified articles 
Content classification according to analysis 

framework 

L
ev

el
 o

f 
st

ud
y 

U
ni

ve
rs

al
ity

 o
f 

pr
in

ci
pl

es
 

Research 
method 

R
ef

er
en

ce
 

Author(s) Title 

Nature Practices 

A
do

pt
io

n 

Im
pa

ct
 

D
ef

in
iti

on
s 

R
ol

e 

D
oc

um
en

ta
tio

n 

C
la

ss
if

ic
at

io
n 

Pr
op

os
it

io
n 

E
xt

ra
ct

io
n 

M
an

ag
em

en
t 

[7] 
Van Bommel 
et al. 

Giving meaning to 
enterprise 
architectures: 
Architecture 
principles with 
ORM and ORC 

        1  Conceptual 

[10] 
Richardson 
et al. 

A principles-based 
enterprise 
architecture: 
Lessons from 
Texaco and Star 
Enterprise 

      1 2 Case study 

[11] 
Van Bommel 
et al. 

Architecture 
principles – A 
regulative 
perspective on 
enterprise 
architecture 

      1  Conceptual 

[27] 
Winter and 
Fischer 

Essential layers, 
artifacts, and 
dependencies of 
enterprise 
architecture 

        2  Case study 

[6] Hoogervorst 

Enterprise 
architecture: 
Enabling 
integration, agility 
and change 

        2  Conceptual 

[28] Wilkinson 

Designing an 
‘adaptive’ 
enterprise 
architecture 

        2 1 Case study 

[13] Chen et al. 

Architectures for 
enterprise 
integration and 
interoperability: 
Past, present and 
future 

        2  Conceptual 

[29] 
Janssen and 
Kuk  

A complex 
adaptive system 
perspective of 
enterprise 
architecture in 
electronic 
government 

        2 1 Case study 

[12] Armour et al.
A big-picture look 
at enterprise 
architectures 

        2  Conceptual 

[30] Nightingale 
Principles of 
enterprise systems         2 1 Case study 

Level of study: 1. Core,  2. Among other topics 
Universality of principles: 1. Generic,  2. Company-specific 
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Abstract. Web application injection attacks such as cross site scripting and 
SQL injection are common and problematic for enterprises. In order to defend 
against them, practitioners with large heterogeneous system architectures and 
limited resources struggle to understand the effectiveness of different 
countermeasures under various conditions. This paper presents an enterprise 
architecture metamodel that can be used by enterprise decision makers when 
deciding between different countermeasures for web application injection 
attacks. The scope of the model is to provide low-effort guidance on an 
abstraction level of use for an enterprise decision maker. This metamodel is 
based on a literature review and revised according to the judgment by six 
domain experts identified through peer-review.  

Keywords: Cyber security, web applications, enterprise architecture. 

1 Introduction 

Cyber security is a critical concern for enterprises as successful cyber attacks can 
result in severe economic deficits due to losses of data confidentiality, integrity or 
availability. Depending on the IT asset in question and the intent of the attacker, there 
are various cyber attacks that can be considered. For example, an attacker could try to 
harvest sensitive data through seemingly legitimate emails (i.e., phishing) or exploit a 
cross site scripting vulnerability (XSS) in a web application. A XSS vulnerability 
allows an attacker to execute client side script in the web browser of any visitor of the 
website (which could lead to a range of issues, including complete control of the 
visitors computer). 

Of the various types of cyber attacks available, code injection is often considered 
the most troubling type of attack [1]. That is, to introduce code into a computer 
program or system by taking advantage of unchecked assumptions the system makes 
about its inputs. Code injection attacks can be classified into binary code injection 
attacks and source code injection attacks [2]. A binary code injection involves 
insertion of malicious code in a binary program to alter how the program behaves, and 
is generally carried out through a buffer overflow [3]. Source code injection attacks 
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involve interaction with applications written in programming languages that do not 
require compilation, e.g., JavaScript, PHP and SQL statements. As source code 
injections primarily concerns Web Applications (WA) we hereafter refer to this attack 
type as web application injections, or WA injections.  

WA injections includes a number of different attack types, for example, injections 
using SQL statements (i.e., SQL injections), XSS and OS Command Injection. These 
are highly critical software flaws according to OWASP [4] and SANS 2011 Top 25 
[5] (which sample all known IT security vulnerabilities).  

While large amounts of research have been committed to studying WA injections 
and organizations such as MITRE, SANS and OWASP have developed security 
awareness programs to help organizations to mitigate the issue, application developers 
are still unable to implement effective countermeasures to mitigate these 
vulnerabilities [6].  

One possible reason behind the frequent occurrence of WA injection vulnerabilities 
is that most IT security related matters involve security tools such as specific 
vulnerability scanners, static code analyzers and intrusion detection systems. As the 
security landscape on an abstraction level of tools is rapidly changing and there are 
various tools available for the same purpose, it is difficult for practitioners to 
understand what security measures that are worth employing, given different 
scenarios. This is especially the case if the practitioner has a managerial position such 
as Chief Security Officer (CSO); this type of practitioner needs to consider the 
security of system-of-systems as a whole.  

Enterprise architectures are typically very complex structures that involve various 
aspects of relevance other than web applications. Consequently, WA injections only 
constitute a small part of the overall “security puzzle”. Thus, the effort spent to 
manage countermeasures for this attack type is often very limited and information on 
the general effectiveness of different countermeasures would be valuable to 
enterprises.  

There are works that have attempted to quantify the general effectiveness of 
different types of countermeasures. However, every such study has been conducted in 
the presence of various assumptions that are likely to affect their validity. For 
example, [7] studied the effectiveness of eight WA firewalls and intrusion prevention 
systems but did not differentiate between what types of WA injection attacks they 
prevented. As such, an assumption was made that the tools would be equally effective 
against all types of such security flaws. Another common assumption is regarding the 
severity of the concerned vulnerability; most studies do not differentiate between 
vulnerabilities of the same category (e.g., different cross site scripting (XSS) 
vulnerabilities), even though vulnerabilities within the same category clearly can be 
of different importance in practice. For example, CVE-2010-3753 and CVE-2008-
5718 are both OS Command Injection vulnerabilities; however, only one of them can 
provide high level privileges if successfully exploited (CVE-2008-5718). 

This paper presents an Enterprise Architecture (EA) metamodel that can be used to 
aid enterprise decision makers deciding upon different countermeasures for WA 
injection attacks. A hypothesized metamodel was constructed through a literature 
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review; this metamodel was then revised by interviews with six domain experts 
identified through peer-review.  

The rest of the paper unfolds as follows: Section 2 describes the literature review 
used to construct the hypothesized metamodel and Section 3 describes its result. 
Section 4 presents the methodology for gathering expert judgment. Section 5 presents 
the findings from the expert study and the revised EA metamodel. Section 6 critically 
examines these findings. Finally, Section 7 concludes the paper.  

2 A Literature Review of Web Application Injection Attacks 

While there are several categorizations describing different areas of WA injection 
attacks there is no holistic work on the topic. Thus, there is a need to compile the 
domain theory on WA injection attacks in order to construct a valid metamodel. This 
chapter describes the method and result of this literature review. 

2.1 A Methodology for Categorizing Variables 

In order to assemble the currently available work in the field there is a need to both 
have a way to classify it and a way to collect it. This chapter describes these aspects. 

2.1.1 Classifying Current Approaches 
Hansman and Hunt [8] present a taxonomy for categorizing network and computer 
attacks in general that is influenced by Howard’s taxonomy [9]. This well established 
taxonomy is constructed along a set of dimensions, which in combination gives a 
holistic view of the variables of interest for cyber attacks in general.  

Table 1. Used categories from the taxonomy by [8] 

Criterion Description 

Main means of 
attack 

The attack vector of the cyber attack, 
e.g., if it is a physical attack or a 
brute-force password attack. 

Vulnerabilities 
and exploits 

The vulnerabilities and exploits that 
the attack uses are either known or 
unknown to the public at large (i.e., 
shared on the public domain such as 
on the US National Vulnerability 
Database [10]). 

Result of the 
attack 

The outcome of an attack (denial of 
service, corruption of information, 
theft of service, disclosure of 
information, and/or subversion)  

Countermeasures How to defend against the attack. 



 A Metamodel for Web Application Injection Attacks and Countermeasures 201 

As this taxonomy is well established and sufficiently comprehensive to capture the 
whole domain of WA injections it is chosen to compare the currently available 
approaches. The criteria target(s) of the attack, Damage, Cost, and Propagation are 
however not included in the categorization utilized in this study as they significantly 
involve context-dependent attributes such as the actual targeted software, something 
which is not useful for the concept of generalizing the attack type. As such, four 
criteria are used when comparing current WA injection categorization approaches; 
these criteria are described in Table 1. 

2.1.2 Collecting Current Approaches 
The online databases ACM, IEEE, SCOPUS and ISI Web of Knowledge were chosen 
as primary sources for collecting current approaches regarding categorizing different 
types of WA injections. Articles published between January 2000 and March 2012 
found using keywords related to the topic of the study had their titles studied. 
Example searches include “XSS”, “SQL injection”, “PHP injection”, “Web 
Application attacks” and “XPath attacks”. Through this approach a set of articles 
possibly related to the topic of the study were gathered. A second brief study of the 
abstracts of these articles delimited this set even further. The final set of papers were 
thoroughly read. In addition to this approach, any significant work discussed in any of 
the studied papers was also chosen for further study. This approach resulted in a 
collection of 12 works that each covers at least one of the four criteria in Table 1.  

2.2 The Main Means of Attack 

Six out of the 12 gathered works [2, 11–15] involves classifying different types of 
WA injections.  

All the studied works [2, 11–15] in one way or another discuss means of attack in 
terms of programming languages. This paper continues this tradition, using a 
categorization similar to that of [2]. It is possible to inject data through two different 
types of languages – domain specific languages (DSL) and dynamic languages (DL). 
These criteria can furthermore be more detailed in terms of actual programming 
languages, e.g., SQL (DSL), XPath (DSL), JavaScript (DL) or PHP (DL). For 
example, an SQL injection vulnerability due to an unsanitized input parameter in a 
PHP application can be exploited through input using a DSL (SQL command). In the 
same way, a vulnerable exec() variable in a PHP application can be exploited through 
a dynamic language (an OS command injection through a PHP script). While it 
certainly is possible to go into further detail, e.g., regarding SQL injection tautologies 
[14], this would significantly add complexity to the categorization – thus not viable 
for the purpose of the present study. 

2.3 Vulnerabilities and Exploits 

Three out of 12 studied works discuss topics related to known and unknown WA 
injection vulnerabilities and exploits [11–13]. 
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Pietraszek and Berghe [11] propose that the CVE (Common Vulnerabilities and 
Exposures) identification number should be included in the vulnerability information, 
if applicable. That is, the vulnerability can be known to the public at large. This is 
contingent to the taxonomy of Hansman and Hunt [8]. Vorobiev and Han [13], and 
Sidharth and Liu [12] propose that vulnerabilities can be found through querying the 
WA implementation of Universal Description, Discovery and Integration (UDDI) or 
Web Service Description Language (WSDL). While this type of information is shared 
on the public domain, it still involves finding vulnerabilities in a WA, rather testing 
vulnerabilities known to the public at large (for instance, shared on the US National 
Vulnerability Database (NVD)).  

The categorization used in this paper distinguish, as [11],  between known and 
unknown vulnerabilities. A vulnerability known to the public at large is an easy target 
for an attacker as it often also has publicly known exploits, or at least ideas for how to 
conceive an exploit available. Also, a known vulnerability likely has, or is soon to 
have, a software patch or work-around remediating it available. This makes it an 
important vulnerability to manage as it (typically) requires little skill to exploit but 
(typically) is easily mitigated. There are numerous WA injection vulnerabilities 
publicly available. For example, the NVD presently describes more than 3300 SQL 
injection vulnerabilities and almost 3400 XSS vulnerabilities.  

2.4 Result of the Attack 

Four of the 12 studied articles discuss possible results of WA injection attacks  
[2, 11, 14, 16].  

One commonly applied categorization for describing the outcome of an attack is 
through its impact on confidentiality, integrity and availability (CIA) [2, 16]. While 
the concept of CIA is somewhat holistic, it can be difficult to relate to as most attacks 
affect a combination of these criteria. The two remaining works [11, 14] describes 
attacks on significantly lower abstraction levels (e.g., SQL Union Queries and SQL 
PiggyBacked Queries). Employing such an abstraction level is however not useful 
given the purpose of the study; it would simply be too detailed.  

A useful categorization for the purpose of this paper is the five criteria proposed by 
[8]. These criteria constitute a holistic and usable view of possible results from a WA 
attack. All of the studied approaches [2, 11, 14, 16] are possible to map to it. That is, 
theft of service, corruption of information, subversion, disclosure of information, and 
denial of service. 

2.5 Countermeasures 

Nine of the 12 studied works classify different types of countermeasures [2, 11, 12, 
14, 17–21]. This section describes the classifications by these authors. Many 
properties of these categorizations are similar. However, no categorizations fully 
overlap and the used terminology is highly varied. For example, developing a 
software using a “secure” API is referred to as new API’s [2], new query development 
paradigms [14], and serialization API’s [11]. This section summarizes existing 
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attempts to categorize countermeasures against WA injection attacks, and suggests 
addition of a variable that is not covered by these. 

The two main types of countermeasures in the used categorization are static and 
runtime approaches, as discussed by [2, 14, 21]. An important distinction between 
static and runtime countermeasures is that runtime countermeasures do not suggest 
patches for vulnerabilities in the application codebase, but rather make exploitation of 
existing vulnerabilities more difficult. In the same fashion, static countermeasures 
detects (and recommends patches for) vulnerabilities in the application code base, but 
cannot thwart attacks against any remaining issues. Thus, static measures are often 
useful before deployment of a WA when code patching is reasonably simple to 
perform and runtime measures after deployment when code patching can be costly to 
perform. There is also a combination of them, hybrid approaches, which involve both 
static analysis for vulnerabilities and run-time analysis of incoming requests. An 
example of this type of tool is AMNESIA [22]. 

Static approaches involve measures to find and remove vulnerabilities in the 
application codebase. This category includes black box testing, disabling unnecessary 
responses, software patching, type-safe API’s, and static code analysis.  

Black box testing [14, 20, 21] involves running automated scanners or fuzzers on 
deployed WAs without viewing server-side source code. One such example is 
WAVES [23]. 

Disabling unnecessary responses [12, 14, 17, 19] involves removing any 
application response messages that are not needed to provide its desired service. For 
example, any SQL database errors should be eliminated, unnecessary WSDL and 
UDDI information should be removed and Web server software query responses 
should be limited. If this countermeasure is successfully implemented it forces the 
attacker to use “blind” techniques.  

Software patching is not discussed by any of the studied papers. However, it is 
clear that it is of importance towards the success of an attack – many organizations do 
not aim to “reinvent the wheel” and instead deploy commercial-of-the-shelf (COTS) 
software. Such applications are maintained through software updates by developers 
which address known vulnerabilities found in their products. Typically, software 
patching is implemented through an automated patch management tool such as 
Shavlik [24].  

Type-safe API’s [2, 14] involves using a development environment that is built to 
function in a secure and reliable fashion. In essence, this countermeasure defines a 
rule set for allowed code and how different parts of an application exchange 
information. For instance, how a PHP application is allowed to communicate with an 
SQL database. If a developer writes code that does not comply with the rule set 
defined within the type-safe API an error is produced, notifying the developer of the 
proper syntax as defined by the API.  An examples of this type of countermeasure is 
SQL DOM [25]. 

Static code analysis [2, 11, 14, 20, 21] involves detecting vulnerabilities by 
analyzing the application source code. That is, to learn of the control or data would 
flow at runtime without actually executing the code. An example static code analysis 
tool is Pixy [26]. 
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Runtime approaches involve detecting and thwarting ongoing attacks through, e.g., 
a set of predefined signatures. This category includes content based rejection, query 
modification and intrusion detection systems.  

Content based rejection [2, 14, 21] involves analyzing the structure of requests to 
see if they conform to a model of expected queries. If not, the request is considered to 
be malicious and as such rejected. One such approach involves creating two 
grammatical representations of input statements using finite state machines or parse 
trees, one with and one without user input. If the representations do not match the user 
input is considered to involve a malicious command. An example of this approach is 
SQLGuard [27]. The perhaps most common type of content based rejection 
countermeasure in practice is proxy filters [12, 14, 17–21] (e.g., application firewalls 
and gateways) which intercepts calls to WAs to check if requests are malicious (i.e., if 
they match blacklisted signatures). An example of such countermeasure is Cisco 
Application Velocity [28]. Thirdly, a popular approach is dynamic taint analysis; to 
mark certain input (e.g., POST) as dangerous and evaluate if it is used in a malicious 
fashion. An example of this approach is SecuriFly [29]. 

Query modification [2, 11, 14, 20, 21] involves countermeasures aimed to modify 
queries using predefined functions such as cryptographic keys [2, 14] or through 
escaping characters [11, 20, 21]. This is also the main difference from content based 
rejection – query modification accepts modified versions of all input. Both methods as 
such naturally have pros and cons. An example query modification countermeasure is 
SQLrand [30]. 

Intrusion detection systems (IDS) [14, 20, 21] involves detecting source code 
injection attacks. This category differs from the other runtime approaches in the sense 
that an IDS merely detect, and not thwart, malicious requests. As such, if an IDS is 
setup to thwart detected issues this categorization treats it as a content based rejection 
technique (or query modification technique in case it accepts modified input). 
Intrusion detection systems can be both signature and anomaly based [31]. A 
signature based IDS have a predefined set of signatures for malicious requests and 
alarms if a request matches such a signature. An anomaly based IDS is trained on 
what type of requests that are “normal” and can thus in theory differentiate regular 
traffic from malicious traffic. A common WA IDS is Apache Scalp [32]. 

3 Hypothesized Metamodel 

An EA model describes an organization in terms of the artifacts of business and IT, as 
well as their interrelationships. An EA metamodel is a description language used 
when creating EA models. Various EA metamodels have been proposed, for example, 
general metamodels such as ArchiMate [33] and metamodels for analysis of specific 
properties such as modifiability [34] and data accuracy [35]. The metamodel 
presented in this paper is based on the concepts of an existing EA metamodel for 
cyber security risk analysis, namely, the Cyber Security Modeling Language 
(CySeMoL) [36]. This section gives a brief overview of the concepts of CySeMoL of 
relevance to this paper. The reader is referred to [36] for a more detailed description 
of CySeMoL. 
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3.1 The Cyber Security Modeling Language 

The CySeMoL covers a variety of attacks such binary code injections, flooding 
attacks, abuse of obtained privileges and social-engineering attacks (it does however 
not cover WA injections). The main objective of CySeMoL is to allow users to create 
models of their architectures and make calculations on the likelihood of different 
attacks being successful. Security expertise is not required from the user as the model 
includes theory on how attributes in the object model depend on each other. In other 
words, users must only model their system architectures and properties. 

The entities in CySeMoL includes various IT components such as Operating 
System (e.g., Windows XP) and Firewall, processes such as Security 
Awareness Program (i.e., IT security training) and Zone Management (i.e., 
security maintenance of network zones), and personnel (Person). Each entity has a 
set of attributes that can be either attacks or countermeasures. These attributes are 
related in various ways. For example, the credentials of personnel can be social 
engineered – but the likelihood of this attack being successful depends on whether the 
person has undergone security awareness training or not. Each attribute in CySeMoL 
has a binary range (True / False), i.e., the likelihood of an attack being successful and 
the likelihood of a countermeasure being functional. 

3.2 A Hypothesized Metamodel 

The attributes found during the literature review (cf. Section 2) can be mapped to four 
entities: the WA itself (WebApplication), the process for developing the WA 
(SoftwareDevelopmentProcess), the process for maintaining the WA 
(SoftwareMaintenanceProcess) and whether there is an intrusion detection 
system monitoring the WA (IntrusionDetectionSystem). An overview of the 
metamodel can be seen in Fig. 1. Each entity is associated with a set of attributes with 
binary ranges (i.e., true or false). An attribute can be either an attack (a means of 
compromising the entity) or a countermeasure (a means to counter attacks). 
WebApplication is the only entity which is associated to attacks – an attacker 
can achieve an intended result (e.g., denial of service) by exploiting a known or 
unknown domain-specific language or dynamic language vulnerability. The presence 
of vulnerabilities in turn depend on the presence of countermeasures applied during 
development and maintenance of the WA, and if there is an intrusion detection system 
present, i.e., whether IntrusionDetectionSystem.Deployed = True. 
Due to these relational dependencies, the user of the model only needs to specify the 
states of attributes without parents (i.e., attributes without any arrows directed 
towards them), which in practice means the countermeasures. 

The countermeasures corresponding to SoftwareDevelopmentProcess and 
SoftwareMaintenanceProcess next to completely overlap. However, two 
measures differ between them: Type-safe API’s are only used during development of 
a WA as they require the application codebase to be written using specific constraints. 
Similarly, automated patch management is a tool that only can be used for finished 
applications. Also, automated patch management can unlike the remainder of the 
countermeasures due to its nature only mitigate known vulnerabilities.  
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Fig. 1. A hypothesized metamodel for WA injections 

4 Methodology for Revising the Hypothesized Metamodel 

The complexity of this research means that it will be difficult to validate the 
metamodel using an experimental approach. Given such a scenario expert judgment 
can be justified as a means of estimation [37]. This study utilizes a combination of 
interviews and a workshop in order to revise the hypothesized metamodel (cf. Fig. 1).  

4.1 Population and Sampling 

In terms of the expert categories described in [38] individuals that are expert judges 
are desirable. Studies of experts’ calibration have concluded that experts are well 
calibrated in situations with learnability and with ecological validity [39]. Learnability 
comes with models over the domain, the possibility to express judgment in a coherent 
quantifiable manner and the opportunity to learn to from historic predictions and 
outcomes. Ecological validity is present if the expert is used to making judgments of 
the type of questions they are asked. An individual that has significant and up to date 
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professional experience from working with WA security testing should likely possess 
both learnability and ecological validity. This type of individual can be seen as the 
population of the present study. 

The respondents used during the present study were identified through peer-review 
by prominent members of Swedish OWASP chapters. Each of the six individuals 
participating in the study had significant and fresh experience from professional work 
with WA security.  

4.2 Data Collection  

This study utilizes a combination of three semi-structured interviews and a workshop 
with three individuals, all carried out face-to-face. Due to the complexity of the matter 
effort was spent to enforce reliability of results. That is, the original layout and scope 
of the data collection was somewhat changed according to the focus area(s) of the 
respondents. For example, no answers were forced, the scales were allowed to be 
switched for a ranking system, and the respondents were allowed to traverse from the 
original scope if needed. For example, if they wanted to discuss a particular 
countermeasure in greater detail. As a consequence, more time was spent on those 
matters the respondents perceived to be of greater importance for the topic of the 
study.  

The interviews and the workshop all had the same general approach. A summary of 
this methodology is described below. The approach consisted of two main objectives: 
(i) to study what aspects of the hypothesized metamodel that should be revised, and 
(ii) to estimate the general effectiveness of different countermeasures given the 
revised metamodel defined by the respondent(s), i.e., what attribute relations that 
should be present in the metamodel. 

4.2.1 Revision of Hypothesized Metamodel 
The first part of the interview or workshop concerned describing the topic of the study 
and the outline of the event. After this the respondents were given a graphical 
description of the proposed metamodel (cf. Fig. 1) and introduced to the concepts of 
it. The second part concerned the countermeasures of the metamodel. Effort was spent 
to identify if the abstraction levels of the countermeasures were reasonable given the 
scope of the study and if any countermeasures should have been changed, removed or 
added. A specific focus during this phase was placed on that the countermeasure must 
be applicable in practice, i.e., it must be readily available to practitioners and 
reasonably effortless to deploy and manage. The third part concerned the difference 
between known and unknown vulnerabilities; if this concept should be changed, and 
elicit the dependencies between countermeasures and the variables of this type. The 
fourth part involved if the employed types of WA injection attacks were useful (i.e., 
attacks for domain specific and dynamic language vulnerabilities), or if some aspects 
should have been revised. It also involved eliciting the dependencies between 
countermeasures and attack types – if any countermeasure was more competent at 
mitigating some attack types than others. The fifth part concerned the different 
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categorized results of successful attacks (e.g., denial of service); if anything should be 
revised, and whether any countermeasure was more viable for mitigating attacks of 
different outputs than others.  

4.2.2 Estimations of the Effectiveness of Countermeasures 
The sixth part concerned identifying dependencies between the different 
countermeasures (using the information identified in step 1-5). That is, what 
combination of approaches that provide significantly greater effectiveness (and which 
that do not). The seventh part involved quantitatively scoring each countermeasure 
according to its mean effectiveness and variance (using the dependencies and 
information identified in the previous steps) through a scale of 1-5. In terms of mean 
effectiveness, 1 meant “do not increase the difficulty of successful attack” and 5 
“greatly increases the difficulty of successful attack”, and in terms of variation 1 
meant “very small variation” and 5 “very high variation”. To decrease ambiguity, the 
respondents were told that the variation was “if you would pick two countermeasures 
at random from the countermeasure category, how much would their effectiveness 
typically differ?”. This quantitative scoring was carried out for one countermeasure at 
a time until all had been scored.  

4.2.3 Respondents Part of the Study 
The first interview (I1) lasted for 1.5 hours. The respondent of this interview had 7 
years of relevant professional experience and works with software penetration testing 
in general; finding vulnerabilities in software written in, for example, C++, 
JavaScript, and PHP. Respondent 1 had also significant previous professional 
experience from network penetration testing.  

The second interview (I2) lasted for 2.5 hours and involved a respondent with 10 
years of WA security experience that works within the area of WA security. For 
instance, penetration tests of software written in PHP, Perl or .NET, and 
communications with database solutions such as SQL. This individual also performed 
occasional network penetration tests.  

The third interview (I3) lasted for 1.5 hours and involved a respondent with 12 
years experience who did not presently work, but had previously done so, with 
software penetration testing. This individual works as the chief technology officer of 
an enterprise specializing in WA security. For instance, penetration tests of WAs and 
security awareness training of developers. This individual is required to inhibit 
knowledge of all of these aspects.  

The workshop (WS) lasted for 3 hours and involved three respondents whom all 
performed similar work as the second respondent. These individuals had 7, 3, and 3 
years of professional experience from WA security. Notable is that the two 
respondents with 3 years of professional experience of WA injections had worked 
extensively for many years on the matter before having it as a main profession. 
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5 A Metamodel Revised by Expert Judgment 

This section concerns data collected through three interviews and a workshop. To 
make results more pedagogical, the opinions by the three respondents of the workshop 
are unified at all occurrences where complete consensus was reached between them. 
Agreement among experts is also used as a basis for revising the hypothesized 
metamodel (cf. Fig. 1). Consensus was chosen for this purpose as it has been shown 
to outperform competing indicators of expert calibration [40].  

5.1 Changes to the Metamodel Prescribed by the Experts 

This section describes the revisions that the experts recommended for the 
hypothesized metamodel.  

5.1.1 Type of Attacker 
This variable is not part of the hypothesized metamodel. However, the type of 
attacker in question came up very early during each session – the skill level of the 
studied attacker was perceived to greatly affect the effectiveness of the 
countermeasures. Each of these discussions resulted in two basic categories of 
attackers: Advanced Persistent Threats (APT) and Noise. An APT is an experienced 
attacker that knows how to cover its tracks [41]. Noise, or a script kiddie, is an 
attacker that has a very limited cyber security experience and depend a lot on 
automated tools created by more experienced hackers [41]. It is expected that the 
effort required to defend against an APT is much higher than for a noise attack [41]. 

5.1.2 Changes to Attack Types 
None of the respondents thought that the effectiveness of any of the studied 
countermeasures were significantly dependent on the type of attack that is conducted 
– at least not on a level that would suit the purpose of the current study.  For example, 
the respondents of the workshop denoted that it can be more difficult to find dynamic 
language vulnerabilities (e.g., OS Command injections) than domain-specific 
language vulnerabilities (e.g., SQL injections) as there traditionally are no error 
messages provided during the probing. Such vulnerabilities are likely easier to find 
through white box analysis rather than black box analysis. However, given the 
purpose of the study, the respondents did not perceive it is useful to detail these 
aspects. Consequently, this category is removed from the metamodel. 

5.1.3 Changes to Results of Attacks 
As for the type of attack, all respondents thought that the variables of the attack result 
category (cf. Section 2.4) should be aggregated into a single variable. That is, the 
different countermeasures are not significantly more effective at preventing, for 
example, denial of service attacks compared to attacks which aim to corrupt 
information. Thus, this category is removed from the metamodel. 
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5.1.4 Changes to Vulnerabilities 
All of the respondents perceived that there was a significant difference in 
effectiveness of the countermeasures depending on whether the vulnerability and 
exploit was known to the public at large or not. As such, the qualitative structure 
regarding this variable is the same as the variables presented in Section 2.3. 

5.1.5 Changes to Countermeasures 
The results from each data collection event are fairly similar in terms of 
recommended changes to the concepts of the hypothesized metamodel (cf. Fig. 1). 
There are however a few notable suggestions by the experts. 

Table 2. Recommended revisions to countermeasures 

Countermeasure I1 I2 I3 WS 
Software patching   None None None None 
Disabling unnecessary responses  None None None Revisea 
Black box testing  None None None Reviseb 
Type-safe API’s Remove None None None 
Static code analysis None None None - 
Hybrid approaches  Remove Remove Remove Removec 
Content based rejection None Revised Revised Revised 
Query modification Remove Remove Remove None 
Intrusion detection systems  None Revisee Revisee Revisee 
Disabling unnecessary services Add - - - 
Developer security training Addf Add Add Addf 
A formalized development process - - Add - 
a Change for Configuration management. 
b Change for Vulnerability scanning.  
c Effective, but not used in practice.  
d Change for Web Application Firewall (prevent). 
e Change for Web Application Firewall (detect). 
f Important, but difficult to estimate and categorize. 

 
One notable recommendation was to replace Content based rejection and Intrusion 

Detection Systems for Web Application Firewalls (WAF), a common type of 
countermeasure that often is employed after deployment of a WA. A WAF can be 
configured to automatically prevent detected attacks or to report of their occurrence to 
human operators.  

Another notable revision prescribed by the experts was removal of hybrid 
approaches. The experts believed that this would be an effective solution in the future, 
but not something that was practically available at the time of the study.  

A third notable revision made by suggestion of the experts was replacing query 
modification by the broad category of developer security training. A developer that 
have been security trained can be perceived to both be able to produce more secure 
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code and be able to apply countermeasures such as static code analysis in a more 
effective way [14, 20].  

5.2 Estimates on the Significance of Relations between Attributes 

This section describes the estimates made by the experts on the effectiveness of the 
countermeasures, both alone and in combination with others’. I.e., it analyzes the 
significance of the attribute relations of the metamodel. 

5.2.1 Effectiveness of Individual Countermeasures 
The quantitative estimates made by the respondents can be seen in Table 3. These 
estimates are made under the assumption that no countermeasure other than the one 
studied is present. The effectiveness of the countermeasures was studied based on the 
revised metamodel as seen by the experts (cf. Section 5.1). As the respondents 
prescribed removing attributes related to the type of attack and the results of attacks 
the hypothesized dependencies regarding these attributes were not analyzed. While 
the experts made estimations for both known and unknown vulnerabilities, data is 
only provided for known vulnerabilities. This as the experts depicted exactly the same 
values for them - the only difference is that software patching per definition is not 
effective for unknown security issues.  

Table 3. Estimates on the effectiveness of countermeasures by experts 

Countermeasure  

Mean effectiveness (1-5) Mean variance (1-5) 

Noise APT Noise APT 

I1* I2 I3 WS I1* I2 I3 WS I1 I2 I3 WS I1 I2 I3 WS 

Software patching** (SP) A 4 5 5 A 1 4 2 4 5 1 1 4 5 1 2.5 
Disabling unnecessary responses 
(DUR) D 2 5 4 D 2 3 4 4 5 2 4 4 5 2 4 

Black box testing (BBT) B 3 3 4 B 3 2 4 2 2 2 4.5 2 2 3 3.5 
Type-safe API’s (API) - 4 5 5 - 4 3 5 - 4 1 1 - 4 2 1 
Static code analysis (SCA) E 4 5 - E 3 4 - 2 2 2 - 2 2 3 - 
Web Application firewall, reject 
(WAFr) C 4 5 3.5 C 3 5 2 3 3 2 3 3 3 2 2 
Web Application firewall, detect 
(WAFd) F 1 5 2 F 1 4 1 3 3 3 2 3 3 3 2 
Developer security training (DST) - 4 4 - - 4 4 - - 4 4 - - 4 4 - 
* Ranked from A: most effective to F: least effective. 
** Only effective for known vulnerabilities. 

 
Notable is that the first interview respondent did not feel comfortable providing 

quantitative estimates, and thus instead ranked the countermeasures according to their 
effectiveness (from A: most effective to F: least effective).  

The consensus is rather low regarding mean effectiveness and mean variance for 
most countermeasures. There is however agreement regarding some aspects: all 
respondents perceive software patching to be the most effective countermeasure given 
known vulnerabilities and noise attacks. Each respondent perceives black box testing 
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to be fairly effective against noise attacks, and all interview respondents seemingly 
agree that the variance in effectiveness between tools in this category is fairly low. It 
is however clear that all attribute relations are required to be modeled. 

5.2.2 Effectiveness of Countermeasures in Combination 
Oftentimes, the effectiveness of one countermeasure can be thought of as dependent 
on the presence of another. None of the respondents however perceived that the 
dependencies between countermeasures would depend on the type of attacker in 
question. As a consequence, two dependence matrixes were scored during each data 
collection event: one for known vulnerabilities (cf. Table 4) and one for unknown 
vulnerabilities. As for the estimates on the effectiveness of individual 
countermeasures, the only difference between the two dependence matrixes analyzed 
by the respondents is that software patching is not applicable for unknown 
vulnerabilities. As a consequence, all combinations including software patching in the 
matrix for unknown vulnerabilities were denoted as not effective by all respondents. 
This is also the reason for why it is not shown in the paper. 

In Table 4, a “0“ means that the combination of countermeasures is not perceived 
to result in a significant increased effectiveness. A “+” means that the combination is 
perceived to result in a significantly increased effectiveness. A “*” means that a data 
collection event did not detail the perceived dependency, i.e., it was not part of the 
metamodel proposed by the respondent(s) (cf. Section 5.1). Interview 1 is the first 
symbol in each cell, interview 2 the second, interview 3 the third, and the workshop 
the fourth. For example, the combination between type-safe API’s and prevention 
based WA firewalls has the symbols “*++0“. That is, respondent 1 (I1) did not have 
type-safe API’s in the perceived metamodel; and thus the first symbol is“*”. The 
second and third respondents (I2 and I3) perceived a significant increased 
effectiveness of the combination, and thus the second and third symbols are “+”. The 
respondents of the workshop (WS) did not perceive the combination to result in any 
significant increased effectiveness, and as such the fourth symbol is “0“. 

Table 4. Dependencies between countermeasures regarding known vulnerabilities. “+” denotes 
perceived increased effectiveness, “0“denotes no perceived increased effectiveness, and 
“*”denotes that the combination was not scored. 

SP DUR BBT API SCA WAFr WAFd
DUR ++++ 
BBT 0+++ ++++
API *0++ *+++ *+++
SCA 00+* +++* +++* *++*
WAFr +0++ ++++ +++0 *++0 +++*
WAFd 00+0 00+0 00+0 *0+0 00+* 00+0 
DT *0+* *++* *++* *++* *++* *++* *++* 
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Most combinations are perceived to have significant increased effectiveness. 
However, the perceived non-significance of combinations involving WAFd could 
seem curious. The reason behind this is that all respondents except the third interview 
respondent perceived that the attack would be successful long before the eventual 
response by operators seeing the alarm. The third respondent viewed a WAFd as a 
good indicator of overall threat, something the respondent believed to be of 
importance. 

5.3 Revised Metamodel for Web Application Injections 

An overview of revised metamodel, formulated from the consensus by the six 
respondents, can be seen in Fig. 2. All attributes except Attacker.Skill and 
WebApplicationFirewall.Functionality have state-spaces of {True, 
False}. Attacker.Skill can take the states {Noise, Advanced Persistent Threat} 
and WebApplicationFirewall.Functionality can take the states 
{Prevent, Detect and report}.   

 

Fig. 2. A revised metamodel of WA injections 

As can be seen, while the entity Attacker has been added, the revised 
metamodel is significantly smaller than the hypothesized metamodel (cf. Fig. 1). A 
less detailed metamodel is preferable due to two main reasons: (i) it requires less 
effort to manage by the modeler and (ii) it performs better when simulating attacks 
using the CySeMoL calculation engine (due to a smaller total state-space). 
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6 A Critical Discussion of Research Findings 

While the hypothesized metamodel is constructed from peer-reviewed domain theory, 
the revised metamodel is subject to potential bias, for example, bias due to the chosen 
sample [42]. The findings from this study are based on assessments by a small 
number of individuals. Even though these individuals were selected based on 
recommendations by their peers and had significant experience on the topic it is 
difficult to say that their estimates are representative for the population at large. 
Nevertheless, while it is important to recognize these delimitations, the results 
provided by this paper give valuable input that no previous study has analyzed.  

Another bias that is important to address is the bias due to the data collection 
methodology [42]. Moser [42] argue that there are three possible bias in terms of data 
collection methodology through interviews: (i) bias due to the interaction of 
interviewer and respondent, (ii) bias due to factors connected with the questionnaire, 
and (iii) bias due to factors connected with the setup and circumstances of the 
interview. The author describes a list of factors that are of importance in order to limit 
bias due to these three factors; these suggestions were consulted when formulating 
interview questions and collecting data during the present study. A few significant 
decisions made due to recommendations by [42] are described below. 

The interviews and the workshop were carried out using the same procedure (cf. 
Section 4.2), using a structured procedure. Also, no respondent had any previous 
affiliation with the interviewer. These aspects should serve to reduce the threat of 
interview bias. 

To handle the complexity of the research purpose, the questionnaire was broken 
down into a sequence of different topics (cf. Section 4.2). The sub-session 
corresponding to each of these topics were introduced by the interviewer at the 
beginning of them. 

The outcomes of the interviews and the workshop were presented to the 
corresponding respondents to enable them to correct any issues. No respondent found 
any issues which they wanted to address. 

Another potential bias is that respondents, if pressured, can provide answers which 
they do not really believe in [43]. This is of particular significance to a study such as 
the present, with complex high-level questions that can be perceived as difficult to 
answer. To counter this issue, no answers were forced. Furthermore, the format of the 
estimates could be changed to better suit the respondent. These options were utilized 
twice in the present study: the respondents of the workshop did not feel comfortable 
addressing static code analyzers, and the first respondent did not feel comfortable 
with the measurement scale of “mean effectiveness”. As a consequence, the interview 
instrument was revised during these occasions to accommodate their needs.   

7 Conclusions  

While decision support on an abstraction level of actual security tools (e.g., WAVES 
or AMNESIA) is useful in the sense that it provides accurate information it would 
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end up with a significant number of options which would require large amounts of 
resources to parse – something which rarely is available, especially as WA injection 
attacks only constitute one small piece of the “security puzzle”. The present work 
presents a metamodel that can aid enterprise decision makers with a language for 
modeling WA injections and estimating the effectiveness of different 
countermeasures for the attack type. However, in order to decide upon a specific WA 
security solution, practitioners’ are naturally in need to consider more precise and 
valid knowledge.   

The results also indicate that some countermeasures do seem to outperform others 
(i.e., some attribute relations are more significant than others). The expert judgment 
indicate that type-safe API’s is the most effective approach – given that there is a 
possibility to manipulate the software code base. Under other circumstances, things 
are a bit different. Software patching is the most effective means of handling publicly 
known security issues and noise attacks. Static code analysis is the most effective for 
known security issues and APT, and for unknown security issues for both noise and 
APT. Hybrid based countermeasures are not a useful method of countermeasure as of 
yet, but are perceived to be a more viable solution in the future. It is also often times 
perceived to be useful to employ combinations of different countermeasures.  

Finally, it is important to acknowledge that the results presented in this paper only 
provide tentative findings - in order to enable sound conclusions regarding the topic 
of the study there is a need to perform further studies with more samples that can be 
perceived representative of the population.  
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Abstract. The Enterprise Coherence-governance Assessment (ECA) instrument
is a part of the GEA (General Enterprise Architecting) method for enterprise ar-
chitecture. Based on experiences with this assessment instrument in a range of
real world projects, the ECA has been improved, leading to the extended Enter-
prise Coherence-governance Assessment (eECA). So far, the eECA been applied
in 54 organizations with a total of 120 respondents. The paper discusses the con-
text in which the eECA instrument was developed, the instrument itself, as well
as the results of the assessment study in which the instrument was applied.

The ECA and eECA use the term ‘coherence’ rather than the more common
term ‘Business-IT alignment’, since the latter is generally associated with bring-
ing only ‘Business’ and ‘IT’ inline. The word coherence, however, stresses the
need to go beyond this. Enterprise coherence involves connections and synchro-
nisation between all important aspects of an enterprise. ‘IT’ and ‘Business’ just
being two of these aspects.

Keywords: business-IT alignment, enterprise coherence-governance assessment,
enterprise architecture, enterprise architecture maturity model, enterprise coher-
ence framework.

1 Introduction

As reported on in earlier work [27, 28], the Enterprise Coherence-governance Assess-
ment (ECA) is an instrument that enables organizations to assess their ability (maturity)
to effectively govern their enterprise coherence, where enterprise coherence is under-
stood to be:

The extent to which all relevant aspects of an enterprise are connected, to the
extend necessary to let the enterprise meet its desired results.

The relevant aspects in the above definition are organization dependent. Even more, the
clarity with which an organization has articulated these aspects is one of the parameters
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determining their ability/maturity to govern enterprise coherence. In [28] we have dis-
cussed the concept of the (organization specific) coherence dashboard, which enables
organizations to precisely express the relevant aspects that need to be connected.

As argued in [27, 28], and demonstrated in terms of a report on a real world case
in [29], enterprise coherence involves more than aligning ‘Business’ and ’IT’.
Enterprise coherence involves connections and synchronisation between all important
aspects of an enterprise. ‘IT’ and ‘Business’ just being two of these aspects. Other
(practise oriented) sources also explicitly acknowledge the need for enterprise archi-
tecture methods to look well beyond the traditional Business-to-IT stack. Consider for
example: [9, 12, 7].

The ECA is part of the GEA (General Enterprise Architecting) method for enter-
prise architecture. The development of GEA was initiated in 2006 by the consultancy
firm Ordina (www.ordina.nl) as a multi-client1 research project. The decision by
Ordina to embark on the development of the GEA method originated from the observa-
tion that large scale enterprise transformations fail more often than not, while, in their
experience, existing methods and frameworks for enterprise architecture failed to con-
tribute to the success of enterprise transformation efforts [26, 25]. Furthermore, a survey
held at the start of the GEA research programme, showed that the experience was not
limited to Ordina alone, but was equally shared among a broad range of client organiza-
tions participating in the programme. The underlying issues were also considered grave
enough for the participating client organizations to indeed co-invest in the programme
in terms of time and money, in the GEA research programme. The initial survey also
resulted in the driving hypothesis of the GEA programme: the overall performance of
an enterprise is positively influenced by a strong coherence among the key aspects of
the enterprise, including business processes, organizational culture, product portfolio,
human resources, information systems, IT support, etc.

A first step in the GEA programme was the the development of (the first version
of) an Enterprise Coherence-governance Assessment (ECA) [27] instrument to obtain a
clearer understanding of the challenges to enterprise coherence, and its potential impact
on organizational performance. This assessment was consequently applied at the par-
ticipating client organizations. Based on the outcomes of these ECA studies the GEA
research programme focussed its efforts on four research objectives:

1. Definition of the indicators and factors influencing/defining enterprise coherence.
2. Identification of the impact of enterprise coherence on organizational performance.
3. An instrument to assess an enterprise’s level of coherence.
4. Instruments to guard/improve the level of coherence in enterprises.

In its current form, the GEA method comprises three core ingredients [25]. Next to the
Enterprise Coherence-governance Assessment (ECA) [27] that allows organizations to

1 During different stages of the GEA research programme, the members of the programme in-
cluded: ABN AMRO; ANWB; Achmea; Belastingdienst – Centrum voor ICT ICTU; ING;
Kappa Holding; Ministerie van Binnenlandse Zaken en Koninkrijksrelaties; Ministerie van
Defensie; Ministerie van Justitie – Dienst Justitiële Inrichtingen; Ministerie van LNV – Dienst
Regelingen; Ministerie van Landbouw, Natuur en Voedselkwaliteit; Nederlandse Spoorwe-
gen; Ordina; PGGM; Politie Nederland; Prorail; Provincie Flevoland; Rabobank; Radboud
University Nijmegen; Rijkswaterstaat; UWV; Wehkamp.

www.ordina.nl
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assess their ability to govern coherence during enterprise transformation, it contains an
Enterprise Coherence Framework (ECF) [28] and a (situational) Enterprise
Coherence Governance (ECG) [25] approach. The latter includes the identification of
specific deliverables/results to be produced, the processes needed to produce these de-
liverables/results, as well as an articulation of the responsibilities and competences of
the people involved. The ECF enables enterprises to set up their own coherence dash-
board. This, enterprise specific, dashboard enables senior management to govern the
coherence between key aspects of an enterprise during transformations.

As already identified in [27], there was a need to extend future versions of the
ECA with a.o. characteristics from additional sources, including IT Architecture Ca-
pability Maturity Model [6], the Normalized Architecture Organization Maturity Index
(NAOMI) [19], the Enterprise Architecture Score Card [21] and the NASCIO Enter-
prise Architecture Maturity Model [1]. Next to that, practical experiences in using the
ECA is client projects, also produced feedback that called for an update/extension of the
original ECA. This paper reports on the resulting new version of the ECA, the extended
Enterprise Coherence-governance Assessment (eECA).

The remainder of this paper is structured as follows. In Section 2 we briefly explain
two other parts of the GEA method that are relevant to the discussions in this paper.
More specifically, this involves the Enterprise Coherence Framework (ECF) and the
Enterprise Coherence Governance (ECG) approach. In Section 3 then we continue with
the presentation of the current version of the eECA instrument. Before concluding,
Section 4 continues with a report on the application of the instrument in the context of
54 large Dutch organizations with a total of 120 respondents.

2 Relevant Elements of the GEA Method

In this section, we briefly summarize the ECF and ECG parts of the GEA method. They
will be used as a basis for our discussion of the eECA.

2.1 The Enterprise Coherence Framework

The ECF (Enterprise Coherence Framework) [28] defines a series of cohesive elements
and cohesive relationships, which together define the playing field for an enterprise’s
cohesion. By making the definition of these elements explicit in a specific enterprise,
one gains insight in the ‘state of cohesion’ while also being able to assess the impact
of potential transformations. This then enables a deliberate governance of enterprise
coherence in terms of an organization specific coherence dashboard (also making the
organization specific ‘relevant aspects’, that make up enterprise coherence, explicit).
The ECF is defined in terms of two levels and their connections: the level of pur-
pose and the level of design. At the level of purpose, the following cohesive elements
have been identified, which are based on commonly known concepts from strategy
formulation [15, 4, 3]:

Mission – a brief, typically one sentence, statement that defines the fundamental
purpose of the organization that is enduringly pursued but never fulfilled.
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Vision – a concise statement that defines the mid to long-term goals of an organization.
Core values – defines the desired behaviour, character and culture of an organization.
Goals – the visions quantified success factors, which become the reference points to

judge the feasibility of strategies.
Strategy – forms a comprehensive master plan stating how the corporation will achieve

its mission and goals.

The presence of a well documented enterprise mission, vision, core values, goals and
strategy are preconditions to be able to determine the content of the core factors on the
design level of the organization and they are the essential resources for this determina-
tion. The cohesive elements at the design level are:

Perspective – an angle from which one wishes to govern/steer/influence enterprise
transformations. The set of perspectives used in a specific enterprise depend very
much on its formal and informal power structures. Both internally, and externally.
Typical examples are culture, customer, products/services, business processes, in-
formation provision, finance, value chain, corporate governance, etc. In GEA’s
view, it are really these perspectives that need to be aligned, in order to achieve
enterprise coherence on the design level.

Core concept – a concept, within a perspective, that plays a key role in governing the
organization from that perspective. Examples of core concepts within the perspec-
tive Finance are, for instance, “Financing” and “Budgeting”.

Guiding statement – an internally agreed and published statement, which directs de-
sirable behaviour. They only have to express a desire and/or give direction. Guiding
statements may therefore cover policy statements, (normative) principles [10] and
objectives.

Core model – a high level view of a perspective, based on, and in line with, the guiding
statements of the corresponding perspective.

Relevant relationship – a description of the connection between two guiding
statements of different perspectives.

The cohesive elements and their relationships are illustrated in Figure 1.
GEA’ concept of perspective is related to the notion of viewpoint as defined in ar-

chitecture standards such as TOGAF [23] and the IEEE definition of architecture [22].
The two notions are, however, not equal. A perspective is an angle from which one
wants to govern enterprise transformations. Given a this desire to govern transforma-
tions from a certain angle, a viewpoint can be defined that captures the way one wants
to view/contemplate from this angle. As such, one might say that GEA’s notion of
perspectives could be defined as transformation-governance viewpoints.

The set of perspectives used by a specific enterprise on its coherence dashboard is
highly organization specific. This set is not likely correspond to the cells of well known
design frameworks such as Zachman [32] or TOGAF’s content framework [23]. Such
frameworks, however, can indeed play an important role in the development of the core
models within the different perspectives. Based on their respective underlying “design
philosophies”, these more design/engineering oriented frameworks provide a way (1)
to ensure completeness and consistency from an engineering point of view, (2) to en-
force/invite a specific line of reasoning on the design/construction of the enterprise and
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Fig. 1. The Enterprise Coherence Framework

(3) to classify/structure the different core models. In the creation of the latter models,
modelling languages such as ArchiMate [13], e3Value [8], BPMN [16], or UML [17]
can be used.

2.2 Enterprise Coherence Governance

As reported in [28], at the start of the GEA programme 31 requirements were formu-
lated that should we met by the GEA method. The ECA [27] and ECF [28] only partly
covered those requirements. Additional method components were needed, in particular
a process to for enterprise coherence governance, the ECG. Collectively, the ECA, ECF
and ECG method components cover the GEA concepts as depicted in Figure 2, where
one concept builds on the other leading to a coherent whole. All the promises of the
EA-vision, such as improving the coherence of the organization, should be achieved
through the execution of EA-processes. The execution of the EA-processes results in
EA-products that will direct change programmes and via this the enterprise coherence.
EA-people are needed to carry out the EA-processes and to produce the EA-products.
The EA-people need, to execute the EA-processes, allocation of means in terms of
time, budgets and tools. The EA-people and the execution of EA-processes need to
be governed by EA-governance. And finally to store a maintainable formal description
of the formulation of the EA-Vision, EA-processes, EA-products, EA-people and EA-
governance there is need for an EA-methodology. The ECG binds all these concepts
together in a workable procedure for doing enterprise architecture [30, 25].
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Fig. 2. Coherent set of GEA concepts

3 The Extended Enterprise Coherence-Governance Assessment

The original ECA [27] was based on the original requirements on the GEA method.
The eECA is based on the experiences gained from the development of the additional
GEA components (ECF and ECG), as well as practical experiences in using the ECA
and the GEA components in client engagements. See for example [29]. We also used
additional sources to derive characteristics to assess an enterprise’s coherence, e.g. from
the Architecture Maturity Model embedded in the Dynamic Enterprise Architecture
(DYA) method [31], the IT Architecture Capability Maturity Model [6], the Normalized
Architecture Organization Maturity Index (NAOMI) [19], the Enterprise Architecture
Score Card [20], and the NASCIO Enterprise Architecture Maturity Model [1].

A problem with the existing architecture maturity models, is that they have a
traditional business-IT alignment focus. In our view the cause of this is that existing
enterprise architecture approaches and frameworks, such as Zachman [32], DYA [31],
Abcouwer et al. [2], Henderson & Venkatraman [11], TOGAF [23], IAF [24] and Archi-
Mate [14], take an “engineering oriented” style of communicating with senior man-
agement and stakeholders in general. The architecture frameworks underlying each of
these approaches are very much driven by “engineering principles”, and as such corre-
spond to a Blue-print style of thinking about change [5]. The requirements on the GEA
method, however, suggested the need to use another style of thinking. More in terms
of stakeholder interests, formal and informal power structures within enterprises, and
the associated processes of creating win-win situations and forming coalitions. In terms
of De Caluwé [5], this is more the Yellow-print style of thinking about change. In the
GEA programme, the Yellow-print line of thinking was taken as a starting point rather
than the Blue-print line of thinking. This was done by taking the perspective that the
actual social forces and associated strategic dialogues within an enterprise should be
taken as a starting point, rather than the frameworks of existing architecture approaches
suggesting the full make ability of an organization. This is also the reason why (see
Section 2) GEA’s enterprise architecture framework does not have an a priori defined
set of perspectives. The relevant set of perspectives is highly organization dependent.
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For this reason we have adopted the maturity levels used in the aforementioned ar-
chitecture maturity models, but as aspects on which the maturity level should be deter-
mined we use the GEA components, including the requirements and cohesive elements
which these components are based on. The eECA developed by the members of the
innovation programme GEA consists of three interrelated parts. See Figure 3.

These parts consists of a set of fifty gradation questions (see ++++ Appendix 1), a set
of twenty three open questions (see +++ Appendix 2) and an interview based on these
questions. To conduct these 3 parts including the following reporting activities takes a
turnaround time of approximately 5 weeks by a given number of about 25 respondents.
Each of the gradation questions must be answered by one of the following gradations:
‘not at all’, ‘minor’, ‘sufficient’, ‘largely’, ‘entirely’, ‘do not know’. By choosing the
latter possibility the appropriate question does not count in the calculations to determine
the maturity level.

The gradation questions result in three types of reporting: a ‘spider diagram’, a
‘quadrant diagram’ and a ‘maturity matrix’ both on individual level and on organiza-
tional level. The answers on the open questions provide the necessary context informa-
tion. Also include the open questions a number of cross-reference questions with respect
to the gradation questions. After receiving the answers on the gradation questions and
the open questions the interviews are planned. During the interviews the interviewer
can ask more detailed questions about the gradation and open questions, but may also
ascertain things that respondents not initially want to write down. Through conducting
the interview the interviewer completes the context information obtained through the
open questions. First we discuss the above mentioned diagrams and maturity matrix.
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3.1 Spider Diagram

In the spider diagram, the answers to the 50 gradation questions are plotted on a four-
point scale on the seven axes representing the seven GEA components. See Figure 4.
So one can quickly see how each of the maturity levels of the GEA components are
measured and also the diagram gives an insight about the overall maturity level of the
EA function. Is the shaded area in the spider diagram relatively small one can say that
in the opinion of the respondent(s) the organization has not done enough to EA. The
diagram would be completely shaded in case all the questions were answered with
‘entirely’.
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Fig. 4. Maturity score, of a single employee, on the seven GEA components

3.2 Quadrant Diagram

The results of the answers to the fifty rating questions are reflected in a quadrant model,
as depicted in Figure 5. This model is composed of two axes, the horizontal axis repre-
sents the level of development of the EA Vision and the vertical axis represents the level
of the application of the EA Vision. These axes represent two dimensions of the gov-
ernance of enterprise coherence, which correspond to the aforementioned GEA parts
that need to be developed. Each quadrant has a lavel, characterizing the hypothetical
(maturity) state of the enterprise as a function of the maturity of the EA function. In
short, the scores are computed as follows:

Sdevelopment � ∑7
i=1 W development

i . Ci

Sapplication � ∑7
i=1 W application

i . Ci

Ci � ∑50
j=1 wi, j.Q j



226 R. Wagter, H.A. Proper, and D. Witte

where:

W development is a vector expressing the relative weight of a GEA component
towards the development of an EA vision.

W application is a vector expressing the relative weight of a GEA component
towards the application of an EA vision.

w is a matrix expressing the relative contribution of a question to
the score of a given GEA component.

Q is a vector expressing the score that was given to a specific ques-
tion, ranging from 0 (‘not at all’) to 4 (‘entirely’).

The axis ‘EA vision development’ describes the extent to which an organization’s body
of knowledge concerning the governance of enterprise coherence has been made ex-
plicit, in particular the EA-vision and the EA-methodology. Is there a vision about en-
terprise architecting? Has the vision been translated into a methodology and how an or-
ganization wants to use it (is there an implementation plan)? Is there a real ambition for
the application of EA? The axis ‘EA vision application’ describes the extent to which
an organization actually operates the body of thought, in particular the EA-processes,
the EA-products, the EA-means and the EA-governance. The correlation between the
two axes results in four quadrants. Each quadrant has a label, characterizing the hypo-
thetical state of the enterprise as a function of the maturity of the EA function. This is
illustrated for one employee in Figure 5.
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Fig. 5. Example individual (Employee1) perception of the maturity of the EA function
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PhilosophisingDegeneration

Suboptimisation Optimisation

PhilosophisingDegeneration

Suboptimisation Optimisation

Suboptimisation
•Only local coherence
•No synchronisation
•Local EA-visions and activities
•EA integrated in BU strategy
•EA applied through third parties
•Temporary personnel and means
•Local architectural solutions
•Ineffective, efficiency improvement

Degeneration Philosophising
•Organisation not aware of coherence
•No synchronisation
•No EA vision and activities
•Strategy not supported by EA
•No awareness of EA
•No personnel and means allocated
•No architectural solutions
•Decrease in effectiveness and 
efficiency

•Strategic awareness of coherence
•Regular synchronisation
•Integral EA vision, no application
•EA integrated in organisation strategy
•EA inspired by third parties
•Limited personnel and means
•Some architectural solutions
•Increase in effectiveness, no 
efficiency

•Coherence applied org. wide
•Frequent synchronisation
•Integral EA-vision and activities
•EA integrated in org. strategy
•EA internalised in thinking
•Structurally personnel and means
•Integral architectural solutions
•Structural improvement of coherence
•High effectiveness and efficiency

Optimisation

Fig. 6. Characteristics of organizations as a function of EA maturity

Figure 6 provides a brief outline of the characteristics per quadrant. Below we will
discuss the quadrants in more detail, while Table 1 provides anonymized real world
examples of fifty-four organizations and their positioning in relation to the quadrants.

Degenerating Quadrant. If an organization has no vision about enterprise architecting
and also does not know how to apply this form of management then the organization
scores in this quadrant. Coherence in the organization will continue to degenerate with
proportionate effects on the organization’s performance. Characteristic aspects for this
quadrant are:

– Coherence is not considered an important aspect.
– There is little or no synchronisation between representatives of the important as-

pects of the enterprise.
– No worth mentioning EA vision or activities.
– Strategy is not supported by EA.
– There is no awareness of EA.
– No people or resources are allocated to EA.
– Solutions are designed and implemented without architecture.
– Decrease in effectiveness and efficiency.

Philosophical Quadrant. There is a vision of enterprise architecting, this is also trans-
lated into how it should be implemented, but it is not developed beyond terms of ‘paper’
and ‘goodwill’. It is not ‘exploited’, let alone implemented. There may be some basic
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increase in effectiveness. A basic level/awareness of governance of enterprise coherence
may be developed. Therefore, there is an increased likelihood that things move in ‘the
right direction’. Characteristic aspects for this quadrant are:

– Coherence is considered to be a strategic aspect throughout the organization.
– There is regular synchronisation between representatives of the important aspects

of the enterprise.
– There is an integral EA vision, limited EA activities in the enterprise’s operations.
– EA is integrated in the organization’s strategy.
– EA is inspired especially by third parties.
– A limited number of people and resources has been allocated to EA.
– Some solutions are implemented with architecture.
– Increase in effectiveness, not in efficiency.

Suboptimal Quadrant. Organizations positioned in this quadrant are inhabited with
do-ers, individuals with their own perception, belief and ideas about enterprise archi-
tecting, who have taken their own local actions. Models have been designed that perhaps
offer the most potential for reinforcing governance of coherence throughout the orga-
nization. However, these are not synchronized/aligned and are formulated in their own
jargon. The biggest flaw is that the managers, who should use these products in their
decision making processes, do not know that they exist or they do not know how to un-
derstand and interpret them. A number of things are done well, but these are not good
things by definition. Throughout the organization there is some increase in efficiency.
Characteristic aspects of this quadrant are:

– Coherence is only experienced as an enterprise aspect locally and in different ways.
– There is no synchronisation between representatives of the important enterprise

aspects.
– Local EA perceptions and interpretations and activities are on the agenda.
– EA is integrated in one or more department strategies.
– EA is applied particularly by third parties.
– Local and frequent temporary allocation of people and resources to EA.
– Local solutions are implemented with architecture.
– Not effective, increase in efficiency.

Optimization Quadrant. In this quadrant, vision and action go hand in hand. The
organization has a clear understanding of enterprise architecting and knows how to use
it to its advantage. The managers take strategic decisions from their integral and actual
knowledge about the meaning and design of the organization. The organization works
on optimising management and implementation processes that are supported by EA
processes and products. The good things are done well, in other words efficiency and
effectiveness go hand in hand. Characteristic aspects for this quadrant are:

– Coherence is experienced as an important aspect and governance of coherence is
applied throughout the organization.

– There is frequent synchronisation between representatives of the important aspects
of the enterprise.
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– EA is used as a directional framework to guide decision making processes resulting
in integral solutions addressing all important aspects of the enterprise on strategic,
tactical and operational levels and aligning the interdependencies between them.

– EA is integrated in the organization’s strategy.
– The notion of necessity of enterprise coherence is internalized in the thinking and

action of its leaders and managers.
– People and resources are structurally assigned to the EA function.
– Integral solutions for major issues are implemented with architecture.
– Structural improvements in coherence within the organization is on the agenda.
– There is high effectiveness and efficiency.

When the questions from the questionnaire have been answered, then the respondents’
scores offer a good starting point for follow up actions to improve the governance of
enterprise coherence. In particular, by using the following questions as drivers:

– How can the (possible) differences in the positioning of the maturity of EA accord-
ing to the respondents be explained?

– Which steps for improvement can be made in connection with the positioning on
an aggregate level (average of the respondents’ scores)?

The discussion arising from the first question may urge employees adjusting their views,
which would have provided a very different score. Especially employees who are sup-
posed to make use of EA products, but did not have the courage to do so, will find a
platform to express their dissatisfaction. Or if not, it may lead to new concepts for the
whole group. The organization’s score is an average of the given scores from the indi-
vidual respondents. However, as we will see in the next section, the average is not just
computed, but rather determined in joined sessions with all the involved respondents.
During such a session, individual respondents may change their scores in response to
improved insights into their understanding of the actual situation in the organization
and/or insight into the question itself. If the results of the organization’s score are in
the optimization quadrant then people will be reap the benefits of applying coherence
governance. It is important to maintain this optimization and to stay alert so as not to
fall back into old habits. In other words, a position in a quadrant is not a fixed state, but
subject to constant change. More specific, you need to put a constant effort in keeping
of improving the enterprise coherence otherwise it will gradually decline into a state of
degeneration. If the positioning falls in one of the three following quadrants: degener-
ation, philosophising or sub-optimisation, then this offers greater possibilities for im-
provement. If the score falls in the degeneration quadrant this means that one must first
take a step to the right as well as directly upwards, before the step can be made towards
optimization (see Figure 7). These approaches correspond to organization’s manage-
ment styles. One organization may first want to consider it properly, as a supporter of
the Design School and another organization may want to initiate experiments first, as a
supporter of the Learning School [18].

3.3 Maturity Matrix

The results of the answers of the fity rating questions are reflected in a weighted, not
normalized score and showed in a maturity matrix, as depicted in Figure 8. This model



230 R. Wagter, H.A. Proper, and D. Witte

0

1/2

1

0 1/2 1

EA vision development

EA
 v

is
io

n 
ap

pl
ic

at
io

n

PhilosophisingDegeneration

Suboptimisation Optimisation
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Fig. 8. Case illustration results eECA plotted on the GEA Maturity Model

is composed of two axes, the horizontal axis represents the EA maturity levels and the
vertical axis represents the set of GEA components. In the cells of appendix 3 ‘GEA
Maturity Model@@ one will find the status of a GEA component on a certain maturity
level as well as descriptions of on the axes presented maturity levels and GEA compo-
nents. In practise, we plot the maturity scores of the GEA components as represented in
Figure 8 on the figure as represented in appendix 3 ????? making the state of maturity
in terms of the GEA components quickly visible.



The Extended Enterprise Coherence-Governance Assessment 231

Table 1. Participants eECA in 2011

Market sector Number of organisations Number of respondents

Public 16 64

Finance 17 29

Industry 7 7

Rest 14 20

Total 54 120

4 Results of the Application of the eECA

In 2011 we applied the eECA with respect to the part of the grading questions in
54 organiza-tions with the participation of 120 respondents. We distinguished in this
research four market sectors: Public, Finance, Industry and Rest. See Table 1 for the
distribution of participating organizations per market and number of respondents.

In Figure 9 we show the results of the eECA 2011 per market sector in a Spider Di-
agram. These diagrams provide the following insights. First all market sectors explores
about the same efforts to enterprise coherence governance, in which the Finance sector
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Fig. 9. Results of the eECA 2011 plotted as spider diagrams
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Fig. 10. Results of the eECA 2011 plotted on the maturity quadrant diagram

scores a little higher. Compared to the other sectors the Finance sector scores, except
for the component Means, for all GEA components on 1.5 points. Second, all market
sectors do have a low score on enterprise coherence governance. If all the grading ques-
tions had been completed with ‘entirely’, the surfaces shown in Figure 9 would be fully
shaded.

In Figure 10 we show the results of the eECA 2011 per market sector on the GEA
Quadrant Diagram. The numbered spheres in the quadrants represent the participat-
ing organizations. Figure 10 shows that 11.1% (6 of 54) of the organizations do have
a score in the quadrant op-timisation. So 88.9% do not. A similar, but more limited
study in [27], if less than 50% of the assessed organizations scores in the optimization
quadrant. In that study we showed that 85.7% of the participants did not score in the
optimization quadrant and that it clearly demonstrated the need for further research into
the governance of enterprise coherence, in particular the development of a theory for
the governance of enterprise coherence. With a similar score of 88.9% in our extended
study of 2011, we confirm the aforementioned need.

In Figure 11 we show the results of the eECA 2011 per market sector on the GEA
Maturity Model. These maturity models provide the following insights. First, in all
market sectors the GEA component ‘Governance’ scores lowest. Second, all market
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Fig. 11. Results of the eECA 2011 plotted on the GEA maturity model

sectors are at the begin-ning of the maturity level ‘In development@@ in which the
market sector ‘Finance’ is most far.

5 Conclusion

In this article we explored the Extended Enterprise Coherence-governance Assessment
(eECA) instrument and the application of the eECA in 54 organizations in the Nether-
lands with 120 respondents in de market sectors Public, Finance, Industry and Rest.
This instrument provides individual organizations with an important measure for posi-
tioning itself on a maturity scale, indicating the organization’s ability to govern enter-
prise coherence. Also, it helps to provide the degree of maturity on the 7 components
enterprise coherence governance consists of. Through this assessment, conducted in
2011, we have shown that 88.9% of the participating organizations lack enterprise co-
herence governance. Also we confirm with this assessment the result of a similar but
more limited study carried out in 2007, which showed a corresponding percentage of
85.7%. Principles, design, procedure and backgrounds to the instrument were also dis-
cussed. The results of the assessment offer organizations useful arguments and insights
for discussions, about the use of enterprise architecture as an instrument to achieve
better governance of enterprise coherence.
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Abstract. Enterprise architecture (EA) management is today a critical
success factor for enterprises that have to survive in a continually chang-
ing environment. The embracing nature of the management subject and
the variety of concrete goals that enterprises seek to pursue with EA
management raises the need for management functions tailored to the
specific demands of the using organization. The majority of existing ap-
proaches to EA management does account for the organization-specificity
of their implementation, while concrete prescriptions on how to adapt an
EA management function are scarce.

In this paper we present a development method for organization-
specific EA management functions based on the idea of reusable building
blocks. A building block describes a practice-proven solution to a recur-
ring EA management problem. The theoretic exposition of the develop-
ment method is complemented by an fictitious application example.

Keywords: Enterprise architecture management, enterprise architec-
ture management function, situational method engineering, method base,
building block-based design.

1 Introduction and Motivation

Alignment between business and IT is a major challenge for today’s enterprises
and in particular for their IT departments. In the past IT took a mere provider
role fulfilling business requirements. In the future IT must also take an enabler
role seeking to increase flexibility and adaptability of the provided business sup-
port. In order to facilitate the sketched transition [1, 2] and to support IT de-
partments in taking this two-fold role, an overarching management function has
to be set in place, targeting both business and IT aspects, but also accounting for
crosscutting aspects, as strategies and projects. The latter is especially necessary
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as a managed evolution of the organization inevitably connects to the strategies
as drivers of organizational change and the projects as its vehicles. The enter-
prise architecture (EA) aims at such holistic understanding of “fundamental
organization of the enterprise in its environment, embodied in its elements, their
relationships to each other and to its environment, and the principles guiding
its design and evolution” (adapted from ISO standard 42010 [3]).

Aforementioned holistic understanding forms the basis for EA management,
that seeks to foster the mutual alignment of business and IT. As of today, many
practitioners and researchers have formulated their particular perspective on EA
management and have such promulgated the topic through enterprises (cf. [4–7]).
Nevertheless, currently no broadly accepted step-by-step guideline for managing
the EA exists. Some researchers doubt that a one-size-fits-them-all management
approach satisfies the different EA management goals in the various organiza-
tional contexts, but that the approach has to be organization-specific (cf. [8–10]).
Details on how to perform an adaptation of the EA management function are
scarce. For example, The Open Group Architecture Framework [11, page 56-57]
states that the architecture development method must be adapted, but abstains
from providing information on how to perform these adaptations. This situation
is similar to the one in software development, where albeit a general agreement
on important activities as e.g. requirements elicitation or testing, various process
models exist, which strongly differ concerning the linkages between the different
activities and the level of detail in which the different activities are described.
The concrete design of an EA management function varies from organization to
organization (cf. [12–14]). This raises the research question of this article:

How does a development method for organization-specific EA manage-
ment functions look like?

The presentation in this article continues the discussions from [15], where a
method framework for EA management functions was introduced, see Figure 1.
Based on the activities of this framework, we present re-usable building blocks
for substantiated EA management processes. These building blocks are used in
a method based on the idea of situational method engineering, as discussed in
Section 2. The development method itself is discussed in detail in Section 3 and
an application of the method in a real world case study is described in Section 4.
Final Section 5 provides a critical reflection of the achieved results, the findings
of applying the method, and hints to further areas of research.

2 Related Work – Situational Method Engineering

In [16, page 25] Harmsen introduces the idea of situational method engineer-
ing as an approach to “tailor and tune methods to a particular situation”. The
driving idea behind situational method engineering can be summarized as fol-
lows: “There is no method that fits all situations” [16, page 6]. Introducing the
term controlled flexibility Harmsen elicits requirements for a method engineering
approach, which accomplishes standardization and at the same time is flexible
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Fig. 1. Method framework for the EA management function

enough to match the situation at hand. A situation thereby refers to the combi-
nation of circumstances at a given point in time in a given organization [16]. In
order to address these requirements, for each situation a suitable method – the
so-called situational method – is constructed. This method takes into account
the circumstances applicable in the corresponding situation. In the construction
process uniform method fragments are selected, which can be configured and
adapted with the help of formally defined guidelines.

The generic process to constructing situational methods consists of four steps.
Input to the configuration process is the specific situation in which the method
should be applied, e.g. the environment of the initiative, involved users, orga-
nizational culture, or management commitment. This situation is analyzed in
the first step (characterization of the situation) to describe the application char-
acteristics. The gathered information is used in the second step (selection of
method fragments) to select suitable method fragments from the method base.
Heuristics can thereby be applied to foster the selection process. In the third step
(method assembly) the method fragments suitable for the characterized situation
are combined to a situational method. During assembling method fragments, as-
pects like completeness, consistency, efficiency, soundness, and applicability are
accounted for [16]. The actual use of the constructed situational method is per-
formed in the last step (project performance). Figure 2 gives an overview on the
construction process and illustrates the relationships between the different steps.

In addition to the construction process, Harmsen introduces in [16] the ac-
tivity method administration that captures methodical knowledge, i.e. adds or
updates method fragments based on feedback from the project performance step.
The different method fragments in the method base are thereby characterized
via criteria that facilitate the selection of fragments matching the given situa-
tion and goals. In the context of EA management we have to account for the
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fact that these criteria are not symmetrical, i.e. that one method may target a
criterion that is not applicable for another one. We reflect this peculiarity of the
application field via a specific construction of the method base, resembling the
structuring of a design theory nexus as presented by Pries-Heje and Baskerville
in [17].

3 Developing an EA Management Function Using
a Method Base

We present a method for developing an organization-specific EA management
function based on best practices collected from literature and practice. These
best practices are reflected in so-called building blocks that form a central con-
tribution of our approach, a fact also reflected in the name of the approach:
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building blocks for EA management solutions (BEAMS). We distinguish two
types of building blocks, namely

– Method building blocks (MBBs) present practice-proven method pre-
scriptions, i.e. describe who has to perform which tasks in order to address
a problem in the situated context and

– Language building blocks (LBBs) present practice-proven EA modeling
languages, i.e. refer to which EA-related information is necessary to perform
a task and how it can be visualized.

With the method focus of this paper, we put critical emphasis on the MBBs
which together form the method base of BEAMS. The development method
for designing organization-specific EAmanagement functions builds on the MBBs
contained in the method base. The MBBs are described using a BPMN-like syn-
tax and notation [18]. In Figure 3, we provide an UML activity diagram [19] that
illustrates our stepwise method consisting of the activities characterize the
situation, configure EA management function, and analyze EA man-
agement function. Therein, the configuration cycle which is concerned with
configuring the EA management function in a stepwise fashion taking one EA
management-related problem at a time is illustrated.

Fig. 3. Activity diagram illustrating the development method

The characterization of the situation provides the input for selecting appropri-
ate MBBs from the method base, i.e. is concerned with a black-box perspective
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on MBBs. In contrast, configuring the EA management function is concerned
with selection, customization, and integration of MBBs and thus takes a white
box perspective. Starting with an empty EA management function, a first EA
management-related problem to be addressed is selected as part of the charac-
terization of the situation for which an appropriate EA management function
is configured. This EA management function is stepwise enhanced with meth-
ods addressing further EA management-related problems, which are identified
and integrated into the already configured EA management function in an iter-
ative manner. Preliminary output during the development method is stored in
an organization-specific configuration for the EA management function. If
all identified problems are addressed, the resulting EA management function is
analyzed for organizational implementability in the final activity [20].

Subsequently, we detail the single steps of the development method and des-
ignate the involved participants. While we assume the enterprise architect to be
the typical user of the method other stakeholders of the EA management initia-
tive need to be consulted during the development method in order to identify
the problems that should be addressed. The development method is subsequently
presented in a twofold way: an overview on parts of the method is given by an
UML activity diagram and the single activities of the diagram are described
textually.

3.1 Characterize Situation

The first activity of the development method characterize situation consists
of three sub-activities, namely determine organizational context, identify
and operationalize EA-related problem, and specify existing informa-
tion sources. The outputs of the characterize situation step are a set of defined
organizational contexts, an actual problem to be pursued, and information on the
already existing data, i.e. EA-related content. Figure 4 shows a detailed activity
diagram describing the single steps to be performed to achieve the aforemen-
tioned outcomes.

To develop an organization-specific EA management function, the enterprise
architects have to characterize the situation in which the management function
should be embedded in the step determine organizational context. Different fac-
tors and criteria influencing the applicability of an EA management function
exist. To support the enterprise architects in characterizing the situation, a cat-
alog of organizational context descriptions that impact the applicability of
the MBBs in the method base is provided. The enterprise architects browse the
catalog and select the organizational contexts that reflect the current situation
in the organization. Output of the step is an organization-specific configuration
containing first characterization of the situation with respect to the organiza-
tional context, i.e. a set of selected organizational contexts that describe the
environment in which the EA management function should be embedded.

Besides the environment in which the EA management function should be em-
bedded the enterprise architects have to identify the EA-related problems to be
pursued. Therefore, the stakeholders of the EA management initiative should be
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Fig. 4. Development method: Characterize situation

consulted. Typically these problems are described by the stakeholders on a rather
abstract level. BEAMS provides a collection of such abstract EA management-
related problems. This collection is organized in two catalogs, namely the catalog
of goals defining what should be achieved, and the catalog of concerns specify-
ing where the different goals can be applied. Based on the combination of one
selected goal and one concern, a problem is defined and an information model
describing the concepts relevant for the problem is determined.

Complimenting the characterization of the situation, already existing infor-
mation sources that contribute to the EA management function by providing
required input, need to be specified in the step specify existing informa-
tion sources. Therefore, the concepts of the information model configured
in the preceding step are analyzed and contributing sources are delineated.
The organization-specific configuration is accordingly updated by the enterprise
architects to include the existing information sources.

3.2 Configure EA Management Function

The activity configure EA management function represents an iterative
activity consisting of two sub-activities. During the sub-activity select MBB



Designing Enterprise Architecture Management Functions 243

the set of MBBs applicable in the current situation is determined based on the
criteria stored in the configuration and one MBB is selected. The selected MBB
is subsequently configured to the organization-specificities in the sub-activity
customize MBB. The two sub-activities are iteratively performed until all EA
management activities of the framework introduced in the motivating section
are covered (cf. Figure 1).

Fig. 5. Development method: configure EA management function

Entering the construction of the EA management function itself, the step
select MBB is executed by the enterprise architects. The enterprise archi-
tects identify applicable MBBs by revisiting the admissibility requirements of
all MBBs and comparing them with the information stored in the organization-
specific configuration. Putting it more simply the MBBs are assessed
according to

– the associated goal,
– the applicability in the defined organizational context, and
– the fulfillment of specific pre-conditions by the information already covered.
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The pre-conditions are described by meta-attributes. Meta-attributes represent
properties of associated concepts of the information model. If for instance no
method is currently selected to document business processes, the business pro-
cess concept has no meta-attribute defined. After selecting an MBB from the
develop & describe activity to gather information on business processes, the
meta-attribute “businessProcess.documented” is set to true. Different meta-
attributes like .documented, .communicated, or .published exist.

The enterprise architects chose an admissible MBB from the set of appropriate
MBBs. The choice can be supported by taking into account the participants that
must be involved in executing the tasks as well as the consequences of applying
an MBB.

While above step already shifts the process from an analytic one to a con-
structive one, the step customize MBB is clearly related to design and con-
struction. Three parallel activities are performed during this step all relating to
the customization of the selected MBB.

– The trigger of the MBB is detailed taking into account possible limitations
that are already specified by the MBB.

– The participant variables delineated by the MBB has to be replaced by an
organization-specific role.

– For each involvement of a participant in a task the used viewpoint has to
be defined. While the constraints provided by the type of viewpoint have to
be accounted for, the recommendations and dissuasions can optionally be
considered.

After the configuration, the customized method is integrated into the set of
configured methods that represent the current status quo of the organization-
specific EA management function.

After the enterprise architects have finished customization of the selected
MBB, the organization-specific configuration is updated to incorporate the cus-
tomized method and the conditions on the information model are updated ac-
cordingly. If not all activities of the EA management function are yet covered,
the development method continues with the identification of the next MBBs that
are admissible. The output of the activity configure EA management function
part of the method is a coherent and self-contained EA management function
that addresses the defined set of problems stored in the organization-specific con-
figuration. Otherwise, the enterprise architects can either start to characterize
the next situation and problem to be addressed (configuration cycle) or continue
the development method with the analysis of the EA management function.

3.3 Analyze EA Management Function

Since quick-wins and short-term benefits of EA management are sparse, a strin-
gent implementation of the EA management function is not easy to ensure.
A central challenge for enterprise architects is to ensure organizational imple-
mentability. The third phase of the development method is concerned with an-
alyzing the organizational implementability of an EA management function.
Central thereto, is a distinction between
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– stakeholders who own the problems to be addressed by the EAmanagement
function and

– actors who are responsible for or consulted during the conduction of an EA
management-related task.

The activity analyze the EA management function consists of three
sub-activities as illustrated in Figure 6, namely analyze stakeholder involve-
ment, investigate stakeholder-actor-dependencies, and propose organi-
zational interventions.

Fig. 6. Development method: analyze EA management function

In the first activity analyze stakeholder involvement the involvement of
the stakeholders as typical stakeholders of the EA management function is inves-
tigated. To ensure long-term investments in the endeavor, we thereby ensure that
a defined method fragment to inform the stakeholders on the results related to
their specific problem is defined. The second activity investigate stakeholder-
actor-dependencies the aspect of information demand and supply is analyzed.
For each stakeholder, representing an information consumer, the dependencies
on actors, who provide information are determined. The resulting dependen-
cies are mapped to the organizational (control) structures. Based on the results
different organizational interventions as e.g. tits-for-tats or social competition,
are provided in the final activity of propose organizational interventions.
In this vein, different mechanisms to ensure the supply of information can be
established.
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4 A Fictitious Case Study from Industry

In our fictitious example, we accompany the enterprise architects from a fictional
organization, namely the financial service provider BS&M through their first
experiences with EA management. The situation at BS&M can be characterized
as follows: Over the last years BS&M has been constantly growing resulting in a
heterogeneous application landscape due to a rising number of business request
to IT.

To cope with the proliferating application landscape, an IT Infrastructure
Library (ITIL) project was launched a year ago, that established a configuration
management data base (CMDB) in which the currently used business applica-
tions and using organizational units are documented. Furthermore, the federated
IT departments were centralized and a process for deciding on the project port-
folio based on defined criteria as estimated project costs was set up to increase
standardization of the provided IT solutions.

Browsing the catalog of organizational contexts the enterprise architects select
the following characteristics that are subsequently stored in the configuration,
namely

– the initiative can be characterized as bottom-up initiative as no official
mandate from the management exists,

– the organizational structure supplies a centralized IT department, and

– office tools should be used in the initiative as no dedicated tool support
for EA management yet exists and no official budget is available for the
initiative.

At BS&M the enterprise architects identify the project portfolio managers as
potential stakeholder of the EA management initiative. During interviews these
stakeholders expressed problems with determining the impact of planned projects
onto the application landscape. In particular, the impact on the business sup-
port provided by the applications is of major interest as well as interdependencies
between different projects.

Browsing the catalog of goals, the enterprise architects accordingly select the
goal increasing transparency. Furthermore, the catalog of concerns is browsed
in order to identify relevant elements of the EA on which the goal should be
applied. The concern “business application supports business process at organi-
zational unit” is selected, thereby introducing the corresponding concepts and
relationships to the information model. Further the cross-cutting aspects “project
changes architecture elements” and “project proposal affects architectural
elements” are selected and applied onto the concept business application.
Figure 7 shows the information model resulting from the integration of the
corresponding LBBs.

To operationalize the goal, the enterprise architects decide to use the qualita-
tive measure stakeholder satisfaction, which is proposed as an operationalization
for the goal increasing transparency by the BEAMS catalog of goals.
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Fig. 7. An exemplary information model for the above described problem

Revisiting the concepts from the information model, the enterprise architects
of BS&M identify the ITIL CMDB as information source for their EA manage-
ment initiative. Therein information on the current landscape is stored covering
the information demands for organizational units and business applica-
tions as well as their relationships. Further, information on project propos-
als and their impact on the application landscape can be derived from the
project charter demanded as input to the project portfolio management process.

With these contributing information sources, the enterprise architects speci-
fies the meta-attribute “.documented” to hold for the above described parts of
the information model. Nevertheless, as not all information is yet available the
general condition concern.documented is not yet fulfilled.

At BS&M, the input for the assess suitability technique is the information
stored in the configuration, namely

– goal: increasing transparency,

– context: bottom-up initiative, centralized IT department, office tools, and

– conditions:

Based on above criteria the enterprise architects identify applicable MBBs. With
respect to the current goal, the set of admissible MBBs can be limited to the ones
associated with the activities “develop & describe” and “communicate & enact”.
Taking further the empty set of fulfilled conditions into account, MBBs from the
activity “communicate & enact” can be excluded from the set of applicable
MBBs, such that the following MBBs from the “develop & describe” activity
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are evaluated to be applicable based on the specified organizational context
descriptions:

– describe by interview
– describe by questionnaire
– describe by workshop

The enterprise architects of BS&M decide to use the first MBB (cf. Figure 8) to
gather the missing information on business processes. The convincing argu-
ment therefore, was the possibility to individually promote the EA management
initiative at the different business departments in a face-to-face interview.

Enterprise architect

Create interview guideline

<N>

Put in repository

<N>

Compile architectural description

<N>

Interviewer

Conduct Interviews

<N>

Information steward

< C >

<R>

Fig. 8. MBB describe by interview

At BS&M the enterprise architects customize the selected MBB as follows.
As the trigger is specified by the MBB to be of type “temporal” the enterprise
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architects decide to update the documentation of business processes on a yearly
basis which reflects the update schedule of the CMDB from the ITIL initiative.

The participant variable interviewer is defined to be an enterprise architect
to facilitate the promotion of the EA management initiative. Further, the process
owners are identified as information stewards.

Complementing, the viewpoints used to involve the different participants are
defined. Typical office documents are used with one exception. The architectural
description used in the last step is displayed in a so-calledmatrix card that relates
business processes, business applications, and organizational units.
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The enterprise architects from BS&M update their organization-specific
configuration to on the one hand incorporate the customized method and on the
other hand extend the set of fulfilled conditions with the condition
“concern.documented” as now all concepts specified by the information model
are documented.

Based on the updated configuration a new set of admissible MBBs can be iden-
tified. The assessment technique now additionally returns MBBs from the com-
municate & enact activity as the minimum pre-condition concern.documented is
fulfilled. Omitting the iterative steps, we present the resulting EA management
function in Figure 10 that addresses the problem of “increasing transparency on
the interplay of planned projects” that consists of the following MBBs

– ensure information consistency (develop & describe)
– develop planned states of the EA (develop & describe)
– perform single expert evaluation (analyze & evaluate)
– publish architectural description (communicate & enact)
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Fig. 10. An organization-specific EA management function developed using the
BEAMS method base
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5 Conclusion and Outlook

In this article we motivated the need for an organization-specific approach to
develop an EA management function based on the idea of re-usable, practice
proven building blocks. Following the idea of situational method engineering the
building blocks are selected based on a characterization of the organizational
context of the associated organization. While the application of the develop-
ment method in this paper is only performed using a fictitious case, we are
currently evaluating the development method and the EA management function
resulting from its application in different cases in industry. First results from
these cases hint towards the usability of the development method and prove the
suitability and applicability of the resulting artifact at least from the subjective
perspective of the industry partners. However, a long-term survey is necessary to
demonstrate and prove the utility of the development method and the resulting
EA management function.

Findings from our first applications additionally proved the need for a tool
support to facilitate accessing the knowledge base as well as to support an en-
terprise architect during the different activities of the development method. As
a first step towards a more sophisticated tool support, we plan to publish the
method base, i.e. the collection of MBBs, online in a wiki system. The wiki sys-
tem should be used to establish a community of researchers and practitioners
with are interested in further evolving and enhancing the method base.
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Abstract. In addition to continuous, evolutionary optimizations, most 
enterprises also undergo revolutionary transformations from time to time. 
Knowledge about current corporate practice for coherent IT and business 
transformation is therefore very valuable. In this paper we present the results of 
an empirical study on the management of large-scale transformation programs 
that focuses on IT as much as business aspects. Companies that rate themselves 
as mature with regards to transformation management, assess certain 
transformation management components different than less mature companies. 
Cost reduction, revenue improvement, and agility improvement are the most 
relevant goals of transformation programs – all these are business goals and not 
IT goals. Current state of the practice transformation management can be 
classified into three approaches: Value-driven, ungoverned and change-driven. 
We found that no single management approach covers all these areas 
appropriately yet. 

Keywords: transformation methodology, empirical study, holistic 
transformation management. 

1 Introduction 

According to Rouse [1], transformation and especially enterprise transformation (ET) 
is not routine but “fundamental change that substantially alters an organization’s 
relationships with one or more key constituencies, e.g., customers, employees, 
suppliers, and investors”. Such an ET can involve new value propositions or change 
the inner structure of the enterprise. Further, ET could involve old value propositions 
provided in fundamentally new ways [1]. Reasons can be the reaction to an insecure, 
permanently changing economic environment [2] or the pro-active measure to explore 
business potentials, e.g. those of IT innovations [3]. Further examples are mergers & 
acquisitions, detachment of host systems or other efforts that are reflected in strategic 
planning. ETs are usually implemented as programs, i.e. bundles of projects [4], while 
evolutionary changes are either implemented by regular projects or are even included 
in permanent processes. 
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Due to the complex intertwining of IT and business in many companies [5], one 
challenge of ET programs is to address the often diverse worlds of business and IT 
coherently [6]. Examples from our survey are the introduction of a new banking 
platform for all units of a banking group (program duration two years, program 
budget 60 million Euros, 120 full time employees on average) or the world-wide 
standardization of business processes on the basis of a unified enterprise resource 
planning platform in a high tech company (program duration four years, program 
budget considerably more than one billion Dollars).  

Thus, in the following sections we present the results of an empirical study on the 
management of large-scale ET programs and extend a study that was partially 
reported in [7]. In the paper at hand we present more details, e.g. qualitative 
statements concerning the experiences within the described ETs. We further provide a 
more detailed discussion and analysis of results and implications for corporate 
practice. First, we are interested in the current practice of ET programs, their extent as 
much as the guiding goals and key drivers. We reflect this interest in our first research 
question: 

 
RQ1: What is the current corporate practice of enterprise transformation? 

 
Managing and conducting ET is a complex issue [8]. Since many ETs fail [9], we are 
particularly interested in success factors for effective ET. Motivated by Robbins [10], 
we especially consider a holistic approach as being appropriate. We cover this aspect 
with our second research question: 
 

RQ2: What are success factors for effective enterprise transformation, 
especially within a holistic enterprise transformation management 
approach? 

 
For the successful management of ETs, many different tasks and techniques need to 
be executed and coordinated [11]. In the next part of our study, we aim at getting an 
overview of currently executed tasks and techniques concerning ET. Further we are 
interested in the combinations mostly present, in order to reflect these with the 
success factors. This leads to the third research question: 
 

RQ3: What are prevalent approaches to conduct enterprise transformation 
management? 

 
Connected to these research questions, the subject occurs, which areas of ET 
management offer potentials for further research and practice design solutions. 
Therefore, we are interested in gaps of current ET approaches and in the maturity of 
its components (techniques). We address the matter with a last research question: 
 

RQ4: Which components of enterprise transformation management offer the 
largest improvement potential? 
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The remainder of the paper is structured as follows. First, we give a brief introduction 
to ET management. Next, we outline our research approach. Then we present the 
results of our study. We conclude with a discussion of our results, limitations and an 
outlook on future work. 

2 Enterprise Transformation Management 

As a formal construct, ET can be understood as a process or a sequence of activities 
that change an organization in its present or initial state to a future, desirable target 
state. Therefore, ET becomes a plan of how a firm intends to move from one position 
to another [6]. According to Baumoel [12], change or ET programs are unique, 
because they are embedded into unique contexts, i.e. the economic, technological, and 
social environment. As a consequence, the setup and the execution of ET programs 
need to refer to this unique context [12] (see figure 1). 

 

 

Fig. 1. Conceptual model of transformation [13] 

ETs usually are comprised of technological and social components [6]. 
Technologies, or more specifically IT, can be both enabler and driver of ETs. 
Examples are knowledge management or collaboration technology [6]. The social 
components of ET induce certain irrationality during ET endeavors. This implies that 
technological and work-processes need to be developed jointly during ETs [6]. How 
and when ETs are conducted is mostly induced by the market environment [14] – 
companies conduct ET decisions in response to the situations in which they find 
themselves. According to Yu et al. [14] “companies will transform their enterprise by 
some combination of predicting better, learning faster, and acting faster, as long as the 
market is sufficiently predictable to reasonably expect that ET will improve the 
market value the company can provide”. 

In order to foster successful ET and to improve the gained value, a precondition is 
having an understanding of how to systematically manage ET programs. We 
understand “enterprise transformation management” as the process of goal-directed 
planning, implementation, and control of fundamental changes in companies. In 
response to the limitations of single methods and management approaches and in 
view of the complexity of ETs, ET management integrates and extends existing 
management approaches like strategic management, value management, risk 
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management, project management, (business) process management, change 
management, competence management, and of course IT transformation management. 
An example for such an approach is Business Transformation Management 
Methodology (BTM2) [15]. It is comprised of an overarching discipline called meta 
management that offers a cyclic and iterative phase model for ETs (envision, engage, 
transform and optimize), a structure including roles and disciplinary ET activities, 
provision of measures, skill development support and guiding principles. 

At this point, there is no related work that provides an overview about current 
management practice of large scale ET programs. In order to document current ET 
management practice, to analyze improvement potentials and to close this gap, we 
conducted the empirical study at hand. 

3 Research Methodology 

3.1 Study Concept  

We conducted the empirical study by means of a written questionnaire. For the design 
of the questionnaire, we basically adhered to the process as proposed by [16]. First, 
we compiled question groups for each topic of interest. Second, we identified poorly 
or ambiguous worded items and made minor wording changes until consensus was 
found and no further problems were uncovered. The remaining items were included in 
the survey instrument, most of them measured on a 5-point Likert scale [17]. 
However, in order to gain further insights, we added open questions to the 
questionnaire in order to have the chance for further in-depth insights [18]. Before 
being distributed, the questionnaire instrument was pre-tested as a whole by two 
participants. The final survey consisted of five parts. In part I, demographic 
information on the study participants, their company, and, in part II, their company’s 
ET program was acquired. In part III, a literature-based [3, 12, 19, 20, 21] holistic ET 
management approach was presented to the participants, whose potential the 
participants were asked to assess. In part IV, the study participants were asked, how 
mature they would estimate their own company as regards certain components of the 
holistic ET management approach and as how important they would rate each 
component. Further questions were used to assure the completeness of the approach. 
In part V, further ET management aspects, e. g. enablers and inhibitors, were 
documented. 

3.2 Data Collection 

We targeted heads of current ET programs in large, multi-national companies 
(program managers, head of ET competency centers, regional CIOs, etc.). We 
consider a rather low amount of high knowledgeable informants to be more 
appropriate than a high amount of less knowledgeable but better accessible ones. Only 
high knowledgeable informants are able to view the focal phenomena from diverse 
perspectives [22]. We selected our informants by two major criteria: First, they 
needed to be located in management or positions closely related to management. 
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Second, they needed to have major influences and insights into the ET program. We 
identified the informants by having access to the customer network of a large 
consulting company and the university network. We further applied snowball 
sampling techniques in order to increase the amount of informants [23]. We contacted 
the informants by providing a brief management summary of the study via mail or 
email. We further attached the questionnaire and asked participants to send it back via 
mail or fax. We provided the chance to include contact data in order to allow for the 
provision of study results when interested. However, in general, we gave anonymity 
to our informants in order to receive honest answers and reduce biases [18].  

3.3 Data Analysis 

Depending on the type of question in the questionnaire we applied different analysis 
techniques. For the closed questions, we applied quantitative analysis techniques in an 
exploratory manner [18]. We used factor analyses in order “to summarize relationships 
in the form of a more parsimonious set of factor scores that can then be used in 
subsequent analyses” [24] and thus identify variables and questions that belong 
together. In order to further match cases in groups that belong together, we applied 
hierarchical clustering [25]. The purpose of clustering, a form of combinatorial data 
analysis, is to investigate “a set of objects in order to establish whether or not they fall 
[…] into groups […] of objects with the property that objects in the same group are 
similar to one another and different from objects in other groups.” [25] 

Based on open questions, we asked for key deliverables, drivers, and inhibitors of 
successful ET programs. We analyzed the open questions in two different ways. First, 
in order to derive interpretable results, a standardized process for content analysis 
(conceptualization, codebook creation, coding, refinement, & reliability check) was 
applied, thereby helping to ensure the necessary rigor in the classification process [26]. 
First, we matched synonyms. As an example, one participant used the term “New 
optimized way of doing business” and another participant used the term “Process 
improvements”, both actually addressing a similar aspect. The outcomes are three lists 
of key deliverables, drivers, and inhibitors of ET programs, which should cover all 
aspects as mentioned by the study participants. Second, we extracted interesting 
arguments in a qualitative manner [18] and present those within the results section. 

3.4 Data Set 

Both business and IT representatives participated. The study was conducted globally, 
certainly with a focus on Europe (Europe 68%, Americas 14%, Asia 14% and Africa 
4%). Altogether, 28 companies (respectively their representatives) participated. In the 
data set, the primarily present industries were high tech (25%), consumer products 
(14%), banking and insurance (7%), and professional services (7%). Our rather 
elusive focus on heads of large-scale ET management programs explains the rather 
low number of participating organizations. However, we consider this as appropriate, 
since the scope of the paper at hand is rather explorative and less confirmative. 
Table 1 summarizes the most important measures of the data set. 
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Table 1. Characterization of the data set 

Function  Industry  Region  

C-Level Executive 11% High Tech 25% Europe 68% 

Director / Head of … 32% Consumer Products 14% Americas 14% 

(Program) Manager 25% 
Banking and 
 Insurance 

7% Asia 14% 

Business or IT Architect 14% Professional Services 7% Africa % 

Other 18% Other 46%   

Division  Company Size    

Business 29% 1-999 18%   

IT 61% 1000-9999 11%   

Business / IT  11% 10000 and above  71%   

4 Study Results 

4.1 Enterprise Transformation in Current Corporate Practice 

Foremost, the ET programs we investigated in the study had a program duration 
between two and four years and a program budget between ten and 100 million 
Euros. In smaller companies (< 10’000 employees), 52 full time employees (FTEs) 
were working on average on the ET program. In larger companies (> 10’000 
employees), this number went up to 126 FTEs. Most of the programs have a clear 
business focus or combine elements of business and IT transformation. Our  
results show that cost reduction, revenue improvement, and agility improvement  
are the most relevant goals in ET programs. Agility improvement is the ability of 
being able to react fast to necessary changes. Business networking has not yet 
arrived. Despite the economic crisis, risk reduction still has a low priority. In  
table 2 the goals of ET programs are summarized. The list is sorted by relevance  
(= frequency of mention * priority). The list is based on and extends a classification 
by Baumoel [12]. 

As key deliverables, the study participants named business optimization, operating 
models, standardized processes & platform as much as roadmaps. These are all 
business-driven topics. Drivers of successful ET programs are top management 
support, stakeholder management, and clear responsibilities. Resistance to change, 
organizational barriers, and resource constraints are inhibitors of successful ET. 
Table 3 summarizes the key deliverables, drivers, and inhibitors of successful ET 
programs. 
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Table 2. Goals of ET programs 

Goals Frequency Average 
Priority 

Relevance 

Cost reduction 82% 4.22  3.46  

Revenue improvement 71% 4.50  3.21  

Agility improvement 68% 4.37  2.96  

Strategy adaptation 64% 4.17  2.68  

Process redesign 64% 3.78  2.43  

Technology-enabled growth 61% 3.47  2.11  

Risk reduction 54% 3.27  1.75  

Business networking 32% 2.78  0.89  

 

Table 3. Top key deliverables, drivers, and inhibitors of ET programs 

Rank  Key Deliverables Drivers Inhibitors 

1  Business optimization Top management  support Resistance to change 

2  Operating model Stakeholder management Organizational 
barriers 

3  Standardized processes 
& platform 

Clear responsibilities Resource constraints 

4  Roadmap - / - - / - 

4.2 Success Factors of Enterprise Transformation Management 

In order to be more effective, ET management requires a comprehensive overall view 
of the construction and changing of an organization’s structures, i.e. its organizational 
design [10]. As a basis for this, adequate interdisciplinary approaches should be used, 
which do not only concentrate on one aspect of the ET process, e.g. the role of IT,  
but rather include the main levers of organizational ET from all relevant disciplines 
(e. g. strategy making, organizational design and behavior, or business process 
engineering) [12]. 

Therefore, in order to analyze such an interdisciplinary approach and to get a more 
or less complete overview of ET management, we derived components of a holistic 
ET management approach from the literature. Based on the established Business 
Engineering framework [3], the approach presented in table 4 is structured into the 
three layers Strategy, Processes & Organization as much as Information Systems & 
Technology. Altogether, the holistic ET management approach contains 13 subparts 
or ET management components (see table 4).  
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Table 4. Holistic ET management 

Holistic Enterprise Transformation 
Management  

Importance 
in mature 
companies 

Importance in 
less mature 
companies 

Difference 

Strategy 4.33 3.80 0.53 

A joint (company and implementation 
partner) agreement on business objectives 

4.78 3.44 1.33 

Mid-term planning and continuous alignment 
of business requirements and IT capabilities 

3.78 4.00 -0.22 

Management of program value 4.38 3.56 0.81 

Identifying and managing interdependencies 
of projects within and across programs 

4.40 4.20 0.20 

Processes and Organization 4.21 3.51 0.70 

Business process optimization and innovation 
services 

4.29 3.73 0.56 

A joint (company and implementation 
partner) governance model 

4.23 3.57 0.66 

Organizational change management 4.33 3.71 0.62 

High qualified representative of 
implementation partner 

4.13 3.56 0.57 

Professional program and project 
management 

4.08 3.00 1.08 

Information Systems & Technology 3.53 3.26 0.27 

Tool-supported transparency on progress, 
risks, and costs of ET program activities 

3.89 3.13 0.76 

IT architecture services 3.30 3.44 -0.14 

High qualified IT people with excellent 
business understanding 

3.82 3.75 0.07 

Monitoring of technology trends 3.10 2.71 0.39 

 
In order to analyze if ET programs are more successful if a holistic ET 

management approach is used, we asked for the company representatives’ estimation 
as regards impact on ET program execution. The study participants could chose if 
they wanted to estimate the impact on the basis of their own companies’ ET program 
or an exemplary ET program. Table 5 summarizes the estimation of the company 
representatives as regards impact on program quality, program budget, program 
duration, and program risk. Program quality describes that all goals were achieved 
and that the ET is sustainable. 
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Table 5. Impact on ET programs 

Impact on Enterprise  
Transformation Program Execution 

Positive Impact Negative Impact 

Program quality 100 % 0 % 

Program budget 76 % 24 % 

Program duration 75 % 25 % 

Program risk 92 % 8 % 

 
Altogether, all participants expect a better program quality. More than three 

quarters of the participants expect that the extra costs of the components will be 
compensated by better quality. Only one quarter expects higher quality along with 
higher program budgets and higher program duration. As regards program risk, 
expectations of a positive impact prevail. 

4.3 Approaches of Enterprise Transformation Management 

In order to identify archetypal ET management approaches which are currently used 
in corporate practice, we conducted an exploratory analysis [27]. In order to elucidate 
the predominant design factors of ET management approaches, data is examined by 
factor analysis. The five factors consist of two to four items. Items are usually 
assigned to a factor if the factor loading adds up to at least 0.5 [27]. In the cases of 
“Mid-term planning and continuous alignment” and “Professional program and 
project management”, the items are attributed to the factor with the highest factor 
loading. Based on an interpretation of the contained items, we termed the five design 
factors of ET management approaches as “People & Technology Governance”, 
“Holistic Change Management”, “Target-Driven Planning”, “Commitment to 
Transformation”, and “Benefits Management”. See table 6 for the detailed loadings 
and factor items. 

Table 6. Results of the Factor Analysis 

Factors Item description F1 F2 F3 F4 F5 

People & 
Technology 
Governance 

High qualified IT people with 
excellent business understanding 

0.93 0.09 0.14 -0.02 0.16 

Monitoring of technology trends  0.81 -0.06 0.04 0.37 0.24 

Joint (company and implementation 
partner) governance model 

0.51 0.46 0.44 0.25 0.01 

Holistic 
Change 
Management 

Identifying and managing 
interdependencies of projects  

-0.07 0.86 -0.01 0.07 0.18 

Organizational change management 0.10 0.76 0.23 0.27 -0.08 
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Table 6. (continued) 

Factors Item description F1 F2 F3 F4 F5 

Target-driven 
Planning 

Joint (company and implementation 
partner) agreement on business 
objectives 

-0.08 0.28 0.79 0.11 0.31 

IT architecture services 0.45 -0.11 0.72 0.31 0.03 

Mid-term planning and continuous 
alignment 

0.29 0.18 0.56 0.21 0.53 

Professional program and project 
management 

0.40 0.43 0.45 -0.36 0.20 

Commitment 
to 
Transformatio
n 

Business process optimization and 
innovation services 

0.10 0.12 0.10 0.81 -0.03 

High qualified representative of 
implementation partner 

0.17 0.28 0.23 0.69 0.24 

Benefits 
Management 

Transparency on progress, risks, and 
costs of ET program activities  

0.41 -0.17 0.30 -0.18 0.74 

Management of program value 0.10 0.44 0.12 0.38 0.70 

 
Based on the factor scores of the factor analysis, hierarchical clustering is used, in 

order to determine archetypal ET management approaches. Altogether, we identified 
three different ET management approaches. Due to their characterizing factor scores, 
we termed these approaches as “Value-Driven Approach”, “Un-Governed Approach”, 
and “Change-Driven Approach” See table 7 for the clusters and the corresponding 
factor values. 

Table 7. Impact on ET programs 

Cluster n People & 
Technology 
Governance 

Holistic 
Change 
Manage- 
ment 

Target-
driven 
Planning 

Commit-
ment to 
Trans-
formation 

Benefits 
Management 

1 16 -0.47 1 -0.33 0 0.03  4 -0.18 0 -0.09 4 

2 7 -1.21 0 -0.34 0 -0.77 0 0.09  1 -0.21 3 

3 5 1.14  4 0.86  4 -0.70 0 0.60  4 -0.55 0 

 
Cluster one, that we call the Value-Driven Approach is present in 57 % of the 

examined companies and can be characterized by a high Target-Driven Planning  
and a high Benefits Management. The average maturity of companies using the 
Value-Driven ET management approach is 3.30. 
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Cluster two, the Un-Governed Approach is present in almost 25% of the 
companies that have an average maturity level of 2.30. Especially a low people and 
technology governance can be seen in these companies. 

Cluster three, the Change Driven Approach is present in 18% of the companies that 
have an average maturity of 3.43. In this cluster we can observe a high presence of 
people and technology governance, holistic change management and commitment to 
transformation. 

All three approaches have in common that they place emphasis on different 
aspects, e. g. business value in the case of the Value-Driven Approach, but overall, a 
well-balanced, holistic approach is missing. Considering the potential of a holistic ET 
management approach, this opens room for improvement. The components which 
have been rated important by mature companies might be reasonable starting points 
for this. 

4.4 Potentials for Enterprise Transformation Support Improvement 

In our analysis, we asked for the maturity of companies as regards with regard to each 
ET management component as well as the importance attributed to each component. 
On a 5-point Likert scale, the company representatives were asked to estimate the 
maturity of their own company and the importance which is attributed to a component 
in their company (self-assessment). By partitioning the data set into mature (self-
assessed values of four or five) and less mature (self-assessed values of one, two, or 
three) companies it is possible to highlight components which are critical for 
successful ET management. Furthermore, this analysis allows deriving development 
directions for single companies. 

Companies, that attributed themselves to be mature, rated especially the following 
aspects as more important than less mature companies: Active management of ET in 
general (as mature companies rated almost all components to be more important than 
less mature companies), Operational and organizational structure in general (e. g. 
through a joint governance model and organizational change management) and 
certain strategic aspects (for example a joint agreement on business objectives). 

The components which were rated with the highest importance and the lowest 
maturity at the same time offer the highest potential for improvement. Such 
components should be of particular interest for researchers as well as practitioners 
(see fig 2). 

Based on this classification, the most important ET management components  
with the highest need for action are (illustrated by the black circle): “Identifying  
and managing interdependencies of projects within and across programs”, 
“Management of program value” and “Business process optimization and innovation 
services”. 
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Fig. 2. ET management components with a high improvement potential 

5 Discussion and Outlook 

The results provide an explorative overview of ET programs currently conducted in 
corporate practice. Some further interesting hints about the future development of ET 
management approaches can be gained from direct statements the informants wrote in 
the questionnaires. We asked to openly provide major flaws and lessons learned from 
their point of view. One point that was mentioned by almost all informants is the 
importance of management support. Such support can be present to a different extent. 
While some mentioned management support in general, some directly referred to the 
board. However, a first challenge is to align within the Board. Like one informant 
stated as a critical point: 

 
“Cross board area transformation goals were not defined and not aligned” 
 

Therefore, in order to provide support as a board, first internal, cross-responsibility 
alignment needs to be achieved. After such alignment has been achieved, top-
management support can be communicated credibly to the involved employees. 

Further important are cultural aspects. Like one informant mentioned, knowledge, 
experience and courage concerning the relational aspects are very important. An 
example would be new ways of conducting work. Another informant mentioned, that 
the whole culture during an ET needs to shift away from a “it`s their fault” towards a 
“we are all responsible and need to be a role-model”. A third informant provided an 
interesting catch phrase for the importance of culture: 
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“Culture eats strategy for breakfast” 
 

Another often mentioned aspect is communication. Many informants claim that 
communicating information to the people involved or affected by the ET is crucial to 
ensure its success. Like one informant claimed: 

 
“Communicate, Communicate, Communicate” 
 

However, such claim might go not fully cover the communication aspect since 
another informant claimed: 

 
“Intense communication can result in information overload” 
 

Therefore, communication during an ET is a matter that needs to be planned 
intensively and conducted in a meaningful but controlled fashion. 

Our results and the statements above show that management of ET programs is an 
important topic – especially in large organizations. Currently, different approaches to 
ET management exist in corporate practice, but a holistic approach is not there yet. 
Nonetheless, all study participants attribute a high potential to such an approach: All 
participants agree that a holistic ET management approach will improve the quality of 
the ET and will thereby lead to a more sustainable goal achievement. Such an 
approach needs to be capable of aligning and coordinating the different stakeholders 
and disciplines that are involved in ETs. However, from our point of view such an 
approach also needs to be able to differentiate different situations in order to achieve a 
certain fit with the context at hand. 

Some limitations occur in the design of the study at hand. The study targets at a 
high level of abstraction that needs to be detailed and developed towards a more 
operative solution in further research. The study cannot claim general and overall 
coverage, however, we claim that because of the high knowledgeable informants, 
relevant data could be collected and the study contributes to the body of ET 
knowledge. 

Concluding, the following points should be kept in mind in order to foster 
successful ET management: 

First, Companies, that rate themselves as mature with regards to ET management, 
assess certain ET management components differently than less mature companies. 
Especially the active management of ET, the operational and organizational structures 
and certain strategic aspects receive higher attention in mature companies. 

Second, Cost reduction, revenue improvement, and agility improvement are the 
most relevant goals of ET programs. It is worth to mention that these are all business 
and not IT-related goals. Information systems and supporting technology seem to be 
considered as a general precondition for successful ET management. Quite surprising 
in view of the recent financial and economic crisis is the fact that risk reduction has a 
low priority only. 

Third, drivers and inhibitors of successful ET are dominated by soft factors. A key 
insight is that ET should be driven by business content and strategic aspects. 
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The findings of the study provide a foundation for further research in the field and 
the design of applicable artifacts like methods or reference frameworks. Based on the 
presented study, we plan to develop such artifacts especially in the areas identified in 
section 4.4. Identified gaps are “Identifying and managing interdependencies of 
projects within and across programs”, “Management of program value” and “Business 
process optimization and innovation services”. For the first identified gap, approaches 
like enterprise architecture can provide valuable support and should be researched and 
developed with a focus on transformation. The second gap needs to be addressed by 
work that focuses on the value of the program itself and the applied methods. 
Although already lots of research is present in the area of process optimization, 
further work with a focus on ET is necessary in that area. We further consider 
situational differentiation as appropriate, e.g. distinguishing complex service 
industries vs. volume operations, distinguishing different industries or further 
contextual factors. 
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Abstract. While elaborate enterprise architecture management (EAM) methods 
and models are at architects’ disposal, it remains an observable and critical 
challenge to actually anchor, i.e. institutionalize, EAM in the organization and 
among non-architects. Based on previous work outlining design factors for 
EAM in light of institutional theory, this work discusses the theoretical groun-
ding of respective design factors and proposes measurement items for assessing 
the institutionalization of EAM in organizations. The work identifies measure-
ment items for the factors legitimacy, efficiency, stakeholder multiplicity, orga-
nizational grounding, goal consistency, content creation, diffusion and trust, 
contributing to evaluate and inform EAM design from several, partially new 
perspectives. 

Keywords: Measurement items, Institutionalization, Enterprise Architecture 
Management. 

1 Introduction 

At the core of this research lies the observable issue that an effective anchoring of 
EAM within the organization and in particular among non-architects remains a major 
challenge. This challenge is also well reflected in Gartner’s recent reasoning for the 
finding that most analyzed organizations are still at a rather low EA maturity level [1]. 
This is despite the fact that EAM has become a maturing discipline in research as well 
as in practice, and a wide set of EAM methods, tools and best practices have been 
researched, developed and applied [2, 3]. However, unless these methods are broadly 
supported and become operative, envisioned EA benefits will be limited or, for that 
matter, take much longer time for realization. One reason for the difficulties of such 
an anchoring of EAM may be that the immediate context of EAM, i.e. the way how 
and why the organization responds to the EAM approach on a normative level, is only 
little understood [4].  

The paper at hand addresses this issue based on an institutional theory perspective, 
as it may be well applicable to inform and conceptualize an anchoring of EAM.  
Institutional theory is among other aspects concerned with the questions of how  
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organizations and individuals respond to pressures and what factors influence their 
conformance [5-7]. In our case we ask which design factors are important to anchor 
EAM and foster its acceptance, or said differently, which design factors should be 
obeyed in order to institutionalize EAM. Institutionalization can be defined as the 
process of establishing a practice as a norm thus giving it a “rulelike status in social 
thought and action” [8]. Under the assumption that EAM is being useful and ade-
quately implemented such that it provide a positive contribution to the organizational 
development [9], this is what we should try to achieve. The term design factor is used 
to indicate our ultimate goal, namely the design of EAM. We are thus interested in 
factors that can actually be influence by the design of EAM as opposed to wider in-
fluencing factors which may also be important (e.g. world economy fluctuations), but 
which cannot be controlled nor be reasonably respected as part of our intra-
organizational EAM context. 

Fig. 1 illustrates the line of thought underlying this work: The upper bubbles 
represent directing functions that exert pressures onto the rest of the focal organiza-
tion. A pressure can be a guideline, rule, norm or regulation, for example. Depending 
on the pressure’s characteristics, the organization’s response may range from ac-
quiesce to defiance and manipulation of the pressure or the pressure exerting entity 
itself [7]. Clearly, obligations such as the necessity to keep track of financial spending 
coming from the controlling function, for example, are much more accepted and insti-
tutionalized than e.g. architecture principles coming from EAM. The focus of this 
research lies on the very left of the figure, asking which design factors are important 
to institutionalize EAM, i.e. to essentially foster positive rather than defying organiza-
tional responses. 

 

Fig. 1. Design Factors for EAM 

The paper reports on research in progress towards an instrument providing guid-
ance on how to institutionalize EAM in organizations. To that end, the work addresses 
in general two research gaps: From an institutional theory point of view, it applies the 
institutional perspective to the organization as level of analysis, thus aiming at under-
standing intra-organizational behavior. While previous institutional research at this 
level of analysis is very limited, it is believed to go far in adding to institutional 
theory [10]. From an EAM point of view, this work’s perspective should contribute to 
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better EAM design and an empowerment of existing EAM methods. Hjort-Madsen 
notes that an institutional perspective addressing economic, political and contextual 
factors as opposed to technical ones, is underrepresented in EA research so far  
[11, 12].  

In conclusion, the goal of the paper at hand is to construct measurement items to-
wards a theoretically grounded model of design factors for an institutionalization of 
EAM. These items should be the foundation of a model providing the utility to be 
able to analyze an organization’s EAM approach and to subsequently derive impor-
tant fields of action for improvement. The measurement item creation is based on 
previous work about relevant design factors. Following thorough methodological 
procedures for construct measurement, the paper (1) conceptualizes the constructs and 
(2) identifies measurement items based on reviews of the literature, deduction from 
the theoretical definition of the constructs and previous empirical research on the 
focal constructs [13-15].1  

The remainder of the paper is structured as follows. Chapter two outlines the theo-
retical and methodological foundations. Chapter three conceptualizes our design fac-
tors and discusses each factor and related measurement items. Chapter four concludes 
the paper with a discussion, limitations, and an outlook on evaluation procedures for 
the herein presented work. 

2 Theoretical Foundations and Relevant Factors 

2.1 An Institutional Perspective on EAM 

In an IS context, institutional theory has been considered in many facets. Boudreau & 
Robey [16], Markus & Robey [17] for example argue that and how theories, including 
institutional theory, can contribute to questions of information technology and organi-
zational change. In a similar vein, Orlikowski & Barley [18] elaborate on the interplay 
between IT and organizational research, suggesting that transformations cannot be 
understood without considering their institutional contexts. Also, from a macro pers-
pective, it has been analyzed which institutions influence (IT) innovations and how 
institutional pressures influence the adoption of respective systems [19, 20]. Another 
stream of research deals with processes of institutionalization of IT in organizations, 
with institutionalization and de-institutionalization processes and respective forces 
that drive such endeavors [21]. While being far from complete, this brief review 
shows that an institutional perspective is being considered important in the context of 
IS and (strategic) management.  

Focused on the relationship between institutional theory and EAM the work by 
Hjort-Madsen stands out. Hjort-Madsen investigates how EA implementation [11] 
and adoption [12] is dependent upon and shaped by institutional forces, noting  
that this issue is underrepresented in EA research so far. Looking at public sector 

                                                           
1  Methodologically-wise so called constructs are in our case instantiated by the aforemen-

tioned design factors, which can be regarded to embody our application domain and the 
deeper purpose. Both terms may be used interchangeably throughout this work, though. 
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organizations, Hjort-Madsen points out that interoperability and IS planning, which 
can be facilitated through EAM, is not only a technical issue, but economic, political 
and contextual factors are just as important. Related to different institutional settings, 
he identifies adoption patterns that describe how EA is adopted by agencies. By con-
sidering formerly ignored institutional pressures, he contributes to understanding and 
advancing EA as a transformation approach. However, his work stays on a descrip-
tive-explorative level and focuses on pressures coming from the outside of the focal 
organization. In contrast to this, we intend to look at how institutional factors relate to 
an intra-organizational anchoring and acceptance of EAM, and how resulting insights 
can inform EAM design. Overall, we found that a concrete structuring of institutional 
factors influencing EAM in an intra-organizational context is lacking so far.  

2.2 Adopted Methodology 

For scale development, we adopt a combination of the approaches from Moore & 
Benbasat [22], which can be regarded as a revised version of the methodological pro-
cedures from Davis [14], and the construct measurement and validation procedures 
from MacKenzie et al. [13]. The reason for a combination of both methods lies in the 
intention to utilize the strengths of both: Moore & Benbasat’s so called Instrument 
Development Process consists of three stages, which are well comprehensible and 
have gained wide acceptance among IS researchers, who adopted (and adapted) the 
approach to various contexts (e.g. [23]). The three stages are Item Creation, Scale 
Development and Instrument Testing. MacKenzie et al.’s “construct measurement and 
validation procedures” in turn represent a revised, complementary and more detailed 
guideline. They split the whole scale development process into ten steps and propose 
additional techniques for accomplishing certain steps. The paper at hand mainly deals 
with the Item Creation stage, which corresponds to step two (“Generate Items to  
Represent the Construct”) of MacKenzie et al.’s [13] updated scale development  
procedure. The essence of the three stages is outlined in the following. 

Item Creation is concerned with establishing a pool of items that can potentially 
describe a construct. An item is typically a statement that respondents can indicate 
their degree of agreement to. The goal of the phase is to ensure content validity, i.e. 
the intended content of a construct shall be adequately addressed, or represented, by 
the pool of measurement items. Adequately in this context means that the items shall 
be focused on the construct’s domain, but fully capture all of the essential aspects of 
the construct while at the same time trying to minimize overlaps with other con-
structs. The items may come from a variety of sources such as literature, deduction 
from construct definition, empirical research or expert suggestions [13]. However, 
generated items should always be tailored to the research issue in question and thus 
follow Ajzen & Fishbein’s [24] suggestions to not only include the actual behavior 
(e.g. using EA), but also to respect the target at which the behavior is directed (e.g. 
EAM function), the context for the behavior (e.g. intra-organizational use of EAM 
services for transformation support), and a time frame (e.g. current, previous and 
planned EAM initiatives). Overall, we follow these guidelines, while trying to adopt 
measurement items that were rigorously derived and successfully applied in previous 
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research as far as possible and feasible. The time frame is not explicitly included in 
our item specifications though, as we intend to examine the current situation in organ-
izations only. 

Scale Development aims at so called construct validity (cf. [22]). Using a certain 
technique, previously generated items are assessed by a group of (targeted) experts in 
order to achieve the following goals: 1) Convergent validity and discriminant validity, 
i.e. an item is consistently attributed to only one particular construct; 2) Appropriate 
coverage, i.e. removal or refinement of ambiguous, too similar or less relevant items. 
Many techniques have been developed to achieve construct validity, while two of 
them appear to have gained most prominence. The first technique resembles a “card 
sorting” exercise: Judges are asked to sort the various items into construct categories 
and rank how well the items fit the construct definitions. The procedure allows for 
multiple rounds and the option to present the definition of intended constructs upfront 
or to have the participants create their own labels for the constructs [14, 22]. In the 
second technique, the researcher creates a matrix with construct definitions at the top 
of the columns and items listed at the rows. Judges are then asked to rate in each cell 
how well an item fits the construct, typically using a five point Likert scale. The rat-
ings are then evaluated using statistical means [13, 25]. 

Instrument Testing is then the last step towards a valid theoretical model. It is 
concerned with testing the developed scales (and potential construct relationships) at a 
higher sample size. However, provided that the previous phases are conducted  
rigorously, this phase should a) be limited to data gathering and evaluation, and b) be 
likely to yield good and significant results. 

3 Development of Measurement Items 

3.1 Conceptualization of Constructs 

Prior to the aforementioned measurement item generation and scale development 
procedure, conceptual definitions of the constructs of interest have to be developed. A 
construct is a rather abstract, more general and latent variable that is not or hardly 
directly observable or measurable. A solid conceptualization of constructs has gained 
increased attention in literature. While Moore and Benbasat’s frequently cited three 
stages instrument development process does not explicitly address construct concep-
tualization, MacKenzie et al. dedicate a detailed first step to it, noting that an adequate 
construct definition was a critical limitation of current scale development procedures 
and measurement model specifications. They critically note that “the failure to  
adequately specify the conceptual meaning of a study’s focal constructs…triggers a 
sequence of events that undermines construct validity (primarily due to measure defi-
ciency), statistical conclusion validity (due to the biasing effects of measurement 
model misspecification), and ultimately internal validity (due to a combination of 
factors)” [cf. 26]. In our attempt to avoid these problems, Table 1 portrays the design 
factors and their respective specification following respective conceptualization  
recommendations [13]. 



 Development of Measurement Items for the Institutionalization of EAM 273 

Our constructs have been developed in previous research [4] based on case study 
assessments and informed by the institutional framework from Oliver [7]. The  
constructs are to represent factors that influence stakeholders’, i.e. in particular  
non-architects’, perception and acceptance of EAM. Together, the factors can  
therefore be regarded as indicators for a successful institutionalization of EAM.  

As previously mentioned, our long-term goal is to develop design principles that 
address these constructs and inform the design of EAM (according to the design  
science research paradigm [27]), which is why we refer to our constructs as design 
factors.  

Table 1. Conceptualization of Design Factors 

EAM Design Factor Specification 
Legitimacy Entity: Person;  

General property: Perceived social rationale for participation (in EAM); 
Themes: Management acknowledgement, reputation, social acceptance; 
Definition: The degree to which a stakeholder gains social fitness when 
supporting EAM. 

Efficiency Entity: Person;  
General property: Perceived economic rationale for participation (in 
EAM); 
Themes: Decision making speed, project time, project sustainability, 
implementation quality, utilization of available infrastruc-
ture/information; 
Definition: The degree to which a stakeholder becomes more efficient 
when following EA guidelines. 

Coordination of 
Pressure Multiplicity 

Entity: Organization;  
General property: Potential for inconsistencies/conflicts with other di-
recting entities depending upon the amount of coordinating action; 
Themes: Alignment with other coordinating functions (e.g. process 
management), alignment of different EAM divisions/levels, centrality of 
EA decision making; 
Definition: The degree to which the focal EAM is aligned with other 
pressure exerting entities. 

Grounding Entity: Organization;  
General property: Organizational anchor points (for EAM); 
Themes: Stakeholder demand, strategic importance, hierarchical posi-
tion; 
Definition: The degree to which EAM is grounded at different anchor 
points within the organization 

Goal Consistency Entity: Person;  
General property: Characteristics of goal system; 
Themes: Stakeholders’ knowledge about others’ transformation activi-
ties, design of stakeholder goal systems, raise/promotion; 
Definition: The degree to which EA goals are in line with / supported by 
stakeholders’ goals. 
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Table 1. (continued) 

EAM Design Factor Specification 
Content Creation Entity: Process; 

General property: Stakeholder-orientation in EA content creation activi-
ties; 
Themes: Availability of stakeholder-involving processes, participation 
of stakeholders, contribution channels, approval of stakeholders; 
Definition: The degree to which EA content creation processes cater for 
stakeholder involvement. 

Diffusion Entity: Process/Team; 
General property: Communication and diffusion activities; 
Themes: Propagation of the EA idea, availability of showcases, com-
munication procedures; 
Definition: The degree to which (voluntary) EA participation is fostered 
by communication. 

Trust  Entity: Person;  
General property: Attitude / Trustworthiness (of the EAM function); 
Themes: Trust in EAM as instrument, trust in EAM team; 
Definition: The degree to which stakeholders have trust in EAM. 

 
Besides a label (column1), column two specifies the construct with respect to four 

dimensions. The entity is the object that is in focus of the construct, i.e. it is the object 
to which the general property applies and that is eventually addressed by measure-
ment items. The general property refers to the conceptual domain of the construct. 
This should be specified, because it may make a considerable difference whether the 
construct is to represent a (subjective) perception or an as far as possible objective 
outcome, for example [13, citing 28]. In our case, we may differentiate two major 
groups of constructs. On the one hand, we have constructs addressing personal per-
ceptions or feelings towards EAM such as the potential to gain legitimacy, become 
more efficient, or one’s personal trust towards EAM. On the other hand, we have 
constructs which address the wider EAM setup and are attributed the entities organi-
zation, process, or team, accordingly. Examples are coordination activities, groun-
ding, as well as content creation or diffusion activities. Goal consistency may be  
regarded to be a special case as it is to some extent concerned with clearly defined, 
job-related performance goals. However, the extent to which EAM goals are intrinsi-
cally or extrinsically supported by an individual is a personal matter, which is why we 
have attributed the construct to the entity person. The themes then portray the line of 
thought and the aspects of the construct, which will subsequently be captured by the 
measurement items. At last, the definition is intended to wrap up all these aspects in a 
short and understandable manner. Based on this construct conceptualization, the  
following section will have a closer look at how each construct can be measured. 

3.2 Generation of Measurement Items 

Items were created based on literature and domain knowledge. Starting from a search 
for measurement scales in the IS domain, the search was continued in an explorative 
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fashion including a wider range of other research domains such as business adminis-
tration, management, psychology and politics. The search was conducted using 
EBSCO and google scholar using key words from the construct descriptions and the 
terms “measurement”, “scale” or “model”. The search was limited to title, keywords 
and abstract. The more explorative approach taken appeared reasonable as our prima-
ry goal was to first of all generate feasible items rather than validate them [21]. The 
last column (Adoption Type (AT)) of the measurement item tables below indicates to 
which extent a scale could be adopted: 
 
1. Construct and context fit – Items fit to our factor’s purpose, and the context is 

(closely) related to EAM and/or an intra-organizational institutional perspective. 
2. Construct fits – Items fit to our factor’s purpose, but the context is different. 
3. Analogy – Items can be adapted based on our construct’s conceptualization. 

Legitimacy in our case refers to the amount of social fitness or acceptance that an 
individual gains when contributing to an advancement of the enterprise architecture. 
Addressing personal social benefit expectancy, the items for this factor can be well 
drawn from Venkatesh et al.’s work, which in turn already consolidates previous 
measurement items. Of particular relevance appear items from performance expectan-
cy and social influence (see Table 2) [15]. Legitimacy in general is acknowledged as 
an important concept for explaining a wide range of effects such as desirability,  
credibility and appropriateness [29]. We hypothesize this to be relevant for EAM,  
too [30]. 

Table 2. Measurement Items for (Social) Legitimacy 

No Item definition Source(s) AT 
LE1 People who are important to me think that I should mind EAM.  [15] 2 
LE2 Minding EA is acknowledged by my superiors. [15, 31] 2 
LE3 Senior management supports me in advancing EA. [15, 31] 2 
LE4 In general, the organization supports EAM. [15, 31] 2 
LE5 People minding EAM have more prestige than those who do not. [15, 22] 2 
LE6 People minding EAM have a high profile. [15, 22] 2 

 
Efficiency is related to economic accountability and rationalization on a personal 
perceptional level. In a similar fashion, this factor is also regularly part of eventual 
EA benefit measurement, representing a main rationale to run EAM programs in the 
first place [cf. 32, 33]. However, in our case the factor is targeted at stakeholder per-
ception (entity=person). As such, we may again draw some items from Venkatesh et 
al. [15]. The last two items though are novel and intended to address specific EAM 
concerns (Table 3). 
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Table 3.  Measurement Items for Efficiency 

No Item definition Source(s) AT 
EF1 Minding EAM allows accomplishing decision making for trans-

formation projects more quickly. 
[14, 15, 
22] 

2 

EF2 Minding EAM allows completing transformation projects more 
quickly. 

[14, 15, 
22] 

2 

EF3 Minding EAM increases the quality of output of transformation 
projects. 

[15, 31] 2 

EF4 Minding EAM increases the sustainability of project outputs. [15, 31] 3 
EF5 Using EAM reduces the time needed for data gathering required 

for transformation projects. 
[15, 31] 2 

EF6 Minding EAM takes too long. [15, 31] 2 
EF7 Using EAM allows making use of available infrastructure effi-

ciently. 
  

EF8 Using EAM allows making use of available transformation 
knowledge efficiently. 

  

 
Multiplicity refers to directions, strengths, and synergies of interacting stakeholder 
claims [34]. We apply this thought to EAM. Besides EAM, constituents like strategic 
management, controlling, HR, and IT exert pressures on each other and the focal or-
ganization as a whole with respect to requirements, releases, project portfolios, busi-
ness development etc. A major challenge of EAM operating at the nexus of Business 
and IT is to coordinate and line up with all these pressure exerting entities in order to 
become more effective and to increase its penetration. We hypothesize that if such 
coordination is low, EA development will be less aligned and in consequence, EAM’s 
voice will also be less heard among non-architects and project managers (e.g. due to 
conflicting development objectives). After all, the latter aspect appears to be critical 
but a major challenge, as EAM is a rather young (and thus less institutionalized) en-
terprise function as opposed to controlling, for example. Not surprisingly then, we 
could so far hardly find measurement scales that fit our construct (Table 4). 

Table 4. Measurement Items for Multiplicity 

No Item definition Source(s) AT 
MU1 EAM is coordinated with other management functions.   
MU2 Different EAM units are aligned to each other.   
MU3 EAM decision making is done centrally, involving a multiplici-

ty of stakeholders / business units. 
[33] 1 

MU4 Bodies for the coordination of EAM concerns (e.g. EAM board) 
are formally established. 

  

MU5 Considerable differences exist between the EA function and 
other business units with respect to EA development. 

  

 
Grounding refers to the anchoring points of EAM within the organization, which can 
be decomposed into two distinguishable facets or sub-dimensions (Table 5): GR1-3 
refer to the demand side of EAM. They intend to elicit who the demanders of EAM in 
the organization are, i.e. who is actually interested in and makes use of EAM services. 
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To that end, we differentiate between three classical EAM stakeholder groups - (1) 
business units, (2) IT and (3) senior management. GR4-6 then relate to some extent to 
governance issues, asking how possibly restricting guidelines EAM may impose  
are grounded. Like the previous factor (multiplicity), grounding appears to be very 
EAM-specific by relating to cross-functional and cross-level issues. 

Table 5. Measurement Items for Grounding 

No Item definition Source(s) AT 
GR1 EAM is called for by business units.   
GR2 EAM is called for by the IT function.   
GR3 EAM is called for by senior management.   
GR4 EAM is positioned high in the organizational hierarchy  

(organigram). 
  

GR5 EAM guidelines are grounded in the overall business strategy.   
GR6 EAM guidelines are grounded in the IT strategy.   

 
Goal Consistency refers to the congruence of EA goals and individual stakeholders’ 
goals, such as project managers. This, ideally, also includes awareness between stake-
holders about their respective goals and transformation intentions, as this may provide 
opportunities to consult EAM to help leverage synergies - for instance by coordinat-
ing (joint) projects of multiple business units. The last two items address personal 
career goals more directly (Table 6). In previous research, goal congruence has in 
varying settings been identified as a significant thruster for goal achievement [35, 36]. 
Overall, goal consistency is very relevant for EAM, as a major goal of EAM is to 
leverage synergies across projects. However, even if the top management directive 
was to maximize the benefit for the whole organization, this will be difficult to 
achieve without additional incentives. As repeatedly experienced with industry part-
ners, a project manager will be reluctant to spend $10 M more, even if it would save 
another unit $20 M. 

Table 6. Measurement Items for Goal Consistency 

No Item definition Source(s) AT 
CO1 Stakeholders know about other units’ goals.   
CO2 Stakeholders know about other units’ transformations.   
CO3 EAM goals are supported by non-architects’ goal system for-

mulation. 
  

CO4 EAM goals are explicitly addressed in non-architects’ goal 
system formulation. 

  

CO5 Non-architects have incentives to pursue cross-project or cross-
departmental goals. 

  

CO6 Minding EAM will increase stakeholders’ chances of obtaining 
a promotion. 

[15, 37] 2 

CO7 Minding EAM will increase stakeholders’ chances of getting a 
raise. 

[15, 37] 2 
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Content Creation items are intended to capture two related issues, namely if defined 
processes exist for content creation and whether stakeholder participation is explicitly 
part of these processes. For one, we ask whether stakeholders participate in content 
creation and approval, which is also addressed in related literature (Table 7). Overall 
though, we relate this to the question of whether participation processes are properly 
defined (entity=process). This link is based on the observation that participation (or at 
least approval) is frequently catered for and appreciated, but defined processes and 
EAM reviews as part of which participation happens may be lacking. In consequence 
to the latter, (proactive) contributions from non-architects are limited, handled non-
transparently and may eventually come to an end, which in turn is contra-productive 
to the outset objective, namely fostering an institutionalization of EAM. 

Table 7. Measurement Items for Content Creation 

No Item definition Source(s) AT 
CR1 EA content is developed with all relevant stakeholders.   
CR2 EA content is approved (signed off) by all relevant stakeholders. [33] 1 
CR3 Adequate stakeholder participation is ensured as part of EAM 

processes. 
[33] 1 

CR4 Stakeholder participation (e.g. making architectural suggestions) 
is facilitated through defined channels and processes. 

  

CR5 EAM guidelines are regularly reviewed.   
CR6 Exceptions to EAM guidelines are discussed through defined 

channels and processes. 
  

 
Diffusion is to address what is done to make stakeholders aware of EAM services in 
order to foster their diffusion. Due to the challenges that a) EAM is oftentimes a ra-
ther young function within the organizations, b) EAM is concerned with partially 
abstract issues, and c) Architects are often occupied with operative work or project 
work, EAM communication is frequently lacking. However, making non-architects 
aware of EAM is an important antecedent to EAM demand and EAM penetration. 
The last two items capture a particular sub-aspect, namely the extent to which ‘allied’ 
non-architects signify that EAM is a good idea. 

Table 8. Measurement Items for Diffusion 

No Item definition Source(s) AT 
DI1 EA documents are communicated to all relevant stakeholders. [33] 3 
DI2 EA documents can be accessed easily by all relevant stakeholders. [33] 3 
DI3 Showcases demonstrating the necessity for EAM are available.   
DI4 Showcases demonstrating the necessity for EAM are effectively 

communicated. 
  

DI5 Showcases demonstrating success stories of EAM are available.   
DI6 Showcases demonstrating success stories of EAM are effectively 

communicated. 
  

DI7 It is defined how and which EA documents are communicated.   
DI8 Non-architects promote the EA idea.   
DI9 Non-architects promote EA content.   
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Trust has been added as dedicated factor even though one may argue that trust is 
indirectly reflected by all other factors. However, this factor shall in particular capture 
non-architects’ attitude towards EAM as instrument and the architecture team behind 
it, which may for example also include personal trust relationships not explicitly ad-
dressed in previous factors. In consequence, the construct is clearly comprised of two 
sub-dimensions. The first (TR1 & TR2) addresses trust in EAM as an instrument in 
general, whereas the second (TR3-17) is more related to interpersonal trust and trust 
in the EAM team, respectively. With respect to the second sub-dimension, many mea-
surement items could be adopted from two major sources. Weatherford’s work is 
actually concerned with political legitimacy, which, however, comprises several brief-
ly and well-worded measurement items that appear to ‘hit the nail on the head’ - also 
in our setting (see TR3-8) [38]. Serva et al. investigated trust between interacting 
teams, i.e. between management and development teams. Their scales cover the facets 
of ability (here TR9-11), benevolence (here TR12-14), and integrity (here TR15-17) 
[39, 40]. Analogously, we intend to examine trust between the EAM team and af-
fected non-architects. All potential measurement items are presented in Table 9 for  
completeness and integrity purposes. We are aware though that this large amount of 
items has to be condensed considerably in order to be manageable for future probing. 
However, we decided to do that in conjunction with industry input as part of further 
research rather than limiting results in this work upfront. 

Table 9. Measurement Items for Trust 

No Item definition Source(s) AT 
TR1 Non-architects trust EAM to be a reasonable instrument for the 

organization 
  

TR2 Non-architects believe that EAM wastes a lot of money. [38] 2 
TR3 Non-architects believe that Architects do not care much about 

what non-architects think. 
[38] 2 

TR4 Non-architects trust EAM to do what is right. [38] 2 
TR5 Non-architects believe that EAM is just looking out for itself. [38] 2 
TR6 Non-architects believe that EAM is run for non-architects’ bene-

fit. 
[38] 2 

TR7 Non-architects believe that the people running EAM are compe-
tent and know what they do. 

[38] 2 

TR8 Non-architects feel taken seriously by the EAM team. [38] 3 
TR9 Non-architects feel that the EAM team is very capable of per-

forming its job. 
[39] 2 

TR10 Non-architects have confidence in the skills of the EAM team. [39] 2 
TR11 Non-architects believe that the EAM team is well qualified. [39] 2 
TR12 The EAM team really looks out for what is important to non-

architects. 
[39] 2 

TR13 Non-architects’ needs and desires are very important to the 
EAM team. 

[39] 2 

TR14 The EAM team goes out of its way to help non-architects. [39] 2 
TR15 Non-architects believe that the EAM team tries to be fair in 

dealings with others. 
[39] 2 

TR16 The EAM team has a strong sense of justice. [39] 2 
TR17 Non-architects like the values of the EAM team. [39] 2 

 



280 S. Weiss and R. Winter 

4 Discussion and Outlook 

Reflecting on the up to this point established measurement items yields two findings. 
Firstly, it was hardly possible to find constructs or a set of measurement items in lite-
rature that perfectly fit our purposes. This may among other things be related to the 
history of research of the two research domains the paper at hand builds upon: With 
respect to EAM research, in-depth assessments of success and acceptance factors for 
EAM using sophisticated measurement scales still appears to be in its infancy. While 
first results to that end exist [32, 33], previous research was primarily focused on 
technical, methodological and governance issues from a rather managerial perspec-
tive. Institutional theory in turn was rarely applied to an intra-organizational context, 
and quantitative assessments of institutional constructs appear to be limited. As a 
consequence for the presented measurement items, these issues meant that also in 
cases where constructs were semantically similar (e.g. legitimacy or efficiency), items 
had to be reasonably selected rather than being able to adopt a whole construct con-
ceptualization including its items at once. Secondly, items may overlap with other 
constructs. While trying to develop items through appropriate planning and rigorous 
procedures rather than through ex post testing in order to increase convergent and 
discriminant validity and coverage up front, this cannot be excluded yet, but has to be 
developed through further research including practice evaluations, using one of the 
techniques described in chapter two. At last, we would like to note that we make no 
claim for completeness with respect to identified measurement items, which would 
appear to be a bold and hardly provable claim given the wickedness of the problem at 
hand. We may have missed literature to provide further measurement items for our 
constructs, in particular because appropriate measurement items adoptable to our 
purpose may appear in a wider range of research fields. Also, the conceptualization of 
our constructs and the related search procedure may have limited our results. Howev-
er, we are confident to have covered a thorough spectrum of important constructs and 
items, and to be able resolve ambiguities and increase the stability of our items when 
iteratively developing final scales.  

Despite these limitations, the paper at hand contributes to stakeholder-oriented 
EAM research and to institutional theory. The paper advances research of how an 
institutional perspective can be concretized and inform another discipline. Especially 
an organization-internal application of institutional theory is so far very limited in 
previous research [10]. To that end, we hope to have contributed to this level of insti-
tutional analysis’ body of knowledge. For practitioners and the EAM knowledge base, 
we think that our approach provides a differentiated and worthwhile perspective, 
namely addressing in particular normative factors and perceptions of EAM stakehold-
ers. Concerning the utility for practitioners, the identified design factors should allow 
for a differentiated reflection of norms and values attributed to EAM by stakeholders, 
notwithstanding the fact that final and validated measurement scales, or, for that mat-
ter, a complete theoretical model, are still pending. However, despite of this lack of 
validation of the proposed constructs and measurement items, the herein presented 
perspective may be relevant and worth a discussion at this stage.  



 Development of Measurement Items for the Institutionalization of EAM 281 

This being said, future research needs to first of all assess the proposed items and 
constructs with respect to construct validity, i.e. stage two of Moore & Benbasat’s 
procedure has to be conducted. As described in chapter two, good methodological 
reference literature on how and with which potential techniques to proceed exist to 
that end. As part of ongoing research, the development of scales as well as a theoreti-
cal model is currently in progress in an iterative fashion, using the ‘matrix technique’ 
and results from a first questionnaire-based survey. Concerning the former, a matrix is 
being created with construct definitions at the top of the columns and items listed at 
the rows. Judges consisting of academic scholars as well as professionals are then 
asked to rate in each cell how well an item fits the construct, using a five point Likert 
scale ranging from 1 (not at all) to 5 (completely). A one-way repeated measures 
ANOVA should then be used to assess whether an item’s mean rating on one design 
factor differs from its ratings on other design factors [cf. 13]. In a related, parallel 
stream of research, we asked professionals about their status of establishing EAM. 
The survey comprised questions pertaining to institutional factors, stakeholder res-
ponses, organizational culture and the realized utility of EAM. Results from this sur-
vey are expected to triangulate and inform scale development for the herein discussed 
institutional design factors. First results from 90 respondents look promising. Based 
on resulting insights from these two approaches, we will then develop design prin-
ciples for EAM that address the critical design factors such that EAM may become 
more operative within organizations.  
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Abstract. The discipline Enterprise Architecture (EA) management
aims to align business and IT, foster communication, and support the
everlasting transformation of the organization. Thereby, EA manage-
ment initiatives are driven by respective EA management goals, whose
degree of achievement must be measurable. This calls for the definition
of corresponding Key Performance Indicators (KPIs) enabling enterprise
architects to plan, forecast, benchmark, and assess the goal fulfillment.
As recent literature in the field shows, there are only few KPIs dedicated
to validate EA management goal achievement. Moreover, existing indica-
tors are differently structured, selective regarding the specific EA man-
agement goals, too general and vague with respect to the required data,
and do not provide any adoption techniques for the enterprise context. In
this paper we present a structure enabling the unified and configurable
description of EA management KPIs. While the artifact ensures consis-
tency among documented KPIs, it further provides guidance during their
introduction and organization-specific adaptation. As first evaluation re-
sults prove, EA management domain experts consider the artifact on the
whole as being helpful and applicable while simultaneously confirming
the relevance of its constituents.

Keywords: EA management, key performance indicator, measurement,
structure, goal.

1 Introduction

Today’s globalized and highly competitive business environments are charac-
terized by an increasing frequency of changes. The drivers for these changes
are manifold. In a nutshell, they can be categorized as follows: newly evolving
business demands, continuous technological progress, and new laws and regula-
tions. Very often these changes tie in with a growing internal complexity of the
socio-technical system of the enterprise.

Rooted in the domain of information systems architecture [34], Enterprise
Architecture (EA) management represents a commonly accepted discipline to
deal with this complexity. In this context, an EA can be understood as the
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“fundamental organization of a system [enterprise] embodied in its components,
their relationships to each other, and to the environment, and the principles
guiding its design and evolution” as proposed by the ISO Standard 42010 [16].
As this definition suggests, EA management considers the system ’enterprise’
from a holistic stance. Furthermore, the discipline covers all elements of an en-
terprise from business and organizational via application and information to in-
frastructure and data aspects [38]. Among others, the following three important
advantages offered by EA management are (cf. [1], [36]):

– create a holistic perspective on the enterprise, comprising business and IT
elements,

– foster communication by defining a common language for multidisciplinary
stakeholders, and

– gather information from differing sources and provisioning of consistent
decision base.

As part of the term EA management, the word management generally refers
“to the process of assembling and using resources - human, financial, material,
and information - in a goal directed manner to accomplish tasks in an organiza-
tion” [4]. Concerned with the present and the expected and desired future [10],
management functions are usually described by a planning, leading, organizing,
and controlling dimension [4]. In EA management, the objective-directed char-
acter is realized through the definition and pursuit of specific EA management
goals. Regarded as the basic purpose of any EA management initiative, each
individual EA management goal represents an abstract objective ideally sup-
porting at least one business goal [5]. Examples for typical goals are increase
homogeneity or provide transparency [5]. According to a well-known quote of
Tom DeMarco “you can’t control what you can’t measure” [9]. When focusing
on the controlling dimension of EA management it becomes obvious that dedi-
cated performance measurements present a quantitative approach to check the
degree a particular EA management goal is currently fulfilled. Such measures are
commonly referred to as Key Performance Indicators (KPIs). Thereby, a KPI
can be defined as “an item of information collected at regular intervals to track
the performance of a system [enterprise]” [12]. Literature applies also the terms
metrics [25] or performance indicators [17] to refer to an identical concept.

As current literature highlights, there is a general lack of meaningful KPIs
for EA management [19]. In particular this holds true for the application land-
scape as the sum of interconnected and continuously evolving business appli-
cations [25]. More importantly, there exists no common structure tailored to
define, document, and retrieve EA management KPIs to the best knowledge of
the authors. Against this background, the present article addresses subsequent
research questions:

1. What are typical elements, as proposed by recent related work in the domain
of economics and IT controlling, as well as IT management, to be part of a
KPI description structure?

2. How could a structure, focusing on the documentation, definition, and re-
trieval of EA management KPIs look like?
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3. Is the developed KPI structure in line with the expectations of industry
experts and academics active in the field of EA management?

The remainder of this article is structured as follows: in Section 2 we describe the
research approach which was put into action when developing a unified struc-
ture for documenting EA management KPIs. Based on studied literature, a KPI
description structure is explained in the course of Section 3. Afterwards, the
underlying literature itself is presented, revealing those elements of the designed
structure which have been already proposed by sources in the field of EA man-
agementand KPIs or which have been added based on our experience (Section 4).
In Section 5, we present the results of two evaluation steps comprising an online
survey and the instantiation of the structure. Finally, Section 6 summarizes our
findings and lists topics we consider the most pressing for future research.

2 Research Approach

The development of a unified and configurable structure to describe EA manage-
ment KPIs will result in a new Information System (IS) design artifact. There-
fore, we adhere to the guidelines for IS design science proposed by Hevner et
al. [15]. In the contribution section of this paper (Section 3), we present a con-
struct which provides a vocabulary and enables the development of concrete KPI
solutions (guideline 1). The relevance of the respective problem has already been
described in Section 1 (guideline 2). Our research process is designed following
the three phases research process of Offermann et al. [29].

Figure 1 visualizes our research approach as well as yielded (intermediate)
results. In this sense, the structured and systematic approach we applied con-
tributes to the rigor of our research (guideline 5). Since we have been embarking
on a few examined domain we started the problem identification phase with
an extensive literature study as proposed by [37]. Thereby, available sources
from different fields, including EA management, economics and IT controlling,
and IT management have been analyzed according to recommended elements
of KPI descriptions. The resulting set of suitable structure elements has been
iteratively extended and validated to account for EA management specific as-
pects (guideline 6). After a first design, primarily based on literature study and

KPI  
literature  
analysis 

EAM 
literature  
analysis 

Industry 
project 

Suggested 
elements 

EAM  
related 

elements 

Consolidation 1st Design Expert 
interviews 

2nd Design 

2nd 
literature 
analysis 

52 KPI 
instances 

Mapping EAM KPI 
Catalog 

Online 
survey 

Problem identification Solution design Evaluation 

Fig. 1. Research approach for the KPI structure
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our EA management knowledge, a second version of the artifact has been devel-
oped including qualitative feedback given by domain experts of a German car
manufacturer. Next, the refined design artifact has been evaluated in two steps
(guideline 3). First, we successfully mapped 52 measures we previously observed
in industry projects and literature to the designed structure. The results [26])
have been communicated to an EA management audience and already sparked
interest among Swedish practitioners [24] (guideline 7).

3 A Uniform and Configurable EA management KPI
Structure

The continuously growing interest of both - practitioners and academics in the
area of EA management KPIs lead us to start our research activities in this field
by September of 2010. Based on literature and our experience in the area of EA
management, we developed a novel structure to define, document, and retrieve
EA management KPIs. The resulting artifact consists of ten elements and is
introduced in this section.

3.1 EA Management KPI Structure

Figure 2 shows the arrangement of the ten elements. Each element is filled with
values of an exemplary KPI which we applied in the context of a project with
a large German engineering company in spring 2011. Please notice that some
of these values contain bogus data due to confidentiality reasons. Fitting on
a DIN A4 page, the elements are placed according to their estimated space
required and significance to support quick overview and facilitate printing. In
general, we distinguish between two types of KPI structure elements: general
and organization-specific.

3.2 General Structure Elements (GSEs)

GSEs are understood as independent from any enterprise context. For example,
the name and the calculation of a KPI are independent from the enterprise
employing this KPI.

The first general structure element is a short and unique title as suggested
by [35, 27, 13, 14, 7, 31] and also promoted by the pattern community [2]. The
title is a short description providing a very general overview of the purpose of
the KPI. In our experience, the title length should not exceed five words. In this
vein, the title can be easily memorized and acts as a means of communication.

Next to the title, the developed structure offers a comprehensive textual de-
scription of the KPIs as suggested by [18, 35, 17, 30, 33, 27, 13, 23, 14, 22,
20, 3, 7, 31]. Containing not more than three phrases, the description supports
interested readers in quickly deciding whenever the KPI is relevant for their
purposes.
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Application continuity plan availability 

  

A measure of how completely IT continuity plans for business critical applications have been 
drawn and tested up for the IT’s application portfolio. 
 
 

Description 

  

Ensure compliance 
Foster innovation 
Improve capability    
 provision 
Improve project  
 execution 
Increase disaster  
 tolerance 
Increase homogeneity 
Increase management  
 satisfaction 
Increase transparency 
Reduce operating cost 
Reduce security 
 breaches 

Goals 

  

The number of critical 
applications where 
tested IT continuity 
plan available divided 
by the total number of 
critical applications. 
 
 
 

Calculation 

  

EAM-KPI-0001 
  

Code 

  

Mapping: 
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Fig. 2. Example of a concrete EA management KPI based on [26]

The goals element contains a list of ten common EA management goals based
on the findings of Buckl et al. [5]. Thereby, each of these goals is either highlighted
(black) indicating that their achievement can be measured by the underlying KPI
or not (gray). A direct link between goals and KPIs measuring their achievement
is been considered important also by [18, 17, 33, 13, 22, 20, 3, 7].
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The calculation element gives a comprehensive description of the employed
calculation rule. Such description is also advocated by [18, 35, 17, 30, 33, 27, 13,
23, 14, 22, 3, 7, 31].

In line with [18, 27], the source section is concerned about the origin of the
underlying calculation. We differentiate between KPIs rooting in practice and
literature. Referring to literature sources bears two advantages: first, further
KPI information can be found in the corresponding source. Second, integration
is facilitated in case the organization, intending to use the KPI, already applies
the framework. Whenever a calculation originates from practice, two aspects are
demonstrated: first, it is relevant and second, its application in an organizational
context is feasible.

The layers and cross-cutting aspects can be understood as a static view
on an organization [6] categorizing it into different parts. In the context of a
KPI structure, all those parts are highlighted, whose input is required for the
calculation of the KPI. This allows the enterprise to quickly decide if the KPI
can be employed at all. Documenting this aspect is also suggested by [18, 35].

The information model describes the entities, their relationships, and their
minimal properties required as input to compute the KPI [5]. Since the focus is
put on data, we employ the class diagram type of the Unified Modeling Language
(UML) [28]. Alternatively, the Entity Relationship Model (ERM) [8] or crow’s
foot notation [32] can be employed for this purpose. A documentation of required
KPI data by means of an (information) model is also suggested by [18, 13].

Last but not least, a code element is used to uniquely define a KPI. Such
identifiers are also recommended by [35, 23, 14].

3.3 Organization-Specific KPI Structure Elements (OSSEs)

As acknowledged by existing EA managementliterature, each EA management
endeavor depends on the specific organizational context [5, 6]. Consequently,
OSSEs depend on the context of the enterprise employing the corresponding
KPI. For example, the person’s name of the KPI consumer (i.e., stakeholder
interested in the KPI value) and the organization-specific data sources used
for the calculation. We distinguish between following two tables: (information
model) mapping and (KPI) properties.

The mapping table supports the linking of all information model elements to
the organization-specific concepts. In line with the information model, the col-
umn name in model provides a full listing of all concepts, their properties, and
their relationships. The column mapped name contains the corresponding
organization-specific concepts. Even though we have not found this explicit map-
ping in literature, this is crucial for an organization, which is committed to its own
terminology. As recommended by [23], the column contacts documents the data
owner, hence the person providing information about the specific EA element.
Finally, the column data sources specifies the technical organization-specific
data storage. The documentation of data sources, used for the computation of
KPIs in enterprises, is considered important by [27, 23, 14, 31].
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The properties table provides eight further parameterization variables (col-
umn KPI properties), organization-specific values (property value), and
property values observed in practice (best-practices). While the first column
is suggested by different sources, e.g., [23, 35], property value as well as best-
practices have not been found during our literature study. According to [17, 23]
it is important to document the actual KPI consumer. While the KPI owner
(i.e., a stakeholder in the enterprise responsible for the achievement of a defined
the KPIs) is proposed also by [35, 17, 23, 31], these and other authors [35,
33, 13, 23, 31] recommend the documentation of a target value. Furthermore,
only [23] proposes the elements planned values and tolerance values. The
escalation rules provide guidance for the KPI owner. They describe how the
owners should respond to events which are are beyond their control but relevant
for the achievement of their KPI target value (cf. [23, 31]).Depending on [35,
13, 23, 31] it is important to document the measurement frequency for ev-
ery KPI. Finally, a KPI structure should also provide a clear definition on the
interpretation of the possible KPI values [13, 22].

4 Related Work

In addition to the initial literature study we conducted a second in-depth study
between March, 01st and May, 31st 2012 by using the following three search
engines: Google, Google scholar, and the search engine of our university library.
We applied the key words “EA”, “Enterprise Architecture”, “EAM”, “EA man-
agement”, “KPI”, “indicator”, “metric”, “structure”, and “template” in dif-
ferent combinations. The search was performed using these English terms and
their German translations. Thereby, we identified 15 relevant books and publica-
tions providing substantial statements regarding our research questions. These
search results are described in more depth within the next paragraphs. The re-
mainder of this section is clustered with respect to the origin of the examined
sources: IT management literature, EA management literature, economics and
IT controlling literature.

4.1 IT Management Literature

The framework CobiT 4.1 considers itself as the de facto standard for IT man-
agement and IT Governance in the industry [17]. Focusing on IT processes, the
framework distinguishes between three goals types: IT goals, process goals, and
activities goals. For each of this goal types, the framework outlines a huge num-
ber of recommended calculation rules (in the terms of CobiT called metrics).
However, the metrics are formulated by a short textual description only, there
exists no uniformed and configurable structure.

The Information Technology Infrastructure Library (ITIL) [30] is a framework
contains a set of best-practices for IT service management. The renowned and
widely applied framework focuses on the adjustment of IT services to the needs
of business. The framework contains detailed IT processes, corresponding critical
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success factors, and a list of KPIs for the measurement of these factors. However,
the listed KPIs are documented only by a short textual description. Similar to
CobiT, no description structure is given.

4.2 EA Management Literature

The Open Group is a vendor and technology-neutral consortium developing and
publishing their well known EA framework TOGAF [36]. Based on the terminol-
ogy of the ISO Standard 42010 [16], TOGAF provides a Architecture Develop-
ment Method (ADM), supporting models, and techniques for the development
of enterprise architectures. Furthermore, it states in the phase A of the ADM
cycle, more precisely in step 9 ”Define the Target Architecture Value Proposi-
tions and KPIs”, that KPIs are required ”to meet the business needs” . However,
no further information regarding KPIs and their documentation are contained.
Therefore, the first column of the results overview table 1 remains empty.

Johnson et. al. describe in [18] a EA decision making process supported by
influence diagrams. They introduce three domains of goals: business goals, in-
formation system goals, and IT organization goals. The latter category is re-
fined by sub goals originating from the COBIT framework [17]. These sub goals
are mapped to concrete information models to measure their achievement by
employing Bayesian analysis as suggested by the authors as well as COBIT’s
calculation rules. However, Johnson et. al. do not provide further information
regarding additional KPI structure elements like frequency of measurement,
target, and planned values.

Stutz presents in his PhD thesis [35] a development method for EA KPIs
based on the idea of the balanced score card. He introduces also a KPI descrip-
tion structure for documenting KPIs consisting of twelve elements. However, the
author does not provide any further information regarding the design and eval-
uation of this KPI description structure. Furthermore, the presented structure
disregards EA management goals and data required.

In [27] Murer et. al. highlight the importance of measuring progress when
coping with very large application landscapes. To measure the achievement of
predefined application landscape goals of a large Swiss bank the authors provide
a list of concrete KPIs. However, these KPIs are described only on a textual
basis with varying level of detail.

In [13] Frank et. al. describe a method to model and use indicator systems. To
describe concrete indicators, they firstly introduce a domain specific modeling
language called SCORE-ML. Furthermore, KPIs are linked to concrete orga-
nizational goals. However, the authors do not introduce a KPI structure. Even
though the SCORE-ML meta model provides a good starting point for designing
a KPI structure, it lacks important elements like planned and target values as
well as KPI owner and KPI consumer information.

Caputo et. al. focus in [7] on the definition of KPI in Model Driven Archi-
tectures (MDAs) to enable automatic calculation. The authors suggest thereby
different languages for the formal definition of KPIs. In addition, they recom-
mend languages for the mathematical representation of these KPIs aiming to



292 F. Matthes et al.

support automation. Unfortunately, the authors do not provide further details
regarding KPI structure.

Gringel focuses in his master’s thesis [14] on metrics for the EA. Next to
the introduction of related frameworks and metric sources, he also introduces a
structure for documenting EA KPIs and provides a list of several concrete KPIs
in the appendix of his work. However, he refrains from providing any information
with regards to evaluation of this KPI description structure.

Keuntje et. al. present in their book [22] typical challenges for the EA manage-
mentin industry and present respective practice-proven solutions. Among others,
the authors claim the importance of KPI to measure the achievements and to
steer the EA management initiative. Furthermore, they provide a small set of
concrete KPIs, which do not have a common structure.

4.3 Economics and IT Controlling Literature

Siegwart et al. deliver in [33] a detailed overview on the field of enterprise con-
trolling KPIs from an economics perspective. Next to many concrete calculation
rules from this area, the authors emphasize the importance of measuring the
achievement of enterprise goals by using appropriate KPIs. However, they do
not introduce a structure for defining and documenting (organization-specific)
enterprise controlling KPIs.

Parmenter describes in his book [31] KPIs from the economics point of view.
The author also provides a list of elements required for the description of KPIs.
He further introduces a collection of concrete KPIs covering different parts of an
enterprise. However, his concrete KPI structure examples do not take all of his
suggested description elements into account. Furthermore, no additional infor-
mation is provided about the selection and origin of these description elements.

In his book [23], Kütz presents eleven IT controlling frameworks (e.g. [17,
30, 21]), focusing thereby on the contribution they make regarding KPIs. Next
to these frameworks, the author provides a generic IT controlling KPI profile
consisting of 20 elements. However, the proposed structure is not tailored to EA
management, but rather IT controlling in general. Consequently, important EA
management structure elements like goals, information model, as well as layers
and cross-cutting aspects are not covered. The idea to apply the profile for the
EA management is spawned by Feldschmid in his master’s thesis [11]. Neither
he does describe an adaptation process, nor he does present the result of this
adaptation.

Kaplan et. al. present in [20] the renowned concept of the Balanced Scorecard
(BSC). It is used for the identification of a small number of multi-perspective
metrics (e.g., financial, customer) and attaching target values to them. The re-
sults are used to check if the current performance actually meets the predefined
expectations. However both - the goals and the metrics are described only by a
short textual statements. Moreover, no uniform and configurable KPI structure
is presented.

Basili et al. present in [3] the Goal Question Metric (GQM) approach as
a mechanism for defining software measurements. First, questions concerned



Towards a Unified and Configurable Structure for EA Management KPIs 293

Table 1. KPI structure elements as discussed by related literature
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about specific goal aspects are posed. Then, corresponding metrics are defined.
However, all three levels - conceptual level (goals), operational level (questions),
and the quantitative level (metrics) are described only in textual form. A general
structure for defining and documenting of measurement developed by employing
the GQM method is not provided by the authors.

Table 1 depicts a detailed summary of our findings. For each element of our
proposed KPI structure (table row) the table indicates whether a certain author
group covers this item (by means of a check mark symbol).

5 Evaluation

As pointed out in the research approach section 2, we applied a two-step ap-
proach to evaluate the designed structure for EA management KPI descriptions.
First, we mapped KPI descriptions found in literature to the proposed KPI
structure. Second, we evaluated the added value of each description element by
means of an online expert survey.

5.1 Solution Design Application

The basis of the design’s application is made up of 52 KPIs derived from litera-
ture [17] in the course of an industry project.Themain goal of this EAmanagement
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project was to introduce project, staff, and architecture KPIs
supporting changeswithin the industry partner’s IT organization.Based on a liter-
ature (e.g., [17, 30]) research aswell as interactionswith one consulting research in-
stitution, we were asked to design and document organization-specific
measurements.

These mere textual KPI documentations have been mapped to the designed
KPI description structure. Afterwards, all information not included in the tex-
tual documentation but required by the structure was complemented. Very of-
ten, this was the case for the information model, EA management goals, and
the mapping tables containing the organization-specific details. As pointed out
in Section 2, the outcome of this completion activity can be found in [26]1.
The catalog demonstrates the theoretical applicability of the proposed structure
and provides a facility to evaluate the artifact’s usability with industry domain
experts.

5.2 Solution Design Assessment

We started the assessment of the KPI description structure’s applicability by a 2h
group discussion with six enterprise architects from a German car manufacturing
company in December 2011. As result, the experts approved the general idea
behind our concept. Furthermore, they suggested the renaming of some elements,
i.e., ‘contacts’ instead of ‘contact’ and ‘data sources’ instead of ‘data source’
allowing for the documentation of multiple entries. In addition, they came up
with several ideas about how the structure can be extended. This included, for
example, a mechanism to ensure that the same data base is used for similar
calculations and to add a (mathematical) calculation formula.

After implementing the suggested changes, an online expert survey was con-
ducted to evaluate the relevance of the artifact on an elemental level. The survey
took place from April, 10th 2012 to May, 21th 2012 and comprised 35 questions.
Of this set, 24 were closed questions using a strict five-point Likert scale. Tar-
geting at an academic as well as practitioner audience, we estimated a survey
completion time of 17min. To ensure familiarity with the underlying concepts,
only those experts were eligible to participate in the survey who had previously
downloaded the EAM KPI catalog [26].

In total the survey has been completed by 29 experts working in seven different
European countries while . At the time we collected the data, the experts were
employed in the industry of consulting (9), finance (7), manufacturing (3), edu-
cation (2), telecommunication (2), IT services (2), energy (1), and government
(1). 45% of the participants defined their professional occupation as enterprise
architect. In total, 45% have more than six years of experience in the field of EA
management. Also, 20 respondants stated to have at least one year of experience
with KPIs of which 6 indicated to have been working with KPIs for more than
six years. The experience of the respondents was determined by the numbers of
KPIs they have designed and were currently using. In average, the experts have

1 An excerpt of the resulting KPIs is given in the appendix section of this paper.
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conceived 23 KPIs and were in actually charge of 5 KPIs at the time the survey
took place (median: 10, 2.5).

Within the survey, each single element of the proposed KPI structure has
been evaluated separately. The respective group of questions has been answered
by 22 respondents and the respective evaluation results are depicted in Table 2.
While the column “acceptance rate” indicates the percentage to which experts
(strongly) agreed that an element should be part of the structure, “remarks”
contain the comments made. One can easily see that for each GSE a majority
of respondents agrees with its usage. This also holds for the OSSEs grouped
into the organization-specific mapping (59% acceptance rate) and properties
section (81% acceptance rate) given that for each individual OSSE 10% or less
respondents would exclude the proposed OSSE.

Table 2. Evaluation results

GSE Acceptance rate Remarks

Title 82%

Description 91%

EAM Goals 82% Too unspecific to be helpful
Free reign for redundency
Too general

Calculation description 95% KPI’s should only show added
business value
Use i*
Use BPMN

Unique id 86% Should reflect the type of KPI

EAM layers 68%

Information model 71%

Sources 76%

OSSE (mapping) Acceptance rate Remarks

Name in Model 100%

Mapped name 100%

Contacts 100%

Data source 100% Add location for multiple in-
stances

OSSE (properties) Acceptance rate Remarks

Measurement frequency 100%

Interpretation 100%

KPI consumer 100%

KPI owner 97%

Target value 93% self fulfilling prophecy

Planned value(s) 97% self fulfilling prophecy

Tolerance value(s) 90% self fulfilling prophecy

Escalation rule 97%
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Remarkably, some respondents reported that certain EA management goals
used in the KPI documentation structure are too general or vague and that busi-
ness goals are missing. Moreover, suggestions for additional goals (e.g., improve
resource utilization, increase standardization, increase time-to-market) were
given and one expert even called for a free-text field allowing to specify newly
evolved goals. Furthermore, one participant pointed out that planned and tar-
get values are “self fulfilling prophecies”, meaning that calculation rules and
underlying data are purposefully adjusted in order to meet these targets. Lastly,
the survey respondents recommended the inclusion of additional elements, for
instance, a cost field providing details on operating a certain KPI.

Beside the relevance of each element the added value of the KPI documen-
tation structure has also been evaluated as a whole. 15 out of 18 respondents
(strongly) agreed with the statement that the presented KPI structure is help-
ful for communicating about organization-specific KPIs. In addition, 10 out of
18 respondents (strongly) agreed with the statement that the presented KPI
structure could become the standard form for describing EAM KPIs in their
company.

In summary, the results indicate that the proposed elements of the KPI de-
scription structure are useful when documenting EA management KPIs. While
this result is not unexpected for the predominantly literature-related GSEs, it
is especially surprising for the OSSEs which are very rarely discussed by current
sources.

6 Conclusion

In this article, we designed and evaluated a KPI structure which eases the defini-
tion, documentation, and retrieval of EA management KPIs. Thereby, the indi-
cators defined by this structure represent one option to ensure the achievement
of predefined EA management goals. Starting our research with the examination
of the status quo in the field, we quickly found out that there exists no KPI struc-
ture so far which would allow architects to measure their actual EA management
goal fulfillment while taking organization-specific conditions into account. With
current literature forming the foundation, we devised a configurable and uniform
structure suitable for EA management KPI description. Thereby, uniform refers
to an identical representation of different EAM KPIs abd configurable signifies
that the the structure’s content as well as the structure itself can be tailored
to the organizational context. Afterwards, we evaluated the designed artifact by
means of a group discussion and an online survey. The first results of our design
science based research confirm the validity and usability of our structure and
provide substantial feedback for further enhancements.

It is particular the evaluation where we see the need for future research. The
structure should be validated within EA management initiatives where a set of
goals necessitates the establishment of new or adjustment of existing KPIs. In
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this regard, a design method to select, instantiate, and configure an organization-
specific structure needs to be devised advancing the groundwork made in [26].
Complementing the methodological aspect, future research could focus on dedi-
cated tool support. As a start, the structure should be made publicly available
on a website, for instance a Wiki space. Gradually, functionalities like KPI con-
figuration or a collection of applied KPIs should be made available. Finally,
we consider the enactment of EA management KPIs as an intriguing field of
research. Once a measure is established within an enterprise, it needs to be
continuously adapted to the ever-changing organizational context.
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Abstract. Enterprise Architecture (EA) is a well-accepted, but relatively young 
discipline. Since most practices are in the early stages of maturity, our research 
is aimed to develop an assessment instrument to measure and improve the EA 
management function's ability to realize its goals. In this paper, we propose the 
Enterprise Architecture Realization Scorecard (EARS) and an accompanying 
method to discover the strengths and weaknesses in the realization process of an 
EA management function. During an assessment, representative EA goals are 
selected, and for each goal, the results, delivered during the different stages of 
the realization process, are analyzed, discussed and valued. The outcome of an 
assessment is a numerical EARScorecard, explicated with indicator-values, 
strengths, weaknesses, and recommendations. The concept and composition of 
the EARS is primarily inspired by the principles of CobiT and TOGAF’s 
Architecture Development Method. Two cases are discussed to illustrate the use 
of the instrument. 

Keywords: Enterprise Architecture, Assessment, CobiT, TOGAF. 

1 Introduction 

The Enterprise Architecture (EA) management function forms a means to enhance the 
alignment of business and IT and to support the managed evolution of the enterprise 
[4]. EA can be defined, according to the ISO/IEC 42010 [11], as "the fundamental 
organization of [the enterprise] embodied in its components, their relationships to 
each other, and to the environment, and the principles guiding its design and 
evolution". A number of enterprise architecture frameworks have been proposed, 
including The Open Group Architecture Framework [26], DoDaf [6], GERAM [10], 
the Zachman Framework [30], and many more, as described by Chen, Doumeingts 
and Vernadat [5]. 

Over the last decades, EA management is introduced in many large organizations, 
but most practices are in the early stages of maturity, and the introduction and 
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elaboration often do not proceed without problems ([3], [25]). Moreover, the 
performance of the EA management function typically is not measured [29]. Existing 
research aimed at evaluating the maturity and performance level of EA (e.g., [17], 
[16], [19], [24]) and improving the effectiveness of EA (e.g., [7], [15]) holds promise 
of practical uses. 

Our study builds on this line of research and contributes to it by the development 
of the Enterprise Architecture Realization Scorecard (EARS), a result oriented 
assessment instrument, focused on measuring and improving the effectiveness of an 
EA practice in realizing its goals. Our research aims to deliver a product with 
practical relevance and focuses on the research question: How can we measure the EA 
management function's ability to realize its goals? Two core concepts call for some 
elaboration: 'EA management function' and 'effectiveness of EA'. 

The EA (management) function is extensively defined by van der Raadt and van 
Vliet [20]: "The organizational functions, roles and bodies involved with creating, 
maintaining, ratifying, enforcing, and observing Enterprise Architecture decision-
making – established in the enterprise architecture and EA policy – interacting 
through formal (governance) and informal (collaboration) processes at enterprise, 
domain, project, and operational levels." 

The effectiveness of EA management can be viewed, defined and measured in 
many different ways [16]. The EARS approach states that an EA management 
function is effective, when it is able to transform a given baseline situation into a 
target situation as specified by one or more goals, set out to the EA management 
function. These EA goals, or in terms of TOGAF [26] “requests for architecture 
work”, should be aligned with the corporate strategy, as shown in Fig. 1. There is a 
huge variety in type and scope of goals set to different EA management functions. An 
example of an EA goal of a governmental organization is, "The organization should 
be able to implement a change in legislation within three months". 
 

 

Fig. 1. The role of the EA management function 

The objective of the EARS approach is to assess how well an EA management 
function is able to realize its goals; independent of the type of goals. The approach 
aims to do this by selecting some representative goals, by successively investigating 
the results produced in the context of an EA goal, and by scoring the results on 
different aspects. An EARS assessment may be used for awareness and improvement, 
but also for governance with respect to the progress and quality regarding an EA goal. 
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A number of instruments with similar objectives is developed and proposed, like 
EA balanced scorecard [23], EA maturity models ([9], [17], [21], [24]), and EA 
analysis approaches ([4], 14]). The main difference between the balanced scorecard 
approach and the EARS approach is that the balanced scorecard approach is 
concerned only with the outcome (added value) of EA management, while the EARS 
approach is also concerned with how the outcome is reached. The main difference 
with the maturity approach is that this approach aims to measure the effectiveness of 
the EA realization process indirectly (assuming that when a certain maturity level is 
reached for each key area, the EA function will operate effectively), while the EARS 
approach aims to measure the effectiveness of each step in the EA realization process 
directly, by assessing the results. The main difference with the EA analysis 
approaches is that, expressed in terms of Buckl's classification schema [4], most of 
them have a specific Analysis Concern, have a related specific Body of Analysis, and 
are not Self-Referential, while in the EARS approach the Analysis Concern and the 
Body of Analysis will vary per EA goal, and the approach is Self-Referential. 
Furthermore, the EARS approach is not only focused on EA artifacts, but on all 
activities and results of the EA realization process, including acceptance of the 
architectural decisions, outcome of architecture conformance checks, etc. 

The research approach applied to develop the EARS is that of design-science 
research ([8], [18]), since the research was intended to deliver artefacts relevant to the 
professional practice. The applied approach conformed to the seven guidelines of 
Hevner et al [8]. For instance, the design of the EARS was evaluated with experts 
from the professional and scientific fields, and EARS assessments were conducted at 
large organizations to evaluate its applicability. 

In this paper, the EARS instrument is presented in section 2, where the major 
decisions regarding the design of the EARS are explained as well. Section 3 describes 
the method and section 4 the application of the EARS at two organizations. Section 5 
discusses the strengths and weaknesses of the EARS approach and the research so far, 
while section 6 presents the conclusions and an outlook to future work.  

2 The Enterprise Architecture Realization Scorecard (EARS) 

2.1 Concept of the EARS  

The research question "How can we measure the EA management function's ability to 
realize its goals?" can be answered in different ways. One option is to measure the 
final result (changes in business operation) only and answer the question: To which 
extent is the operational performance matching with the target values of the EA goal? 

The advantage of this approach is that it seems to be straightforward and relative 
simple. However, there are a number of disadvantages. Only goals that are realized 
completely will be eligible for a measurement. Additionally, it is not made plausible 
that the final results may be attributed to EA management. Moreover, the resulting 
score does not give any grips for the causes and so for improvement. Therefore the 
option 'measuring the final result only' was rejected and the alternative option was 
chosen: measure at a more detailed level. To find the best way to do this, the body of 
knowledge of (IT) governance was used, since measuring the organizational and IT 
performance is a well-established practice within this field. CobiT [12] appeared to be 
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especially useful for this study. It is an open standard for IT Governance, well 
accepted both in practice and in the academic world. The CobiT framework is based 
on the following principles: business-focused, process-oriented, controls-based and 
measurement-driven. These principles are extensively explained in the CobiT 4.1 
Excerpt [13]. Transfer of these CobiT-principles to the field of EA resulted in a 
metamodel, shown in Fig. 2, and a set of principles. Together they form a concept, 
which enables measurement of the EA management function in achieving its goals, at 
a detailed level. 

 
• EA goals are derived from the business goals and enterprise strategy. EA goals 

should best be specific, measurable, actionable, realistic, results-oriented and 
timely. 

• EA goals are realized through a (repeatable) EA realization process.   
• The EA realization process is composed of a logical sequence of EA activities. 
• Per EA activity an activity goal and related metrics are specified. The metrics are 

primarily focused on the result of the EA activity. 

 

 
Fig. 2. Metamodel of the EARS concept 

2.2 EA Activities and Results  

After the concept of the EARS was established, the following sub-question became 
relevant: Which EA activities and results should be distinguished? Since no 
commonly accepted reference process exists, one could evaluate the EA management 
against [4], we designed an EA realization process suitable for the EARS concept. 
Five EA activities, depicted by rectangles,  with their results were identified, which 
are shown in Fig. 3 and further explained in Table 1. 
 

 

Fig. 3. The five EA activities with their results distinguished in the EARS 
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The EA activities were primarily derived from the Architecture Development 
Method (ADM) of TOGAF 9 [26], because it offers an architecture development 
cycle that covers all life cycle aspect as required by GERAM [22]. Furthermore, 
TOGAF is "probably the most well-known framework for EA management" [29]. To 
ensure completeness of the set of EA activities, other sources (e.g., [20], [27], [28]) 
were also studied and the proposals were validated during expert meetings. 

Although EARS is based on TOGAF, its EA realization process differs from 
TOGAF's ADM. EARS distinguishes five EA activities while ADM recognizes nine 
phases, so the mapping (shown in Table 1) is not one to one. The first two EARS EA 
activities simply can be linked to four ADM phases. For the last three EA activities, 
coupling is more complex. The reason is that ADM often defines different types of 
output for a phase, while these types of output should be measured and assessed 
separately according the EARS approach. For instance, within ADM Phase G, 
Implementation Governance, the architecture is implemented within the solution 
under development and afterwards the solution is implemented in the operational 
environment. However, these two results are considered as very different within the 
EARS and consequently they are measured separately. 

Table 1. The characteristics of the five activities distinguished in the EARS 

Id EA Activity EA Activity Goal Result  ADM 
Phase 

#1 Define Vision Determine the EA goals within scope of 
the architecture iteration, develop a 
high level, integrated and approved 
solution direction towards matching 
these goals and create a concise plan to 
realize them. 

Architecture 
Vision 

A 

#2 Develop Sub 
Architectures  

Develop the required subsets of 
architectures to support the agreed 
architecture vision. 

Architecture 
Design 

B, C, 
D 

#3 Plan Migration Search for opportunities to implement 
the architecture and plan the migration. 

Migration 
Plan 

E, F 

#4 Supervise 
Implementation 
Projects 

Ensure conformance to the architecture 
during the development and 
implementation projects. 

Project 
Result 

F, G 

#5 Exploit the 
Architecture in 
Operation  

Assess the performance of the 
architecture in operation, ensure 
optimal use of the architecture, and 
ensure continuous fit for purpose. 

Operational 
Result 

G, H 

2.3 Valuing the Results: Aspects and Indicators 

During an assessment a few representative EA goals are selected. For each goal is 
determined to which extent the EA management function was able to realize the goal 
(up to the moment of the assessment). This is done by valuing the results so far. 
EARS distinguishes five results, one per EA activity, as shown in Table 1. 
Furthermore, three aspects (product, acceptance, scope) of a result are distinguished 
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to enable an objective way of measuring and scoring. This is done, because an 
architect can design a top quality solution (product aspect), but if it is not accepted 
(acceptance aspect), nothing is gained. On the other hand, if the solution is limited 
(scope aspect) to one architectural domain, e.g. technology, the goal may never be 
realized. The three aspects with their focus, question and scale are defined in Table 2. 

Table 2. The aspects to be valued per result 

Result Aspect Description/Question Scale 
Product Focus: The completeness, in terms of depth, and the quality of 

the outputs. 
Question: To which extent will the EA-goal be realized with it?  

1-10 

Acceptance Focus: The acceptance and commitment of the stakeholders.
Question: To which extent do they know, understand and agree 
with the product, and do they act committed? 

1-10 

Scope Focus: The completeness, in terms of width, of the outputs.
Question: Is the output width sufficient to realize the goal? 

1-10 

 
For each EA activity result, the three aspects are scored separately, and these 

scores are recorded at the EARScorecard. An EARScorecard summarizes the 
assessment result. An example of a scorecard (with the scores of case 2 in section 4) 
is shown in Table 3. Most scores are at a scale of 1-10, where 1 stands for low and 
very incomplete, and 10 for high and complete. The totals in the scorecard are 
calculated, based on the aspect scores of product, acceptance and scope. The 
derivation of the totals is described in the next sub section.  

Table 3. EARS scorecard of the EA goal of Case 2 

Id Result Aspect Aspect 
score 

Scope 
score 

Aspect 
total 

Result 
total 

#1 Architecture Vision 
 

Product 8
8 

6 5 
   Acceptance 5 4 

#2 Architecture Design Product 3
6 

2 
2 

Acceptance 2 1 
#3 Migration Plan Product 5

2 
1 

1 
Acceptance 5 1 

#4 Project Result Product 7
1 

1 
1 

Acceptance 6 1 
#5 Operational Result Product 4

1 
1 

1 
Acceptance 3 1 

 Goal total  19  

 
The different scores represent the collected evidence, and should enable reasoning 
about the strengths and weaknesses of the EA management's realization process: 

• Aspect score and Aspect total express the contribution of an aspect to a result of a 
specific EA activity;  
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• Result total expresses the contribution of the EA activity to the realization of the 
goal;  

• Goal total expresses the extent, creditable to EA management, to which the EA 
goal is realized. The goal total is the most abstract, and the least precise score of 
all. It is influenced by many factors and consequently, comparison of the goal 
totals of different EA management functions is not useful. However the goal total 
can be used to track the progress in time, regarding a goal. 

 
During the judgment of a result, a number of considerations should be taken into 
account, like the EA-goal, the activity goal and the three aspects with their questions. 
To support the assessors and to objectify the rating, indicators were developed for 
each combination of result and aspect. The indicators for the aspects Product and 
Scope were mainly derived from TOGAF's ADM [26], since it provides elaborate 
descriptions of objectives, intent, approach, activities, artifacts, inputs and outputs for 
each phase [22]. The technique of scaled coverage percentage [31] was used to 
classify and prioritize the indicators. As an example, the set of indicators with their 
relative weights (W) for result Architecture Vision is shown in Table 4. For reasons of 
space, the indicator sets of the other EA activity results are not included in this paper, 
but a manual with all the indicators can be requested from the first author. The 
process of evidence collection and scoring (based on indicators and arguments) is 
explained in section 3 and illustrated in section 4.    

Table 4. Set of indicators of result #1, Architecture Vision 

Aspect Id Indicator W 

Product 1 The EA-goal is related to the business strategy and included in 
the vision. 

0,2 

  

2 The EA-goal is SMART and (if needed) decomposed into high 
level stakeholder requirements. 

0,2 

  

3 A high level solution direction is described and the solution 
direction to the goal is correct and realistic/realizable. 

0,2 

  

4 The solution direction to the goal is integrated with the solution 
directions of the other goals (integrated vision). 

0,3 

  5 A comprehensive plan exist to realize the solution direction. 0,1 

Acceptance 1 The architecture vision is well known by the stakeholder. 0,2 

  

2 The stakeholders understand the vision, the solution direction to 
the goal and its implication.  

0,2 

  
3 The stakeholders agree with the solution direction to the goal and 

its implications. 
0,3 

  4 The stakeholders feel committed to (this part of) the vision. 0,3 

Scope 1 The architecture vision covers the business, data, application and 
technology domains, related to the goal. 

1,0 
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2.4 Formal Description of EARS 

The EARS instrument is composed of the instantiations of EA Realization Process, 
EA Activity, Aspect, Metric and Indicator in the final metamodel, shown in Fig. 3. 
There is only one EA Realization Process and its processGoal is, to realize an EA 
goal, regardless of what the goal may be. 

 

 
Fig. 4. Final EARS metamodel 

Instantiations of EA Goal, Measurement and Argument are specific to an 
assessment. The Goal Question Metric approach [2] was taken into account, but no 
separate entity Question is included, because the questions at Aspect do satisfy in 
combination with the activity goals and the EA goal. The terms metric and 
measurement are often used in a quantitative approach, but in CobiT [12] they are 
also used for qualitative usage, which is also the usage within the EARS approach. 

Most metrics within the EARS describe how an aspect of a result of an EA activity 
can be measured. The metrics, needed to calculate the totals of the EARS scorecard, 
are described below. 

First, the notations are introduced: 
 
• Let G = {g1, g2, ..., gn} be the set of EA goals. 
• Let R = {r1, r2, ..., r5} be the set of Results of the EA Activities of the EA 

Realization Process. 
• Let A = {product, acceptance, scope} be the set of Aspects. 
• Let PA = {pa1, pa2} be the subset of A containing product (pa1 and acceptance (pa2 

only. 
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Subsequently, the scores and totals can be defined as follows: 

• The aspect score expresses the score for the product or acceptance aspect for a 
result of a goal:  
aspect_score is a function from G x R x PA to {1, …, 10} 

• The scope score expresses the score for the scope aspect for a result of a goal: 
scope_score is a function from G x R to {1, …, 10} 

• The aspect total can be calculated as the multiplication of the aspect score (product 
or acceptance) with the scope score for a result of a goal, divided by 10: 
aspect_total is a function from G x R x PA to [1, 10]  
 aspect_total(g, r, pa) = (aspect_score(g, r, pa) x scope_score(g, r))/10 

• The result total can be calculated as the average of the aspect totals for a result of a 
goal:  
result_total is a function from G x R to [1, 10]  
 result_total(g, r) = (aspect _total(g, r, pa1) + aspect_total(g, r, pa2))/2 

• The goal total can be calculated as the sum of all the aspect totals of a goal: 
goal_total is a function from G → [1, 100]  
 goal_total(g)= ∑ ,ሺg݈ܽݐ݋ݐ_ݐܿ݁݌ݏܽ ,௜ݎ ௝ሻହ,ଶ௜ୀଵ,௝ୀଵܽ݌  

The scales of the EARS are chosen as specified, because decimal scales are often used 
and quite understandable. Therefore, they enhance correct valuing and correct 
interpretation of the scores. Since the scores do represent substantiated opinions and 
not exactly measured data, the numbers are rounded off to integers. 

3 Method 

The purpose of an EARS assessment is to provide an analysis of the strengths and 
weaknesses of the EA management function’s realization process. Furthermore, to 
provide recommendations to the responsible manager and his team. The process to 
execute an EARS assessment is summarized below. The main line corresponds with 
the main line of Johnson’s et al. [14] “overall process of enterprise architecture 
analysis”. 
 

1. Prepare the assessment with the responsible manager. 
a. Determine the objective of the assessment. 
b. Determine the position of the EA function within the organization. 
c. Select the EA goal(s). 
d. Select the architect(s) and stakeholders, suitable to the selected goal(s). 

Include at least one relevant stakeholder per EA activity. A typical set 
interviewees contains a business manager, information manager, enterprise 
architect, portfolio manager, solution architect, software engineer, expert 
from the business.  

e. Plan the assessment. 
2. Collect evidence. 

a. Study relevant documents (strategy, goals, architecture, roadmaps, project 
portfolios ...). 
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b. Interview the architects and stakeholders. 
c. Process the findings into arguments per indicator. 

3. Interpret the evidence and set up a report. 
a. Process the arguments into scores within the scorecard. 
b. Set up an assessment report with strengths and weaknesses, and 

recommendations.  
4. Present the outcomes of the assessment. 

a. Discuss the report and the findings with the responsible manager. 
b. Present the results to the architects and stakeholders. 

 
Some topics related to step 2 and 3 do need some elaboration. During these steps, the 
assessor searches for information, interprets the information, and processes the 
information into arguments and scores. Scores within the EARScorecard will often 
represent substantiated opinions. The substantiation of the score of an aspect of a 
result is constituted by the weighted average of the related indicator scores. The 
indicators aid the assessor, but nevertheless have a high level of abstraction, since 
they should be useful for very different types of EA goals. Consequently, an indicator 
score needs substantiation as well, which is enabled by arguments and its 
contribution. The arguments per indicator are assembled in step 2 and recorded in 
tables, preferably with their source (interviewee or document). An example set of 
arguments is shown in Table 5. The arguments are not exclusively used for scoring, 
since they also form the basis for the description of the strengths and weaknesses, 
which explain the scores, and the recommendations in the assessment report. 

Table 5. Example set of arguments belonging to result #2, Architecture Design 

Aspect Indic. Contr. Argument description 
Product 1 + 

- 
Baseline Application architecture is described. 
Baseline Business, Data and Technology architectures are not 
described. 

 2 ... ... 

 
To score the results, the assessor should be able to determine and value the artifacts 

(depth and width) required to realize a specific goal. Questionnaires and indicators are 
available to support the assessors, but since the indicators have a high level of 
abstraction, other sources should be used as well. The EARS-indicators are derived 
from the TOGAF ADM input and output descriptions per phase [26], so detailed 
knowledge of ADM is desirable. Besides, TOGAF contains an "Enterprise Content 
Metamodel" that describes the core classes, properties and relationships that make up 
an EA model. Furthermore, other sources, like 'Essential layers, artifacts, and 
dependencies of EA' [28] and 'An engineering approach to EA design' [1], are useful 
as well. 

No goal specific expertise is expected from the assessor, because an EARS 
assessment is a retrospective study. The effectiveness of the architectural choices and 
solutions is revealed by the opinions and the information of the interviewees. 
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4 Application 

To evaluate and improve EARS, the instrument was used in various organizations, 
located in the Netherlands. One assessment was conducted at a governmental 
organization and another at a financial organization. These assessments will be 
discussed below. A third assessment was conducted at an industrial company. It 
contributed to the research, but will not be discussed here, as EA management was 
not functioning long enough for a complete assessment. 

Case 1: A Large Governmental Organization 

This governmental organization is practicing enterprise architecture for some years. 
The study focused on the EA management function responsible for a large 
organizational domain with more than 10,000 employees. The case study aimed to 
deliver the organization an assessment focused on awareness and improvement of the 
EA function. 

Two goals were selected in dialog with the client, namely 'Provide clarity to 
customers more quickly' and 'Reduce the complexity of the processes'. These goals 
were selected because they were representative for the complete set of EA goals, and 
because the organization was well on its way achieving these goals. Thereafter, the 
responsible architect was consulted, documents relevant to the goals were collected 
and studied, and ten architects and stakeholders were interviewed. Finally, a report 
was prepared, which was discussed with, and approved by the responsible manager 
and some key stakeholders. The EARScorecard of the EA goal 'Provide clarity to 
customers more quickly' is shown in Table 6, and a graphical representation of the 
aspect totals and result totals is shown in Fig. 5. 

Table 6. EARS scorecard of the EA goal: 'Provide clarity to customers more quickly' 

Id Result Aspect Aspect 
score 

Scope 
score 

Aspect 
total 

Result 
total 

#1 Architecture Vision 
 

Product 9
10 

9
10 

Acceptance 10 10
#2 Architecture Design Product 4

10 
4

4 
Acceptance 4 4

#3 Migration Plan Product 10
10 

10
10 

Acceptance 10 10
#4 Project Result Product 4

10 
4

5 
Acceptance 6 6

#5 Operational Result Product 1
5 

1
1 

Acceptance 1 1
 Goal total  39  

 
The EARS scorecard shows large differences between the five results. The scores 

for the Architectural Vision are very high, because there is an approved, high-level 
description of what is necessary to realize the goal. Additionally, the impact of the 
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changes is known. The high acceptance score is due to the fact that the architects 
work in close cooperation with the decision makers.   

The score for the Architectural Design is relatively low. At the moment of the 
assessment, the architecture was focused on the baseline architecture, which sufficed 
to perform a proper impact analysis of the intended changes. An integrated target 
architecture, needed to realize all EA goals for the coming years, was mostly missing, 
while considerable changes were expected. Consequently, the projects related to the 
goal could not anticipate on the target architecture, which will result in higher than 
necessary transition cost in the near future. 

 

 

Fig. 5. The result totals of the EA goal 'Provide clarity to customers more quickly' 

Migration Plan scores high, because a realistic roadmap was developed and 
acceptance and commitment of the stakeholders was high and remained high. All four 
projects, needed to realize the selected goal, were included in the project portfolio, 
and were already under development or beyond.  

The low score for Project Result is partly related to the missing target architecture, 
as discussed under Architecture Design. Consequently, the projects were not provided 
with architectural definitions and requirements. Positive was the collaboration with 
the project architects in the early stages of the project. Negative was the lack of 
checking of the conformance of the implementation to the architecture. 

Finally, the low score for Operational Result is because the most important 
implementations were not yet operational. Positive returns were expected in the next 
calendar year. 

Case 2: A Large Financial Organization 

This financial service provider is in transition from a decentralized organization, 
composed of more than ten companies and brands, to one centralized company, 
striving for one way of working and for operational excellence. For this assessment, 
the following EA goal was selected, "Implement a corporate data warehouse". Sub 
goals included not only corporate wide business intelligence, but also the provision of 
integrated production data to portal and output service. This goal was part of an 
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architecture master plan, which was approved approximately three years before. 
Evidence collection included a total of two days of document study and ten 
interviews, which mostly lasted 30-60 minutes. The scores in Table 3 and Fig. 6, 7 
show the outline of the assessment outcome. 

The Product aspect of Architecture Vision and Project Result contribute most to 
the goal. It shows the focus of the EA management's attention.  

Architecture Design was largely skipped as part of a bottom-up strategy. The 
deficiency of the Architecture Design is probably one of the reasons why the first 
projects in the roadmap encountered huge problems in various areas. Complexity 
appeared much greater than anticipated.  Consequently, the initial projects ran out of 
time, trust disappeared and follow-up projects were not approved.   

The Acceptance aspect scores significantly low, compared to the Product aspect, 
due to insufficient communication with the business. Furthermore, the end users in 
the business were not satisfied with the delivered solution. 

The Scope aspect shows the decline in the width of the architecture, the percentage 
of the roadmap executed, and the percentage of the goal covered by the final 
solutions.       

The Result Totals, shows the decline in contribution to the goal, predominantly due 
to the decline of the Scope aspect.  

 

Fig. 6. Product, Acceptance and Scope scores per EA activity result 

 

Fig. 7. Aspect totals and Result totals per EA activity result 
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The three aspect-scores per EA activity result were each constituted by the 
weighted average of the related indicator scores. As an illustration, Table 7 shows 
how the product score, acceptance score and scope score of the result #1 Architecture 
Vision are composed of  the indicator scores. Per indicator, the indicator score (S), 
valued by the assessor on a scale of 1-10, is multiplied with the indicator’s weight 
(W) to the indicator total (T).  

Table 7. Aspect and indicator scores of result #1, Architecture Vision 

Aspect Id Indicator W S T 

Product 1 The EA-goal is related to the business strategy and included 
in the vision. 

0,2 10 2,0 

  

2 The EA-goal is SMART and (if needed) decomposed into 
high level stakeholder requirements. 

0,2 6 1,2 

  

3 A high level solution direction is described and the solution 
direction to the goal is correct and realistic/realizable. 

0,2 7 1,4 

  

4 The solution direction to the goal is integrated with the 
solution directions of the other goals (integrated vision). 

0,3 8 2,4 

  5 A comprehensive plan exist to realize the solution direction. 0,1 7 0,7 

    Product score    7,7 

Accep-
tance 

1 The architecture vision is well known by the stakeholder. 0,2 8 1,6 

  

2 The stakeholders understand the vision, the solution 
direction to the goal and its implication.  

0,2 4 0,8 

  
3 The stakeholders agree with the solution direction to the goal 

and its implications. 
0,3 5 1,5 

  4 The stakeholders feel committed to (this part of) the vision. 0,3 4 1,2 

    Acceptance score    5,1 

Scope 1 The architecture vision covers the business, data, application 
and technology domains, related to the goal. 

1 8 8,0 

    Scope score    8,0 

 
The indicator values were substantiated by means of arguments collected during 

the assessment. E.g., with regard to result #1 Architecture Vision, twenty five 
arguments were gathered, varying from two to seven arguments per indicator. 
Approximately 60% of these arguments originated from the study of architectural 
artifacts, while the remaining 40% did arise during the interviews. Table 8 shows 
examples of arguments. Arguments are described in case specific terms and may 
include references to the sources of the information. To ensure anonymity, table 8 
contains the condensed arguments of only a few indicators.  
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Table 8. Arguments regarding two indicators of the product aspect of result #1 

Aspect Indicator Contribution Argument description 
Product 1 + 

 
 
+ 

The goal "Implement a corporate data warehouse" 
is based on the corporation’s strategy and target 
operating model. 
Conformance is confirmed by several interviewees. 

 2 - 
 
+ 
 
+ 
 
 
- 

The goal is not formulated explicitly, it is not 
SMART and no sub-goals were specified.  
Sub-goals can be derived from the architecture 
master plan.  
Stakeholder requirements are described in the 
master plan as business and ICT issues to be solved 
by the data warehouse.  
No objectives were set for the EA management 
function, when the function was initiated.  

 
The assessment report describes the strengths and weaknesses of the realization 

process of the EA management function and recommendations for improvements. The 
strengths and weaknesses were based on the indicator scores and were described in 
case specific terms, in line with the corresponding arguments. 

The recommendations were derived from the strength and weaknesses. The 
recommendations summarized the most important improvements to work on and 
included references to relevant literature. Some main lines from the recommendations 
of this case are: 
• Identify explicit goals to the EA management function in collaboration with the 

stakeholders. Set realistic and SMART (sub) goals and work from these goals. 
• Do not combine major goals and complex projects with a bottom-up strategy 

regarding the development of the EA management function and EA artifacts. 
• Develop architectural artifacts to substantiate and verify the accuracy, impact and 

feasibility of the goals and solution directions. Do this for both the baseline and 
target situation and use these as a base for roadmaps. 

5 Discussion 

The EARS assessments, described above in the case studies, proceeded without 
problems and provided interesting analysis outcomes and recommendations to the 
organizations involved. The two described cases show great differences in the EA 
management's goals and approaches, and the assessments delivered very different 
outcomes. However, some similarities were identified as well. Both EA functions 
scored low on Architecture Design, especially the target architecture. This was partly 
compensated, by a shared effort to draw up solution architectures within the projects. 
Another similarity is that both EA functions failed to check on conformance during 
the implementation. These findings match with research on the maturity level of 56 
EA management cases [25], where the focus areas 'Development of architecture' and 
'Monitoring' scored respectively low and very low on the maturity scale. 
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The case studies were also focused on the evaluation of the EARS approach itself. 
During the interviews and meetings of the case studies, additional information was 
gathered to gain insight in the applicability, effectiveness and efficiency of the 
instrument. 

The EARS approach appeared to be effective, since the scorecard, indicator values 
and assembled arguments proved to be an adequate base to identify the strengths and 
weaknesses of the realization process and to provide recommendations. Moreover, the 
responsible managers and key stakeholders approved the outcome of the assessments, 
and interviewees who were asked whether the main aspects of the architecture 
function were covered during the interview, responded positively. As additional 
revenue, a responsible manager observed that the assessment stimulated the internal 
discussion regarding the focus, method and effectiveness of the architecture function. 

Some doubts in advance about the applicability of the EARS approach were 
answered. E.g., some findings in the case studies were: 

 
• The EA goals were well identifiable and selecting representative goals did not 

cause problems. 
• EA activities and the results were sufficiently distinctive and recognizable and 

could be found in practice. 
• The aspects product, acceptance and scope were generally well identifiable for the 

results. However in some cases two aspects are closely linked. Such as in # 3 
Migration Plan, where product and acceptance are not well distinguishable and 
thus are given the same value. 

• The indicators were developed during the first case study and refined afterwards. 
During the following applications, they appeared to be useful and were not 
challenged.  

 
The outcomes of the case studies give us reasons to believe that the EARS can be 
applied conveniently and is quite effective as an assessment instrument with 
awareness and improvement purposes. 

However, there are some limitations to our research so far. Although three 
assessments in different types of organizations were conducted in the Netherlands, 
our research findings are not inevitably valid for other companies, sectors or 
countries. Furthermore, our study could not provide a valid conclusion regarding the 
efficiency of the assessment method, since it did not include a comparison with other 
assessment approaches. The EARS approach appeared to be quite efficient to the 
research team, because after five to six interviews, the image was sufficiently sharp 
and the results could be rated. Subsequent interviews did add little new knowledge to 
the assessment, but were useful to confirm findings. 

6 Conclusions and Further Research 

In this paper, we presented a novel instrument to assess and rate how well an EA 
management function is able to realize its goals, the Enterprise Architecture 
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Realization Scorecard (EARS). During the assessment of an EA goal, five types of 
results, delivered during the EA realization process, are analyzed and discussed in 
interviews with relevant stakeholders. Arguments are assembled and, by means of 
indicators, translated to scores. For each result, three aspects are scored: product, 
acceptance and scope. The scores are recorded at a scorecard and subsequently, totals 
at result level and goal level can be calculated. Finally, an assessment report is 
prepared, with a scorecard, strengths and weaknesses of the EA realization process 
(based on the scores in the scorecard, indicator scores and arguments), and 
recommendations. 

We used two case studies to illustrate how the EARS instrument is used in 
practice. The application at a large governmental organization and a large financial 
organization delivered interesting outcomes: strengths and weaknesses were detected 
and substantiated and recommendations were given. Since the selected goal and EA 
management function itself were quite different from the first case, the outcome of the 
assessment and the recommendations differed significantly. The EARS approach 
appeared to be effective in these cases. The scorecard, indicator values and assembled 
arguments proved to be an adequate base to identify the strengths and weaknesses of 
the realization process and to provide recommendations. Furthermore, the assessment 
stimulated the internal discussion regarding the focus, method and effectiveness of the 
architecture function. 

The EARS instrument contributes to the professional practice by adding an 
assessment instrument that can be used to evaluate the effectiveness of the EA 
management function's realization process. To connect to the professional practice, the 
instrument is based on two well-accepted open standards CobiT [12] and TOGAF [26].  

The EARS instrument contributes to the research on architecture effectiveness by 
focusing on the EA realization process and its results. 

Distinctive characteristics of the EARS approach are: 
 

• the focus on goals specific to the organization; 
• the focus on the realization process, its activities and results; 
• aspects and indicators support the evaluation of the results; 
• numerical values in a scorecard give an overview of and support reasoning about 

the strengths and weaknesses. 
 
Interesting topics for future work emerged during this study. Research is needed to 
determine whether the assessment results of one or two representative goals can be 
generalized to general statements about the EA function. Furthermore, comparative 
research on EARS and other EA assessments approaches could be interesting. It could 
contribute to the further development of the set of indicators. In addition, it might 
reveal and explain correlations between focus areas of maturity models and high 
scores in the EARScorecard.  
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