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Preface

Networking and distributed systems provide the infrastructure for computation,
communication, and storage linking of heterogeneous and possibly a great num-
ber of people, hardware devices, and software processes. Security has become
more complicated with the expanded use and networking of personal computers.
Nowadays, distributed systems are very popular and extensively used throughout
the world. With the widespread adoption of distributed systems, there are sev-
eral security issues that can hurt the enterprises and user communities greatly.
To provide tolerable protection for these systems, the security technologies must
respond to more and more multifaceted issues and malicious behaviors. However,
finding effective ways to guard these systems is challenging even with state-of-
the-art technology and trained professionals.

The International Conference on Security in Computer Networks and Dis-
tributed Systems (SNDS) aims to provide the most relevant opportunity to bring
together students, researchers, and practitioners from both academia and indus-
try to present their research results and development activities in the field of
security in computer networks and distributed systems. SNDS 2012 was techni-
cally co-sponsored by the IEEE Kerala Section and Computer Society of India.
The conference was held in October 2012 at the Indian Institute of Information
Technology and Management-Kerala (IIITM-K), Trivandrum, India.

There were 112 paper submissions to SNDS 2012 from 17 countries. From
these submissions, 34 papers were selected by the Program Committee for oral
presentations and eight papers for poster presentations. All papers were rigor-
ously and independently peer-reviewed by the TPC members and reviewers. The
authors of accepted papers made a considerable effort to take into account the
comments in the version submitted to these proceedings. In addition to the main
track of presentations of accepted papers, two workshops were also hosted.

The final technical program of SNDS 2012 was the result of the dedication
and hard work of numerous people. We would like to extend our sincere thanks to
all the authors who submitted their work, the conference Chairs/Co-chairs, TPC
members, and additional reviewers, who greatly contributed to the success of the
SNDS 2012 paper-review process under a tight schedule. Our deepest thanks to
the Steering Committee members for their timely help and supervision. Our most
sincere thanks go to all keynote speakers who shared with us their expertise and
knowledge.

We greatly thank the Organizing Committee members for taking care of the
registration, logistics, and local arrangements. It is due to their hard work that
the conference was made possible. We are truly grateful to the co-sponsoring
societies including the IEEE and Computer Society of India. We would also like
to express our sincere thanks to all those who contributed to the success of SNDS
2012 but whose names cannot be listed.



VI Preface

Last, but surely not the least, we express our sincere thanks to Alfred Hof-
mann of Springer for his excellent support in publishing these proceedings on
time.

October 2012 Sabu M. Thampi
Albert Y. Zomaya

Thorsten Strufe
Jose M. Alcaraz Calero

Tony Thomas
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Abstract. Several key management schemes for dynamic access con-
trol in a user hierarchy are proposed in the literature based on elliptic
curve cryptosystem (ECC) and polynomial interpolation. Since the el-
liptic curve scalar multiplication and construction of interpolating poly-
nomials are time-consuming operations, most of the proposed schemes
require high storage and computational complexity. Further, most of the
proposed schemes are vulnerable to different attacks including the man-
in-the-middle attacks. In this paper, we propose a novel key management
scheme for hierarchical access control based on linear polynomials only.
We show that our scheme is secure against different attacks including
the man-in-the-middle attack, which are required for an idle access con-
trol scheme. Moreover, the computational cost and the storage space
are significantly reduced in our scheme while compared to the recently
proposed related schemes.

1 Introduction

In a user hierarchy, the users and their own information items are divided
into a group of disjoint security classes. Each user is then assigned to a se-
curity class. Let SC be a set of such N disjoint security classes, say SC =
{SC1, SC2, . . . , SCN} which forms a partially ordered set (poset, in short) with
a binary relation “≤”. In a poset 〈SC,≤〉, if SCi and SCj be two security classes
with the relationship SCj ≤ SCi, then the security level of SCi is higher than
or equal to that for SCj . We call SCi as predecessor of SCj , and SCj as suc-
cessor of SCi. We denote such a relationship by (SCi, SCj) ∈ Ri,j , which means
that SCj ≤ SCi. Hierarchical access control is an important research area in
computer science, which has numerous applications including schools, military,

S.M. Thampi et al. (Eds.): SNDS 2012, CCIS 335, pp. 1–10, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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governments, corporations, database management systems, computer network
systems, e-medicine systems, etc.

In a hierarchical access control, a trusted central authority (CA) distributes
keys to each security class in the hierarchy such that any predecessor of a suc-
cessor class can easily derive its successor’s secret key. Using that derived secret
key, the predecessor class can decrypt the information encrypted by its succes-
sor. However, the reverse is not true in such access control, that is, no successor
class of any predecessor will be able to derive the secret keys of its predecessors.
Consider a simple example of a poset in a user hierarchy in Fig. 1. In this fig-
ure, we have the following relationships: SC2 ≤ SC1, SC3 ≤ SC1, SC4 ≤ SC1,
SC5 ≤ SC1, SC6 ≤ SC1, SC7 ≤ SC1; SC5 ≤ SC2; SC5 ≤ SC3, SC6 ≤ SC3;
SC7 ≤ SC4.

SC

SC SC SC

SC SCSC

1

2 3 4

5 6 7

Fig. 1. An example of a poset in a user hierarchy

1.1 Related Work

Akl and Talor [2] first introduced the cryptographic key assignment scheme in
an arbitrary poset hierarchy. Since then several different solutions to solve access
control problem have been proposed in the literature. Chung et al. [5] proposed
an efficient key management scheme for solving dynamic access control problem
in a user hierarchy based on polynomial interpolation and elliptic curve cryp-
tography (ECC). However, Das et al. in [6] showed that when a new security
class is added into the hierarchy, any external attacker who is not a user in any
security class can easily derive the secret key of a security class using the root
finding algorithm. In order to withstand this security flaw found in Chung et
al.’s scheme, they proposed an improved dynamic access control solution. Jeng-
Wang’s scheme [7] is based on ECC and it requires to regenerate keys for all the
security classes when a security class is inserted into or removed from the exist-
ing hierarchy. Lin and Hsu [8] later showed that Jeng-Wang’s scheme is insecure
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against a compromised attack in which the secret key of some security classes
can be compromised by an attacker if some public information are modified. In
order to remedy this security flaw, Lin and Hsu [8] proposed a key management
scheme for dynamic hierarchical access control based on polynomial interpola-
tion and ECC. However, their scheme requires high storage and computational
complexity. Wu and Chen [13] proposed a key management scheme to solve dy-
namic access control problems in a user hierarchy based on hybrid cryptosystem
in e-medicine system. Though their scheme improves computational efficiency
over Nikooghadam et al.’s scheme [11], it still suffers from large storage space
for public parameters in public domain and computational inefficiency due to
costly elliptic curve point multiplication operations. Recently, Nikooghadam and
Zakerolhosseini [10] showed that Wu-Chen’s scheme is vulnerable to the man-
in-the-middle attack. In order to remedy this security weakness in Wu-Chen’s
scheme, they further proposed a secure access control scheme using mobile agent,
which is again based on ECC. However, their scheme requires huge computa-
tional cost for providing verification of public information in the public domain
as their scheme uses ECC digital signature for verifying the public information
by the security classes. Atallah et al. proposed a dynamic efficient access control
scheme [3], [4] based on one-way hash functions. However, as pointed out in [9],
their scheme is not suitable for a deep tree hierarchy or in a situation where a
tree contains complex relationships.

1.2 Motivation

Symmetric key cryptosystem is more efficient than public key cryptosystem.
Though several key management schemes for dynamic access control in a user
hierarchy are proposed in the literature, most schemes are based on elliptic curve
cryptosystem (ECC) and polynomial interpolation. Due to time-consuming op-
erations of elliptic curve scalar multiplication and construction of interpolating
polynomials, most of the proposed schemes require high storage and computa-
tional complexity. Moreover, majority of such schemes are vulnerable to different
attacks including active attack called the man-in-the-middle attack. In this pa-
per, we aim to propose a novel key management scheme for hierarchical access
control based on linear polynomials. Our scheme does not require any polynomial
interpolation and ECC operations. We make use of symmetric key cryptosystem
along with efficient hash function so that our scheme will require minimum stor-
age and computational complexity. We further show that our idle access con-
trol scheme is secure against different attacks including the man-in-the-middle
attack.

1.3 Organization of the Paper

The rest of the paper is organized as follows. In Section 2, we describe our
proposed scheme. In Section 3, we discuss dynamic access control problems of
our scheme. Security analysis of our scheme is provided in Section 4. We compare
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the performance of our scheme with other related schemes in Section 5. Finally,
we conclude the paper in Section 6.

2 Our Proposed Scheme

We assume that there are N security classes in the hierarchy which form a set
SC = {SC1, SC2, . . ., SCN}. We use the following notations for describing our
scheme. H(·) is a secure one-way hash function (for example, SHA-1 hash func-
tion [12]), Ω a symmetric key cryptosystem (for example, AES symmetric-key
block cipher [1]), Ek(·)/Dk(·) the symmetric-key encryption/decryption using
key k, IDCA the identity of CA, and || the bit concatenation operator. Our
scheme consists the following three phases, namely the relationship building
phase, key generation phase, and key derivation phase.

2.1 Relationship Building Phase

CA builds the hierarchical structure for controlling access according to the given
relationships among the security classes in the hierarchy. Assume that SCi ∈ SC
and SCj ∈ SC be two security classes such that SCj ≤ SCi, that is, SCi has a
higher security clearance than that for SCj . We say that a legitimate relationship
(SCi, SCj) ∈ Ri,j between SCi and SCj exists if SCi can access SCj .

2.2 Key Generation Phase

CA executes the following steps in order to complete this phase:

Step 1. CA chooses a secure hash function H(·), a finite field GF (m) with m
is either odd prime or prime power, and a symmetric key cryptosystem Ω.

Step 2. CA randomly selects its own secret key kCA. CA then selects randomly
the secret key ski and sub-secret key di for each security class SCi (1 ≤ i ≤
N) in the hierarchy.

Step 3. For each security class SCi, CA computes the signature Signi on ski as
Signi = H(IDCA||ski) for the purpose of signature verification of the secret
key ski. CA then publicly declares them.

Step 4. For each SCi such that (SCi, SCj) ∈ Ri,j , CA constructs the linear
polynomials fi,j(x) = (x − H(IDCA||Signj||di)) +skj (modm), and de-
clares them publicly.

Step 5. Finally, CA sends di to SCi via a secure channel.

At the end of this phase, CA encrypts di of SCi as Si = EkCA(di), computes
its signature Sdi as Sdi = H(IDCA||di) for the signature verification of di and
stores the pair (Si, Sdi) in the public domain. CA then deletes all the secret
keys ski and di. Note that whenever CA wants to update the secret keys ski’s,
CA first obtains di’s from public parameters Si’s by decrypting them with its
secret key kCA and then verifies signatures by calculating the hash values as
Sd

′
i = H(IDCA||di), and checks if Sd′i = Sdi. If it matches, CA confirms that

derived secret key di is legitimate.
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2.3 Key Derivation Phase

If the security class SCi wants to derive the secret key skj of its successor SCj

with (SCi, SCj) ∈ Ri,j , SCi needs to proceed the following steps:

Step 1. SCi first computes the hash value H(IDCA||Signj||di) using its own
sub-secret key di, signature Signj and IDCA publicly available in the public
domain.

Step 2. SCi obtains secret key skj ofSCj ’s (includingSCi) as skj = fi,j(H(IDCA

||Signj||di)). CA then verifies signature of skj as follows. CA computes Sign
′
j

= H(IDCA||skj) and checks if Sign
′
j = Signj. If it holds, SCi assures that

the derived secret key skj is correct.

3 Solution to Dynamic Key Management

The solution to dynamic access problem in user hierarchy for our scheme such
as adding a new security class into hierarchy, deleting an existing security class
from the hierarchy, modifying the relationships among the security classes and
updating secret keys are given below.

3.1 Adding a New Security Class

Suppose a security class SCl with SCj ≤ SCl ≤ SCi be added into the hierarchy.
CA needs the following steps to manage the accessibility of SCl:

Step 1. CA randomly needs to select the secret key skl and the sub-secret key
dl for SCl.

Step 2. For SCl, CA needs to compute the signature Signl on skl as Signl =
H(IDCA ||skl) for signature verification of skl and publicly declares it.

Step 3. For each SCi such that (SCi, SCl) ∈ Ri,l in the hierarchy, CA will
construct the linear polynomials fi,l(x) = (x − H(IDCA||Signl||di)) + skl
(modm), and declares them publicly.

Step 4. For each SCj such that (SCl, SCj) ∈ Rl,j , CA will construct the linear
polynomials fl,j(x) = (x−H(IDCA||Signj||dl))+skj ( mod m), and declares
them publicly.

Step 5. CA finally sends dl to SCl via a secure channel.

At the end of this phase, CA encrypts dl of SCl as Sl = EkCA(dl), computes
signature Sdl as Sdl = H(IDCA||dl) for signature verification of dl and stores
the pair (Sl, Sdl) in the public domain, and then deletes secret keys skl and dl
for security reasons.

3.2 Deleting an Existing Security Class

Suppose the security class SCl with SCj ≤ SCl ≤ SCi be removed from the hi-
erarchy. CA needs the following steps to remove SCl so that the forward security
is preserved.
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Step 1. CA needs to remove all parameters corresponding to SCl.
Step 2. After that CA renews secret keys skj ’s of successors SCj ’s of SCl as

sk∗j , and signatures Signj’s as Sign∗
j = H(IDCA||sk∗j ) and replaces Signj

with Sign∗
j in the public domain.

Step 3. For each SCi such that SCj ≤ SCi (�= SCl) in the hierarchy, CA
constructs the linear polynomials f∗

i,j(x) = (x−H(IDCA||Sign∗
j ||di)) + sk∗j

(modm) and declares them publicly.

3.3 Creating a New Relationship

Assume that SCj ≤ SCi represents a new relationship between two immediate
security classes SCj and SCi. Further, assume SCi ≤ SCl and SCy ≤ SCj (SCy

is not successor of SCl before creating relationship). CA needs to compute linear
polynomials fl,y(x) = (x − H(IDCA||Signy||dl)) + sky (modm) and publicly
declares them.

3.4 Revoking an Existing Relationship

Suppose the relationship between two immediate security classes SCj and SCi

with SCj ≤ SCi be deleted from the hierarchy. Let SCj ≤ SCl (�= SCi) and
SCy ≤ SCj . CA then removes all parameters corresponding to the keys sky
(including skj). CA also renews secret keys sky as sk∗y and updates signatures
Signy as Sign∗

y = H(IDCA||sk∗y) in the public domain. Finally, CA constructs
public polynomials f∗

l,y(x) = (x−H(IDCA||Sign∗
y||dl)) + sk∗y (modm).

3.5 Changing Secret Keys

Suppose we want to change the secret key skj of SCj , where SCj ≤ SCi. CA
needs to renew the secret key skj as sk∗j and update the signature Signj as
Sign∗

j = H(IDCA||sk∗j ), compute the corresponding polynomials f∗
i,j(x) = (x−

H(IDCA||Sign∗
j ||di)) + sk∗j (modm) and declare them publicly.

4 Security Analysis

In this section, we show that our scheme is secure against the following attacks.

4.1 Contrary Attack

Suppose SCj ≤ SCi and the successor class SCj tries to derive the secret key
ski of its predecessor class SCi from the available public parameters fi,i(x) =
(x−H(IDCA||Signi||di)) +ski ( mod m) and fi,j ’s. However, without knowledge
of the sub-secret key di of SCi, SCj cannot compute H(IDCA||Signi||di) and
as a result, the secret key ski. One important observation is that the pairs
(Signj, di) used in the construction of linear polynomials are distinct for two
different polynomials. Even from the public parameter Si = EkCA(di), SCj or
any other user (except CA) cannot retrieve di without knowing CA’s private key
kCA. Therefore, our scheme is secure against this attack.
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4.2 Exterior Collecting Attack

This potential attack is from an external adversary. The question is that whether
an external intruder can derive the secret key from lower level security classes
through the accessible public parameters? However, to compute the secret key of
a security class is computationally infeasible due to collision-resistant property
of the one-way hash function H(·). Thus, no external intruder can retrieve the
secret key of any security class. Our scheme is thus secure against such an attack.

4.3 Collaborative Attack

In this attack, several users in a hierarchy try to collaborate to launch an attack
in order to compute their predecessor’s secret key. Let SCj and SCl be two
immediate successor classes of a predecessor class SCi and they try to hack the
secret key ski of SCi. First, they can exchange secret keys with each other and
derive the sub-secret key di of SCi in order to derive the secret key ski of SCi

through the public linear polynomials fi,j(x) = (x−H(IDCA||Signj||di)) + skj
(modm) and fi,l(x) = (x − H(IDCA||Signl||di)) + skl (modm). However, di
is masked with one-way hash function H(·), and thus, determination of di is
a computational infeasible problem due to hash function properties. Hence, no
successor class can obtain the secret key of a predecessor class by collaborating
each other and then our method is secure under this attack.

4.4 Equation Attack

Suppose a security class SCj has common predecessors SCi and SCl, where
SCi does not have an accessibility relationship with SCl. Let SCi try to access
the secret key skl of SCl through the public linear polynomials fl,j(x) = (x −
H(IDCA||Signj||dl)) + skj (modm) and fl,l(x) = (x −H(IDCA||Signl||dl)) +
skl (modm). SCi can compute H(IDCA||Signj||dl) from fl,j(x) by using the
derived secret key skj of SCj , but SCi cannot compute the skl from fl,l(x),
since the hash values H(IDCA||Signj||dl) and H(IDCA||Signl||dl) are different.
Therefore, the polynomials corresponding to one security class cannot be solvable
by other security classes. As a result, our scheme is also secure against this attack.

4.5 Forward Security of Successors While Changing
SCj ≤ SCk ≤ SCi to SCj ≤ SCi

Assume that the relationship SCj ≤ SCk ≤ SCi is modified to another re-
lationship SCj ≤ SCi after removing the security class SCk from an existing
hierarchy. Then CA not only deletes the accessibility relationship SCj ≤ SCk,
it also updates the accessibility-link relationship between SCi and SCj . CA fur-
ther renews the secret keys skj ’s of SCj ’s and the corresponding linear polyno-
mials as f∗

i,j = (x−H(IDCA||Sign∗
j ||di)) + sk∗j (mod m). Since the hash values

H(IDCA||Sign∗
j ||di) can be computed only by the security class SCi, the se-

curity class SCk cannot hack the updated key sk∗j of SCj later. Therefore, the
authority of SCk over SCj is terminated, and our scheme preserves the forward
security property.



8 V. Odelu, A.K. Das, and A. Goswami

4.6 Man-in-the-Middle Attack

As in [10], we refer the “man-in-the-middle” attack as the masquerade attack.
Suppose an attacker wants to be represented as an authorized central authority.
Though the public domain is write-protected, we assume that the attacker can
update somehow the information in the public domain. Let the attacker change
the public linear polynomials fi,j(x)’s in the public domain. The derivation of
the secret key skj of a security class SCj becomes a computationally infeasible
problem since the sub-secret key dj is only known to SCj . As a result, the
attacker does not have any ability to change properly the signatures Signj =
H(IDCA||skj) and Sdj = H(IDCA||dj) in the public domain. Hence, our scheme
protects against such an potential attack.

5 Performance Comparison with Other Schemes

Let TMUL, TADD and TINV denote the time complexity of executing modular
multiplication, modular addition and modular inversion in GF (2163), respec-
tively. We denote TECMUL and TECADD for time complexity of executing a point
multiplication and a point addition in elliptic curve over GF (2163). TSHA1 de-
notes the time complexity of hashing 512-bit message block using hash function,
SHA-1 and TAES for the time complexity of encrypting/decrypting 128-bit mes-
sage block using AES with a 128-bit key.

From the analysis provided in Table 1 [13], it is noted that TINV , TECMUL ,
TECADD , TSHA1 and TAES require approximately 3, 1200, 5, 0.36 and 0.15 field
multiplications in GF (2163), respectively, whereas TADD is negligible.

Table 1. Time complexity of various operations in terms of TMUL

TINV ≈ 3TMUL TECMUL ≈ 1, 200TMUL

TECADD ≈ 5TMUL TSHA1 ≈ 0.36TMUL

TAES ≈ 0.15TMUL TADD is negligible

We consider a hierarchy with N security classes SC1, SC2, . . ., SCN . Each
security class SCi has vi predecessors. Comparison of storage complexity among
various schemes is shown in Table 2. In our scheme, each key length is 128-bit
since we have used AES algorithm. We see that the storage space of our scheme
is reduced significantly compared with other schemes. In Table 3, we have com-
pared the computational complexity and rough estimation in terms of field multi-
plications of our scheme with other schemes. In our scheme, key generation phase
requires NTSHA1 +

∑N
i=1(vi + 1)(TADD + TSHA1) and N(TSHA1 + TAES) op-

erations for computing signature, constructing linear polynomials and the pairs
(Si, Sdi), whereas key derivation phase requires

∑N
i=1(vi + 1)(TADD + TSHA1)

operations. Thus, the total computational cost for our scheme is
∑N

i=1(vi +
1)(2TADD + 3TSHA1) + 3NTSHA1 + NTAES . It is also clear to observe the
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Table 2. Comparison of storage space among various schemes

Schemes CA’s private domain SCi’s private domain Public domain

[7] 163(2N + 1) 163 163(
∑N

i=1(vi + 1) + 6N + 2)

[5] 163(2N + 1) 163 163(
∑N

i=1(vi + 1) + 6N + 2)

[11] 163N 163 163(2
∑N

i=1(vi + 1) + 2N)

[13] 128 + 163 163 128(
∑N

i=1(vi + 1) +N)+
163(2N + 2)

[10] 163(N + 1) 163 163(
∑N

i=1 vi + (5N + 2))

[8] 163 163 163(
∑N

i=1 vi + 3N + 4)

Ours 128 128 128(
∑N

i=1(vi + 1) + 3N + 1)

Table 3. Comparison of computational costs among different schemes for key genera-
tion and key derivation phases

Scheme Time complexity Rough estimation

[7]
∑N

i=1 2(v
2
i + vi).TMUL + 2N.TECADD (

∑N
i=1(2v

2
i + 2, 402vi)

+(4N + 2
∑N

i=1(vi + 1)).TECMUL +7, 210N).TMUL

+2
∑N

i=1(vi + 1).TSHA1

[5]
∑N

i=1 2(v
2
i + vi).TMUL + 2N.TECADD (

∑N
i=1(2v

2
i + 2, 402vi)

+(3N + 2
∑N

i=1(vi + 1)).TECMUL+ +6, 010N).TMUL

2
∑N

i=1(vi + 1).TSHA1

[11] N.TINV + (N + 2
∑N

i=1(vi + 1)) (
∑N

i=1 2, 400vi + 3, 603N).TMUL

.TECMUL + (N +
∑N

i=1(vi + 1)).TSHA1

[13] (2N + 1).TECMUL+ (
∑N

i=1 0.3vi + 2, 401N

2(N +
∑N

i=1(vi + 1)).TAES + 2N.TSHA1 +1, 200).TMUL

[10] (2
∑N

i=1 vi).TXOR+ (N +
∑N

i=1 vi) (
∑N

i=1 4800.72vi + 2402.36N+

.TADD + (2N +
∑N

i=1 vi).TMUL 1200).TMUL

+((2N + 1) + 4
∑N

i=1 vi).TECMUL

+(N + 2
∑N

i=1 vi).TSHA1

[8] N(3TECMUL + 2TMUL + 3TSHA1+ (N
∑N

i=1 1.72vi + vi+

TINV +
∑N

i=1 vi(TMUL + 2TSHA1))+ 3606.08N + 0.72)TMUL

viTMUL + TSHA1

Ours
∑N

i=1(vi + 1)(2TADD + 3TSHA1)+

3NTSHA1 +NTAES (
∑N

i=1 1.08vi + 1.95N)TMUL

the computational complexity of our scheme is reduced significantly compared
to other schemes proposed recently. Further, our scheme, [8] and [10] are secure
against possible attacks as compared to other schemes [5], [7], [11], [13]. However,
[8] and [10] require very high storage and computational overheads compared to
our scheme. Moreover, dynamic access control problems in our scheme are solved
efficiently as compared to other schemes. Considering security and low storage
and computational complexity, our scheme is significantly better than all other
schemes [5], [7], [8], [10], [11], [13].
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6 Conclusion

In this paper, we have proposed a novel efficient key management method to
solve dynamic access control problems in a user hierarchy. We have utilized
the linear polynomials along with symmetric-key cryptosystem to achieve the
required goals for an idle access control scheme with low computational cost and
small storage space. Further, our scheme is also secure against known attacks
including the man-in-the-middle attack. Hence, our approach is more effective
than previously proposed methods for practical applications.

References

1. Advanced Encryption Standard: FIPS PUB 197, National Institute of Stan-
dards and Technology (NIST), U.S. Department of Commerce (November 2001),
http://csrc.nist.gov/publications/fips/fips197/fips-197.pdf

2. Akl, S.G., Taylor, P.D.: Cryptographic solution to a problem of access control in a
hierarchy. ACM Transactions on Computer Systems (TOCS) 1(3), 239–248 (1983)

3. Atallah, M., Blanton, M., Fazio, N., Frikken, K.: Dynamic and Efficient Key Man-
agement for Access Hierarchies. ACM Trans. Inf. Syst. Secur. 12(3), Article 18,
198–208 (2009)

4. Atallah, M., Frikken, K., Blanton, M.: Dynamic and efficient key management
for access hierarchies. In: ACM Conference on Computer and Communications
Security (CCS 2005), pp. 190–202 (2005)

5. Chung, Y.F., Lee, H.H., Lai, F., Chen, T.S.: Access control in user hierarchy based
on elliptic curve cryptosystem. Information Sciences 178(1), 230–243 (2008)

6. Das, A.K., Paul, N.R., Tripathy, L.: Cryptanalysis and improvement of an access
control in user hierarchy based on elliptic curve cryptosystem. Information Sci-
ences 209, 80–92 (2012)

7. Jeng, F.G., Wang, C.M.: An efficient key-management scheme for hierarchical ac-
cess control based on elliptic curve cryptosystem. Journal of Systems and Soft-
ware 79(8), 1161–1167 (2006)

8. Lin, Y.L., Hsu, C.L.: Secure key management scheme for dynamic hierarchical
access control based on ECC. Journal of Systems and Software 84(4), 679–685
(2011)

9. Lo, J.W., Hwang, M.S., Liu, C.H.: An efficient key assignment scheme for access
control in a large leaf class hierarchy. Information Sciences 181(4), 917–925 (2011)

10. Nikooghadam, M., Zakerolhosseini, A.: Secure Communication of Medical Informa-
tion Using Mobile Agents. Journal of Medical Systems (2012), doi:10.1007/s10916-
012-9857-8

11. Nikooghadam, M., Zakerolhosseini, A., Moghaddam, M.E.: Efficient utilization of
elliptic curve cryptosystem for hierarchical access control. Journal of Systems and
Software 83(10), 1917–1929 (2010)

12. Secure Hash Standard: FIPS PUB 180-1, National Institute of Standards and Tech-
nology (NIST), U.S. Department of Commerce (April 1995)

13. Wu, S., Chen, K.: An Efficient Key-Management Scheme for Hierarchical
Access Control in E-Medicine System. Journal of Medical Systems (2011),
doi:10.1007/s10916-011-9700-7

http://csrc.nist.gov/publications/fips/fips197/fips-197.pdf


Publicly Auditable Provable Data Possession

Scheme for Outsourced Data in the Public
Cloud Using Polynomial Interpolation

B.R. Purushothama and B.B. Amberker

Department of Computer Science and Engineering
National Institute of Technology Warangal

Andhra Pradesh-506004, India
{puru,bba}@nitw.ac.in

Abstract. Cloud computing paradigm provides computing and storage
infrastructure for the clients to outsource their data and computation.
This new computing paradigm poses several security challenges. We fo-
cus on the problem of checking the possession of data by the untrusted
cloud storage server. We design publicly auditable provable data pos-
session scheme using polynomial interpolation technique. In our scheme,
the client can delegate the task of verification to the Third Party Au-
ditor. Interestingly, the client will not use any secret to compute the
public metadata and client or Third Party Auditor need not to maintain
any metadata for the verification of the proof. The verifier can verify
the proof using public metadata and a random key kept secret for the
challenge. We have focused on reducing the size of the proof returned
by the cloud server to save the network bandwidth. We have defined the
security and proved the security of the scheme under the group satisfy-
ing Computational Diffie Hellman assumption against a cheating cloud
server. In the proposed scheme, the verifier can make unlimited number
of data possession challenges to the server.

Keywords: Provable Data Possession, Polynomial interpolation, Public
Auditability, CDH, DLP, Public Cloud.

1 Introduction

Increasing demand of the computing resources and the advancement in the net-
work technology has made the organizations to outsource their storage and
computing needs. This new computing paradigm which offers several benefits
is termed as Cloud Computing. Various definitions of cloud can be found in [1].
Cloud Computing being economic offers various types of services.

– Infrastructure as a Service (IaaS): The customer makes use of the cloud
service provider’s storage, computing and networking infrastructure. A good
example of IaaS is Amazon’s Elastic Cloud (Amazon EC2) [2].

S.M. Thampi et al. (Eds.): SNDS 2012, CCIS 335, pp. 11–22, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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– Platform as a Service (PaaS): Platform comprises of development tools
and runtime environment. The cloud customer leverages the provider’s de-
velopment tools to run the custom applications. Examples include Microsoft
Azure [3] and Google Apps.

– Software as a Service (PaaS): Customers use application softwares that
are hosted on the provider’s infrastructure. Examples include Google docs
and web mail services.

There are two categories of cloud infrastructure.

1. Private Cloud Infrastructure: In this category, the infrastructure is owned
and managed by the customer (organization) and located on-premise (in the
customer’s region of control). The access to the data is controlled by the
customer and the access is granted to the trusted parties. We hope, the use
of users, customers, data owners, service providers will be clear from the
context.

2. Public Cloud Infrastructure: In this category, the cloud service provider
owns and manages the infrastructure and the data is located off-premise (in
the service provider’s region of control). The access to the data could be
potentially granted to the untrusted parties as the data is not controlled by
the customer but the service provider.

1.1 Data Outsourcing and Data Possession Guarantee

There is increase in cost for building the in-house storage and there is need for
managing the huge amount of sensitive information. This requires both storage
capacity and the skilled personnel. Data outsourcing reduces management cost
and more effective disaster protection than the in-house disaster protection op-
erations. The confidentiality and integrity of the owner’s data will be at risk as
the data on the public cloud will be under the control of the untrusted service
provider.

Archival storage servers retain large amounts of data, little of which is accessed
frequently. The servers store the data for long periods of time, during which
there may be exposure to data loss. Archival storage requires guarantees about
the authenticity of data on storage, namely that storage servers possess data.
The provable data possession guarantee that a client that has stored data at an
untrusted storage server can verify that the server possesses the original data
without retrieving it. A storage server can generate a valid proof if and only if it
really stores the data. This proof can be verified without retrieving back the data
from the storage server.

Based on the role of the verifier , the Provable Data Possession (PDP) schemes
can be categorized as follows:

1. Private Auditable PDP Schemes: Only the client (data owner) can ver-
ify the proof of data possession returned by the cloud storage server.
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2. Public Auditable PDP Schemes: In public auditable schemes, the client
(data owner) can delegate the task of verification to the third party. In these
schemes, clients need not devote computational resources for the verification.
So, the computation can also be outsourced to the Third Party Auditor
(TPA).

1.2 Our Contribution

We design a provable data possession scheme with public auditability based
on the polynomial interpolation technique. In the proposed method, the data
owner wont use any secret information in computing the metadata that helps in
verifying the proof returned by the cloud storage server. The data owner wont
store any metadata information for verification. Any TPA can verify the proof of
data possession. The data owner need not to give any secret to the third party
auditor to carry out the verification process. The scheme is elegant in a way
that using some random challenge and public data, the third party can verify
the proof returned by the cloud storage server. The proof size returned by the
cloud storage in the proposed scheme is less than the scheme proposed in [9].
The verifier can make unlimited number of data possession challenges. We define
the security and prove the security of the proposed scheme.

2 Related Work

The recent work on the outsourced data has focused on the verification of the
integrity and possession of the data by the untrusted cloud [4][5][6][7] under
different security models. The symmetric key PDP scheme in [8] suffers from
limited number of possession checkings. Wang et. al [5] proposed the public
auditing for data storage security in cloud computing. They use the blinding
technique to hide the information about stored data in proof. Ateneise et al. [9]
have proposed a provable data possession model for ensuring possession of data
on untrusted storage. They have left open the problem of reducing the size of
the proof returned by the server. This work focuses in that direction to reduce
the size of the proof in schemes supporting public verifiability. In their scheme,
to make it public auditable, client has to delegate the secret to the third party
auditor which is not the case in our proposed scheme.

3 System Model

The cloud data storage model comprises of the following entities.

– Client/Data Owner (C): It is an entity that possesses large data files
to be stored on the cloud data storage. Client relies on the cloud for the
computation and maintenance of the data.
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– Cloud Storage Server (CSS or S): Cloud Storage Provider (CSP) man-
ages the CSS. The CSS has ”large” storage space and computation resources
to maintain and manage the client’s data. The Cloud Storage Server is
untrusted.

– Third Party Auditor, (TPA): It is an entity with computational resources
and capabilities trusted to assess and expose the untrusted CSS for cheating.
This entity carries out the process of challenging and verification of proof of
data possession.

The client C stores data on the untrusted cloud server CSS. C deletes the data
from its local storage. C is relieved of the burden of computation and storage.
As client no longer possesses the data in local, it is of much importance to the
client to check that the data is indeed correctly stored and maintained by CSS.
The client C or TPA will be able to verify the proof returned by CSS for the
requested data items possession guarantee without downloading the data items.

3.1 Cloud Storage Server as Adversary

– The server S is not trusted to store the data items.
– The server might discard some portion of the client’s data which is rarely

accessed to get financial benefit by reselling the storage.
– The server might hide the data loss incidents to maintain its reputation
– The server might try to convince the verifier (TPA/C) it possesses (store)

the data item, even if the data item is totally or partially corrupted or even
without possessing the data item.

4 The Proposed Scheme

4.1 Notations and Preliminaries

– π = {0, 1}k × {0, 1}log2 n → {0, 1}log2 n be the Pseudo-Random Permutation
(PRP).

– F = {b1, . . . , bn} be the set of data blocks/items.

– x
$← X denotes uniformly and randomly chosing x from X.

Definition 1 (Discrete Logarithm Assumption, DLP). Consider a mul-
tiplicative cyclic group G of prime order p, with generator g [10]. The DLP
problem is, given g, gx, return x. The DLP assumption is that there exists no
probabilistic polynomial time algorithm to solve an instance of DLP problem with
non-negligible probability [11]. Simply it says, DLP problem is hard.

Definition 2 (Computational Diffie Hellman Assumption, CDH). Con-
sider a multiplicative cyclic group G of prime order p, with generator g. The
CDH problem is, given g, gx, gy, compute gxy. The CDH assumption says that
there exists no probabilistic polynomial time algorithm to solve an instance of
CDH problem with non-negligible probability [11]. Simply it says, CDH problem
is hard.
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Definition 3 (Standard Signature Scheme (SigScheme)). A signature
scheme is a tuple of possibly probabilistic polynomial time algorithms (Keygen,
Sign, Verify), Where:

– KeyGen(1k): which takes as input the security parameter k and outputs a
public key PK and a private key SK.

– Sign(m, SK): which takes as input a message m and a private key SK and
produces a signature σ for the message m.

– Verify(m, PK, σ): which takes as input a message m, a public key PK and
a signature σ,and outputs either accept or reject.

Definition 4 (Assumption on Standard Signature Scheme: SigScheme).
Any standard signature scheme SigScheme, which satisfies the notion of strong
existential unforgeability under adaptive chosen-message attack (where an adver-
sary cannot create a new signature even for a previously signed message) should
be used in our constuction of the scheme.

Definition 5 (Provable Data Possession Scheme (PDP)). The Provable
Data Possession scheme is a tuple of four polynomial time algorithms (KeyGen,
OutsourceAndPublish, ChalGen, GenProof, VerifyProof) defined as below.

– KeyGen(1k) → (pk, sk): The Key Generation algorithm takes security pa-
rameter k as input and outputs the public key, pk and the secret key, sk for
the data owner or the client.

– OutsourceAndPublish(sk, F ) → Ppub: This algorithm is run by the client to
generate the public data that helps in verification of the proof. The algorithm
takes as input the secret key sk, the set of data items to be outsourced F and
outputs the public information Ppub.

– ChalGen(1k) → {chal, Schal}: Challenge Generation algorithm is run by the
TPA (client can also be verifier) to query for possession proof of data items.
Algorithm returns chal that contains the number of data items and the cor-
responding data items indices that are queried for the proof. Also, it returns
Schal, the secret corresponding to chal which is kept secret by TPA.

– GenProof(F, chal) → V : The Generate Proof algorithm is run by the cloud
storage server to generate the proof of possession for the data items requested
by the TPA. This algorithm takes as input, the set of data items F, the
challenge chal received by the client and returns the proof of possession V .

– VerifyProof(Schal, chal, V ) → {“success”, “failure”}: The Verify Proof al-
gorithm is run by the TPA (client can also be verifier) to verify the proof of
possession received from the cloud server for the requested data items. This
algorithm takes as input the secret Schal, challenge chal and the proof V and
returns whether V is a correct proof of possession of data items as specified
by chal.

The PDP system is constructed using the PDP scheme by the following two
phases.
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– Setup: The client C possesses the set of data items F to be outsourced on
to the server. Client runs (pk, sk) ← KeyGen(1l) to obtain the public and
secret keys. Then, C runs Ppub ← OutsourcePublish(sk, F ). C stores F on
the server S and Ppub in the public directory. Client C deletes F from the
storage.

– Challenge: The client C or any TPA generates the challenge chal con-
taining information about the specific data items for which the proof of
possession is sought and sends chal to S and keeps secret Schal from S. S
runs V ← GenProof(F, chal) and sends V to C or TPA. C or TPA checks
the validity of the proof by running V erifyProof(Schal, chal, V ).

4.2 Security of the Proposed PPDP Scheme

We define the security model of the proposed PDP scheme as a “game” between
adversary and a challenger (client/TPA). In this game, adversary has full access
to the information stored in the server which means the the adversary can play
the part of prover (CSS). The goal of the adversary is to cheat the verifier suc-
cessfully. The adversary tries to generate the valid responses without possessing
the data items and the pass the data verification without being detected.

Definition 6 (Security of the Proposed PDP Scheme: Data Possession
Game). The following game is played between Challenger C (Client/TPA) and
the Adversary A, (Cloud Storage Server, CSS). There are three phases in the
game. Setup, Outsourse and Publish, Challenge and Forge Phases.

– Setup Phase: The challenger C, runs Key generation algorithm to get key
pair (pk, sk) ← KeyGen(1l). pk is sent to A and keeps sk secret.

– Outsource and Publish Phase: A chooses m1,m2, . . . ,mn and sends to
C. C runs Ppub ← OutsourceAndPublish(sk, F ), sends Ppub to A.

– Challenge Phase: Challenger runs ChalGen(1k) → {chal, Schal}, sends
chal to A which specifies the data items mi1 ,mi2 , . . . ,mit such that 1 ≤ ij ≤
n, 1 ≤ j ≤ t, 1 ≤ t ≤ n. Challenger keeps Schal secret.

– Forge Phase: A computes the proof of possession V for the data items
specified in chal and sends V to C.

– If “Success” ← V erifyProof(Schal, V ), then the adversary wins the Data
Possession Game.

5 Publicly Auditable Data Possession Scheme Based on
Polynomial Interpolation

5.1 Construction of the Proposed Scheme

The Client C runs Algorithm 1 where it chooses the multiplicative cyclic group
G where Computational Diffie Hellman problem (Definition 2) is hard (Note that
in G, DLP is also hard as CDH hard implies DLP is also hard). C will have its
set of data items F to be outsourced.
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Algorithm 1. Setup

Input : Security Parameter, k
1 Choose large prime p such that Computational Diffie Hellman Problem is hard

in multiplicative cyclic group G = Z∗
p ;

2 Let α : {0, 1}k × {0, 1}log2 n → Z
∗
p;

3 Let F = {m1,m2, . . . ,mn}, where mi ∈ Z
∗
p.;

4 Choose the generator g ∈ Z
∗
p;

5 (pk, sk) ← KeyGen(1k). // It is the KeyGen of SigScheme (Definition 3)

C runs Algorithm 2 with F as input. C stores the data items F on to the
Cloud Storage Server S and deletes data items from the local storage. For each
data item it computes the public data and signs each public data using the stan-
dard signature algorithm as per Definition 3 which satisfies the security notion
as per Definition 4. Readers should note that this signature scheme is used to
ensure that the public data is indeed correctly published by C corresponding
to F . This can be verified by S in obvious way using Verify algorithm of the
SigScheme. SigScheme can be replaced by any construction which satisfies the
security notion given in Definition 4.

Algorithm 2. Outsource and Publish: OutsourceAndPublish

Input :
– Security Parameter, k
– Secret Key, sk for signature only.
– The set of data items to be outsourced, F = {m1,m2, . . . ,mn}, where mi ∈ Z

∗
p

Output: The data to be published to the public directory, Ppub

1 Ppub = ∅;
2 for i = 1 to n do

– Compute : gmi

– Compute : σ(gmi) ← Sign(sk, h(gmi)) // σ(gmi) is signature of gmi

– Ppub = Ppub ∪ {(gmi , σ(gmi))};

end
3 return Ppub;

C or TPA runs Algorithm 3 to query S for the proof of possession of data
items. The challenge comprises of the number of data items for which the proof
is sought, and keys that help in computing the proof.

S receives the challenge and runs Algorithm 4 to generate the proof and
sends the same to C. The time taken to compute the proof is O(t(log t)2).

C or TPA runs Algorithm 5 to verify the proof of possession received from
S. It outputs whether the proof is correct or not.
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Algorithm 3. Challenge Generation: ChalGen

Input : Security Parameter, k
Output: Challenge , chal

1 d
$← Z

∗
p ;

2 Compute gd;

3 Choose t
$← [1, n]; // Number of data items challenged;

4 Choose k1
c

$← {0, 1}k;
5 Choose k2

c
$← {0, 1}k such that

for j ← 1 to t do

aj
$← αk2

c
(j) is distinct from previous values. // These are the set of

co-efficients such that no two ai, i= 1 to t is same

end

6 Let chal = {t, gd, k1
c , k

2
c};

7 Return chal.

Algorithm 4. Generation of Proof of Possession : ProofGen

Input :
– Challenge , chal = {t, gd, k1

c , k
2
c}

– F = {m1,m2, . . . ,mn}
Output: The Data Possession Proof, V

1 for j ← 1 to t do
ij = πk1

c
(j) // These are the indices of the data items for which

the proof of possession to be generated

end
2 for j ← 1 to t do

aj
$← αk2

c
(j). // These are the set of co-efficients such that no

two ai, i= 1 to t is same i.e., all are distinct.

end
3 Construct a polynomial Pd(x) by using the Principle of Lagrange’s interpolation

given by Equation 1 (Section 8) with the points
{(a1,mi1), (a2,mi2), . . . , (at,mit)};

4 Compute Sd = Pd(0);

5 Compute V = gdSd ;
6 Return V ;

6 Security Analysis

Definition 7 (Cheating Cloud Storage Server). A Cheating Cloud Storage
Server is the CSS which tries to pass the data possession proof verification stage
without possessing the data items requested in the challenge by the verifier.
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Algorithm 5. Verifying the Proof of Data Possession : VerifyProof

Input :
– Challenge , chal = {t, gd, k1

c , k
2
c}

– The proof of possession V and Secret of the challenge, d
– Public metadata, Ppub

Output: Correstness of the proof, Success or Failure.
1 for j ← 1 to t do

ij = πk1
c
(j) // These are the indices of the data items for which

the proof of possession to be generated

end
2 Let T = ∅ ;
3 for j ← 1 to t do

aj
$← αk2

c
(j)

T = T
⋃

aj ; // These are the set of co-efficients such that no two

ai, i= 1 to t is same. All the aj are distinct.

end
4 for j ← 1 to t do

Compute lj(0) with T = {a1, . . . , at} using Equation 2 (See Section 8).
// lj(0) is the lagrange’s coefficient wrt aj evaluated at 0

end

5 Compute gu =
∏t

j=1 g
mij

lj(0); // It has access to Ppub, {gmi1 . . . gmit } ;

6 if (gu)d = V then
Return “Success”

else
Return “Failure”

end

Proposition 1. Under Computational Diffie Hellman Assumption, a cheating
Cloud Storage Server can provide the correct proof of possession for the data
items specified in the challenge with negligible probability.

Proof. Consider the data possession game of Definition 6. Let A be an ad-
versary (a cheating CSS). Challenger (TPA) runs Algorithm 1, sends pk to A
and keeps sk secret. We assume that in the group G chosen Computational
Diffie Hellman (hence DLP assumption holds as CDH implies DLP) assump-
tion holds. A chooses m1,m2, . . . ,mn and sends to C. C runs Algorithm 2 with
{m1,m2, . . . ,mn} as input and gives {(gmi , σ(gmi))}, for 1 ≤ i ≤ n to A.

Challenger runs Algorithm 3 and sends chal = {t, gd, k1, k2} to A and keeps d
secret. The parameter t, where 1 ≤ t ≤ n specifies the number of data items for
which the proof is sought. k1 specifies indices of t data items. Let {i1, i2, . . . , it}
be the set of indices determined by the PRP with key k1. Let mi1 ,mi2 , . . . ,mit

be the corresponding data items. Adversary A generates the set of coefficients
{a1, . . . , at} using k2 and the function α. We consider the following two cases:

1. Adversary A possesses all challenged data items : If adversary A possesses
mi1 ,mi2 , . . . ,mit then it constructs the polynomial P (x) passing through
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(aj ,mij ), for 1 ≤ j ≤ t and sends gdP (0) to challenger (See Algorithm 4).
TPA computes lj(0), j = 1, . . . , n using Lagranges polynomial Equation 2
(Section 8). Using public data gmij , for j = 1 to t, it computes gu =∏t

j=1 g
mij

lj(0). TPA uses secret d to compute (gu)d. It accepts as success as

(gu)d = gdP (0) (See Algorithm 5).
2. Adversary A is missing some/all challenged data items : Suppose adversary

is not in possession of say l, where 1 ≤ l ≤ t data items among requested t
data items. W.l.o.g let these missing l blocks be {mi1 ,mi2 , . . . ,mil}. Now A
want to construct the proof of possession so that it passes the verification.
We give the following attempts that A can make.
Case 1: With the set of coefficients {a1, . . . , at} generated using k2, A can
compute lj(0), for j = 1, . . . , t using equation 2 (Section 8). Using the public

data gmij , for j = 1 to t, it computes gu =
∏t

j=1 g
mij

lj(0). This is simlilar
to what challenger computes in step 5 of Algorithm 5. To pass thorugh the
step 6, now A should get d. Now adversary has to solve the instance of
Discrete Logarithm Problem: Given (g, gd) A should compute d. According
to Discrete Logarithm Assumption (Definition 1), the probability that A can
solve this is negligible. Hence, a cheating CSS cannot pass the verification
without solving an instance of Discrete Logarithm problem. A fails to pass
the verification.
Case 2: AdversaryAmight try to guess the missing l blocks. The probability
with which A can guess a data item is 1

p . The probability that the adversary

can guess all l blocks is 1
pl . For larger p and l this is negligible (close to 0).

Case 3: With the set of coefficients {a1, . . . , at} generated using k2, A can
compute lj(0), for j = 1, . . . , t using equation 2 (Section 8). Using the public

data gmij , j = 1 to t, it computes gu =
∏t

j=1 g
mij

lj(0). If A computes gdu

from gu and gd, it can pass the verification. Under the Computational Diffie
Hellman assumption (Definition 2), given gu and gd, A cannot compute gdu.
So, A fails to pass the verification.

So, a cheating CSS without possessing data items requested can pass the verifi-
cation phase with negligible probability.

6.1 Performance

We analyze the performance of our proposed scheme for the computation cost
of each algorithm (Table 1), the storage cost of each entity (Table 2) and the
communication cost of each phase (Table 3). In Table 1, Table 2 and Table 3, k
is the security parameter, |p| is the size of an element (in bits) in the group G
considered in our scheme, t is the number of data items for which the proof of
possession is sought, n is the number of number of data items outsourced on to
the CSS and |t| is the required number of bits to specify t.

It should be noted that, the computation cost to generate the proof requires
one exponentiation. It means CSS should carry out only one exponentiation per
request. Client need to store only its primary secret key used for signature gener-
ation. The proof size is essentially an element of the group under consideration.
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Table 1. Computation Cost of each Algorithm in Proposed PDP Scheme

Algorithm Addition Multiplication Exponentiation

Setup 0 0 0

OutSourcePublish 0 0 n

ChalGen 0 0 0

ProofGen 2(t-1) 2(t-1) 1

VerifyProof t-1 2(t-1) t

Table 2. Storage Cost of each Entity of the PDP Scheme

Entity Storage Cost (Bits)

Client k (Secret key for SigScheme)

Cloud Storage Server n|p|
Verifier |p| + 2k +|t|
Public Directory n|p|

Table 3. Communication Cost at each Phase of the PDP system

Phase Communication Cost (Bits)

Challenge 2k+ |p| +|t|
Response (Proof Size) |p|

7 Comparison

We compare our proposed scheme with the scheme by Ateneise et. al in [9].
Suppose the size of the modulus in [9] and p in our scheme is of l bits. Then client
should store 3l bits and 128 bits (AES key size) and delegate the same to TPA
for public auditability. The challenge has four values of about l bits+ 40 bytes.
The proof from server contains two values which total l bits+ 20 bytes.

In the proposed scheme, client need not to store any information except its
secret key of signature scheme. Client need not to give any secrets to TPA.
Challenge has four values similar to [9]. The TPA should keep only one secret
till the completion of the proof verification (in our scheme it is the value of d).
The proof from server contains only one value total of l bits.

8 The Lagrange Form of the Interpolation Polynomial

Let {(x1, y1), . . . , (xj , yj), . . . , (xk, yk)} be the set of k points, where no two x′
js

are same. The interpolation polynomial in the Lagrange form is the linear com-
bination,

P (x) =
k∑

j=1

yjlj(x) (1) of lj(x) =
∏

1≤i≤k,i�=j

x− xi

xj − xi
(2)

The degree of the polynomial P (x) is less than or equal to k − 1.
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9 Conclusion

We have designed a publicly auditable provable data possession scheme for the
outsourced data in the public cloud. We have defined the security of the scheme
and proved the security of the scheme under the group satisfying CDH (hence
DLP) assumption against a cheating cloud storage server. Any TPA including
the client can check the proof of verification. In the proposed scheme, there is
no secret key involoved in computing the metadata (except for signature) that
helps in verification of the proof of possession. Client or TPA need not to store
any secrets related to public metadata. The size of the proof is less compared to
the size of the proof generated in [9]. The cloud storage server needs only one
exponentiation operation to generate the proof which is desirable. As a future
work, we focus on reducing the size of the proof.
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Abstract. Recently, considerable research work have been conducted towards 
finding fast and accurate pattern classifiers for training Intrusion Detection 
Systems (IDSs). This paper proposes using the so called Fuzzy ARTMAT 
classifier to detect intrusions in computer network. Our investigation shows, 
through simulations, how efficient such a classifier can be when used as the 
learning mechanism of a typical IDS. The promising evaluation results in terms 
of both detection accuracy and training duration indicate that the Fuzzy 
ARTMAP is indeed viable for this sort of application. 

Keywords: Fuzzy ARTMAP, security, intrusion detection. 

1 Introduction 

The non-authorized access into a computer network represents one of the most 
dangerous threats to the computer’s security in such networks. Because of that, it is 
crucial to have mechanisms that inform system administrators of potential threats so 
proper actions can be taken, preventing the attacked system from further damage. 
These mechanisms are commonly called Intrusion Detection System (IDS). 

In general, An IDS works based on one of two principles. It can either match 
suspicious patterns to previously known intrusion rules or recognize abnormal 
activities in the network [1]. The former approach is called signature detection, while 
the latter is the anomaly detection. 

The drawback of signature-based IDSs is that they are limited to previously known 
attacks, i.e., these IDSs are not able to detect new forms of attacks that may arise. 
Because of that, new approaches, based on learning machine techniques, for anomaly 
detection are of paramount importance these days. Additionally, such techniques 
should not be too computationally intensive [2]. In this sense, we focus on the 
learning machine paradigm in this work. 
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We investigate here the effectiveness of using the neural network called fuzzy 
ARTMAP in training an IDS. This classifier provides a unique solution known as 
stability-plasticity dilemma since it both preserves the previously acquired knowledge 
over the evaluated data (stability) and self-adapts to new patterns of classification 
(plasticity) [3]. Firstly, we evaluated the IDS training duration, global detection rate, 
and accuracy by using the well-known KDD99 training dataset. We used this dataset 
because it has been widely and successfully used for IDSs calibration [4]. 
Subsequently, we evaluated the IDS on a real wireless network (WLAN). In these 
experiments, four types of attackes were evaluated and the results were compared to 
three distinct IDS of the literature. The results are encouraging.   

The remainder of this paper is organized as follows. In section 2 we present related 
work. Section 3 explains the fuzzy ARTMAP. In section 4 we introduce our proposed 
approach for training IDSs on the basis of the fuzzy ARTMAP, and also present the 
performance evaluations related to both the KDD99 dataset and the real WLAN. Finally 
in the last section we conclude our evaluations and outline potential future work. 

2 Related Work 

There exist various learning approaches for training and classifying IDS. The 
proposal presented in [5] shows that the Fuzzy ARTMAP classifier renders low 
performance in detecting intrusion. Nevertheless, their experiments were conducted in 
wired networks only and they did not use any optimizing mechanism to improve the 
right classification rate.  

On the other hand, the proposal in [2] uses a genetic algorithm based technique, as 
optimizing mechanism, for computing setup parameters that enhance the effectiveness 
of the Fuzzy ARTMAP classifier toward 100% of correct detection rate. The 
disadvantage here is that the dataset used does not represent a wireless network either.   

The work in [6] uses a Fuzzy ARTMAP neural network to detect intrusion in 
heterogeneous wireless networks. Their approach attempts to reduce error in 
classifying the attacks by using an access control security service based on the context 
aware role paradigm. As the proposal focuses on access control modeling, it does not 
fit Wireless LAN (WLAN) attacks. 

 Finally, in this work we propose a Fuzzy ARTMAP neural network as a classifier 
of features to recognize attacks in the MAC sub layer of a WLAN. 

3 Fuzzy ARTMAP Neural Networks 

Neural networks have been used extensively for detecting intrusions in computer 
networks [2], which confirms that the paradigm of learning by sampling in training 
IDSs are becoming more and more popular these days. In particular, the fuzzy 
ARTMAP neural network represents a valuable supervisioned learning system that 
classifies input data into stable categories to respond to random input patterns [3].  

Fig. 1 depicts the architecture of the fuzzy ARTMAP neural network. It comprises 
two modules: fuzzy ARTa and fuzzy ARTb. Both modules use the same structure of 
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the neural network ART1 (not shown in the figure) that uses the logical operations of 
the fuzzy logic theory [7]. 

These two modules are interconnected by a third module called inter-ART which 
controls the training of the mapping of ARTa recognition categories onto ARTb 
recognition categories. The inter-ART associates the input parameters (ARTa ) with 
the output parameters (ARTb ) using the match tracking mechanism, aiming at 
maximizing the generalization of the recognition categories and minimizing the 
network errors [3].  

 

Fig. 1. Architecture of the fuzzy ARTMAP neural network [3] 

The algorithm of such a neural network works based on the following steps [3]:  

− Step 1: If needed, normalize the ARTa  (input vector) and ARTb (output vector). 
Initially, all neuron values should be normalized to guarantee that they are in the 
range 0-1;  

− Step 2: Encode the vectors of ARTa and ARTb modules: a new input pattern should 
go through a preliminary complement coding in order to preserve the information 
amplitude;  

− Step 3: Initialize the weights and parameters of ARTa, ARTb and Inter-ART. First 
initialize the weights (when set to 1, means that all the categories are deactivated), 
then the training rate (β between 0 and 1), followed by the choice parameter (α > 0) 
and finally the vigilance parameter (ρa, ρb and ρab between 0 and 1); 

− Step 4: Choose the category for ARTa and ARTb. If more than one module is 
active, take the one that has the highest ordering index; 

− Step 5: Test the vigilance of ARTa and  ARTb. If the vigilance criterion is met, 
then the resonance (match) takes place. Otherwise a new index is chosen restarting 
from phase 4. The searching process repeats until an index value, that meets the 
vigilance test, is found; 
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− Step 6: Match tracking between ARTa and ARTb: check if there was matching 
between the input and output. If not, search another index that satisfies it; 

− Step 7 Adaptation of the weights: the vector (layer F2) of the ARTa, ARTb and 
Inter-ART are updated with the new weights; 

− Step 8: Repeat steps 4 through 7 for every pair of vectors to be trained. 

4 Investigating the Performance of the Fuzzy ARTMAP in 
Detecting Intrusions 

In this section we will initially detail the use of the fuzzy ARTMAP classifier being 
used for training an IDS. In these evaluations, we used the well-known KDD99 
training dataset. Subsequently, we will compare our approach with existing work in 
terms of its accuracy to detect attacks in real wireless LAN. 

4.1  Applying Fuzzy ARTMAP Classifier on KDD99 Dataset 

Despite being relatively old and encompasses just little attacks against UNIX based 
systems and Cisco routers, KDD99 [8] is a well-known dataset widely used in 
training and testing IDSs in the literature. Many researchers still adopt such a dataset 
for evaluating both intrusion detection and machine learning algorithms [4]. By using 
KDD99, we intended mainly to facilitate comparisons to similar work [1,2,9]. In fact, 
in order to reduce the amount of samples to be processed, we used here the so called 
training dataset (10% KDD99) only.  

The input vector receives the registers of the KDD99 training dataset. However, we 
used the optimized dataset proposed in [9], in which only the most relevant features of 
the original dataset are taken. As a result, the input vector is shortened to a dimension 
of 14.  

The output vector, which contains the classes of detections by the IDS, is defined 
through a binary coding of two bits, as illustrated in Table 1. 

Table 1. Output Vectors (binary) corresponding of the classes of intrusions 

Detection type Class Output vector b
Normal S1 01

Anomaly S2 10

 
To evaluate the performance of the IDS trained with the fuzzy ARTMAP classifier, 

we worked with three scenarios as shown in Table 2. Scenario 2 has half of the 
samples for effective training, and the other half for testing the Fuzzy ARTMAP. 
Scenarios 1 and 3 vary the amount of such samples. The idea here is to see how much 
such the variation of the number of samples impact the proposed approach 
performance. The whole dataset used in these evaluations contains 125.793 instances. 

The parameters setup used in the fuzzy ARTMAP classifier for training the IDS 
are the same as the one in [10]. The reasoning here is that although the work in [10]  
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Table 2. Configuration of the simulated scenarios 

Scenario   
Total registers of the KDD99 training dataset in each phase 

Training Test 
1 33% 67%
2 50% 50%
3 66% 34%

 
uses a neuro-fuzzy-wavelet network to detect voltage anomalies in electric power 
systems, the final goal is pretty similar to the one in our work. That is, both researches 
pursue to detect anomalies using data from a given dataset. Hence, we used as 
parameters setup for the fuzzy ARTMAP the values shown in Table 3. 

Table 3. Configuration parameters for the Fuzzy ARTMAP classifier 

Parameter Value 
Choice Parameter (α) 0,001 
Training rate (β) 1 
Network vigilance Parameter ARTa(ρa) 0,99 
Network vigilance Parameter ARTb(ρb) 0,9 
Vigilance Parameter of the inter-ART(ρab) 0,99 

 
The efficiency of the IDS were assessed through the following parameters: training 

duration, global detection rate, accuracy rate.  
The simulations were conducted using the WEKA programing tool [11], which had 

been used in [9] and turned out being very efficient in the implementation of patterns 
classifiers.  

The results in Table 4 indicate that for the training duration parameter the three 
scenarios provided similarly small values, i.e., duration of about 2 minutes long. This 
happens mainly due to the stability-plasticity dilemma property of the classifier, 
which causes it to employ an incremental learning. This means it only trains new 
activity patterns, as it keeps the former learned activities (sort of retentive memory).  

Based on that, as long as the new samples inserted into the dataset do not represent 
new activity patterns, no further training is needed. As a consequence, shorter training 
periods are achieved. 

Another important observation to be highlighted in Table 4 is that the slight 
reduction in the training duration for the scenario 2 was not maintained for scenario 3. 
In other words, despite the gradual increase in the number of training data from 
scenario 1 to scenario 3, there was not a sensible plasticity in the learning 
achievement since the training duration reduction was not linear.  

Table 4. Results of the Simulated Scenarios 

Scenario 
Performance

IDS training duration (sec) Global detection rate (%) 
1 122,97 72,85
2 118,81 87,20
3 121,54 88,91
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Concerning the global detection rate parameter, one can see in Table 4 that from 
scenario 2 onwards the value of this parameter seems to converge to a value around 
88%. This happens because of the reduction in the number of new activity patterns. It 
means that even though the number of samples in the training dataset have been 
increased, the sample contains no new learning categories.   

The results depicted in Fig. 2 indicate that when the IDS input data includes a large 
diversity of values, it is possible to achieve higher accuracy rates. This is confirmed 
by the results for scenarios 2 and 3, in which at least 50% of the dataset are used for 
training the IDS, and an accuracy of approximately 90% is achieved. This is definitely 
an encouraging result given the short duration of the involved training.   

In addition to the parameters addressed above, it is also very important to evaluate 
the false positive rate, since it might assist us in finding situations in which a classifier 
enhances detection rate at the expense of the accuracy [9].  
 

 

Fig. 2. Results of the accuracy rate for the simulated scenarios 

As shown in Fig. 3, the neuro-fuzzy classifier did not perform satisfactorily for 
scenario 1 in which the training dataset used was limited to only 33% of the whole 
training dataset. In this case, almost half of the evaluated “normal data” were labeled 
as being anomalous data. On the other hand, as the number of samples in the training 
dataset increased the false positive rate reduced and established around 10%. Hence, 
it is proper to say that the accuracy of the classifier depends strongly on the threshold 
established for the minimal number of samples in the training. 

The main advantage of the evaluated classifier shown in our evaluations is the fast 
processing in the training phase of the IDS. Even when a large number of samples 
were used (about 85.000 samples) the training duration was really short. Once again, 
this is possible because the fuzzy ARTMAP classifier keeps its former learned 
knowledge and only retrain the IDS when a new activity pattern comes in.  

This property is key here since most classifiers have to train the whole training data 
whenever new samples are inserted in the dataset. The only problem here is that such 
a retraining may be complicated since changes can occur while the data are being 
retrained. Besides, when a new pattern is learned, there is no guarantee that the 
network topology and the previous learning parameter continue representing a good  
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Fig. 3. Results of the false positive rate for the simulated scenarios 

solution. As a consequence, the training duration increases because new decision 
regions are needed, the network will have more hidden layers, and the size of the 
neural network input matrix will be greater. 

4.2 Applying Fuzzy ARTMAP Classifier on a WLAN 

In order to validate our Wireless IDS (WIDS), we conducted evaluations in a 
controlled environment, whose topology is illustrated in Fig. 4, to generate data set to 
be used in training, validating and test of the WIDS. The evaluated network was 
composed of three wireless station and one access point (AP). Station 1 injected 
normal traffic into the network (HTTP, FTP). Airplay tool was executed in station 2 
to launch simultaneously the four predefined attacks (chopchop, duration, 
deauthentication e fragmentation). In station 3 was run the wireshark to capture the 
passing-by (normal and intrusion) traffic. The predefined attacks are as follows: 

• Chopchop – attacker  intercept  a cryptography frame and uses the base station to 
guess the clear text of the frame by brute force that is repeated until all intercepted 
frames are deciphered [12]. 

• Deauthentication - attacker transmits to the  client stations a false deauthentication 
frame to render the network unavailable [13]. 

• Duration - attacker sends a frame with the high value of NAV (Network Allocation 
Vector) field to prevent any client station from using the shared medium to 
transmit [13].  

• Fragmentation - attacker uses a fragmentation/assembly technique running in the 
base station to discover a flow key used to encrypt frames in a WLAN [12]. 
 

Next, the captured data were pre-processed to extract only the MAC header out of the 
control frames of the MAC sub layer (protocol version, type, subtype, to DS, from DS, 
more fragment, retry, power management, more data, WEP, order, duration, 
address1, address2, address3 e sequence control). This was necessary because we 
intended to determine the impact of such frames in specifying the signatures of 
attacks against wireless LANs. 
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The validation of the Fuzzy ARTMAP neural network occurs by using validation 
data set composed of 6400 samples, being 4000 samples of normal traffic and 2400 
samples of intrusion traffic, as shown in Table 5. The validation phase is needed to 
prevent that, in some cases, the classifier presents a good performance with the 
samples from the training subset, but keeps a poor performance with samples from the 
test subset. 

Once the network is trained and validated, we get the parameters of the Fuzzy 
ARTMAP neural network, which are: choose parameter (α) = 0.01, vigilance 
parameter of the network ARTa (ρ ) = 0.7, vigilance parameter of the network ARTb ρ  = 1, vigilance parameter of the associative map ρ  = 0.99 and training rate (β) 
= 1. After this, the test subset is computed by the classifier which computes its 
outputs. From Table 5, the test subset has 8200 new samples divided in 5000 samples 
of normal traffic and 3200 samples of intrusion traffic. 

In the evaluation of our approach, we compared our results with the ones of other 
three classifiers: Support Vector Machine (SVM), Multilayer Perceptron with 
Backpropagation (MPBP) and Radial Basis Function (RBF). We used here the test 
subset presented in Table 5. These classifiers were chosen because of their large use 
in machine learning based IDS [5].  

The following metrics can be used to evaluate a pattern classifier for intrusion 
detection systems: True Positive (TP), an intrusive activity is identified correclty; 
True Negative (TN), a non-intrusive activity is identified correctly; False Positive 
(FP), a non-intrusive activity is identified as an intrusive one; False Negative (FN), a 
intrusive activity is identified as an non-intrusive one. 

In general, however, the detection rate and false alarm rate metrics are the most 
common ones in evaluating IDSs [4]. The detection rate is is computed as 
TP/(TP+FN) and false alarm rate is computed as FP)TN+FP). An efficient classifier 
should get a high detection rate and a low false alarm rate [4]. We present next the 
results from the performance evaluation we have conducted.  

To evaluate the performance of the classifier of standard used in the proposed 
WIDS, 8200 samples of the test subset were used in the two comparison scenarios 
below.  

The result for the first scenario, shown in Fig 5, we have the training time spent by 
the classifier in constructing its learning data set. It is clear that our approach renders 
much shorter training time than the others the classifiers. This is due mainly the 
stability-plasticity property [3] that causes the Fuzzy ARTMAP neural network to use 
incremental learning (training only the new standards of activities), without forgetting 
the standards of activities previously learned. 

Fig. 6 shows the result of the second evaluated scenario, in which the detection rate 
of the classifiers are evaluated based on the categories above mentioned. Note that for 
the normal category, although our classifier gets a representative detection rate of 
roughly 80%, it performs poorer than the other classifiers. 

Regarding the categories related to attacks, we have two clearly distinct situations. 
The four classifiers provided high detection rate of approximately 100% for the 
duration and deauthentication attacks. This means these categories of attacks have 
traffic characterization of easy recognition by the classifiers evaluated in this work. 
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5 Conclusions and Outlook 

We have evaluated the efficiency of the fuzzy ARTMAP classifier in assisting an 
IDS. The achieved results suggest that this classifier is viable to be implemented in 
anomaly-based IDSs. Using short period of training resulted in high detection and 
accurate rates. In the preliminary evaluations conducted here, by comparing our 
proposal with the existing ones, our approach performed really well. 

As future work, we intend to investigate the use of the fuzzy ARTMAP classifier 
in hybrid training architectures. This means to combine this classifier with other 
lightweight classification techniques. Another interesting task to be conducted is to 
apply new feature selection techniques towards further reducing the vectorial space 
of the samples used in the IDS training. The challenges ahead regard achieving 
these enhancements without compromising accuracy and/or the computational 
processing. 
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threshold signcryption scheme. In this paper, we present variant of [1]
with group shared unsigncryption, which is based on discrete logarithm
problem in finite field. For unsigncryption to recover the message the
cooperation of group members of the receivers group is required. The
proposed scheme has additional advantage against malicious verifiers.

Keywords: signcryption, group unsigncryption, identity-based cryptog-
raphy, threshold signcryption.

1 Introduction

Confidentiality, integrity, non-repudiation and authentication are the important
requirements for many cryptographic applications. A traditional approach to
achieve these requirements is to sign-then-encrypt the message. Signcryption,
first proposed by Zheng [2] in 1997, is a new cryptographic primitive that per-
forms signature and encryption simultaneously, at much lower computational
and communication overhead than the sign-then-encrypt approach. This idea is
widely accepted today.

Identity-based (ID-based) cryptosystem was introduced by Shamir [3]. The
unique property of ID-based cryptosystem is that a users public key can be
any binary string, such as an email address that can identify the user. This
removes the need for senders to look up the recipients public key before sending
out an encrypted message. These systems involve a trusted authority called
private key generators (PKGs) whose job is to compute users private key from
his/her identity information. Although Shamir constructed an identity-based
signature scheme using RSA function but he could not construct an identity-
based encryption and this became a long-lasting open problem. Only in 2001,
Shamir’s open problem was independently solved by Boneh and Franklin [4] and
Cocks [5].

First ID-based signcryption scheme was proposed by Malone-Lee [6]. Libert
and Quisquater [7], pointed out that [6] scheme was not semantically secure
and proposed a provably secure ID-based signcryption schemes from pairings.
However, the properties of public verifiability and forward security are mutually
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exclusive in their scheme. Chow et al. [8] proposed ID-based signcryption schemes
that provide both public verifiability and forward security.

The idea of threshold cryptography is to protect information (or computation)
by fault-tolerantly distributing it among a cluster of cooperating computers. The
fundamental problem of threshold cryptography is problem of securely sharing
of a secret(key or information). A secret sharing scheme allows one to distribute
a piece of secret information among several servers in a way that meets the
following requirements:

– No group of corrupt servers (smaller than a given threshold) can figure out
what the secret is, even if they cooperate.

– When it becomes necessary that the secret information be reconstructed, a
large enough number of servers (a number larger than the above threshold)
can always do it.

Duan et al. [9] proposed an identity based threshold signcryption scheme by com-
bining the concept of ID-based threshold signature and signcryption together.
However, in [9], the master key of the PKG is distributed to a number of PKGs,
which creates a bottleneck on the PKGs. Peng et al. [10] proposed an ID- based
threshold signcryption scheme based on [7] (Kudo [11]). However, [10] scheme
does not provide the forward security, which means anyone who obtains the
senders private key can recover the original message of a signcrypted text. Ma et
al. [12] also proposed a threshold signcryption scheme using the bilinear pairing.
However, [12] is not ID-based. Fagen Li et al. [13] proposed an ID-based thresh-
old signcryption scheme based on bilinear pairing and proved the confidentialiy
under DBDH assumption in the random oracle model.

Above all identity-based signcryption schemes are based on bilinear pair ing.
To our best knowledge Xiaoyu et al.[1] is the latest work in identity-based thresh-
old signcryption without bilinear pairing.

1. The receiver of the signcryption in the presented scheme is now a group of
users rather than an individual.

2. The scheme presented here has taken measures to make sure that verifiers
even if they become malicious are identified.

2 Preliminaries

2.1 Computational Complexity Assumptions

Definition: Discrete Logarithm Problem(DLP) is defined for a given a finite
field Zp, a generator g of a multiplicative group Zp, and y ∈ Zp, compute the
least positive integer x ∈ Zp, such that y = gx mod p.

Complexity Assumptions: We assume that the DLP is intractable, which
means there is no polynomial time algorithm to solve any of them with non-
negligible probability.
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2.2 Threshold Cryptography

Threshold cryptography aims at enhancing the availability and security of de-
cryption and signature schemes by splitting private keys into several (say n)
shares (typically, each of size comparable to the original secret key). In these
schemes, a quorum of at least t(≤ n) servers needs to act upon a message to
produce the result (decrypted value or signature), while corrupting less than t
servers maintains the schemes security.

Threshold cryptography [14] [15] [16] avoids single points of failure by splitting
cryptographic keys into n > 1 shares which are stored by servers in distinct
locations.

2.3 Shamir’s (t,n) Threshold Signcryption

In order to share a private keyDID, we need the Shamir’s (t, n) threshold scheme.
Suppose that we have chosen integers t(a threshold) and n satisfying 1 ≤ t ≤
n ≤ q. First, we pick R1, R2, . . . Rt−1 at random from G∗. Then we construct a
function

F (u) = DID +
t−1∑
j=1

ujRj

Finally, we compute DIDi = F (i) for 1 ≤ i ≤ n and send DIDI to the ith
member of the message recipient group. When the number of shares reaches the
threshold t, the function F (u) can be reconstructed by computing,

F (u) =

t∑
j=1

DIDjNj

where

Nj =

t∑
i=1,j �=i

u− i

j − i
mod q

The private key DID can be recovered by computing DID = F (0).

3 Overview of the Proposed Scheme

Let G = {U1, U2, . . . , Un} represents a signer group. This sheme has 4 stages:
setup, key distributing-extract, signcrypt and unsigncrypt.

1. Setup: For a security parameter k, outputs the public parameters {p, q, g,
H1, H2}. These parameters are used in latter phases of the scheme.

2. Key distributing-extract : Here the keys are registered to the users based on
their IDi in the Key Management Center(KMC). Using published public
parameters the KMC, outputs a group key pair (y, v) for the group manager
and a key pair (yi, vi) for IDi



38 P.K. Mishra, and K. Singh, and S. Baruntar

3. Signcrypt : On input the key pair (yi, vi) and IDi of every user Ui(i =
1, 2, . . . , n), message m and the public key YBG of the designated receiver
group, outputs a threshold signcryption σ

4. Unsigncrypt : In this step each member of the recieving group Ui ∈ BG
contributes in unsigncryption. On input the key pair (YBG, vBG) of the des-
ignated verifiers, the public key of the signer group y, and signature σoutputs
a verification decision, ⊥, if the member rejects else the message is accepted
by the receiver group. This additionally provides mechanism against mali-
cious verifiers, via partial signature scheme.

4 Details of Our Scheme

The following will show the detailed modeling of the scheme

4.1 Setup

Let p and q be two large primes where p = 2q + 1. Let α ∈ Zp be an element
of order q. Then let 1 ≤ a ≤ q − 1and let β = αa mod p. We then let G denote
the multiplicative subgroup of Zp of order q where G consists of the quadratic
residues mod p. Finally we let the set of possible messages be equal to the set
of possible signatures be equal to G. Choose g ∈ G, a generator of the group G.
We also define cryptographic functions H1 : {0, 1}∗ → Z∗

q andH2 : Zp → {0, 1}∗.
The public parameters are declared as {p, q, g,H1, H2}

4.2 Key Distributing-Extract

There are two different types of services provided in this phase: sender side key
management and receiver side key management.

For sender side, let G = {U1, U2, . . . , Un} represents a signer group. Signer
Group Manager(SGM) can be viewed as a group manager who can be trusted
in this group.

1. KMC chooses a random polynomial of degree t−1: f(x) = a0+a1x+a2x
2+

· · ·+ at−1x
t−1 mod q, computes y = gf(0) as group public key and v = f(0)

is group secret key.
2. On receiving private key extraction query IDi(such as an email address)

from any Ui(i = 1, 2, . . . , n), KMC computes vi = f(IDi) mod q and yi =
gvi mod p. Then KMC sends the private key vi to Ui in a secure way. yi is
user’s public key.

3. KMC publishes y, yi and IDi(i = 1, 2, . . . , n), then sends the private key
v = f(0) to SGM in a secure way.

Every receiver Bi ∈ BG(receiver group) performs the following steps to obtain
the public key for the group:

1. Chooses private key, uniformly randomly xi ∈ Zq

2. Compute public key, yi = g



ID-Based Threshold Signcryption and Group Unsigncryption 39

3. Choose αi ∈ Zq/p

4. Compute βi = αxi

i mod p
5. Broadcast yi, αi and βi

On receiving yi from other members of the group if RGM finds two or more
members having same values for yi then those members are to redo the previous
steps. Otherwise each Bi computes the following

YBG =

n∏
i=1

yi

The Receiver Group Manager(RGM) of the group BG then publishes the YBG

4.3 Signcrypt

1. Ui performs the following:
(a) Choose ki uniformly at random Z∗

q

(b) Compute ri = gki mod p
(c) Send ri(i = 1, 2, . . . , t) to SGM

2. SGM performs the following:
(a) Check whether ri = rj , if it returns YES, then ask Ui(orUj) to send a

new ri( or rj)
(b) Otherwise, SGM broadcast ri(i = 1, 2, . . . , t) in the group.

3. When all the collaborative users receive ri(i = 1, 2, . . . , t), Ui performs the
following:

(a) Compute r =
t∑

i=1

ri mod p

(b) Choose li uniformly at random from Z∗
q and compute Li = gli mod p

(c) Compute si = vi

[
t∏

i=1

IDj

IDj−IDi

]
− kir + liH1(m) mod q

(d) Set σi = (m, ri, si, Li)as a signature fragment and send it to SGM.
4. On receiving σi = (m, ri, si, Li), SGM accept σi if and only if the following

equation holds:

rri g
si = y

t∏

i=1

IDj
IDj−IDi L

H1(m)
i (1)

5. If all the σi = (m, ri, si, Li) is efficient, SGM performs the following:

(a) Compute S =
t∑

i=1

si

(b) Compute R =
( t∏
i=1

ri
)r

mod p

(c) Compute W =
t∏

i=1

Li mod p

(d) Compute C = m⊕H2(Y
f(0)
BG )

Set σ = (C,R,W, S) as the threshold signcryption and send to members
of BG.
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4.4 Unsigncrypt

On receiving σ = (C,R,W, S), each verifier Bi ∈ BG performs the following:

1. Compute zi = yxi

2. Send zi to RGM

On receiving zj(j = 1, 2, . . . , n|j �= i) from all the members of the group, RGM
then does the following for each member:

1. RGM chooses at random e1, e2 ∈ Zq

2. RGM then computes di = ze1i βe2
i mod p and send it to Bi ∈ BG.

One receiving di from RGM, each Bi then computes and send back to RGM the
following:

ti = dxi mod q
i mod p

RGM accepts zi as a valid partial signature on y if and only if

ti ≡ ye1αe2
i mod p (2)

After verifying all the zi, RGM broadcasts them to all the members of BG. Then
each member does the following:

1. Compute z =
n∏

i=1

zi

2. Compute m = C ⊕H2(z)
3. Accept σ if and only if the following equation holds

yR−1WH1(m) = gS mod p (3)

5 Correctness

Theorem 1: If σi = (m, ri, si, Li) is effective, then (1) holds.

Proof: The proof of this is same as given in (1). If σi = (m, ri, si, Li) is indeed
signed by the user Ui, then

1. yi = gvi mod p
2. Li = gli mod p

3. si = vi

[
t∏

i=1

IDj

IDj−IDi
]− kir + liH1(m) mod q

Now it can be shown,

rri g
si = gkir · gvi

[ t∏

i=1

IDj
IDj−IDi

]−kir+liH1(m)

= g
vi

[ t∏

i=1

IDj
IDj−IDi

] · gliH1(m)

= y

t∏

i=1

IDj
IDj−IDi

i · LH1(m)
i

Hence (1) will always hold.
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Theorem 2: If zi is effective, then (2) holds.

Proof: RGM accepts zi as a valid partial signature for y if and only if (2) holds.
The full proof can be found in [17]. Let us assume that zi is a valid partial
signature for y from Bi and then show that RGM will accept it. We begin by
looking at the response ti RGM receives from Bi. From the definition we directly
get

ti ≡ d
x−1
i

i mod p

≡ z
e1x

−1
i

i βe2x
−1
i mod p (4)

Where all exponents are as usual reduced modulo the group order q. Now let us
look at how zi and βi are defined

zi ≡ yxi mod p

z−xi

i ≡ y mod p (5)

and

βi ≡ αxi mod p

β−xi

i ≡ α mod p (6)

By substituting from (5) and (6), in (4) we get

ti ≡ ye1αe2
i mod p

Thus (2) will hold.

Theorem 3: If σ = (C,R,W, S) is effective then (3) holds.

Proof: The proof is same as given in [2]. From the given below:

1. Li = gli mod p

2. W =
t∏

i=1

Li mod p

3. R =
( t∏
i=1

ri
)r

mod p

4. S =
t∑

i=1

si

Now using Lagrange Interpolation Formula, we have:

t∏
i=1

y

t∏

i=1,j �=i

IDj
IDj−IDi

i = g

t∑

i=1

vi·
t∏

i=1,j �=i

IDj
IDj−IDi

mod p

= gf(0)

= y (7)
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Also

R−1 =
( t∏
i=1

ri
)−r

mod p

=
( t∏
i=1

gki
)−r

mod p

= g

t∑

i=1

−kir
mod p (8)

and,

R−1WH1(m) = g

t∑

i=1

−kir · g
t∑

i=1

liH1(m)

= g

t∑

i=1

[−kir+liH1(m)]
(9)

From (7), (8) and (9),

yR−1WH1(m) = g

t∑

i=1

[
vi·
[ t∏

i=1,j �=i

IDj
IDj−IDi

]
−kir+liH1(m)

]

= g

t∑

i=1

si

= gS mod p

Thus (3) will hold.

6 Security Analysis of Scheme

Our scheme has the properties of authentication, secrecy, data integrity, privacy
of signers, privacy of verifier’s and security against malicious verifier.

6.1 Authentication

FromTheorem 1 andTheorem 3, we have shown that the signature are indeed
produced by legitimate users, and (1) and (3) guarantees their verifiability by
verifiers.

6.2 Secrecy

In section 4.4, we can see that the message can only be extracted if all the
members secret key xi, are known for calculation of zi.

6.3 Data Integrity

Hash function H1 will ensure the data integrity. If message m is changed by an
adversary, then H1(m) will not be the same and (3) will no longer hold.
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6.4 Privacy of Signers

From section 4.3, we can see that in computation si no information about the
secret key vi is revealed to SGM as finding ki and li is DLP.

6.5 Privacy of Verifiers

From section 4.4, we can see that in computation zi no information about the
secret key xi is revealed to RGM or any other user as finding xi is DLP.

6.6 Security against Malicious Verifiers

In Theorem 2 we have shown that if any of the verifiers become malicious then
they will be caught immediately.

7 Conclusion

We have proposed a secure identity-based (t, n)threshold signcryption and group
unsigncryption with extension to security against malicious verifiers. This scheme
is the first of its kind to incorporate group unsigncryption without using bilinear
pairing.
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Abstract. This paper proposes a model (architecture and protocol) that will 
help in securing assignment submissions into learning management systems. A 
client server architecture that uses cryptography is proposed to transform a 
regular assignment deliverable into a secure deliverable. A protocol is devised 
between client and server such that faculty and students can securely obtain 
symmetric keys to either encrypt or decrypt an assignment deliverable.  

Keywords: application specific protocols, learning management systems, 
secure protocol, symmetric key exchange mechanism, client server architecture, 
plagiarism check, confidentiality in transit, confidentiality in storage, integrity 
of deliverables. 

1 Introduction 

Information and communication technologies have transformed the way we teach and 
way we learn. These technologies opened avenues for remote learning, digital 
learning (e-learning) and automation of processes in conventional education systems. 
In this context, deliverables (worked out assignment answers that are submitted after 
completion) play major role in student assessments. For managing the deliverables 
and course content most universities use learning management systems (example 
Moodle, other university specific applications). Learning management systems (LMS) 
provide users with options to upload the deliverables. Majority of the learning 
management systems operate on HTTP (web based - plain text).   

Plagiarism is one of the primary concerns in student assessment, although most 
universities operate tools to detect copied deliverables majority of these cases go 
undetected.  My assumption here is reputed universities give assignments that are 
designed specifically for enrolled students and therefore solutions are not available on 
the internet. Copied deliverables can be classified based on whether student 
deliberately shared his work output, or the deliverable is copied without authors notice.  

Consider two given scenarios: (1) A student shares his worked out deliverable after 
uploading it in LMS, by giving away his login details. Ultimately claiming my account 
is hacked, if he gets caught.  (2)  Other students can use network traffic sniffers (like 
wireshark, libcap) to read ongoing traffic, and pick up deliverables without authors 
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consent. Because most LMS are not HTTPS enabled (reasons being certificates are 
expensive, and performance intense). It is possible to pick up deliverables that are 
transferred in regular HTTP traffic (plain text). In scenario 2 students gets punishment 
without his/her fault, if he/she gets caught. 

This paper proposes an approach, which minimizes problems created by above 
mentioned two scenarios. Over all goals are, if an assignment deliverable is copied 
then it is due to willful sharing of students (not on transit or at server), making students 
accountable. A client server architectural approach & application specific protocol is 
proposed that will ensure secure deliverable submissions (capable of confidentiality, 
integrity, authentication, and non repudiation of each deliverable). 

2 Crypto Primitives  

This application uses cryptographic primitives to achieve secure deliverable 
submissions. Each (secure) deliverable submitted by a student is encrypted with 
industry adopted symmetric key crypto algorithms that have received substantial public 
review and have been proven to work effectively like AES with substantial key size 
(256 bits). When encrypted deliverable is submitted to LMS over open network, it is 
hard for packet sniffers to retrieve plain text (high level crypto with large key size 
makes it almost impossible).  

Managing the symmetric key is the challenging part of these kinds of applications. 
Alternative approaches with asymmetric key cryptography are available using public 
key infrastructure (proven with other electronic commerce applications), which is not 
recommended in this scenario because (1) it involves issuing certificates to all the users 
including students (2) public key algorithms need funding and they are expensive (3) 
computationally performance intense, and consume lot of time.  

To open the decrypt deliverables faculty will need same symmetric key used by 
students for encryption.  Transferring the symmetric key unprotected is almost 
equivalent to no encryption. Stand alone client server program is proposed for secure 
key transfer and key management.  Server acts as trusted third party for all the users (in 
this case students and faculty). Server generates, issues, stores, and manages symmetric 
keys. All communication between server and client software is protected by protocol 
designed specifically for this kind of applications. 

The proposed model does not involve asymmetric key cryptography hence the 
computation required for encrypting or decrypting a deliverable is relatively lower. 
Client program is not responsible for creation of symmetric keys hence at user 
computer this computation is saved.  

3 Client Server Program   

Client server programming model is most appropriate for managing keys; socket 
programming is best suited for sending/receiving messages between client and server. 
All communication is encapsulated in application layer, rest of the internet layers are  
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constructed by network sockets. Server waits for client's request on a designated port 
number.  Server program is capable of understanding application specific pre-defined 
codes that corresponds to type of client requests (for example: request for creation of 
symmetric key, request for using existing symmetric key, change of user password etc. 
all are pre-defined constants). Server is also capable of performing role based 
operations, (for example: if client software is logged-in by student it generates 
symmetric key and if client software is logged-in by faculty it retrieves already 
generated symmetric key).  

Given below is an image that illustrates (at high level) how client and server 
program is used for this process. Server interface in client program does the socket 
communication. Client interface in client program is responsible for encrypting and 
decrypting the deliverables. Server program is responsible for key management. 

 

 

Fig. 1. Model architecture for secure assignments submission. Assignment submission in LMS 
is as usual. Client server program will help convert regular derliverable into secure deliverable. 

3.1 The Server Program 

Server is programmed to store, search, retrieve, respond based on user request type. 
Server is programmed to concurrently handle multiple client programs connected at 
one point in time.  Server stores application details with-in, this storage can be made 
either in database or inside regular text files (additional security measures are required 
for data that is stored inside flat files implementation).  Users of this application are 
registered with the server therefore login details like user id, password, role in 
organization, login status etc. are stored and maintained by the server.  Passwords used 
for authenticating a user must adhere with server specified size, usage of alpha 
numerals etc.  

All communications between clients and server are encrypted, symmetric key that is 
required to encrypt or decrypt communication is called shared key between client and 
server. Server stores all the shared keys along with time stamp, corresponding user 
identification in its data store, as represented in table 1 below. Server will need to  
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Table 1.  Example data structure at the server to store user shared keys 

User Identifier Time Stamp Shared key between client and server  
   
   
   

 
define time threshold, indicating how long a shared key is valid. If this time threshold 
expires, client will need to request for a new shared key.  

Apart from above mentioned details, server will also store all the symmetric keys 
required to encrypt assignment deliverables. These symmetric keys are generated by 
the server upon request from user with a student role on client program. These 
symmetric keys are used by client programs to encrypt a deliverable. Because there 
is no time limitation for how long a deliverable is maintained in LMS, server may 
have to stored these keys for longer period of time like till the end of academic year.  
For faster retrieval of these keys, each of these symmetric keys is uniquely identified 
with an ID number.  Server maintains key details corresponding to each user, that is 
User id, message digest of the file, IP/MAC address from which deliverable is 
uploaded, unique id given for the key, the symmetric key required for the 
deliverable. Fixed size symmetric keys are generated using simple programming 
logic for faster execution (for example: Message Digest of (Random Number || User 
ID || File message digest || Unique file identifier || Time stamp)). Higher the key sizes 
better the security measures.  

Table 2. Example data structure at the server to store symmetric keys to encrypt or decrypt 
deliverables 

Symmetric 
key unique 
identifier 

Symmetric 
key 

User 
identifier 

Message 
Digest 

MAC 
address 

     

     

     

 
If the unique identifier for symmetric key are sequential in nature then data is 

stored in sorted order, hence it is faster to retrieve specific symmetric key using 
key identifier with search algorithms. If all the values are stored inside data base 
management systems, then symmetric keys can be retrieved even faster as values 
are indexed by DBMS software that can scale up to billions of deliverable 
symmetric keys.  

Connection time required for client server communication is low, as maximum 
number of message exchanges is 4. This way server wait queue is processed quickly. 
With help of socket programming concurrency techniques like threads server can scale 
up to thousands of users or more.   
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3.2 The Client Program 

Client program must be installed by all the users (faculty and students). Client program 
always initiates the connection, this request starts with a user log-in. Client program 
provides interface for login with username and password. Client software is configured 
to accept a strong password that includes alpha numeral characters and special symbols 
with minimum number of letters for password.  Client programs can also be configured 
to bring users to assigned/specific work stations, such that a student can upload 
deliverables from his/her designated computer only (however this functionality is 
optional).  Client program can send workstation specific information like IP address or 
MAC address to know location from where user is uploading the deliverable. Client 
program provides interface to browse and select a file from the resident computer. 
Once a file is selected client program is capable of encrypting or decrypting that file 
using symmetric key assigned by server. Based on the user role like (1) students will 
use client software for encrypting deliverables. (2) Faculty will use client software for 
decrypting deliverables.   

For a student after selecting the deliverable that is choosing the file from local 
computer he will need to use encryption options, output of the program is saved in 
same directory with server sent symmetric key unique identifier as file extension (for 
example: rollno2_program3_dotc.2342313, here 2342313 is symmetric key identifier). 
This is the output file, and it can be uploaded in learning management systems (LMS), 
as deliverable.  Uploading into the LMS is out of scope for the proposed system, this is 
the usual procedure a student follows to submit their assignments / deliverables.  

Faculty can download student's deliverable from LMS with the usual procedure. 
Faculty also uses client program because he needs to evaluate the encrypted 
deliverable. After login a faculty can select downloaded deliverable using client 
program browse interface. To obtain the plain text (un-encrypted) original file (in our 
previous example: rollno2_program3_dotc) faculty end client program must send 
symmetric key identifier to the server. If symmetric key identifier is not present on the 
deliverable file name, offline communication is needed to obtain the key ID from the 
student. Client program at faculty must recognize key ID from the deliverable or 
provide interface for the user to input.  Faculty end client program receives symmetric 
key to decrypt secure deliverable from the server that is symmetric key corresponding 
to unique key identifier of the deliverable.  

Client software must be capable of calculating message digests or hash functions 
before and after cryptographic process. Deliverable integrity checks are done by 
comparing (string compare) fixed length hash function output strings.  

4 The Protocol   

Client and server exchange messages based on rules and formats mentioned below. 
Application specific protocol messages are explained here using formal methods as 
specified in reference [1].   First step in this protocol is shared key establishment; in 
this phase client and server arrive upon a shared key which is used as encryption key 
for all subsequent communication.  
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4.1 Shared Key Establishment 

Given here is the formal method, please note enclosed in curly brackets { } means 
encrypted, with a key that is mentioned outside brackets, T means time stamp, N 
represents nonce, MAC represents media access control address used for identifying a 
network interface, U represents username. 

 
C --> S: U, {U, Mac AddressC, Nc, T}Password 
S --> C: {U,Mac AddressS,Nc,Ns, Kcs, T}Password 
C --> S: {U, Ns, Nc1, T}Kcs 
S --> C: {Nc1}Kcs 

 
Client initiates the connection by sending username (in plain text), encrypted 
authentication information, the  user id, client MAC address, a random number 
(nonce), and time stamp, all this information is encrypted with user password. Here 
password is used as encryption key. Server decrypts received information with 
password corresponding to username. This is an attempt to authenticate user without 
actually having to transfer password (on wire) in plain text. Decryption can only 
happen when user password stored in server is equal to password client program used 
for encryption, if server can decrypt information it only mean username password are 
correct.  If user password stored in server data store does not match with password 
used as key, generated output will have all garbage values. Server can respond 
authentication failure and close the connection.   

Once authenticated, server responds to client with Username, server MAC address, 
nonce sent by client, server random number (nonce), shared key, server time stamp all 
this information is again encrypted by user password. Client software can decrypt this 
communication with user password. Nonce is a random number used for freshness of 
message and for verification. By observing these nonce, client and server can be sure 
the messages are corresponding to current session, not the once stored from previous 
client and server communications (this ensures protection against replay attacks). After 
this step client has the shared key sent by the server therefore all further client server 
messages are encrypted with the shared key. 

Next two messages are used for confirmation, which is agreeing upon the shared 
key. Client sends to the server username, server nonce, a new client nonce, time stamp 
all this information encrypted with the shared key. This is confirmation that client has 
agreed to use server given shared key. Server sends back the new client nonce 
(encrypted with shared key) indicating successful establishment of shared key. 

If client or server nonce does not match then shared key establishment is failure or 
incomplete. Similarly if client program does not demonstrate the knowledge of share 
key then server does not engage / communicate with the client. Server also returns pre 
defined code for in correct shared key usage. 

4.2 Symmetric Key Management 

Learning management systems (LMS) usually provide students option for uploading 
single or multiple files. Where ever necessary, students will have to zip (compress or 
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combine) all files before uploading into one submit-able file, the deliverable. These 
deliverables are encrypted with symmetric key algorithms. In cryptography, symmetric 
key means same (one) key for both encryption and decryption process.  

4.2.1   At Student, the Symmetric Key Is Requested for Encrypting 
Client program requests server for symmetric key and server program responds with 
unique identifier and the symmetric key. Given here is a formal method for clients 
requesting symmetric key to encrypt a deliverable: 

 
Message 1   C --> S: U, {CODE, U, H(X), T}Kcs 

Message 2   S --> C :{ Id, K, {Ns} K, T} Kcs 
Message 3   C --> S :{ Ns} Kcs 

 
Here U represents user id,  CODE is pre-defined number indicating client is requesting 
for symmetric key (for example: 511525),  H(X) represents hash function output of 
given deliverable, T represents timestamp, K represents symmetric key, N represents 
nonce, and Kcs is shared key between client and server. 

In message 1, Client communicates with the server by sending user name in plain 
text, and remaining sent information is encrypted with the shared key, that is request 
code for symmetric key, user name, message digest of deliverable, time stamp.  Server 
can decrypt this client communication with user’s corresponding shared key. In 
message 2, server generates the fixed length symmetric key, unique symmetric key 
identifier, a nonce (encrypted with symmetric key for verification), and time stamp. All 
this information is encrypted with shared key before sending to client. In message 3, 
client obtains the symmetric key, stores key identifier and decrypts server nonce (that 
was previously encrypted and sent in message 2). This decrypted nonce is sent back to 
server, which is now verified (if Ns match - client has got the right symmetric key). 

4.2.2   At Faculty, the Symmetric Key Is Requested for Decrypting 
Server is programmed to retrieve symmetric key only if key identifier is provided. 
Server responds to key requests based on user name, and its role.  Request for 
decryption key (with key identifier) is possible only for owner of the deliverable and 
users with faculty role. Given here is a formal method for clients requesting symmetric 
key to decrypt a deliverable:  

 
Message 1  C --> S: U, {CODE, U, Id, T} Kcs 

Message 2  S --> C: {Id, K, {Ns} K, T} Kcs 
Message 3  C --> S: {Ns} Kcs 

 
Here U represents user id,  CODE is pre-defined number indicating client is requesting 
for symmetric key (for example: 411525),  Id is the identifier of symmetric key, T 
represents timestamp, K represents symmetric key, N represents nonce, and Kcs is 
shared key between client and server. 

In message 1,  client (at faculty end) requests to server by sending user name in 
plain text, and remaining sent information is encrypted with shared key, that is request 
code for symmetric key, user name, unique id of the symmetric key, time stamp.  
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Server can decrypt this client communication with corresponding shared key. In 
message 2, server retrieves symmetric key corresponding to unique key identifier. 
Server sends to client identifier, key, a nonce (encrypted with this symmetric key for 
verification), and time stamp. All this information is encrypted with shared key before 
sending to client. In message 3, client obtains the symmetric key, stores key identifier 
and decrypts server nonce (that was previously encrypted and sent in message 2). This 
decrypted nonce is sent back to server, which is now verified (if Ns match - client has 
got the right symmetric key). 

Faculty can now use this symmetric key to decrypt student's deliverables. 

5 The Integrity Check   

Message integrity checks are required to verify completeness and consistency. Many 
hash functions like message digest are used to generate message integrity codes. Client 
software will verify if the intended communication is complete. It is important for the 
faculty to know, that a deliverable is not altered during communication or storage.  

Client software applies hash function before a deliverable goes through encryption 
process. A deliverable, and its message digest are part of the plain text.  After 
decryption, the deliverables and message digest are saved in the faculty computer.  
Client software verifies file message digest with decrypted message digest. If they are 
exactly same this means deliverable is not altered in transit or storage. 

6 Other Applications    

Security modules in existing learning management systems are either SSL/TLS based 
or LMS specific proprietary security (lock-in) mechanisms. With SSL / TLS based 
encryptions all educational institutions need digital certificates for assignments purpose 
(and will need effective certificates management) which is expensive as specified in 
section 2 (crypto primitives).  Learning management system specific security solutions 
work only in that LMS environment and may be difficult to migrate (to other LMS) 
later on. 

Architecture discussed in this paper will work in assignment submissions scenario 
and can be applied to all group (1 to many) based circulation of confidential 
information like securing digital notice boards, securing office documents where one 
party acts at encryption end  while other party obtains key using role based 
authentication at decryption end. For the submissions that do not require secure 
transfer, proposed model can be bypassed and users can continue with the usual / 
regular mode of submissions.  

7 Conclusion  

Secure assignment (deliverables) submission architecture & protocol will help in 
achieving confidentiality of student deliverables on wire & LMS storage through 
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cryptography, authentication is achieved through passwords and machine specific 
information like MAC address, integrity of the deliverable is achieved using hash 
functions and non repudiation is achieved using shared keys & client software. This 
process will rule out chances of copying deliverables on wire and from learning 
management systems.  

Long passwords must be used to avoid dictionary attacks before establishing shared 
key.  Hashing is used by student client program while uploading the deliverable this is 
used in avoiding corrupted files occasionally created by network transfers. This is 
because network protocols verify packet level integrity not at file/deliverable level.  

Existing learning management systems need not be changed or modified to 
incorporate this solution. This solution can also avoid writing numerous plug-ins for 
different kinds of Learning Management Systems, secure transfers. Simple applications 
like these can enhance universities deterrence toward plagiarism check. 
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Abstract. In this paper we reduce the communication and computation 
overhead involved in Leader Election for running Intrusion Detection System 
(IDS) for a cluster of nodes in mobile ad hoc networks using Mobile Agents. To 
reduce the performance overhead of IDS, a leader node is elected to handle 
intrusion detection service for the whole cluster. If the cluster head selection is 
random, it might be possible that resource consumption of the leader is higher 
and it might just lose all its power. Thus overall lifetime of cluster reduces to 
lesser than useful lifetime. It is clear that such methods have no guarantee to 
work. The solution requires balancing the resource consumption among all the 
nodes and thus increase the overall lifetime of a cluster by electing the most 
cost- efficient node. We will call it leader-IDS. Our contribution to the election 
scheme is to design an algorithm which uses mobile agents to gather resource 
information from all the cluster nodes and use it to elect leader in optimum and 
secure manner. 

Keywords: MANET security, Intrusion detection system, Mobile Agents, 
Cluster Head Election. 

1 Introduction 

Mobile Ad hoc NETwork (MANET) [1] is a set of mobile devices like laptops, PDAs, 
smart phones which communicate with each other over wireless links without a 
predefined infrastructure or a central authority. The member nodes are themselves 
responsible for the creation, operation and maintenance of the network using single 
hop or multi hop communication. The characteristics of MANET includes dynamic 
topology, lack of fixed infrastructure, vulnerability of nodes and communication 
channel, lack of traffic concentration points, limited power, less and varying 
computational capacity, less memory, and limited bandwidth which makes the task of 
achieving a secure and reliable communication more difficult. 

MANETS have no centralized checkpoint where Intrusion Detection System can 
be deployed. Earlier proposed solutions had each node run IDS to perform local 
intrusion detection and cooperate with other nodes to perform global intrusion 



 Secure Leader Election Algorithm Optimized for Power Saving 55 

 

detection [2]. This scheme was inefficient in terms of resource consumption therefore 
cluster-based detection scheme were proposed [3][4].For Clustering, the nodes in 
MANET are divided into a set of 1-hop clusters where each node belongs to at least 
one cluster and a leader node (Cluster Head) is elected to run the IDS for the entire 
cluster. The leader-IDS election process can be random [3] or decided on the 
connectivity [4]. The resource availability of different nodes is different which must 
be considered by an election scheme otherwise some node’s batteries dip will faster 
than others, leading to a loss in connectivity and reduction in overall lifetime of a 
cluster when these nodes become unavailable due to lack of power. Moreover if a 
shellfish node is elected then it may impede to run IDS and put the entire cluster at 
risk. To balance the resource consumption of IDSs among nodes and increase lifetime 
of a cluster, nodes with the most remaining resources should be elected as the leaders 
[5][6][7]. But resource information being private information, shellfish nodes may not 
reveal their remaining resources, during an election of the leader node to conserve 
their resource and vent other’s. To balance the resource consumption among all the 
nodes and increase the overall lifetime of a cluster a mechanism is given using 
Vickrey, Clarke, and Groves (VCG) [8] and mechanism design theory in [5][6] for 
leader election. 

While these schemes provide a solution for election of leader-IDS in presence of 
shellfish nodes, [5] and [7] do not deal with security issues, [6] provides a secure 
communication using public key infrastructure but all the nodes need to sign their 
information before sending and also needs to verify other nodes signature before 
computing costs which increases overhead. Moreover all the above schemes require 
broadcasts by all the nodes. We propose to use mobile agents to elect leader-IDS. 
Mobile agents are light weight; computationally efficient, flexible autonomous 
program agents can halt and ship themselves to another node on the network, and 
continue execution at the new node. An agent doesn't restart execution from the 
beginning at the new node; it continues where it left off.  

For communication MANET over wireless links, mobile agents can be used for 
their efficiency in lightweight computation and suitability in cooperative Cluster Head 
computation. Mobile agents have been used in several techniques for intrusion 
detection systems in MANETs [10]. Due to its capability to travel through the large 
network, they can interact and cooperate with nodes, collect information, and perform 
tasks assigned to them. Opposed to traditional approaches where large amounts of 
data are transported towards the computation location, mobile agents allows the 
analysis programs to move closer to the audit data. Mobile agents can reduce the 
amount of communication through the network and is extensively used for distributed 
applications.  

We have designed new algorithm that uses mobile agents to gather resource 
information from all the cluster nodes and use it to elect leader-IDS in optimum 
manner. Our scheme is inspired from Ajanta Systems [11] to design mechanisms that 
allow a mobile agent’s owner to ensure security of an agent using three techniques: 
read only state, append only logs and selective revealing of the state. This work will 
be able to reduce the battery and bandwidth consumption for leader-IDS election and 
will be greatly useful for scenarios where mobility of nodes is higher. We justify the 
correctness of our proposed scheme through analysis. 
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The rest of this paper is organized as follows: Section 2 reviews related work. 
Section 3 illustrates our approach. Section 4 illustrates the Leader election scheme 
without Mobile Agents. Section 5 devises the Leader Election Process with Mobile 
Agents. Finally, Section 6 concludes the paper and discusses future work. 

2 Related Works 

The first distributed and cooperative IDS was proposed in [2] which used statistical 
anomaly detection, this model was extended in [3] where the job of intrusion 
detection was carried out by a Cluster Head selected in random fashion where each 
node is equally likely to be elected regardless of its remaining resources. In [4], elects 
a node with a high degree of connectivity even though the node may have little 
resources left.  

In [5] a unified framework is proposed for balancing the resource consumption 
among all the nodes and for electing the most cost-efficient node known as leader-
IDS. A mechanism is designed using Vickrey, Clarke, and Groves (VCG) to achieve 
the desired goal. To monitor the behavior of the leader and to catch and punish a 
misbehaving leader, they have made use of checkers that interact among each other 
using cooperative game-theoretic model to reduce the false-positive rate. A multi-
stage catch mechanism is also introduced to reduce the performance overhead of 
checkers.  

In [7] leader election scheme is proposed for electing most energy remaining node 
using QA-VCG mechanism by simplifying it to increase the survival time of nodes 
and to motivate the nodes to behave honestly and reveal their true cost of analysis by 
giving them incentives. The mechanism derives from QA-VCG an efficient multi-
attributes procurement combinatorial auction model. 
In [6] which is an extension to [5] leader election in presence of shellfish nodes. To 
address the selfish behavior, incentives are given in the form of reputation to 
encourage nodes to honestly participate in the election scheme by revealing of their 
available resources. The design of incentives is based on a classical mechanism 
design model, namely, Vickrey, Clarke, and Groves (VCG) [8] which guarantees that 
truth-telling is always the dominant strategy for every node during each election 
phase. They propose a series of local election algorithm that can lead to globally 
optimal election results with low cost. This scheme uses public key infrastructure for 
secure communication. 

Limitation of existing scheme is the number of broadcasts and signature 
verifications that needs to be performed on all the nodes for gathering resource 
information to ensure secure communication. We propose a scheme where Mobile 
agents are used to gather the resource information from the nodes to avoid the 
broadcasts and signature verifications by each individual node. Instead of all the 
nodes broadcasting their resource information and vote, one of the nodes creates 
mobile agent to perform the task in an efficient manner by reducing the battery and 
bandwidth consumption. 

Whenever the agent moves to a node, the node should not be allowed to steal the 
agent’s information. Also the agent should be protected against modifications. The 
agent also requires protection against attacks from a hostile host which can be 
maliciously destroying an agent or tempering with an agent such that it may attack its 
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own initiator. Unfortunately fully protecting an agent against all kind of attacks is 
impossible (Farmer et al., 1996) and alternative approach is to organize the agents in a 
way that modifications can be detected. This approach has been followed in Ajanta 
Systems [11]. Ajanta provides three mechanisms that allow an agent’s owner to detect 
that an agent has been tampered with: read only state, append only logs and selective 
revealing of the state. These three mechanisms has inspired us to device a scheme for 
secure Cluster Head Election in MANET. 

In our work for leader-IDS election, we propose to modify the algorithms in [6] by 
introducing mobile agents that will be used for gathering resource information and 
votes in a secure manner and thus reduce the overall battery and bandwidth 
consumption leading to efficiency and power saving. 

3 Our Approach 

MANET can modeled as undirected graph G = (N, L) where N is the set of mobile 
nodes and L is the set of bidirectional links. Using Cluster-first approach [12] clusters 
are formed in a network, and then, the nodes belonging to that cluster elect a leader 
node. Every cluster has a set of nodes n  N and a set of links l  L. One N and a set of links l  L. One L. One-hop neighbor 
nodes form a cluster and nodes might belong to more than one cluster. It is assumed 
that each node has an IDS and a unique identity. Nodes can overhear each other using 
omnidirectional antenna.  

 

 

Fig. 1. An example scenario of leader election in MANET 
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Cluster head election is time consuming and resource intensive and requires 
broadcast and signature verification by every participating node; we propose to 
optimize it using mobile agents using our algorithm for leader election which is 
described below. We have extended the algorithm described in [6] with the 
introduction of mobile agents. Figure 1 shows a MANET composed of 9 nodes 
labeled from N1 to N9. These nodes are located in three 1-hop cluster nodes with 
varying resource and energy level. We assume the nodes N3 and N4 have low energy 
level. With Random Election Model [3], each node will have equal probability of 
being elected as leader to run the IDS, if nodes N3 and N4 are elected, they will die 
faster leading to partitioning in the network. Under Connectivity Index based 
approach [4], N3 and N4 will score higher and get elected leading to similar 
circumstances. Moreover, if shellfish nodes are elected as leaders, they will decline to 
do their job of running IDS. The scheme presented in [6] balances the resource 
consumption of IDS among all nodes and also prevents shellfish behavior by giving 
incentives in the form of reputation. We extend the scheme presented in [6] by using 
Mobile Agents which will move from one node to another in the cluster for gathering 
resource information and vote information and Cluster Head computation. 

4 Leader Election Scheme without Mobile Agent 

Leader election scheme without using mobile agents is presented in [5], [6] and [7]. 

4.1 Requirements of Designing Leader Election Algorithm as Described in [6] 

1) To protect all the nodes in a network, every node should be monitored by a leader  
2) To balance the resource consumption of IDS service, the overall cost of analysis 
for protecting the whole network should be minimized. 

4.2 Assumptions 

1) Every node knows its (2-hop) neighbors 
2) Loosely synchronized clocks are available between nodes. 
3) Each node has a key (public and private) pair for establishing a secure 
communication between nodes. 
4) Each node is aware of the presence of a new node or removal of a node. 

4.3 To Start a New Election, the Election Algorithm Uses Four Types of 
Messages Which Are as Follows 

Hello: used by any node k to initiate the election process, Hello (IDk,Hash(costk)) 
Begin-Election: used to announce the cost of a node Begin-Election, (IDk,costk) 
Vote: sent by every node to elect a leader, Vote(IDk) 
Acknowledge: sent by the leader to broadcast its payment, and also as a confirmation 
of its leadership. 
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4.4 For Describing the Algorithm, Following Notations Are Used [6] 

service-table(k): The list of all ordinary nodes, those voted for the leader node k. 
reputation-table(k): The reputation table of node k. Each node keeps the record of 
reputation of all other nodes. 
neighbors(k): The set of node k’s neighbors. 
leadernode(k): The ID of node k’s leader. If node k is running its own IDS, then the 
variable contains k. 
leader(k): A boolean variable that sets to TRUE if node k is a leader and FALSE 
otherwise. 
 
Our election scheme is similar to that given in [6] but we are using mobile agents. 

5 Leader Election Using Mobile Agent 

Any node k which belongs to a cluster, initiates the election process by creating a 
Hello Agent contains Hello Message table whose format is shown in Table 1: 

Table 1. Hello Message Table 

Node Unique ID Hash of Nodes Cost* Signed MD Checksum 
IDk Hash(costk) E(PRk,IDk + Hash(costk)) Cinit

 
Explanation of Hello Massage Table of Table 1 is given below: 
*Cost implies a node’s cost of analysis 
IDk: node k’s unique identifier 
Hash(costk): hash value of the node k’s cost of analysis 
Hash is needed to ensure non-repudiation (avoid cheating) as all the nodes before 
knowing others cost values will have to declare their hash of cost and later on cannot 
change it. 
E(PRk,IDk + Hash(costk)): The IDk+Hash(costk) is the message digest signed by node 
k. 
This provides read-only state, authentication and integrity. When the agent arrives at 
another node, the node can easily detect whether read only state has been tampered 
with. 
Cinit =E( PUk ,N): PUk is the public key of the agent’s owner node k and N is the 
secret nonce known only to the node k. 
 
When the agent arrives at a node l, it appends its ID and hash value of cost and new 
checksum in the Hello Message table as shown in Table 2.  

Table 2. Hello Message Table with node k and l’s data 

Node Unique ID Hash of Nodes Cost Signed MD Checksum 
IDk Hash(costk) E(PRk,IDk + Hash(costk)) Cinit 
IDl Hash(costl) E(PRl, IDl + Hash(costl)) Cnew 
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Explanation of Hello Massage Table of Table 2 is given below: 
IDl: nodes unique identifier 
Hash(costl): hash value of the node’s cost of analysis 
E(PRl, IDl + Hash(costl)): The IDl+Hash(costl) is the message digest signed by node l. 
Cnew  : New checksum calculated by node l. Cnew = E(PUk, (Cold + Signed MD + PUl)) 
 
To allow an agent to collect information while moving between hosts, we provide 
secure append only table. This table is characterized by the fact that data can only be 
appended to the log; there is no way that data can be removed or modified without the 
owner being able to detect this. Initially the table and has only an associated 
checksum Cinit When the agent moves to a node l, it appends its ID, hash of its cost 
and Signed MD, and the new checksum. 

When the agent comes back to its owner, owner can verify if the table has been 
tampered with. The owner starts reading the table at the end by successively 
computing D(PRk, Cnew), on the checksum Cnew. Each iteration will return a checksum 
Cnext for the next iteration, along with Signed MD and public key, PUl for some node l. 
The agent owner can then verify if the last element in the table matches signed MD, 
for each node in each iteration step. The iteration stops when the initial checksum is 
reached or when a there is a signature mismatch. If the agent is not back after T1 
expires, a new agent is launched. 
 
Algorithm 1 (Executed by Hello Agent owner node k) 
/*On receiving Hello Agent, all nodes append their data in Hello Message table*/ 
1. if (Hello Agent returns after visiting all neighbors) then 
2. Perform verification of ID and Hash of Node Cost against Signed MD 
3. Validate the checksum to ensure integrity of table data 
4. Send Begin-Election Agent only to the nodes who have placed data in Hello 
Message table; 
/* Begin-Election agent contains Begin-Election Message table which allows each 
node to put their costs of analysis*/ 
4. else if(neighbors(k)= ) then) then 
5. Launch IDS. 
6. end if 
 
When hello Agent returns, node k checks whether it has received all the hash values 
from its neighbors. Nodes from whom the entries are not received are excluded from 
the election. On receiving the entries from all neighbors, node k creates Begin-
Election Agent containing Begin-Election table as shown in Table 3, in which allows 
nodes to enter their cost of analysis, and then, starts timer T2. If node k is the only 
node in the network or it does not have any neighbors, then it launches its own IDS. 

Table 3. Begin-Election Table 

Node Unique ID Nodes Cost Signed MD Checksum 
IDk costk E(PRk,IDk +costk) Cinit
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When Begin-Election agent returns, the node k compares the hash value of Hello 
Message table to the value received in the Begin-Election Message table to verify the 
cost of analysis for all the nodes. 
 
Algorithm 2 (Executed by Begin-Election Agent owner node k) 
/*On receiving Begin-Election Agent, all nodes append their actual cost in Begin-
Election table*/ 
1. if (Begin-Election Agent returns after visiting all neighbors) then 
2. Perform verification of ID and Node Cost against Signed MD 
3. Validate the checksum to ensure integrity of table data 
4. Calculate Hash of Nodes Cost and compare to Hash of Nodes Cost from Hello 
Message table  
4. Send Vote Agent to the nodes; 
/* Vote Agent contains read only Vote Message table which allows each node to find 
nodes with least costs of analysis and cast their votes*/ 

 
Node k then creates a read only Vote Agent containing Vote Message table containing 
ID, hash of cost, actual cost of analysis that it has obtained from each node as shown 
in Table 4. Vote Agent is used by a node to view cost of analysis of other nodes and 
cast their vote for any one neighboring node and start a timer. Note that cost of 
analysis is lesser if a node has higher energy level. Reputation value of all 
neighbouring nodes is maintained by each node 

Table 4. Read Only Vote Message Table 

Node Unique ID Hash of Nodes Cost Nodes Cost
IDl Hash(costl) Costl

IDi Hash(costi) Costi

 
Algorithm 3 (Executed by every node) 
/*Each node votes for one node among the neighbors*/ 
if (cost of neighbor node i is less than cost of node l) then 
send Vote PRl(IDl,IDi) ; 
leadernode(l) :=i; 
endif 

 
On receiving Vote Agent containing Vote Message table, the node l checks cost of 
analysis for the neighboring nodes to calculate the least-cost value and sends Vote for 
node i as in Algorithm 3. Vote message contains digitally signed IDl of the source 
node and the IDi of the proposed leader. Then, node l sets node i as its leader in order 
to update later on its reputation. The second least cost of analysis is needed by the 
leader node to calculate the payment [6]. If node l has the least cost among all its 
neighbors, then it votes for itself and starts a timer. 
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Algorithm 4 (Executed by Elected leader-IDS node)[6] 
/*Send Acknowledge message to the neighbor nodes*/ 
1. Leader(i) := TRUE; 
2. Compute Payment, Pi; 
3. update service-table(i); 
4. update reputation-table(i); 
5. Acknowledge = Pi + all the votes; 
6. Send Acknowledge(i); 
7. Launch IDS. 
 
When the timer expires, elected nodes calculate their payment. The elected node i 
calculates its payment Pi given in the form of reputation where truth telling is 
dominant strategy as given in [6].Updates the service table and reputation table for the 
voting nodes, sends an Acknowledge message to all the voting nodes as in Algorithm 
3. The Acknowledge message contains the payment and all the votes the leader 
received. The leader then launches its IDS. 

As described in [6] each node verifies the payment received from leader node and 
updates its reputation table. Leader nodes run the IDS for inspecting packets, during an 
interval TELECT after which election process is carried out again to choose new leader-IDS.  

6 Conclusions 

A mobile agent framework is deployed for communication among the nodes for 
Cluster Head Election related information. In our proposed algorithm, we use the 
autonomy and mobility associated with mobile agent technology to present an 
efficient and flexible and secure system, to deal with weak connectivity and 
inadequate bandwidth in MANETs and device a method to effectively and efficiently 
elect a cluster head. The above algorithm is cost efficient and secure leader election 
drastically reduces the computation overhead specially in case of high mobility 
networks where the frequency of elections is more. 

In the original algorithm [6], each normal node signs three messages and verifies 
3•Ngi•+ 1 messages, where Ngi is the number of neighboring nodes. On the other Ngi•+ 1 messages, where Ngi is the number of neighboring nodes. On the other 
hand, the leader node signs four messages and verifies 3•Ngi•messages. Each node Ngi•messages. Each node 
must find the least cost node which requires O(log(Ngi)). Therefore, each node 
approximately performs O(Ngi) verifications, O(1) signatures, and O(log(Ngi)) to 
calculate the least-cost node. Thus, the computation overhead for each node is 
approximately O(Ngi). 

In our algorithm each normal node signs three messages but verification is done 
only by mobile agent owner therefore the computation overhead of all normal nodes 
is less than O(Ngi).Communication overhead of each node broadcasting message in 
the first three steps is reduced using mobile agents and only leader node needs to 
broadcast a final Acknowledge message. 

Thus by modifying the algorithm in [6] to introduce mobile agents we can achieve 
reduction in communication and computation overhead leading to lesser power 
consumption. This technique of Secure Leader Election can be useful in Wireless 
Sensor Networks. As a future direction we would like to extend this model to provide 
efficient Intrusion Detection using Secure Mobile Agents. 
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Abstract. Wireless mesh network (WMN) is an effective means to pro-
vide internet services at cheaper cost. Authentication and key manage-
ment is a challenging issue in WMN due to the wireless media, multi-hop
communication and dynamic environment. On the other hand, neither
the pre-shared key nor the IEEE 802.1x based authentication mecha-
nisms are suitable for WMN. This paper proposes an effective authen-
tication mechanism named WAKE, to provide access control for mesh
clients. WAKE uses identity based cryptography and is non trivially
secure.

Keywords: Wireless mesh network, security, authentication, denial of
services attacks, identity based cryptography.

1 Introduction

Wireless mesh network has become more popular as it provides fast, simple,
reliable and less-expensive network deployment [1]. On the other hand, security
has become an important concern due to the wireless links in WMN which makes
it prone to several malicious attacks. Above all, the multi-hop communication
and self configuring features make the security issues more challenging.

Assume a typical wireless mesh network as shown in Figure. 1, in which, all
networking devices communicate each other through wireless communications.
The mesh routers (MRs) form the backbone, while a mesh client (MC) can
access the network services through MR, we refer those mesh access points (MA)
synonymously in this paper.

Authentication and key establishment between the MC and nearest MA is
most important to access control. Unfortunately, authentication and key agree-
ment is not within the scope of the IEEE802.11 networks. IEEE802.11s stan-
dard is an amendment towards meeting the requirement of WMN security. The
802.11s standard uses efficient mesh security association (EMSA) to prevent
unauthorized party from receiving or sending the information in WMN. EMSA
extends the security frameworks from 802.11i and 802.1x to fit into WMN for
establishing key between the MC and MR [10]. As per the recent draft standard
of 802.11s [9], RSNA establishment is based on 3 different approaches: (i) us-
ing 802.1x, (ii) PSK and (iii) password based. The password-based is recently
updated referred as simultaneous authentication for equals (SAE) [12].

S.M. Thampi et al. (Eds.): SNDS 2012, CCIS 335, pp. 64–74, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. A Typical Wireless Mesh Network

SAE seems to be an efficient authentication framework which, provides se-
cure alternative when, central authority is not available. It supports fast estab-
lishing of shared key between two peers. On the other hand, the new mesh
node willing to join into the WMN may not have the shared Password or
PSK. Therefore, fails to establish security association (SA) and tries to es-
tablish security association based on 802.1x. However, 802.1x is not suitable
for multi-hop networks like WMN, since an attacker can exploit this oppor-
tunity to flood the network by sending multiple SA requests leading to DoS
attacks.

To address the above issue, this paper proposes an effective authentication
and key establishment for WMN called WAKE. WAKE provides mutual au-
thentication to get rid from the rogue servers attacks. Apart from that, any MR
can execute WAKE without forwarding the packets to Authentication server
(through multi-hop), to avoid DoS attacks. The proposed-scheme is based on
identity based cryptography but does not use the complex bilinear mapping
operations, so easily implementable.

This paper is organized as follows. Next section discusses briefly about the
existing schemes. The proposed key establishment mechanism is discussed in
Section 4. In Section 5 we evaluate our scheme against security as well as per-
formance, and the proposal is concluded in Section 6. Rest of the paper uses the
symbols given in Table 1.
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2 Related Works

Many security proposals for WMN have focused on client authentication to pro-
vide access control. MobiSEC [7] uses 802.11i for authentication and key agree-
ment between MC and the MR (acts as access point to the MC). Zhang et.al
[14] proposed a ticket based universal pass (UPASS) technique in a novel user-
broker-operator trust model. This universal pass is given by a trusted broker.
Zhu et.al [15] adapted the UPASS approach without the role of the broker. To
improve the security Zhu et.al [16] proposed a secure localized authentication
and billing for multihop WMN.

Lee et.al [6] proposed a distributed authentication mechanism aiming at re-
ducing authentication delay. Their model uses multiple trusted nodes which are
distributed over WMN acting as authentication server. Consequently, the per-
formance decreases, if multiple clients fires authentication requests at the same
time. He et.al [4] proposed a lightweight AKE scheme based on hierarchical
multivariable symmetric functions. Li et.al [17] proposed a Ticket based fast
authentication protocol for mobile nodes in wireless mesh networks. The solu-
tion in [2] aims to mitigate the high computation and communication overheads
due to certificates in PKCS. Authentication server (AS) acts as the PKG which
shares a password with the authenticating STA. After the successful initial au-
thentication, the STA will have its private key. Subsequently the STA uses IBC
signature mechanism to authenticate other STAs. During initial authentication,
the authenticator mesh node acts as the forwarding node between the new STA
and AS, therefore flooding attack is feasible as on the 802.1x. Moreover, AS
needs to be on-line which would be a bottleneck.

Table 1. Notation

Symbol Meaning

AS Authentication server
PKG Private Key Generator
RA Registration Authority
IDx Identity of x
Sx Secret of node x given by RA
Nx Random nonce of x
H(.) One way hash function
x a mesh node x ∈ {MC,MR}

Texpx Expire time for node x
Kxy PMK between x and y
e public key of RA
d private key of RA

PSK Pre-shared key between MC and MR
MAC Message Authentication Code
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3 Network Assumptions

As shown in Fig.1, there are three major components in a typical wireless mesh
network.

Registration Authority RA: The registration authority server is used for ini-
tialization of system parameters and providing the secret keys to each authorized
node (MCs,MAs) to participate in WMN.

Mesh Access Point MA: WMN comprises of certain number of MAs forming
backbones by wireless mesh connection. These MAs provide the distribution
service to MCs and forward/ route the information so we call them MR (mesh
router) also.

Mesh Client MC: The mesh client nodes MCs are mobile and obtain the
WMN service through a MA.

The operator controls and manages all the MAs and MCsin his domain.
Therefore, all the MAs are registered with the RA before the deployment and to
prevent unauthorized accessMCs are registered before accessing for the services.
Each MC and MA get their secrets from RA during the registration phase.

4 WAKE: Authenticated Key Establishment for WMN

The proposed authentication mechanism WAKE, is to provide authentication
and key establishment between MC and MA. The scheme comprises with the
following 4 operational phases.

1. System Initialization Phase: Before the network starts its operation, the
(off-line) RA chooses a large 1024-bit prime numbers p and q randomly, and
a small number to be used as public key e. The corresponding secret key d
is determined to be e ∗ d ≡ 1 mod (p − 1)(q − 1). Let g be the generator of
that group and n is the product of primes p and q. RA makes 〈e,H, n, g〉
publicly available (each registered party will store these to use in future),
while keeps d a secret, where H is a strong one-way hash function.

2. Registration Phase: Before joining or accessing into the WMN, each mesh
client and access point need to be registered with the registration authority
(RA). The Registration process for each entity executes for once only and
can be performed through any of the existing secure registration process like
interacting with the RA directly/ physically.
The mesh client (c) with identity IDc sends a registration request to the
registration authority RA. As a response, RA computes the secret Sc as

Sc = ggc·d mod n (1)

where, gc = H(IDc||Texpc).

Finally, RA sends 〈Sc, Texpc〉 to the registered MC along with the public
parameters (e, H, p, g) . The mesh client c stores Sc in secret.
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Fig. 2. Authentication Phase

In the similar fashion each access point MA also registers with the RA
before participating into the network. Consequently, upon receiving the re-
quest of MA, RA sends 〈Sa, Texpa〉 along with the the public parameters (e,
H, p, g) to the registered MA where RA computes secret Sa as

Sa = gga·d mod n (2)

where, ga = H(IDa||Texpa).

3. Authentication and Key agreement Phase: In this phase, the mesh
client (MC) acts as supplicant associated with an existing MR which acts as
authenticator (MA). WAKE authentication techniques is depicted in Figure
2, which executes through the following steps.

S3.1: After the successful execution of peer link open and confirmation process,
the mesh router MA, generates random nonce Na and computes

βa = gNa mod n. (3)

MA requests for credential to client peer MC along with βa. MA keeps
Na in its buffer and invalidates the nonce after a specified time.
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S3.2: As a response, MC generates a random nonce Nc and computes γc, αc,
as

βc = gNc mod n, (4)

γc = βa
Nc mod n and (5)

αc = Sc
(Nc+h) mod n (6)

where h = H(IDc||γc||IDa).

MC sends 〈αc, βc, Texpc〉 to MA.
S3.3: Upon receiving 〈αc, βc, Texpc〉, MA checks that she owns an active ses-

sion.// MA assures the ID and Texp of MC, if

βc
gc · gh·gc = αc

e (7)

where h = H(IDc||γa||IDa),

γa = βc
Na mod n and

gc = H(IDc||Texpc).

If the above verification fails MA stops communication, otherwise it
computes

αa = Sa
(Na+h) mod n. (8)

Then, MA sends 〈αa, Texpa〉 to MC. MA computes the pairwise session
key (PSK) as

KAC = αc
(e·Na·ga) · βc

(h·ga·gc) mod n. (9)

MA computes PMK as K = H(IDa||KAC ||IDc||O).
S3.4: Upon receiving 〈αa, Texpa〉, MC verifies the legitimacy of MA. // MC

assures the ID and Texp of MA, if

βa
ga · gh·ga = αa

e (10)

where ga = H(IDa||Texpa).

If the verification fails MC stops communication, otherwise it compute
the PSK as

KCA = αa
(e·Nc·gc) · βa

(h·ga·gc) mod n. (11)

MC computes PMK as K = H(IDa||KCA||IDc||O).

4. Handover Authentication Phase:
S4.1: When a mesh client (MC) wants to move from one mesh access point

MA (with which it is associated) to another mesh access point MA′,
it sends a request along with a nonce NA′ for a roaming token. Subse-
quently, MA sends the roaming token RTAA′ as follows.

η = {NA′ + 1, IDc}KAA′

RTAA′ = {NA′ + 1, η}KAC
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Fig. 3. Handover Authentication Phase

S4.2: MC decrypts the token RTAA′ and assures the token to be authentic by
checking NA′ + 1.
Finally, MC sends the request for association along with η and
H(NA′ + 1) to MA′.

S4.3: MA′ decrypts the response and verifies if the obtained hash value matches
with that computed and the Identity IDc. If so MA′ assures MC to be
authentic.

4.1 Correctness of AKE Protocol

(a) Equality of γa and γc:

γa = βc
Na mod n = (gNc)Na mod n

= (gNa)Nc mod n = βa
Nc mod n = γc.

(12)

(b) Verification of IDc at MA:

αc
e = (SNc+h

c )e mod n

= (ggc·d)(Nc+h)·e mod n

= g(Nc+h)·gc mod n

= (gNc)gc · gh·gc mod n

= βc
gc · gh·gc .

(13)

(c) Verification of IDa at MC:

αa
e = (SNa+h

a )e mod n

= (gga·d)(Na+h)·e mod n

= g(Na+h)·ga mod n

= (gNa)ga · gh·ga mod n

= βa
ga · gh·ga .
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(d) Equality of PSKs (KAC and KCA):

KAC = αc
(e·Na·ga) · βc

(h·ga·gc) mod n

= Sc
(Nc+h)·(e·Na·ga) · gNc·(h·ga·gc) mod n

= ggc·d·(Nc+h)·(e·Na·ga) · gNc·(h·ga·gc) mod n

= ggc·(Nc+h)·Na·ga · gNc·(h·ga·gc) mod n

= ggc·Nc·Na·ga · ggc·h·Na·ga · gNc·h·ga·gc mod n

(14)

Similarly,

KCA = αa
(e·Nc·gc) · βa

(h·ga·gc) mod n

= Sa
(Na+h)·(e·Nc·gc) · gNa·(h·ga·gc) mod n

= gga·d·(Na+h)·(e·Nc·gc) · gNa·(h·ga·gc) mod n

= gga·(Na+h)·Nc·gc · gNa·(h·ga·gc) mod n

= gga·Na·Nc·gc · gga·h·Nc·gc · gNa·h·ga·gc mod n

(15)

From equations (14) and (15), KAC = KCA.

5 Evaluation of WAKE

In this section we evaluate the proposed scheme WAKE in terms of both security
and performance features.

5.1 Security Features

– Non trivially Secure: The key establishment scheme is said to be non trivially
secure if, it results a shared secret when run by the two parties and no third
party can generate the same shared secret. As verified in the earlier section
that both MC and MA compute the same PSK and there after same PMK
can be computed.
On the other hand, no other party can compute the same PSK due to the
computational Diffie-Hellman problem, without knowing Nc and Na.

– Mutual Authentication: Both the MC and MA verifies the legitimacy of the
other party respectively during Steps S3.4 and S3.3.

– Full Forward Secrecy: A key establishment protocol is said to provide full
forward secrecy, if the compromised session key does not result in previously
established session keys. In the proposed scheme no further session key can
be computed from the compromised previous session key due to the one way
property of hash function and discrete logarithm. Also, if the secret Sx is
leaked, no one can determine the previous session key because of lack of the
random numbers Na and Nc.
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– Physical capture: Physical capturing is a serious threat, in which an adver-
sary captures one station and extracts the secret information stored on it
to compromise the other nodes in the networks. In WSA-AKA the mesh
point MC holds only its pairwise master key and pairwise shared keys. So
compromising of MC could become a threat for the communication between
MC and its neighbors, but it does not effect to the other secure channels of
the networks.

– Man-in-the-Middle (MIM) Attack: WSA provides mutual authentication and
therefore, resistant against MIM attacks. Moreover, the use of secret (Sc and
Sa) in equations (8 and 6) makes the message forgery infeasible.

– Denial of Services Attack: An attacker attempts for a DoS attack, by flooding
a large amount of ’request for joining (start authentication)’ message into
the network, the genuineness of client is verified at the MR. A genuine MC
can prove his credential to any MR (acts as a MA) of the network. Thus
WAKE is DoS resistant.

– Replay Attack: The nonces Nc, Na are used to withstand against replay at-
tacks. We assume that the length of these nonce are 128- bit, so that the
probability of the same nonce in two consecutive authentication could be
2−128. Moreover Nc is invalidated after a small time.

– Known Session Key Attack: Since the ephemeral parameters Na, Nc in each
PSK are random and independent, therefore, knowing previous PSK does
not help in deriving the current PSK.

5.2 Performance Evaluation

Authentication delay is the most important parameter in a network security
architecture for quality of services. Authentication delay is the time period be-
tween the instant the MC gives its credential and receives the authentication
success reply. Thus

Tauth delay = Tcomm + Tcomp. (16)

Where, Tcomm, Tcomp respectively denotes for delay arise due to communication
overhead and computation overhead, during authentication.

– Communication overhead: The communication latency in WSA-AKA phase
arises from the authentication message exchange between MA and MC, is a
3-way handshake. Our mechanism needs about 4160-bits of communication
overheads due to both the ends during their execution, assuming that Texpx

is of 32-bits while, αx, βx are of 1024-bits. This requires extra 0.0735 ms if
the wireless network supports 54Mbps as per 802.11g standard.

– Computation Overhead: It is required to put lesser computational burden
into the authenticator (MA) to withstand against the attacker attempts to
drain energy from MA making it computation burden. Therefore, WSA does
not use any complex pairing based cryptographic operations. In WSA-AKA,
MA needs only to compute 5 modular exponentiation and two hash operation
to authenticate an MC.
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6 Conclusion

We proposed an efficient authentication and key establishment mechanism named
WAKE, tailored to WMN for providing access control. WAKE does neither use
certificate based public key cryptography nor the on-line TTP server to authenti-
cate mesh clients. Moreover, no MR forwards any packet without authenticating
them, therefore DoS attcks are avoided. We are working on formal security anal-
ysis and to expand the scheme for implementing in a real network.
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Abstract. This paper presents a high performance reconfigurable hardware 
implementation of speech scrambling–descrambling system which can be used 
for military and high security environments. The scrambling algorithm is based 
on DES algorithm with a novel skew core key scheduling. The scrambled 
speech signal is not intelligible to the listener, but the recovered audio is very 
clear. This type of encryption can be used in applications where we need to 
discourage eavesdropping from co-channel users or RF scanners. The DES 
design is implemented on Virtex 5 XC5VLX110T Field Programming Gate 
Arrays (FPGA) technology. Final 16-stage pipelined design is achieved with 
encryption rate of 35.5 Gbit/s and 2140 number of Configurable logic blocks 
(CLBs). 

Keywords: Scrambling, Skew core, Key scheduling, Pipelining. 

1 Introduction 

Speech or man’s spoken word is the most fundamental form of communication. If  
highly confidential information is being discussed among the communicators, they 
must use some form of scrambling device to make the transmitted signal 
unintelligible to an unauthorized interceptor. Voice Scramblers are the most inevitable 
module in secure speech transmission as they serve as a powerful measure against 
eavesdropping and are needed to ensure privacy in speech transmission in radio 
communication, telephone networks and in emerging cellular mobile radio systems. 
In a typical speech  scrambler , the clear speech is digitized and the digital sequence is 
scrambled into an unintelligible signal in order to avoid eavesdropping.The scrambled 
sequence is converted back to analog form for transmission.The microphone audio is 
recorded by the scrambling module for a required time slot.The recorded slot is then 
subdivided into smaller blocks of 64 bit. A 64 bit novel DES encryption algorithm is 
used to rearrange blocks within each segment .For transmission the rearranged blocks 
are played back. The use of different keys in every clock cycle, make the scrambled 
voice seem unintelligible and very tough to break making time slot based voice 
scrambling suitable for the most sensitive strategic communications. 
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The scrambling is based on a 16 –stage pipelined DES algorithm with a novel skew 
core key scheduling. It allows simultaneous processing of 16 data blocks, resulting in 
an impressing gain in speed. This the overall security of the speech scrambling 
improved since it uses different keys every clock cycle and therefore the users are not 
restricted to the use of same key at any time of data transfer.This design is 
implemented on Virtex 5 FPGA. 

2 Voice Security Systems 

In voice scrambling systems, the recorded voice is modified by a known scrambling 
algorithm so as to make the scrambled voice unintelligible does not convey any 
information of the original signal. This voice scrambling algorithm is governed by a 
specific code or "key".Different scrambled signals can be obtained if different keys 
are used. The voice that is thus scrambled is transmitted. At the receiver the 
scrambled signal is again modified by a descrambling algorithm under the control of a 
specific key. This ultimately results in a voice, which resembles the original voice 
exactly. In a correctly operating system, the Scrambling Key and Descrambling Key 
are identical, and the descrambling algorithm is the inverse of the scrambling 
algorithm. Therefore, whatever the scrambling algorithm does, the descrambling 
algorithm undoes. If the Scrambling Key and Descrambling Key are different, then 
the descrambling algorithm will not recover the original signal properly. This paper 
uses a pipelined DES algorithm with a novel key scheduling to scramble 
communications. 

 

 

Fig. 1. Voice Security System 

3 Background 

In this project the scrambling and descrambling is done by means of DES algorithm. 
The data encryption standard (DES) is the best known and most widely used private 
key encryption algorithm developed by IBM in 1977 as a modification of an earlier 
system known as Lucifer[1].The overall scheme of DES algorithm is illustrated in 
Fig.2.DES is a Feistel cipher which operates on two inputs: the 64 bit plain text to be 
encrypted and 56-bit secret key. Precisely, the input key is specified as 64 bits, 8 bits 
of which is used for parity checking. With a key length of 56 bits 2^56 combinations  
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Fig. 2. DES Algorithm  Description 

are possible, and therefore the cryptanalytic works seem very tough. The encryption 
proceeds in 16 stages or rounds. From the input key K, sixteen 48-bit sub keys Ki are 
generated, one for each round[1]. Within each round, 8 fixed, carefully selected 6-to-4 
bit substitution mappings (S-boxes) Si, collectively denoted S, are used. The 64-bit 
plaintext is divided into 32-bit halves L0 and R0. Each round is functionally 
equivalent, taking 32-bit inputs Li−1 and Ri−1 from the previous round and producing 
32-bit outputs Li and Ri for 1 ≤ i ≤16 

3.1 f Function 

The f function of DES algorithm is made up of four functions: Expansion, Xor , 
Substitution, Permutation. The right half of each round carries out a key-dependent 
substitution on each of 8 characters, then uses a fixed bit transposition to redistribute 
the bits of the resulting characters to produce 32 output bits.  
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Fig. 3. f  Box 

3.2 Key Scheduling 

In DES algorithm 16 different sub keys each of 48 bit wide is developed from a single 
56 bit key. These operations make use of tables PC1 and PC2 which are permuted 
choice 1 and permuted choice 2 [6].The 8 bits of 64 bits is discarded by PC1 . The 
remaining 56 bits are permuted and assigned to two 28-bit variables C and D; and 
then a cyclic shift operation is carried out on each half. That is, for 16 iterations, both 
C and D are rotated either 1 or 2 bits, and 48 bits (Ki) are selected from the 
concatenated result. This process is repeated for each stage of 16 stage pipeline. In 
rounds, 1, 2, 9 and 16 of DES algorithm the halves are shifted one position to left and 
for all other rounds it is shifted to left by two positions. 
 

 

Fig. 4. Key Scheduling 
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3.3 Pipelined Implementation 

The ECB mode of DES algorithm is implemented in this paper as it can be easily 
pipelined[8].This pipelined DES design increases the speed and throughput of DES 
significantly[6]. If a combinational digital circuit can be divided into stages, we 
can insert buffers (registers) at proper places and convert the circuit into a 
pipelined design [2]. Adding pipeline into a combinational design can only 
increase a system’s throughput. Such an approach does not reduce the delay in an 
individual task. Actually, because of the overhead introduced by the registers and 
non-ideal stage division, the delay will be worse than that of the non-pipelined 
design [2]. 

3.4 Skew Core Implementation of DES 

For the 16-stage pipelined DES design, the sub keys are precomputed and it is 
necessary to control the time at which the sub keys are available to each function f 
block[6]. This is accomplished by addition of an array of D flip flops that delays the 
individual sub-keys by required amount[6,9]. 

 

 

Fig. 5. Skew Core Key Scheduling 

4 Speech Scrambling and Descrambling Principles 

Speech scrambler described in this paper actually digitizes the conversation at 
telephone and applies a cryptographic technique to the resulting bit stream. The 
original voice signal, m, is first digitized to another sequence of bits, m(k).This m(k) 
is then digitally scrambled into a different sequence of bits, y(k) by a novel  
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implementation of pipelined DES, and finally converted to analog and transmitted. 
The digital scrambling techniques offer very high degree of security. This type of 
technique can be used in existing analog telephone systems, since the scrambled 
signal is analog, with similar bandwidth and characteristics to the original speech 
signal.The scrambling and descrambling devices must process exactlly the same block 
of bits. The scrambling technique presented in this paper offers high speed and 
throughput alongside improved levels of security. 

 

 

Fig. 6. Voice Scrambling-Descrambling 

4.1 Offline Process 

The offline simulation process does not include any hardware implementation but is 
used for self-testing of decryption/encryption algorithm. The following steps were 
required: 

 In the recording process, first a voice source input is taken. Then, the voice input is 
read using Matlab, as a wave (.wav) file. The voice duration and its bit rate were the 
parameters that were given during creation of the .wav file. Matlab codes for the 
conversion of voice(.wav file) to text (.txt) file was written . 

 Just after text file creation, a test bench in Verilog HDL is written read the voice 
text file character-by-character as a block of 64 bit each and then these values were 
mapped for the 
decryption/encryption operation. 

 After performing the encryption/decryption operation, a test bench again created, 
but this one contains the encrypted form of the original voice that is recorded. 

 Then, Matlab code is written again to read the encrypted version of the text file and 
it is played at the previously specified bit rate. 

4.2 Online Process 

Both the hardware and software implementation are included in the online 
process.Verilog HDL code written at the voice scrambling end performs mainly two 
functions: 
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 The voice input is scrambled using a cryptographic algorithm. 
 The encrypted values are displayed to the world outside 

Verilog HDL code written at the voice descrambling end performs mainly two 
functions: 

 Descrambling using a decryption algorithm; and 
 Digital-to-analog conversion and the decrypted values are sent to the outside 

world. 

This is a real-time process. Input comes continuously from a microphone and is given 
to the Virtex 5 FPGA after digitizing it. The symmetric-key cryptography for 
scrambling because here the same code can be used for both scrambling and 
descrambling. Symmetric key cryptography means both sender and recipient uses the 
same key. The same key is used at the sender and receiver side . The algorithm used 
for descrambling is the reverse of the scrambling algorithm.The only thing is that the 
key must be kept secret. A novel implementation of DES (Data Encryption Standard) 
with skew core scheduling is used here. 

5 Implementation Result 

FPGA implementation of DES algorithm was accomplished on Virtex 5 FPGA,Xilinx 
as synthesis tool and Modelsim 6.2c as simulation tool. The design was coded using 
Verilog HDL language.It occupied 2140 (45%) CLB slices, 1808 (19%) slice Flip 
Flops and 187 (80%) I/Os. It takes 16 clock cycles latency first time only then 
encrypts one data block (64-bits) per clock cycle. Therefore, the achieved throughput 
is 35.5 Gbits/s. Full design schematic and simulation window are shown. 

 

 

Fig. 7. Full DES design schematic generated by Xilinx ISE tool 

BLOCKS:1 to 16 (Round Function),17(Initial Permutation),18(Swap),19(Inverse initial 
Permutation),20(Key Top),21(Skew Core) 
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Fig. 8. Simulation Window of DES design 

 

Fig. 9. Original Speech Signal 

 

Fig. 10. Encrypted Speech Signal 

 

Fig. 11. Decrypted Speech Signal Output 

6 Performance Comparison 

The fastest DES software implementation achieves a throughput of 127 Mbit/s on a 
300MHz Alpha 8400 processor[4]. A VLSI implementation of DES on static 0.6 
micron CMOS technology at [7] is the fastest implementation of DES reported in the 
literature. The voice scrambling scheme was implemented in design with skew and 
also without skew core key scheduling and the device utilization details are shown in  
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Fig. 12. Various Implementation Results 

 

Fig. 13. No. of Bits vs No. of  Clock Cycles 

 

Fig. 14. No. of Bits vs Time 
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figure. And it is found that pipelined DES has high speed, high data throughput and 
less CLB utilization. The performance analysis in terms of area ,timing and power 
was obtained using Synopsys tool. 

7 Conclusion 

This paper describes a high speed, high throughput voice scrambling system. A 16-
stage pipelined novel implementation of DES algorithm design is presented here for 
scrambling. The input voice is split into blocks of 64 bits and it allows the processing 
of 16 data blocks simultaneously. Voice data blocks can be loaded every clock cycle 
and after an initial delay of 16 clock cycles the corresponding encrypted/decrypted 
voice data blocks will appear on consecutive clock cycles. Different keys can be 
loaded every clock cycle allowing the possibility of using multiple keys in any one 
session of data transfer. In general, hardware implementations of encryption 
algorithms and their associated keys are physically secure, as they cannot easily be 
modified by an outside attacker. The 16-stage pipelined design can encrypt or decrypt 
data blocks at a rate of 35.5Gbit/sec. 
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Abstract. Managing digital identity documents with a proper privacy protection is 
of pivotal importance to construct trustworthy Internet. As far as the amount of 
digital identities is expanding at an accelerating rate, content-centric model 
provides administration capabilities of data transfer. We propose an innovative 
approach and implementation of privacy-aware Content-Centric Internetworking 
(CCN)-based of federated digital identity. Privacy requirements related to identity 
are translated with user-centric federated digital identity parlance into a set of 
eleven rules. CCN has been enforced by respecting a set of rules, designing a data 
packet and creating an identity contract. We provide an implementation of 
privacy-aware CCN data packet that is bound to XML-based digital identity 
document. We explain that the forwarding engine verifies the validity of digital 
identity document transmission on the basis of identity contract terms. Three use 
cases are presented to detail the proposed approach with the corresponding UML 
sequence diagrams.     

Keywords: Federated digital identity, content-centric internetworking, privacy 
contract, data packet. 

1 Introduction 

Internet is qualified as ‘trustworthy’ when users depend on and trust it; otherwise the 
cost of the distrust would be high. Trustworthy Internet promises security, reliability 
and resilience to attacks and operational failures that fit into mechanisms, 
architectures and networking infrastructures. In addition to quality of service, 
protecting user’s data, ensuring privacy and providing usable and trusted tools to 
support users in their security management are guaranteed [1]. Thus, managing digital 
identity with proper privacy protection is of pivotal importance for creating the 
necessary trust for the Internet. 

Data-centric architecture has proven to be a promising model to accommodate in 
and drive the Internet of the future. Wired and wireless communication networks are 
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making data collection and transmission cheap and widespread. Data-centric 
architecture is a paradigm for creating loosely coupled information-driven systems 
and designing such architecture is based on separating between data and behavior. 
Data and data-transfer contracts then become the primary organizing constructs and 
data changes drive the interactions between system's components. The data bus 
connects data producers to consumers and enforces data-handling contracts over data 
transfers [2].  

In this article, we aim to deal with the question: how privacy could protect digital 
identities within data-centric model to construct the Trustworthy Internet? The 
reminder of the paper is organized as follows. In section 2, we introduce digital 
identity and privacy and we provide a description of privacy rules related to identity. 
Such rules are drawn from the translation of privacy requirements related to identity 
with user-centric federated digital identity technical model foundations. . In section 3, 
we introduce data centric paradigm and discuss major data centric approaches, while 
in section 4, we detail the description of the Content Centric Networking (CCN) 
approach. In section 5, we explain privacy-aware transfer mechanism of digital 
identities in CCN. Three use cases are presented to detail the approach with the 
corresponding UML sequence diagrams. We end up this section by providing an 
implementation of the mechanism. Finally, we conclude in section 6 and highlight 
future work that can be conducted to enhance the proposed solution.    

2 Digital Identity and Privacy 

Digital identity becomes an asset and valuable and protecting it becomes one of 
today’s urgent needs. Digitalization is allowing several digital representation of 
reality, including that of identity. Digital identity is seen as an intersection of identity 
and technology in the digital age. It has evolved from being a simple assigned 
identifier to an identifier of a ‘profile’ that represents a collection of various attributes 
and entitlements in digital form such as personal characteristics, special interests, 
favorite activities, and hair color. Attributes could represent context-specific attributes 
that are assigned to a person by others in the sake of identifying him temporarily 
within that context and based on some kind of relationship. Driver’s license, credit 
card, health insurance card, library card are examples. Currently, individuals are 
having greater choice for interaction in different social circles and more possibilities 
of exercising freedom by maintaining multiple digital identities. Thus having 
identities distributed over multiple environments brings new security risks [3-5]. We 
assume that different formats of a digital identity are convertible into XML complaint 
documents (DigIdDocs).   

Privacy is a right and could be adopted as an efficient mean to protect identity in 
digital world. Privacy becomes more important in today’s society in which “for very 
little cost, anybody can learn anything about anybody”, a quote by Robert Ellis Smith, 
editor of the Washington (DC) newsletter Privacy Journal. Privacy’s importance is 
reflected in the fact that fundamental documents that define human rights all include 
reference to privacy or related ideas, such as the Universal Declaration of Human 
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Rights [6] (UDHR, Article 12), the International Covenant on Civil and Political 
Rights [7] (ICCPR 1966, Article 17), the 1950’s European Convention on Human 
Rights, Article 8 and the 2000’s Charter of Fundamental Rights of the European 
Union, articles 7 and 8 [8]. When identity attributes control and protection is 
compromised, security of the individual, the organization or the country could be 
threatened. Thus, giving protection to and control over digital identity could 
contribute to prevent from identity theft and avoid damages related to it such as 
unauthorized access, frauds, cyber crimes and cyber terrorism [5]. 

2.1 Privacy Rules 

Technology and technical solutions would never be enough to protect digital 
identities, laws and organizational policies should be considered. Identity-related 
privacy requirements are drawn from three types of privacy policies: 1) Global 
Privacy Policies: CDT’s 2007 Privacy Principles for Identity in the Digital Age [9], 
OECD’s 1980 Guidelines on the Protection of Privacy and Transborder Flows of 
Personal Data  [10], OECD’s 2008 Data Protection and User Control for Identity 
Management Systems [11], and (95/46/EC1) European Union Data Protection 
Directive; 2) Regional Privacy Policies: The United States Privacy Act of 1974, CSA 
Model Code for the Protection of Personal Information of 1996, the Canadian 
Personal Information Protection and Electronic Document Act of 2000, the Canadian 
Privacy Act of 1983, the Japanese Act on the Protection of Personal Information of 
2003, and the Australian Privacy Act of 1998 (Private Sector), the Swiss Federal Law 
on Personal Data Protection (1992), and the French Data Protection and Freedoms 
Act (DPA); and 3) Domain-Specific Privacy Policies represent industry or domain-
specific requirement such as health, finance, education, and transportation sectors. 
Here, we cover the 1996 Health Insurance Portability and Accountability Act and the 
1999 -Bliley Financial Services Modernization Act.  

We limit our study only on policies that are related to personal information and 
digital identity. The outcome of this study is a set of requirements that we consider as 
a starting point of any identity-related privacy implementation initiatives. The 
requirements are identified in [12] and they are translated, with basic concepts of 
user-centric [13]: IdP (Identity Provider), SP (Service Provider), Subject, and Circle-
of-Trust (CoT) into a set of eleven rules: 1) when identity attributes are needed either 
for creating credentials or for providing a specific service, both IdP and SP should 
specify and clearly articulate the purpose for which identity information will be 
collected and used; 2) identity attributes collection should be in the restriction and 
consistency with the purpose. The amount, sensitivity and type of identity attributes 
that are collected from the subject should be proportional to the collection’s purpose; 
3) SP and IdP should use identity attributes solely for the specified purpose(s). 
Secondary use, sharing, and sale of identity attributes should be permitted only when 
necessary and within the purpose of collection’s; 4) identity attributes, identity 
aggregation, and identity linkage should be used, shared and stored by SPs only until 
the fulfillment of the initial identity collection’s purpose; 5) SPs and IdPs should be 
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transparent by notifying subjects and, to  the extent possible, seeking the subject’s 
consent regarding collection, use, disclosure, and maintenance of identity attributes; 
6) subjects should also be able to challenge gathered identity conclusion that SP draw 
from digital identity aggregation. Indeed, the subject could negotiate the accuracy, 
credibility, correctness, and reliability of the SP’s in-hold conclusion; 7) subjects 
should be allowed to have an easy identity access, edition, and update; 8) subjects 
should have a reasonable, granular control and choice over which identity attributes 
are necessary to successfully enroll, authenticate or use of either identity or linked 
information; 9) IdP should, insofar as possible, ensure that identity attributes are 
accurate, relevant, up-to-date, secure and complete; 10) subject’s enrollment or 
authentication should be with different identities for different purposes. Subjects 
should be allowed to choose the appropriate enrollment/authentication mean to satisfy 
a specific need; and 11) identity attributes should be protected by both  IdP and SP 
through appropriate security safeguards against risks such as loss, unauthorized access 
or use, destruction, modification, or unintended or inappropriate disclosure. IdP and 
SP have to be accountable for complying with security policies. 

3 Data-Centric Internetworking   

In contrast to the application-centric paradigm, which is no longer fully up to the task 
of implementing the ubiquitous and pervasive computing, data-centric model 
becomes a crucial computing need as far as data is driving everything [14]. In this 
section, we present a literature review of Data Centric Internetworking basic concepts 
and its different approaches: DONA, PSIRP, NetInf, DHT based solutions, and CCN. 

3.1 Data Centric Paradigm 

In recent years, the use of the internet has changed from machine interconnection to 
data or service oriented communication. This new purpose has increased the number 
of Internet users and the variety of applications leading to the emergence of many 
limitations in term of mobility, security, routing and content delivery scalability. To 
overcome these problems, new infrastructure propositions are mostly data centric. 
They change radically the internetworking concept from simple host to host 
communication to data delivery. This new vision has made data or services a “first 
class citizen”. That’s why any new infrastructure proposition is made around data 
manipulation [15-18].  

The current Internet communication model is based on IP number usage to identify 
hosts (naming) and to find their location (routing). Thus, after locating the data 
provider, data exchange will be processed. This communication model has made 
difficult the overcoming of the challenges related to Internet’s limitations. In addition, 
most of the proposed solutions are presented as an external add-ins to the Internet 
rather than enhancing the TCP/IP architecture itself.  IP address is no longer a key 
identifier; however, every piece of data is identified by a unique key, called a content 
name. New data delivery mechanism is based on two elements:  1) data naming is the 
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content name attribution process; and 2) name resolution is a locating process to find 
the appropriate host that holds a valid copy of the requested data [15-18]. Below, we 
present the different data centric internetworking approaches 

3.2 Overview of Data Centric Approaches 

DONA. Data Oriented and Beyond Network Architecture [19] is a hierarchical 
approach for data centric internetworking. It’s based on hierarchically organized 
routers called Resolution Handlers (RH) and two primitives REGISTER and FIND. 
For the data naming process, DONA uses cryptographic names. Any data provider 
has its own public-private key pair which is used to generate data names. Names are 
of the form (P: L) where P is the cryptographic hash of the principal public key and L 
is the label generated to name the data. The cryptographic feature guaranties both 
uniqueness and authenticity of names. Unfortunately, the built names are still not 
understandable by users. The resolution mechanism uses the two primitives.  As 
illustrated in figure 1, data providers forward the REGISTER request to announce 
their position and to register in the RH the owned data. The request will be forwarded 
through the hierarchy and every RH that receives this request tracks data name and 
location and forwards the request to the next level. Seeking the desired data, the client 
sends FIND request to the nearest RH which will forward it through the network until 
reaching the data location [19].  

 

 

Fig. 1. DONA name resolution approach 

PSIRP. Publish Subscribe Internet Routing Paradigm is a mechanism that is based on 
temporal and spatial decoupling of the relation between data source (the publisher) 
and the client (subscriber). Client request and data forwarding are no longer related. 
As a consequence, a data provider can share data in the rendezvous points before any 
client who expresses interest to acquire data. PSIRP name resolution, figure 2, is 
reduced to a search request sent by the client to any known rendezvous point, which 
communicates with other peers to locate the requested data [20].  
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NetInf. The Network of Information project [21] is an attempt to adapt actual Internet 
to the data centric paradigm. Each data provider registers owned data in a Name 
Resolution Service (NRS). Resolution mechanism is the same as the one of the 
Internet since NRS plays the same role as a domain name system (DNS). When a 
client needs data, its request is routed through NRS system until it reaches data 
registrar. Data requestor gets back location information by which, he will be able to 
contact the data provider. 
 

 

Fig. 2. Rendezvous point-based name resolution approach 

DHT-Based Solutions. Distributed Hash Table based systems have been successfully 
used and made their big name in P2P networks. For this reason, researchers have 
introduced these solutions in the data centric internetworking. DHT are decentralized, 
highly scalable, and self-organized. Without any need of administrative entities, nodes 
are cooperating to guarantee name resolution. The key property is an ordered 
namespace that is used to identify in the same time: nodes and data entities. Each 
node maintains a local hash table and stores location information about data having 
identifier’s values lower than its own one. So, when trying to resolve a data name, 
nodes will forward the request to the node having the closest identifier’s value 
compared to the requested data one. We should note that any request is solved at most 
in (LogN) steps, where N is the number of nodes [22]. 

CCN. Content Centric Networking is one of the recent projects on the data centric 
internetworking field. It gives new naming and resolution mechanisms. CCN names 
are built hierarchically from specified components. The name is composed from at 
least: a globally routable name and organizational name. In opposition to DONA’s 
flat names which are considered incomprehensible and complex, hierarchical CCN 
names are more suitable for data retrieval and the resolution process [23]. CCN relies 
on two packets, as shown in figure 3, to perform name resolution and data delivery: 1) 
interest packet is broadcasted by a consumer over all the possible and available 
connectivity to express his interest in a specific content; and 2) data packet responds 
to requests [23]. 
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Fig. 3. CCN communication model 

4 Digital Identity Data Packet within CCN 

We choose a content centric internetworking infrastructure because it improves the 
availability of data and it simplifies ensuring the integrity of content. More details 
about CCN adoption motivations and implementation of federated digital identity in 
CCN are already presented in [24].  

4.1 CCN and Privacy: Related Work  

Few ongoing research efforts are undertaken in privacy within CCN such as  [25], 
in which the authors propose a technical approach in order to hide user’s content 
requests in CCN. We believe that tackling privacy issues over CCN must be within 
a multi-disciplinary approach, which dictates that privacy issues should be 
resolved and to be seen from multiple perspectives such as user’s needs, policies, 
laws, and business-specific requirements. Here, we consider privacy as a set of 
rules that should be drawn from laws and policies as presented in section 2.1. 
Privacy is more than insuring un-linkability, confidentiality or anonymity. In 
opposition to earlier work [24] where we implemented ‘expiration date’ in CCN 
DigIdDoc Packet in order to provide more user’s control over digital identity 
documents; in this article, we propose to implement privacy rules in a federated 
digital identity conversation between subject, SP, and IdP within a CoT. Narrowly, 
we propose the inclusion of the ‘privacy contract’, which will be detailed in 
section 4.2.  

4.2 DigIdData Packet  

In a previous work [24], we introduced two fields: 1) content type refers to the 
multiple types of data that CCN infrastructure could support; and 2) expiration date.  
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Fig. 4. CCN Content store and DigIdData packet 

Here, as in figure 4, the later filed is changed with a new field: the IdPname, which 
refers to the Identity Provider that stores privacy contract.  

The privacy contract section has been introduced in DigIdData Packet to 
include privacy attributes in response to privacy rules: 1) the contract Id is used to 
identify privacy contract; 2) the purpose describes which purpose identity 
information are either collected, disclosed, transmitted to a secondary party, or 
processed. These alternatives represent the 3) type of purpose; and 4) the 
aggregation flag indicates whether these identity information can be subject to 
aggregation process.  

5 DigIdData Packet for Privacy-Aware CCN 

In figure 5, 6, and 7, we present and explain the collaboration between participants 
over CCN core. Three use cases are considered in order to fully explain the 
mechanism of privacy-aware transfer of DigIdDocs over CCN. 

5.1 Enrollment Use Case     

In figure 5, the subject asks IdP(s) to enroll then IdP in its turn asks for 
DigIdDoc. The subject conveys to IdP DigIdDoc coupled with DigIdContract. IdP 
saves the information and sends back an enrollment confirmation bounded with 
IdPname.  
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Fig. 5. Enrollment Sequence Diagram. 

5.2 Service Request Use Case 

In figure 6, we present and explain that subject sends a service request to SP, which 
sends back DigIdDoc Request.  

 

Fig. 6. Sequence Diagram of Service Request 

The subject sends IdP(s) identifiers to SP through which it locates the associated 
IdP(s). SP sends DigIdDoc request to IdP, which sends back DigIdData packet that 
comprises the privacy contract. Either the SP agrees or initiates a negotiation process 
until reaching an agreement then the IdP(s) release(s) DigIdDoc to SP; or SP does not 
agree and after a negotiation, a disagreement is not resolved, the SP does not receive 
DigIdDoc and therefore no service is send to the subject.  

5.3 Privacy-Aware DigIdDoc Transfer Use Case 

Any party, which means an SP, official authority, or opportunistic SP, could contact 
another SP to request DigIdDoc. SP sends DigIdDoc and DigIdData packet through 
forwarding engine to a specific IdP requesting a verification. IdPname provides  
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Fig. 7. Privacy-aware DigIdDoc Transfer Sequence Diagram 

details of recipient IdP. IdP proceeds to a verification and provides the response. If 
privacy contract does not permit DigIdDoc transfer, an empty document is sent back 
to the party; otherwise the DigIdDoc is sent, as in figure 7. 

5.4 Implementation of Privacy-Aware CCN 

The implementation of the stop dissemination mechanism is integrated in the open 
source code of the CCN project [26]. The implementation consists of two steps: 1) 
updating content object packet header; and 2) introducing DigIdDoc’s contract 
verification functions. 
 
Header Update. The CCN core uses enum ccn_content_type enumeration to define a 
list of content type. We propose to add a new pair (alias, value): 
CCN_CONTENT_DIGIDDOC = 0x34008B in order to refer to DigIdDoc type. We 
add two new Offset Ids to identify the contract Id in the enumeration enum 
ccn_parsed_content_object_offsetid: CCN_PCO_B_Contract_ID and 
CCN_PCO_E_Contract_ID In fact, such enumeration is used to delimit different 
fields in the content packet structure. The beginning Offset Id is marked with “_B_” 
and the ending one with “_E_”. The two offsets define the position and the size of the 
content packet field in the content’s buffer.  
enum ccn_content_type {CCN_CONTENT_DATA = 0x0C04C0, … 
CCN_CONTENT_DIGIDDOC = 0x34008B}; 
 

enum ccn_parsed_content_object_offsetid {  
CCN_PCO_B_Signature, CCN_PCO_B_DigestAlgorithm, … , 
CCN_PCO_B_Contract_ID, CCN_PCO_E_Contract_ID, CCN_PCO_E}; 
 

DigIdDoc_Verification Functions. The CCN forwarding engine validates 
DigIdDocs transmission between SPs based Identity contract verification, which is 
generated by an IdP. The contract verification function is lunched if any DigIdData 
packet is received by the engine. As mentioned in the following C codes, the IdPname 
verification request will be sent to the appropriate IdP. 
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Void DigIdDoc_verification (Contentpacket Dig_packet) {  
 String IdPname=Get_IdPname_function (Dig_packet); 

Send (IdPname) ;} 
 

After receiving the IdP response, the forwarding engine decides whether the 
DigIdDoc transmission is valid or not and it will react by invoking the following 
function. 
 

Void IdP_response_process(String IdP_Response) {   
If (IdP_response==”valid”) then 

Perform_DigIdDoc_transmission(); 
Else 

Send_Empty_DigIdDoc();} 

6 Conclusion and Outlooks 

Digital identity protection becomes one of the key tracks to be studied in Web 
Science. Nigel Shadbolt and Tim Berners-Lee [27] explain, in their own words that 
“studying the Web will reveal better ways to exploit information, prevent identity 
theft, revolutionize industry and manage our ever growing online lives”. Technology 
and technical solutions would never be enough to protect DigIdDoc. A multi-
disciplinary approach is adopted in order to figure out privacy rules. Data-centric 
architecture is a paradigm for creating loosely coupled information-driven systems. 
So, In this paper, we presented an innovative approach to enforce privacy over 
DigIdDoc transfer within CCN. The forwarding engine checks privacy conformity of 
the DigIdDoc to-be transmitted. It verifies privacy contract and notifies 
noncompliance to any of its terms. In the near future, we intend to look in, more 
details about the negotiation process between SP and IdP; and at what level an 
agreement or disagreement should be set?  
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Abstract. CAPTCHA stands for Completely Automated Public Turing test to 
distinguish Computers and Humans apart. CAPTCHA is a program which can 
generate and grade the tests that it itself cannot pass. The security aspect of 
CAPTCHA should be such that none of the computer program should be able to 
pass the tests generated by it even if the knowledge of the exact working of the 
CAPTCHA is known. The effectiveness of CAPTCHA of a given strength is 
determined by how frequently the guesses of CAPTCHA can be tested by an 
attacker. This paper proposes a simple and uniform framework for the 
assessment of security and usability of CAPTCHA that arbitrary compositions 
of security measures can provide". In this sentence instead of "a simple and 
uniform framework", use "parameters". This paper proposes parameters for the 
assessment of security and usability of CAPTCHA that arbitrary compositions 
of security measures can provide.The pre-processing attack on targeted 
CAPTCHA is demonstrated having success rate of approximately 97% which in 
turn helps to build more robust and human friendly CAPTCHA. The universal 
structure for segmentation attack is framed to analyze security of CAPTCHA. 

Keywords: Security, Strength, CAPTCHA. 

1 Introduction 

In general the security may be defined as the sense of protection from hostile actions. 
Another way of defining security can be the degree of protection against danger, 
damage, loss, and crime. In modern day world traditional approach towards security 
fails to muddle through the ever increasing complexity of security breaches. As we 
enter into digital world we can no more rely completely on physical aspect of 
security. Like, if a computer system connected to a network, gets infected with some 
malicious code. It can cause serious damage to data on memory or might monitor the 
system user even when perpetrator(s) has no physical access to machine. Also a 
copyrighted material can get stolen even though original copy is still intact, with 
nothing actually stolen, and just got copied. Such kind of security breaches cause loss 
of billions of dollars, identity theft etc. A single isolated computer is less susceptible 
to be victim of malicious activities in comparison to systems connected to a network 
such as intranet or internet. In today’s age of WEB, more and more people are relying 
on internet for online information exchange, e- commerce and hence the network 
security becomes very important. Some of the key issues of network security are  

• Privacy 
• Authentication 
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• Authorization 

Encryption and Decryption of information 
To protect from network threats, security measures are exercised at various levels 

of computer.  Network security starts with authenticating the user, commonly with a 
username and a password. Since this requires an elaboration authenticating the user 
name i.e. the password, which is something the user has the knowledge of. This is 
sometimes termed one-factor authentication. With two-factor authentication, 
something the user possess is also used (e.g. a security token or 'dongle', an ATM 
card, or a mobile phone); and with three-factor authentication, a biometric feature of 
the user is used (e.g. a fingerprint or retinal scan). CAPTCHA systems are widely 
used to protect various Internet services or applications from unauthorized access of 
robots or other types of automatic attacks. CAPTCHA stands for Completely 
Automated Public Turing test to distinguish Computers and Humans apart. 
CAPTCHA is a program which can generate and grade the tests that it itself cannot 
pass [3]. The security aspect of CAPTCHA should be such that no computer program 
should be able to pass the tests generated by it even if the knowledge of the exact 
working of the CAPTCHA is known. This type of security systems are also called 
"reverse Turing tests" and used extensively, such as in blogs to prevent spam 
comments, in forums to stop multiple postings, in email service registration to prevent 
multiple accounts creation and so on. The role of a CAPTCHA is to make the 
difference between a bot and a human, through the validation test which can be easily 
be understood by humans, and nearly impossible to understand by robots. This 
principle of working of a CAPTCHA is a theoretical view towards understanding the 
capabilities of robots (artificial intelligence). In practice, many CAPTCHA systems, 
without having the test generation algorithm, were made public and were broken by 
researchers as mentioned in [5] [6]. Most of the CAPTCHA systems require the user 
to type some letters or numbers dynamically generated as a picture by the server. 
Depending on the directives used in the generation of an algorithm, the letters are 
rendered in various ways with different types of clutters in background, having the 
role to make the optical character recognition more difficult for robots. To quote an 
example, the characters could be rotated, distorted and scaled with different types of 
background clutters such as Crisscrossing straight lines and arcs, background textures, 
and meshes in foreground and background colors. Over the past few years, there have 
been some researches on character recognition dealing with CAPTCHA characters 
[1]. They emphasized on creating different techniques for different aspects of the 
problem. Some of the researches on CAPTCHA characters focused on segmentation. 
Also, most of the methods presented were specific to their own set of problems, but 
cannot be generalized for common usage. In our research, we use different kinds of 
CAPTCHA as our subject of experiment and try to analyze security aspect of 
CAPTCHA. The said paper is organized as follows. Section 2 mentions our simple 
framework. This includes the parameters to measure the strength of a CAPTCHA for 
different social web sites. Section 3 focuses on architecture overview to analyze 
CAPTCHA. Section 4 gives experimental results and section 5 gives the conclusion 
of the research paper. 
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2 The Parameters to Measure Strength of CAPTCHA 

The strength of CAPTCHA is its effectiveness in resisting and guessing the attacks of 
BOTS. [10] Specifically, it estimates how many trials an attacker, who does not have 
direct access to the CAPTCHA, would need on an average to correctly guess it. The 
security aspect of CAPTCHA should be such that no computer program should be 
able to pass the tests generated by it even if the knowledge of the exact working of the 
CAPTCHA is known. The main constraints encountered by most of the CAPTCHAs 
are: 

1. Readable: The CAPTCHA must be easily legible and should be possible to 
be decoded by humans. 

2. Ungues sable: The CAPTCHA message cannot be guessed at random with 
any real confidence. 

3. Order-able: Characters are read left to right, top to bottom (exceptions could 
include Hebrew or Arabic CAPTCHAs). If a CAPTCHA is readable, its 
character ordering should be apparent. 

These constraints are important because difficult CAPTCHAs can dissuade potential 
customers, which is not the intent of using CAPTCHAs. Typically, the basic task that 
a CAPTCHA imposes to users is intuitive, easy to understand and easy to remember. 
Thus, CAPTCHA has a relatively good learning ability. The nature of CAPTCHAs 
determines the parameters applicable to address the level of efficiency, errors and 
satisfaction: 

1. Accuracy: How accurately can a user pass a CAPTCHA challenge? For 
example, how many times he/she has to try in order to pass a test. 

2. Response time: How long does it take for a user to pass the test?  
3. Perceived difficulty/satisfaction of using a scheme: How difficult to use do 

people perceive a CAPTCHA is. Are users subjectively satisfied and would 
they be willing to use such a scheme?  

This set of parameters can be a key for quantitatively evaluating the strength of 
CAPTCHAs. However, this set offers partial guidance on how to improve accuracy, 
response time or difficulty/satisfaction. Instead, we propose the following parameters 
for measuring the strength of CAPTCHA which in turn will be helpful to analyze its 
security. 

1. Noise: This examines the form and amount of noise employed in 
CAPTCHA. 

2. Characters: This dimension examines contents embedded in CAPTCHA 
challenges (or tests) and their impact on its strength. For example, how 
should the content be organized, and whether the content is appropriate? 

3. Response Time/Speed: Duration it take for a user to pass the test. With these 
parameters strength of CAPTCHA can be measured and thus in turn will 
help to build more robust CAPTCHA, which is resistant to attack. [11]. 
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2.1 Noise  

Noise is an important parameter from security aspect of CAPTCHAs, since it is 
difficult or impossible for human users to recognize over distorted characters. To cope 
with this problems caused by distortion, a system will have to allow multiple attempts 
for each user. Typically a new challenge is used for each attempt. This will not only 
annoy the users, but also lowers the security of the system by a factor of the number 
of allowed attempts. The following section describes variations in amount and type of 
Noise observed in different social web sites like MSN, Google, Badongo, 
Government services such as Indian Railways etc. 
 
2.1.1   The Use of Color  
Badongo uses colored lines to distort the image, and Youtube uses colored blocks; 
whereas RapidShare uses smaller colored characters as image noise to increase the 
security. Generally in user interfaces color is extensively used. Using color has also 
been common in CAPTCHAs, mainly for the following reasons [8] 

• Color is a strong attention-getting mechanism. 
• Color can provide variation to fit different user preferences [12]. 
• Color is appealing and can make CAPTCHA challenges interesting. 
• Color can facilitate recognition, comprehension and positive effect. 
• Color can make CAPTCHA images compatible with the color of web pages 

and make them look less intrusive [12]. 

In addition, color schemes might also be expected to work as an additional defense 
against OCR software attacks in some schemes. Since typically OCR software 
performs poorly in recognizing texts in color images, particularly they do not do well 
in segmenting color images. However, we have seen many CAPTCHAs, (refer to Fig. 
1) in which the use of color is not effective in context of the concerned security. It has 
caused negative impact on security, or is problematic in terms of both usability and 
security. To make challenge images appear to be interesting; some CAPTCHAs 
generate images in which adjacent characters have distinct colors.  
 

 
 

     (a)                 (b) 

Fig. 1. a) Google CAPTCHA b) Hollow CAPTCHA (CAPTCHA images where color is used 
as noise) 

2.1.2   Clutters  
Crisscrossing straight lines and arcs, background textures, and meshes in foreground 
and background colors are common examples of clutter used in CAPTCHAs. The 
representatives of them are the MSN and Yahoo systems, which are used as the basis 
for the main discussion as shown in Fig. 2 
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       (a)                   (b) 

              
     (c)                 (d) 

Fig. 2. a) Ez-Gimpy (i.e. mesh) CAPTCHA b) Dotted CAPTCHA c) MSN Hotmail d)Digg 
CAPTCHA 

2.1.3   Unwanted/Confused Characters:  
Distortion often creates ambiguous characters, which results the inability of users to 
recognize such characters. In certain cases of characters this distortion may lead to 
confusion in recognition of characters. Enlisted below are few characters which we 
studied and found to be resulting into confusion among readers. 

Letter vs digits: hard to tell distorted O from 0, 6 from G and b, 5 from S/s, 2 
from Z/z, 1 from l. 

• Letter vs letters: Under some distortion, “vv” can resemble “w”; “cl” can 
resemble “d”; “nn” can could resemble “m”; “rn” can resemble “m” ; “rm” 
can resemble “nn”; “cm” can resemble “an”. Fig. 3b shows some such 
confusing example that we observed in the Google CAPTCHA (used for its 
Gmail service). We observed that about 6% of challenges generated by this 
Google scheme contained such characters. 

• Characters vs clutters: In CAPTCHAs such as the MSN schemes, random 
arcs are introduced as clutters. Confusion between arcs and characters is often 
observed in this Microsoft scheme. For example, it is difficult to tell an arc 
from characters such as ‘J’, ‘7’ and ‘L’. In particular, the confusion between 
an arc and ‘J’ was observed regularly in this scheme. 

• Check board characters: The characters are organized in chess board form (as 
shown in Fig. 3a) which annoys the user. 

• Note: characters that look similar in one typeface can look differently in 
another typeface.  

 

    
      (a)             (b) 

Fig. 3. a) BOTdetect (Chess board) CAPTCHA b) Confusing characters (starting character is cl or d) 

2.2 Characters Used in CAPTCHA  

The choice of content materials used in each CAPTCHA challenge can also have 
significant impact on security. 
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2.2.1   Character Set  
The size of the character set used in a CAPTCHA matters for security. It specifies 
whether TBC image contains only digits, only alphabets or combination of both. 
Typically, the larger the character set, the higher resistance to random guessing 
attacks each challenge can have. However, a larger character set can also imply a 
higher number of characters that look similar after distortion, causing confusion. 
 
2.2.2   String Length 
If both the character set size and the string length are small, random guessing would 
have a high chance of passing the CAPTCHA. Typically, the longer the string is used 
in a challenge, the more secure is the result. For example, assume that the state of the 
art techniques can achieve an individual character recognition rate of r (<1), the 
chance of recognizing the whole challenge of n characters can be r* n, which 
decreases as n grows. Whether the length of strings used in a scheme is predictable or 
not, is again a design issue. Some schemes choose to use a fixed length. For example, 
in the MSN scheme, each challenge uses eight characters. In some other schemes such 
as Google’s CAPTCHA, the string length is variable, i.e. each challenge uses a 
different number of characters and the string length for each challenge is 
unpredictable. This design issue turns out to have implications on both security and 
usability. For example, the use of a fixed string length in the MSN scheme has a 
negative impact on its security. The knowledge as to how many characters can be 
expected in a challenge, can be used for locating connected characters and estimating 
the number of such characters in the challenge, which is a crucial step in segmentation 
attack on the MSN scheme [7]. 
 
2.2.3   Recognition Rate 
The number of characters recognized by bot (automated software program)/system 
correctly. 

2.3 Response Time 

How long does it take for a bot to pass the test? One way to judge the strength of a 
CAPTCHA is to estimate the time and computing power required for its cracking. 

3 Attack on CAPTCHA to Determine Strength Measurement 
Parameters 

While focusing towards the task of attacking a CAPTCHA, we observed three 
procedures namely preprocessing, segmentation and recognition as shown in fig. 4. The 
preprocessing procedure removes different types of noise (mentioned in section 2), and 
thus determines the type and amount of noise present in an image. The length of 
characters in CAPTCHA image is determined by the segmentation procedure which 
requires identification of the correct positions for each character where as recognition 
rate is determined by character recognition technique. The recognition procedure 
identifies which character is in each position. Lastly once the CAPTCHA is broken in 



 Security Analysis of CAPTCHA 103 

 

the sense the system gets success in correctly guessing the characters embedded in 
CAPTCHA image, response time is calculated. In recent research, [9] shows 
“segmentation” is a much more difficult problem than “recognition” since machine 
learning algorithms can efficiently solve the recognition problem, but currently we do 
not have any effective general algorithm to solve the segmentation problem caused by 
these added clutters. Therefore, this paper proposes an efficient preprocessing algorithm 
for attacking CAPTCHAs which cleans image to enable the OCR to recognize.  
 

 

Fig. 4. Procedure for attacking CAPTCHAs 

3.1 Implementing Preprocessing Attack  

The preprocessing attack implemented in this paper is based on flow chart shown in Fig. 
6. CAPTCHA image contains many colors and to work on each of them is quite 
difficult, so initially it is converted into grey scale using eqn 1 which helps only to work 
on 256 intensity values. Binary images are often produced by thresholding a grey scale 
or color image, in order to separate an object in the image from the background. The 
color of the object (usually white) is referred to as the foreground color.   

Grey Color = (0.299*R+0.58*G+0.114*B) (1) 

The rest (usually black) is referred to as the background color. By analyzing the 
various color of CAPTCHA images, we found that: 

1. Number of pixels of same or similar color in background always dominates 
number of pixels of characters to be recognized. 

2. There is usually color difference of at least 35-40 pixel levels between 
foreground colors and background colors, considering readability factor of 
human being to identify characters from background.  

In static threshold method of binarization process, pixels having value below 
predefined threshold are converted into black and the pixels having value above 
predefined threshold are converted into white. Generally it is observed that static 
threshold method doesn’t give satisfactory results for images having variations in 
color. It is possible that sometimes it may erode the characters as shown in Fig.5. The 
binarization process in our preprocessing attack calculates threshold value during run 
time, depending on dominating color intensity value. 
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Fig. 5. a)Color image b)Grey scale image c) binarized image with static threshold=127 
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Fig. 6. Flow chart of Preprocessing Attack  
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Fig. 7. a) Color Image (b) Grey scale image (c) Color 255 replaced with white (d) Color 133 
replaced with black 
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Dominating color is a color of maximum number of pixels has. First it scans the 
image and searches for such dominating color. If color difference between  
this dominating color and previous color is less than 35-40 pixel level then replace 
dominating color and similar color ( similar color is calculated as ± 8 % of 
dominating color) with white and again scan the image otherwise replace with black. 
The binarization process is illustrated with example in Fig. 7.  

Once image is converted into binary, it is passed through CAPTCHA identifier 
which identifies type of CAPTCHA and accordingly passes through particular 
processing algorithm. We have concentrated mainly on three types of CAPTCHA 
namely Chessboard i.e. Bot detect, Hallow and CAPTCHA with various kinds of 
clutter as noise such as Yahoo, MSN Hotmail, Digg CAPTCHA etc. Chess board 
CAPTCHA is determined using following algorithm:  

1. Calculate width and height of alternating color sections.  
2. Calculate average measure using eqn. 2 

(2)

Where K = no. of width sample taken. 
3. Calculate deviation of each measure from the average measure using eqn.3 

(3)

4. Finally, obtain ratio of Deviation and avg as shown in eqn.4 

(4)

5. If the ratio obtained lies  between 0.9 to 1.1,  then dimensions are considered 
equal or nearly equal.  

6. Repeat steps 2-5 for height. If it is successful for width as well as height then it 
can be concluded that these measures are of fairly equal sized cells and hence this 
CAPTCHA is Botdetect CAPTCHA else test fails and algorithm proceeds with 
hollow CAPTCHA check. 

To process Botdetect CAPTCHA, the algorithm first detects each chess box. If the 
majority of pixels in a box are black, all the pixels that are originally black are 
changed to white, and the pixels that are originally white, if any, are changed to black. 
If the majority of pixels in the box are white, then no color change is done. The result 
of Botdetect/Chess CAPTCHA process algorithm is shown in fig. 8. 

Hollow CAPTCHA is determined based on observation that the contour of 
characters is formed by black pixels in such a way that number of black pixel count is 
always 25%-35% less than white pixel count. To determine Hollow CAPTCHA, ratio 
of total number of black pixels to total number of white pixels is calculated. If ratio is 
less than 0.35 then, algorithm proceeds with further check or else this check fails. The 
algorithm for Hollow CAPTCHA identification is as follows: 

1. The background of image is filled with black color using boundary fill algorithm. 
2. Calculate no. of pixels inside the characters using eqn.5 

 (5) 
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Where total no. of pixels in image = height * width of image in pixels. 
   X is no. of pixels filled during boundary fill. 
   Y is no. black pixels initially in the binary image. 

3.  Calculate ratio of pixels inside the characters and total no. of pixels in the image as 
indicated in eqn.6 

 
(6)

4. If calculated ratio satisfies the observation then the CAPTCHA is considered as 
Hollow, or else check fails and CAPTCHA is considered as CAPTCHA with clutter. 
Most of the social web sites like Yahoo, hotmail uses straight lines, slanting lines, 
wavy lines and arcs as clutter to confuse bots but at the same time maintaining human 
friendliness. The width of such type of clutter is less than width of characters so 
taking into consideration clutter width, our preprocessing attack easily cleans up the 
image for character recognition. The breaks in characters are removed using 
discontinuity algorithm which reconnects background pixel if any of its four 
neighbors in the direction of East, West, North and South pixels are of fore color. 
 

                   
                                            (a)                     (b) 

Fig. 8. a) Botdetect CAPTCHA b) Result of Botdetect CAPTCHA processing algorithm 

             
      (a)              (b)  

              
      (a)              (b) 

             
      (a)                   (b) 

                    
      (a)                (b) 

                
      (a)              (b) 

Fig. 9. a ) Original image b) image cleaned by preprocessing attack 
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3.2 Segmentation Attack  

Segmentation attack extracts characters from image along with its position in image. 
We have developed universal structured flow chart for segmentation attack (shown in 
Fig.10) applicable to most of characters (i.e. connected, overlapped and disconnected 
characters) present in CAPTCHA image. Our future work will concentrate on 
implementation of structure which will be based on projection value of characters and 
vertical slicing process.  

4 Results 

In this section we present quantitative analysis of our preprocessed attack on various 
samples of standard database (approximately 200 images) obtained from social 
websites such as yahoo, Google etc. To show the effectiveness of our algorithm, we 
added various colors and random noise to images to generate distorted images and 
tested our algorithm on these images along with standard database obtained from 
social websites. The success rate is calculated depending on number of images 
cleaned. For example, if total number of images are 10 with each image having 6 
characters and  number of images converted to two valued color are 8 then success 
rate for binarization is calculated as (8*6)/ (10*6) = 80%. Similarly, the success rate 
for CAPTCHA identifier is calculated when type of CAPTCHA is identified 
correctly. The binarization gives approximately 95% success rate where as 
CAPTCHA identifier, Chess board and hollow CAPTCHA processing algorithm 
gives 94% result. The CAPTCHA with various types of clutter such as arcs, wavy and 
straight lines and dots are removed in 98% images of sample set. In all these 
experiments, we use same parameters specifically standard deviation between 
foreground and background in process of binarization .Fig.9 shows preprocessing 
attack is implemented successfully on targeted CAPTCHAs giving overall success 
rate as 97%. 

5 Conclusion 

There are two main explanations towards the shortcomings of security in the 
CAPTCHAs we analyzed. First, their design was almost exclusively based on 
research in computer vision, document recognition, and machine learning. However, 
our attacks did not rely on sophisticated, specialized algorithms. Instead, we applied 
our training in security engineering to identify critical vulnerabilities in each of the 
schemes, especially invariants at the pixel levels, and then design simple but novel 
methods to exploit those flaws. Second, a good CAPTCHA requires striking the right 
balance between robustness and usability, which often have subtle influences on each 
other. Our preprocessing attack has shown that a key strategy involved in preventing 
automated attacks is to incorporate random distortions in such a way that width of 
characters and distortion should not be noticeable. The experimental result proves that 
use of color doesn’t enhance the security features but sometimes it annoys users 
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leading to usability issues. This paper has mentioned the effect of noise (one of the 
parameters of framework to measure strength of CAPTCHA) causing security as well 
as usability issues of CAPTCHA.  Our future work will concentrate on next set of 
parameter used to measure strength of CAPTCHA through segmentation attack and 
hence to analyze its security. We don’t claim the list of parameters we have discussed 
for security analysis of CAPTCHA is complete and encourage the researchers to 
identify more parameters using our framework. 
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Abstract. Proposed image watermarking scheme embeds identification 
watermark in certain selected regions where modifications introduced during 
the process of watermarking is less sensitive to HVS (Human Visual System). 
Edge detectors are used to estimate regions in the image where intensity 
changes rapidly. Modifications to such pixel will not attract the attention of 
human eyes. Watermark is thus integrated imperceptibly into the digital images. 
The proposed is a scheme for embedding a unique index number as watermark 
for content tracking and identification. 

Keywords: Digital watermarking, DCT based, edge detection, watermark 
embedding, extraction, psnr.  

1 Introduction 

Today, Internet is popular and widely used for communication and commercial 
purposes. Any digital resources such as image, music, video or multimedia data can 
be transferred to a buyer via Internet. Commercial vendors may market and sell their 
contents to potential buyers. Online business transactions are dependable only if 
powerful tools exist for controlling unauthorized replication and misuse of costly 
contents transferred. Watermarking is proposed as a powerful security mechanism 
that has immense applications as a tool for copyright protection, authentication, 
fingerprinting and many more [1]. Watermarking can also be used to restrict content 
misuse and illegal tampering. 

Digital watermarking is the process of integrating identification information such 
as the owner name or his logo imperceptibly in the digital media. The identification 
watermark can be a text or logo image for uniquely identifying the content owner [2]. 
Two common approaches for watermark selection can be seen in the literature. One is 
the use of a pseudo random sequence [3] and the other is the use of an image as 
watermark [4]. The watermark image can be a logo or initials of the company or 
owner. In most methods, one dimensional array of binary digits is formed by 
preprocessing the watermark and these bits are then integrated with the original image 
during the process of watermarking.  

Method proposed in [5], uses a binary image as watermark data. Non-overlapping 
2x2 blocks from host image is taken and one pixel of watermark is embedded. Some 
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proposed watermarking schemes embed a PN sequence in the LSB of host data. 
Though these spatial domain methods are simple and easy to implement, they are 
highly sensitive to signal processing operations that corrupt the embedded watermark. 

Watermarking is still in evolutionary stage. Watermarking techniques has 
generated great interest as more and more vendors opt to sell their works through 
Internet. Watermarks should be able to withstand all intentional and unintentional 
attacks targeted to remove the identification mark.  Creating robust watermarking 
methods is still a challenging problem for researchers as some methods withstand 
some attacks, but is broken by others. Current research is concentrated mainly on 
methods to suit to the specific application in hand and effectively address that issue. 

A watermarking scheme that uses edge detection is proposed in [6]. The method 
use Gaussian noise of zero mean and unit variance as watermark. Though the method 
can address copyright issues, it is not pragmatic for sequentially ordering the digital 
resources using a numeric identifier.  

[7] describes another method that can embed a watermark comprising eight 
symbols. Every element in the watermark is coded using a {+1, -1} to deduce a 64 bit 
ID. This is then embedded in host image. 

The paper is organized as follows: section 2 introduces the aim and features of the 
proposed scheme. Section 3 outlines watermark embedding and extraction algorithm. 
Section 4 describes the experimental analysis and quality metrics used for assessing 
the proposed scheme. Finally, section 5 concludes the work. 

2 Features of the Proposed Method 

The proposed is a novel scheme for embedding a unique identification number as 
watermark for content tracking and identification. This may be used for sequentially 
numbering documents in a content archival system. The proposed method can also be 
used for fingerprinting digital contents with buyers ID. The seller can use this hidden 
information for identifying the owner and tracing the traitor in cases of illegal content 
replications.   

Vidyasagar et al. [8] describe content archiving as a potential application for 
watermarking. The integrated watermark here acts as an object identifier. This has 
several advantages over conventional archiving that uses file names. Documents when 
archived using the file names, accidental changes in file names will create unpredictable 
issues in file access that may even lead to the non availability of contents. 

Edges in images are areas with sharp variation in pixel intensity. There will be 
noticeable changes or abrupt discontinuities in pixel intensity in the vicinity of edges. 
These regions are detected using an edge detector and are effectively used in the 
proposed method for hiding an external watermark signal without distracting the eyes 
of the viewer. 

Robustness is a measure of immunity of embedded watermark to attacks targeted 
to weaken them. Normally when images are cropped part of the embedded watermark 
is lost, making extraction of identification watermark cumbersome and unsuccessful. 
However, the method assures watermark retrieval even if the image is reduced to one-
by-fourth of the actual size. 
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Fig. 1. Embedding process flowchart 

3 The Algorithm 

The algorithm has two phases. First is the watermark embedding phase and second 
the watermark extraction phase. General steps in watermarking are: 

1) Preprocess the numeric watermark 
2) Decompose the image I into n equal sized regions and estimate the edge detection 

threshold. 
3) Construct non-overlapping 8x8 blocks and apply DCT. 
4) Select blocks for watermark embedding based on the edge detection threshold. 
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5) Alter the coefficients in selected blocks  to hide the watermark 
6) Apply inverse DCT on blocks and recombine the sub-sections. 

3.1 Embedding Algorithm 

The watermark phase algorithm has two stages. First stage is the preprocessing and 
compressing of watermark image using DCT. Most significant coefficients are chosen 
for embedding in the base image. The second stage, adds the preprocessed watermark 
signal to selected mid-frequency locations in the regions selected using edge detector. 
Flowchart of the embedding process is shown in figure.1 

 
Stage 1: Preprocess the watermark 
 
Input: Unique ID, UID 
Output: Equivalent grayscale watermark image, W 

• Assign an equivalent grayscale values for each decimal digits in the number, d = 
{0, 1, 2, 3….9} from the set of grayscale values, egv = {25, 50, 75, ….225}. 

• Construct a 4x4 block for every digit by repeating the selected equivalent grayscale 
value from the above list. 

• Convert every digit in the UID in the same fashion above, to obtain a watermark 
image. For instance, a sixteen digit UID will result in a 16x16 grayscale image.  

 
Stage 2: Watermark embedding 
 
Input:  Base image, I and watermark image, W 
Output: Watermarked image, Iw 

• Compress W by applying DCT on 4x4 non-overlapping blocks. Built an array, 
wmk(q) = fi(1,1). Here, i is the block number of a digit in the watermark. 

• Split I into n regions. If n=4, results in four quadrants, each of size N/2 X N/2. 
• Embed the watermark in each quadrant, considering one at a time. 
• Use Sobel Edge detection for finding the threshold, t 
• Consider 8x8 blocks and compute their threshold, tb.  
• Select the blocks with in a range of threshold. Say, ((tb > 2t) && (tb < 3t)) 
• Embed the watermark in a mid-frequency coefficient, f(i,j) = f(i,j) + sf*wmk(q) 

where sf is the strength factor and f  is the DCT of an 8x8 block from I. 
• Repeat the above three steps to mark all eligible block in a region. 
• Apply inverse DCT and recombine the sub-regions to output the watermarked  

copy, Iw. 

3.2 The Extraction Algorithm 

The proposed is a non-blind technique and requires the original image for extracting 
the hidden watermark signal. DCT of base image I and the watermarked copy Iw are 
found and the difference between the chosen mid-frequency coefficient is computed 
for decoding the embedded watermark information. 
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The watermark extraction algorithm is discussed below: 
 
Input:  Base image, I and Watermarked image, Iw 
Output: Watermark, W 
• First step is to decompose the image I and Iw into sub-regions, as done during 

watermark embedding. 
• Determine the edge detection threshold t for the sub-region and tb for each 8x8 

block in consideration from I 
• Extract embedded watermark information from Iw whenever threshold for the block 

is within the range employed during the watermarking process. 
 wmk (k) = ( f'wi(p, q) - fi(p, q) )/sf.  
     Here, i is the block number, sf is the strength factor, fw is DCT of an 8x8 block      

 from Iw and f is DCT of the corresponding 8x8 block from I. 
• Extract all watermark coefficients by considering the subsequent set of blocks from 

Iw and I. 
• Reconstruct the watermark image by taking inverse DCT of each extracted element 

to generate the 4x4 grayscale blocks per digit.  
• Use the proposed grayscale lookup table for finding the equivalent digit and repeat 

the above steps for extracting all the digits in the numeric watermark. 
• Output the extracted watermark , w 

4 Experimental Analysis  

For evaluating the performance of the proposed scheme we watermarked various 
images. Figure.2 shows the results for two test cases, where images are watermarked 
using a sixteen digit number. Two important requirements to be met by any 
watermarking scheme is visual appeal ness and robustness to watermark removal 
attacks. PSNR (Peak Signal to Noise Ratio) ratio is computed to estimate the visual 
quality of the watermarked image. Higher the PSNR lesser the distortion and hence 
better the image quality. The measured PSNR values are tabulated in table.1. The 
robustness of the watermarked image is tested by subjecting to certain common signal 
processing attacks. The method is found to be dependable as the watermark is still 
decodable and recognizable. NCC (Non-correlation coefficient) is used to measure the 
similarity of the extracted the watermark with the original embedded watermark. 
NCC value ranges from 0 to 1. Any value close to 1 indicates that the extracted signal 
is closely similar to the original embedded watermark. Table.2 gives the NCC values 
for the extracted watermarks, supposing that there are four watermarked regions, I to 
IV, in a watermarked Lena image.  

Table 1. Sinal to Noise Ratios 

Image  PSNR MSE 

Lena 45.28 1.92 

Deer 44.11 2.52 

Boat 44.65 2.28 
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Fig. 2. Watermarking images. a) Base images b) Watermarked images 

Figure.3 shows the pixels that were altered during the process of watermark 
insertion. The significant edges are alone carefully selected from the base image 
discarding the monotonous areas in the image. As there is a sharp change in intensity 
near the edges distortions are not observable to the human eyes. Hence it may be 
inferred that the proposed watermarking method do not significantly degrade the 
visual qualities of the output watermarked image. Figure 3.a shows the binary 
difference image of the base Lena image and its watermarked copy. And in figure 3.b, 
the watermark hidden areas in base image are highlighted. 
 

Table 2. Correlation Measurements after attacks for watermarks from regions I to IV 

Types of 
Attack 

NCC 

I  II III IV 

No Attack 0.99 0.99 0.99 0.99 

Salt & Pepper 0.95 0.99 0.97 0.94 

Gaussian 0.92 0.93 0.87 0.82 

Speckle 0.88 0.97 0.91 0.98 

 

b) a) 
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a) Difference Image b) Watermarked Positions  

Fig. 3. Watermark embedded positions in lena image 

5 Conclusion 

A method for imperceptibly indexing digital resources using watermarking is 
discussed here. The embedded index number could be used effectively for archiving 
multimedia digital documents in databases. It also helps in locating the resources in 
case of causalities like unintentional alterations. To ensure that watermark is 
embedded imperceptibly, the watermark is compressed using DCT and only 
significant coefficients are selected for insertion in base image. The algorithm is then 
implemented on various test image and the results for various quality metrics is 
found. It is observed that the embedding process does not degrade the quality of the 
base image and at the same is robust against various image processing attacks.  
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Abstract. Although they have been being intensely studied, there remain 
numerous open questions around prime numbers. For example, no known 
formula exists that yields all of the prime numbers and no composites. Due to 
this uncertainty surrounding the theory of prime numbers, popular algorithms 
proposed in literature till date, rely heavily on probabilistic methods to 
determine primality. The paper proposes a new theory on the nature of prime 
numbers. In particular the paper proposes new theorems by which any prime 
number can be calculated from the knowledge of any other prime number of 
lower value in a simple way. It is shown in the paper that, in so doing, the 
theorems prove to be a common thread through which all the prime numbers of 
a number system can be related. Based on the theorems, a new prime number 
generating algorithm and a new purely deterministic method to test primality is 
explained and illustrated with the help of examples. 

Keywords: Prime numbers, prime number generating algorithm, primality test. 

1 Introduction 

A prime number (or a prime) is a natural number such that it has exactly 
two distinct natural number divisors: 1 and itself. An infinite number of prime 
numbers exists and this fact has been demonstrated as early as 300 BC by Euclid [1]. 
Any nonzero natural number n can be factored into primes; that is; these can be 
written as a product of primes or powers of different primes. This factorization is 
unique except for a possible reordering of the factors. 

Although they have been intensely studied, there remain numerous open questions 
around prime numbers. For example, no known formula exists that yields all of the 
prime numbers and no composites. For more than a century,  the Goldbach's 
conjecture which asserts that any even natural number bigger than two is the sum of 
two primes, or the twin prime conjecture which says that there are infinitely many 
twin primes (pairs of primes whose difference is two), have remained unresolved, 
notwithstanding the simplicity of their statements. However, it has been demonstrated 
by mathematicians that the distribution of primes or in other words the statistical 
behaviour of primes in the large can be modelled. For instance, the prime number 
theorem, says that the probability that a given, randomly chosen number n is prime is 
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inversely proportional to the logarithm of n. The unproven Riemann hypothesis [2] 
implies a refined statement concerning the distribution of primes and though it has 
been unproven since its inception in 1859.  

Primes have been applied in several fields in information technology, such as 
public-key cryptography, which makes use of the difficulty of factoring large 
numbers into their prime factors. Searching for big primes, often using distributed 
computing, has stimulated studying special types of primes, chiefly Mersenne primes 
whose primality is comparably quick to decide. As of 2011, the largest known prime 
number has about 13 million decimal digits [3]. 

The property of being prime is called primality. The simplest method for verifying 
the primality of a given number n can be done by trial division. The method tests 
whether n is a multiple of an integer m between 2 and √n. If n is a multiple of any of 
these integers then it is a composite number, and so not prime; if it is not a multiple of 
any of these integers then it is prime. As this method requires up to √n trial divisions, 
it is only suitable for relatively small values of n. More sophisticated algorithms, 
which are much more efficient than trial division, have been devised to test the 
primality of large numbers. 

Different methods have been proposed in literature to test primality, for example 
the latest methods by Shafi Goldwasser & Joe Kilian [4]; M.Aggrawal & S.Biswas 
[5]; Rene Shoof [6]; etc. A common feature of all these latest algorithms, is that they 
rely primarily on probabilistic methods to determine primality and use deterministic 
methods only as a secondary instrument.  

The paper proposes a new theory on the nature of prime numbers. In particular the 
paper proposes new theorems by which any prime number can be calculated from the 
knowledge of any other prime number of lower value in a simple way. It is shown in 
the paper that, in so doing, the theorems prove to be a common thread through which 
all the prime numbers of a number system can be related. Based on the theorems, a 
new prime number generating algorithm and a new purely deterministic method to 
test primality is explained and illustrated with the help of examples. 

Section 1 has provided the introduction. The proposed theorem and its proof are 
given in Section 2. The proposed algorithms for generating prime numbers and for 
testing primality are described in Section 3. Examples illustrating the operation of the 
proposed algorithms are shown in Section 4. Section 5 provides the concluding 
remarks. 

2 Proofs 

Our objective is to first prove a theorem by which any prime number can be 
calculated from the knowledge of any other prime number of lower value. Let us 
begin by proving some smaller theorems and see how these theorems lead us to our 
final objective.  

 
Theorem 1: 
A number P of the form  

P = 3a, 
is an odd number, for any odd number a. 
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Proof 1: 
We know that any odd number O can be expressed in the form: 

O = 2n + b,                 (1)

where n is any integer and b is an odd integer. 
Now, a number of the form P = 3a, where a is an odd number, can be written as 

P = 3a, 
           = 2a + a 
Since P is a number expressible in the form given by equation (1), we can say that 
P = 3a is an odd number. 
Hence the theorem is proved. 
 
Corollary to theorem 1: 
Theorem 1 implies that non-prime numbers of any other form are interspersed 
between non-prime odd numbers of the form P = 3a, a being an odd number. It is, 
therefore, easy to see that a non-prime number Q of the form 

Q = C2,  
where C is a prime number, occurs in between two non-prime odd numbers, say, 3a1 
and 3a2, where a1 and a2 are two consecutive odd numbers.  

These facts are illustrated below in Table 1, where a set of contiguous non-primes 
are listed out along with their factors 

Table 1. A set of contiguous non-primes and their factors 

Odd non-primes Factors
 

             9  3 × 3
           15  3 × 5
           21  3 × 7
      → 25  5 × 5
           27  3 × 9
           33  3 × 11
           35  5 × 7
           39  3 × 13
           45  3 × 15
      → 49  7 × 7
           51  3 × 17
           55  5 × 11
           57  3 × 19

→ : indicates odd non-prime numbers of the form P = C2, where C is a prime number. 
 

Another fact that emerges (which can be easily verified) is that between two non-
prime odd numbers of the form 3a, say, 3a1 and 3a2, where a1 and a2 are two 
consecutive odd numbers, there can occur just two other odd numbers, both of which 
will, obviously, be of some other form. For example, between 3 × 17 and 3 × 19, the 
two odd numbers are 53 and 55. Therefore, between 3a1 and 3a2 there can occur just 
one number Q of the form 

Q = C2, where C is prime,               (2)
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because Q ± 2 which can be the only other odd number that can occur between 3a1 
and 3a2 is obviously not of the form given by equation (2). In other words, two 
‘square of prime’ numbers cannot occur between 3a1 and 3a2, where a1 and a2 are two 
consecutive odd numbers. 

Recapitulating, the two facts that emerge are: 
a) Non-prime odd numbers of the form 

Q = C2, where C is prime 
occur between non-prime odd numbers of the form 3a,say, 3a1 and 3a2, 
where a1 and a2 are two consecutive odd numbers. 

b) Between two non-prime odd numbers of the form 3a,say, 3a1 and 3a2, where 
a1 and a2 are two consecutive odd numbers, there can occur just one odd 
number of the form 

Q = C2, where C is prime. 
 
Theorem 2: 
If a non-prime odd number Q of the form  
    Q = P2,  
where P is a prime number greater than or equal to 5, is such that it occurs between 
two non-prime odd numbers of the form 3a, say, 3a1 and 3a2, where a1 and a2 are two 
consecutive odd numbers with a2 > a1; and two integers x1 and x2 are such that 

x1 = Q – 3a1, 
x2 = 3a2 – Q, 

then, 
x1 = 2x2 

 
Proof 2: 
Any odd number N > 1 can be expressed as 

N = (2n + 1), 
where n is any integer greater than 0. 

Now, prime numbers are all odd and the square of any prime number P > N 
can be expressed in terms of N as follows: 
           Q = P2 = (2(n+k) + 1), where k is some integer greater than 0. 
          = 2n + 1 + 2k 
          = N + 2k 

Suppose N is of the form 3a (where a is odd). Now, let us consider two odd 
numbers of the form 3a (where a is odd) in terms of k such that they are closest to Q 
= P2 and one number is greater than Q and the other is lesser than Q. It is easy to 
verify that the smaller number is 

A = N      (of the form 3a, where a is odd) 
And the greater number is 
    B = N + 3k (of the form 3a, where a is odd) 
Now, when k = 2; A and B are equal to, say, 3a1 and 3a2 respectively such that a1 and 
a2 are two consecutive odd numbers with a2>a1. Also, it follows from theorem 1and 
its corollary that only one number of the form   

Q = P2 
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can exist between them. Therefore, the value of k = 2 is the only value of k that 
concerns us. 
Let us define the differences 

x1 = Q – A  
And                  x2 = B – Q  
From the foregoing statements regarding the values of k, A and B; replacing the 
values of these in the above two equations we have: 

x1 = Q – 3a1 = 2k = 2 
And                  x2 = 3a2 – Q = k = 1   
 
Therefore the ratio  
                   x1 : x2 = 2 : 1                                    
Hence the theorem is proved. 
 
Theorem 3: 
The difference between the square of two prime numbers that are each greater than or 
equal to 5 is always divisible by 3. Or, if a number T is such that  

T = abs(N1
2 – N2

2) 
then T is always divisible by 3 if both N1 and N2 are dissimilar prime numbers and 
have values greater than or equal to 5. 
 
Proof 3:  
Let us consider two odd non-primes N1

2 and N2
2 such that N1 and N2 are both prime 

numbers. By theorem 1 and its corollary, N1
2 and N2

2 are located amidst non-prime 
odd numbers of the form 3a, a being odd. Let us assume that N1

2 is located between 
numbers 3a1 and 3a2; and N2

2 is located between numbers 3a3 and 3a4 such that a1 < 
a2 < a3 < a4 and; (a1, a2) and (a3, a4) are consecutive odd number pairs. 
Let us define numbers x1, x2, x3, x4 such that 

x1 = 3a1 – N1
2 

x2 = N1
2 – 3a2 

x3 = 3a3 – N2
2 

x4 = N2
2 – 3a4 

This is graphically shown below in Fig. 1: 

 

Fig. 1. Graphical illustration 
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Theorem 2 states that for N1, N2 ≥ 5, 
x1 = 2x2 

   and  x3 = 2x4 
Thus,   

x2 = (1/3)(x1 + x2) 
         = (1/3)(3a2 – 3a1) 
         = (a2 – a1) 
Similarly,    x3 = (2/3)(x3 + x4) 
         = (1/3)(3a4 – 3a3) 
         = 2(a4 – a3) 
 
Since (a1, a2) and (a3, a4) are consecutive odd number pairs, 

a2 – a1 = a4 – a3 = 2 
Therefore,  
     x2 = 2 
and      x3 = 2×2 = 4 
 
Now, (making use of the figure 1 above) 
   T = abs(N1

2 – N2
2) = abs(x2 + (3a2 -3a3) + x3)  

                                        = abs(3a2 -3a3 + x3 + x2) 
Or, replacing the values of x2 and x3,               = abs(3a2 -3a3 + 6) 
 
T = abs(N1

2 – N2
2) is thus always divisible by 3. 

Hence the theorem is proved. 
 
Theorem 4: 
If P is a prime number greater than or equal to 5, and if P2 is expressed as  

   P2 = (a52t + …+ b52n + …+ c52 + 3d)  

where a, b, c, etc; are integers such that each of them has a value less than 3×52 and d 
is an integer with value less than 52, and t, n, etc; are integers such that t >…> n 
>…>2; then the coefficient of 52, c, is  a non-zero integer that is never divisible by 3. 

 
Proof 4: 
Using theorem 3, a prime number P greater than or equal to 5, can be written as 

    P2 = (P1
2 + 3i1) 

where i1 is an integer and P1 is some prime number. 
Let us choose P1 as the least prime number for which theorem 3 is applicable, i.e., 

let P1 = 5. Then,  
   P2 = (52 + 3i1) 
        = (3s52t + …+ 3r52n + …+ (3k + 1)52 + 3i)  
because 3i1 can be expressed as: 3i1 = 3s52t + …+ 3r52n + ….+ 3k52 + 3i, where i, s, r, 
k, etc; are integers such that each of them has a value less than 52 and t, n, etc; are 
integers such that t >…> n >…>2. Thus, P2 can be written as:    
     P2 = (a52t + …+ b52n + …+ c52 + 3d)  
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where a, b, c, etc; are integers such that each of them has a value less than 3×52 and d 
is an integer with value less than 52,and the coefficient of 52, c, is never divisible by 3. 
Hence the theorem is proved. 
 
Theorem 5: 
If C is an odd composite number such that it is a product of two or more prime 
numbers with values other than 3 and 5, and if C2 is expressed as  
   C2 = (a52t + …+ b52n + …+ c52 + 3d)  
where a, b, c, etc; are integers such that each of them has a value less than 3×52 and d 
is an integer with value less than 52, and t, n, etc; are integers such that t >…> n 
>…>2; then the coefficient of 52, c, is always either 0 or divisible by 3. 

 
Proof 5: 
Using theorem 3, the square of an odd composite number C that is a product of two or 
more prime numbers with values other than 3and 5, can be written in the general form 
as 
   C2 = (P2 + 3i1)

l(P2 + 3i2)
m........ 

where i1, i2, l, m, ...etc; are all integers and P is some prime number. 
Let us choose P as the least prime number for which theorem 3 is applicable, 

i.e., let P = 5. Then,  
   C2 = (52 + 3i1)

l(52 + 3i2)
m........ 

        = 52n + 3ie 
        = (3s52t + …+ (3r + 1)52n + …+ 3k52 + 3i)  
because 3ie can be expressed as: 3ie = 3s52t + …+ 3r52n + …+ 3k52 + 3i where ie is an 
integer and i, s, r, k, etc; are integers such that each of them has a value less than 52 
and t, n, etc; are integers such that t >…> n >…>2. Thus, C2 can be written as:    
     P2 = (a52t + …+ b52n + …+ c52 + 3d)  
where a, b, c, etc; are integers such that each of them has a value less than 3×52 and d 
is an integer with value less than 52, and the coefficient of 52, c, is always either 0 or 
divisible by 3. 
Hence the theorem is proved. 

 
Thus, since numbers in a number system are either prime or are a product of two or 
more prime numbers with one or more of them having values equal to 3 or 5 or are a 
product of two or more prime numbers with values other than 3 and 5; the following 
corollary to theorems 4 & 5: 
 
Corollary to theorems 4 & 5: 
Theorems 4 & 5, thus, imply that if a number Q is an odd number and Q is not 
divisible by 3 and 5 and if Q2 is expressed as  
   Q2 = (a52t + …+ b52n + …+ c52 + 3d)  
where a, b, c, etc; are integers such that each of them has a value less than 3×52 and d 
is an integer with value less than 52 and t, n, etc; are integers such that t >…> n 
>…>2, then Q is a prime number if the coefficient of 52, c, is a non-zero integer that 
is never divisible by 3. 
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This corollary is the basis for developing the primality algorithms that follow. 

3 Algorithms 

By theorems 4 & 5, it is possible to calculate the next prime number in the sequence 
from a prime number whose value is known. 

The algorithm to calculate the next prime number from a previously known prime 
number is as follows: 

 
Algorithm 1: 

 
1. Let  M is a known prime number. 
2. Find the value of k(i) from the formulae 

      k(i) = (O(i-1) + 2), 
 using the value of O(i-1)  as  
      O(i-1) = M. 

3. If k(i) is divisible by 3 or 5, then O(i) is non-prime. Proceed to step 6. 
4. If k(i) is not divisible by 3 and 5, express k(i) 2 as  

  k(i)2 = (a52t + …+ b52n + …+ c52 + 3d)  
where a, b, c, etc; are integers such that each of them has a value less than 
3×52 and d is an integer with value less than 52 and t, n, etc; are integers 
such that t >…> n >…>2.  

5. The current value of O(i) which is 
    O(i) = O(i-1) + 2  

is a prime number if the coefficient of 52, c, is  a non-zero integer that is not 
divisible by 3, by theorems 4 & 5. Output O(i) as the result and stop. If c is 0 
or divisible by 3, then O(i) is non-prime by theorems 4 & 5. Proceed to step 
6. 

6. Calculate the new value of k(i) using  
          k(i) = (O(i-1) + 2), 

the new value of O(i-1) being 
O(i-1) = O(i). 

7. Go to step 3. 
 
From the nature of the algorithm, it is clear that, starting from a prime number of 
lowest value, any prime number of any desired value can be calculated with the help 
of theorems 4 & 5. Therefore, theorems 4 & 5 serve as a link by which all prime 
numbers in a number system can be related. Prime numbers, which were hitherto 
considered to be distributed throughout the number system following no particular 
rule, seem to follow the rules set by theorems 4 & 5. 

Theorems 4 & 5 can also be used to formulate a simple procedure to check the 
primality of any odd number. Suppose X is the odd number whose primality needs to 
be checked. The procedure is as follows: 
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Algorithm 2: 
 

1. If X is divisible by 3 or 5, then X is non-prime.  
2. If X is not divisible by 3 and 5, express X2 as  

  X2 = (a52t + …+ b52n + …+ c52 + 3d)  
where a, b, c, etc; are integers such that each of them has a value less than 
3×52 and d is an integer with value less than 52 and t, n, etc; are integers 
such that t >…> n >…>2. 

3. X is a prime number if the coefficient of 52, c, is a non-zero integer that is 
not divisible by 3, by theorems 4 & 5.  

4 Examples 

Suppose a prime number 79 is given and it is required to find the value of the next 
highest prime number. Following Algorithm 1 of the previous section we have: 

1. M = 79 
2. Putting the value of O(i-1) = M in equation  

k(i) = (O(i-1) + 2)  
         we have               
            k(i)2 = 812  = 6561 

3. Value of k(i) = 81 is divisible by 3. So, 
O(i) = O(i-1) + 2 = 81 

                      is not prime. 
4. The new value of k(i) is obtained by putting O(i-1) = O(i) in the 

equation 
k(i) = (O(i-1) + 2) =83 

        Or, 
k(i)2 = 832 = 6889 

5. k(i) is not divisible by 3 and 5 and k(i)2 can be expressed as  
k(i)2 = 832 = 3×3×54 + (3×16 + 1)×52  + 3×13,  

        which is of the form, 
    k(i) 2 = (a52t + …+ b52n + …+ c52 + 3d)  

where a, b, c, etc; are integers such that each of them has a value less 
than 3×52 and d is an integer with value less than 52 and t, n, etc; are 
integers such that t >…> n >…>2, as required by theorems 4 & 5. 

6. Since the coefficient of 52, c =  (3×16 + 1), is  a non-zero integer that is 
not divisible by 3, hence, by theorems 4 & 5,  

O(i) = O(i-1) + 2 = 83, 
        is the next highest prime number. 

 
In order to test the primality of an odd number, say, X = 187, following algorithm 2, 
we have: 
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1. X is not divisible by 3 and 5 and X2 can be expressed as  
X2 = 1872 = (3×18 + 1)×54 + 3×7×52  + 3×23,  

        which is of the form, 
    X2 = (a52t + …+ b52n + …+ c52 + 3d)  

where a, b, c, etc; are integers such that each of them has a value less 
than 3×52 and d is an integer with value less than 52 and t, n, etc; are 
integers such that t >…> n >…>2, as required by theorems 4 & 5. 

2. Since the coefficient of 52, c = 3×7, is divisible by 3, hence, by theorems 
4 & 5, X is not a prime number. 

5 Conclusion 

The paper proposes a new theory on the nature of prime numbers. In particular the 
paper proposes new theorems by which any prime number can be calculated from the 
knowledge of any other prime number of lower value in a simple way. It is shown in 
the paper that, in so doing, the theorems prove to be a common thread through which 
all the prime numbers of a number system can be related. Based on the theorems, a 
new prime number generating algorithm and a new method to test primality is 
explained and illustrated with the help of examples. 
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Abstract. Feature extraction has the ability to improve the
performance of speaker identification systems. This paper studies the
significance of low-variance multitaper Mel-frequency cepstral coefficient
(multitaper MFCC) features for Multilingual speaker identification with
the constraint of limited data. The speaker identification study is con-
ducted using 30 speakers of our own database. Sine-weighted cepstrum
estimator (SWCE) taper MFCC features are extracted and modeled
using Gaussian Mixture Model (GMM)-Universal Background Model
(UBM). The results show that the multitaper MFCC approach performs
better than the conventional Hamming window MFCC technique in all
the speaker identification experiments.

Keywords: Speaker identification, MFCC, multitaper MFCC and Con-
fusion matrix.

1 Introduction

Automatic Speaker Identification (ASI) and Automatic Speaker Verification
(ASV) systems have always been demanding in terms of robustness and accuracy
for the modern state-of-the-art security applications [1]. Depending on the mode
of operation, speaker identification system can be either text-dependent (con-
straint on what is spoken) or text-independent (no constraint on what is spoken)
[2]. Speaker identification can be classified into Closed-set and Open-set identifi-
cation. In closed-set speaker identification, the unknown speaker to be identified
is a member of the set of N enrolled speakers whereas in an open-set speaker
identification, a reference model for the unknown speaker may not exist [3,4].
This paper concentrates on closed-set text-independent speaker identification.

Speaker identification system can be performed in Monolingual, Crosslin-
gual and Multilingual mode. In Monolingual speaker identification, training and
testing languages for a speaker are the same whereas in Crosslingual speaker
identification, training is done in one language (say A) and testing is done in
another language (say B). In Multilingual speaker identification, some speakers
in database are trained and tested in language A, some speakers in language B
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and so on [4], i.e., Speaker Models are trained in one language and tested with
multiple languages of different speakers.

Speaker identification in limited data conditions refers to the task of recog-
nizing speakers where both the training and test speech available only for few
seconds. In this work, sufficient and limited data notionally denote the case of
more than one minute and less than or equal to 15 seconds [5]. Most of state-of-
the-art speaker identification systems work on Monolingual (preferably English)
using sufficient data. The use of speaker identification system in Multilingual
context is a requirement in a country like India where there is a coexistence of
large number of languages.

Tomi kinnunen et al. [6] promoted to use multitaper MFCC feature extrac-
tion for speaker verification. Results indicate that multitapers outperform con-
ventional single-window technique. A novel Multilingual text-independent based
speaker identification algorithm was proposed by Geoffrey Duron in [7] and in-
vestigated 2 facets of speaker recognition: cross-language speaker identification
and the same language non-native text independent speaker identification. The
results indicated that how Speaker identification performance will be affected
when the population is composed of native speakers or when speakers do not
use the same language during the training and testing sessions. Bipul Pandey et
al. [8] proposed a Multilingual speaker recognition scheme using adaptive neuro
fuzzy inference scheme (ANFIS) for the identification of the speaker and the
words spoken. The experimental results show the system to be amply efficient
and successful in the recognition of the tasks that are involved.

In our previous work [9], we have compared the performance of GMM-UBM-
Not Including Evaluation set (NIE) and GMM-UBM-Including Evaluation set
(IE) for Mono, Cross and Multilingual speaker identification with the constraint
of limited data. The speaker independent UBM was trained by IE and NIE. The
results indicate that GMM-UBM can be used for improving speaker identification
performance (%) with the Constraint of limited data in Multilingual scenario.

The state-of-the-art speaker recognition system uses MFCC as a feature for
identifying speakers [1]. Squared magnitude of the Fourier transform of the win-
dowed estimate, termed as Periodogram is used for the estimation of the spec-
trum for MFCC computation [10]. The convolution of the signal and window
function spectra results in the spectral leakage. This spectral leakage is reduced
by the Hamming-type of time-domain window. Therefore the windowing reduces
the bias but the variance remains high [6]. The variance of the spectral estimates
is reduced by the multitaper methods which uses multiple time-domain window
functions [11]. The basic idea in multitapering is to pass the analysis frame
through the multiple window functions and then estimate the weighted average
of individual sub-spectra to obtain the final spectrum [6]. Designing of the ta-
pers is to give approximately uncorrelated spectrum estimates so that averaging
them reduces the variance [12].

The rest of the paper is organized as follows: Section 2 describes the database
used for the experiments. Feature extraction using multitaper MFCC and speaker
modeling using GMM-UBM technique are presented in Section 3. Section 4 gives
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experimental results. Finally, Summary and conclusions of this study and scope
for the future work are mentioned in Section 5.

2 Speech Database for the Study

Since the standard Multilingual database is not available, experiments are car-
ried out on an our own created database of 30 speakers who can speak the three
different languages. The database includes 17-male and 13-female speakers. The
voice recording was done in the Engineering college laboratory. The speakers
were undergraduate students and faculties in an engineering college. The age
of the speakers varied from 18-35 years. The speakers were asked to read small
stories in three different languages. The training and testing data were recorded
in different sessions with a minimum gap of two days. The approximate training
and testing data length is two minutes. Recording was done using free download-
able wave surfer 1.8.8p3 software and Beetel Head phone-250 with a frequency
range 20-20 kHz. The speech files are stored in .wav format.

3 Feature Extraction and Modeling

Feature extraction is the most important part of speaker recognition. Speech
recordings were sampled at the rate of 8 kHz and pre-emphasized (factor 0.97).
Frame duration of 20 msec and a 10 msec of overlapping durations are considered.
Let F = [f(0) f(1) ... f(N − 1)]T denote one frame of speech of N samples.
Windowed discrete Fourier transform spectrum estimate is given by [12] [13]
[14] & [15].

Ŝ(f) =

∣∣∣∣∣
N−1∑
t=0

w(t)f(t)e−i2πft/N

∣∣∣∣∣
2

(1)

where W = [w(0) w(1) ... w(N − 1)]T is the time-domain window (Hamming)
function. Fig. 1 shows the block diagram representation of the multitaper MFCC
method. The use of windowing (hamming) technique, on average reduces the bias
of the spectrum estimate i.e., amount by which the estimated spectrum value
differs from the actual value but the variance of the estimated spectrum remains
still high [12]. To reduce the variance, multitaper spectrum estimator can be
used [12].

Ŝ(f) =

K∑
j=1

λ(j)

∣∣∣∣∣
N−1∑
t=0

wj(t)f(t)e
−i2πft/N

∣∣∣∣∣
2

(2)

Here K represents the number of multitapers used.Wj = [wj(0) wj(1) ... wj(N−
1)]T is the multitaper weights and j = 1, 2, ..., K, are used with corresponding
weights λ(j). A number of different tapers have been proposed for spectrum
estimation. In [12], it was mentioned that the choice of multitaper type was
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Fig. 1. Block Diagram of multitaper MFCC technique

found less important than the choice of the number of tapers, K (3 ≤ k ≤ 8).
In this work, SWCE multitaper is used with K=6 windows. A mel-warping is
then performed using 35 triangular band pass filters followed by Discrete Cosine
Transform (DCT). A 13-dimensional MFCC feature vectors are finally obtained.
The 0th coefficient is discarded since it is average of the input signal and carries
less speaker specific information.

The GMM is the most commonly used probabilistic modeling technique in
speaker identification. The complete Gaussian mixture density is parameter-
ized by the mean vector, the covariance matrix and the mixture weight from
all component densities. These parameters are collectively represented by λ =
{wi, μi, Σi}; i = 1, 2, ....., M. where M is the number of speakers. In lim-
ited data speaker recognition systems, speech is pooled from many speakers to
train a single independent model, known as UBM [16]. Individual speakers are
then adapted from the UBM using the maximum a posterior (MAP) adaptation
algorithm [16]. The parameters of the GMM models were estimated using expec-
tation maximization (EM) algorithm. The k-means algorithm was used to obtain
the initial estimate for each cluster [17]. Speech data collected from large num-
ber of speakers is pooled and the UBM is trained via EM algorithm. UBM acts
as a speaker independent model in GMM-UBM system. The speaker dependent
model (GMM) can be created by performing MAP adaptation technique from
the UBM using speaker-specific training speech. In [5] and [18], it was mentioned
that there are no criteria to select number of speakers and amount of data to
train the UBM. We trained UBM using 30 speakers with roughly one hour of
speech data.

4 Experiments

The Monolingual experimental results for the 30 speakers for 15 sec of train-
ing and testing data and for different Gaussian mixtures are given in Table 1.
Note: A/B indicates training with language A and testing with language B. The
speaker identification system trained and tested with English language (E/E)
gives the highest performance of 90% and 93.33% for 256 Gaussian Mixtures for
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Table 1. Monolingual Speaker identification performance (%). Pi represents the max-
imum identification performance among the number of Gaussian mixtures.

Train/Test language Technique
Gaussian mixtures

Pi
16 32 64 128 256

E/E
MFCC 76.66 76.66 83.33 86.66 90.00 90.00

multitaper MFCC 80.00 80.00 83.33 90.00 93.33 93.33

H/H
MFCC 76.66 86.66 86.66 90.00 86.66 90.00

multitaper MFCC 73.33 80.00 86.66 93.33 93.33 93.33

K/K
MFCC 80.00 83.33 83.33 86.66 83.33 86.66

multitaper MFCC 76.66 80.00 86.66 90.00 90.00 90.00

Table 2. Crosslingual Speaker identification performance (%). Pi represents the max-
imum identification performance among the number of Gaussian mixtures.

Train/Test language Technique
Gaussian mixtures

Pi
16 32 64 128 256

H/E
MFCC 73.33 80.00 83.33 86.66 90.00 90.00

multitaper MFCC 83.33 80.00 86.66 93.33 86.66 93.33

K/E
MFCC 63.33 76.66 80.00 80.00 86.66 86.66

multitaper MFCC 73.33 83.33 86.66 86.66 90.00 90.00

E/H
MFCC 66.66 66.66 76.66 80.00 76.66 80.00

multitaper MFCC 76.66 73.33 83.33 86.66 83.33 86.66

K/H
MFCC 66.66 66.66 76.66 76.66 80.00 80.00

multitaper MFCC 70.00 76.66 83.33 83.33 83.33 83.33

E/K
MFCC 60.00 70.00 70.00 66.66 83.33 83.33

multitaper MFCC 60.00 76.66 73.33 76.66 86.66 86.66

H/K
MFCC 63.33 73.33 73.33 76.66 80.00 80.00

multitaper MFCC 63.33 73.33 83.33 86.66 80.00 86.66

MFCC and multitaper MFCC, respectively. The highest performance may be
due to the speakers considered for the study. The speaker identification system
trained and tested with Hindi language (H/H) gives the highest performance of
90% and 93.33% for 128 and 256 Gaussian Mixtures for MFCC and multitaper
MFCC, respectively. The performance of speaker identification system trained
and tested with Kannada language (K/K) is 86.66% and 90% for 128 and 256
Gaussian Mixtures for MFCC and multitaper MFCC, respectively.

The Crosslingual experimental results for the 30 speakers for 15 sec of train-
ing and testing data and for different Gaussian mixtures are given in Table 2.
The speaker identification system trained with Hindi and tested with English
language (H/E) yields a highest performance of 90% and 93.33% for 256 and
128 Gaussian Mixtures for MFCC and multitaper MFCC, respectively. For En-
glish as a testing language, no much difference in identification performance was
observed in comparison with Hindi and Kannada as training languages.
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Table 3. Multilingual Speaker identification performance (%). Pi represents the max-
imum identification performance among the number of Gaussian Mixtures.

Technique
Gaussian mixtures

Pi
16 32 64 128 256

MFCC 80.00 83.33 90.00 90.00 86.66 90.00
multitaper MFCC 80.00 86.66 90.00 93.33 96.66 96.66

The Multilingual experimental results for the 30 speakers for 15 sec of train-
ing and testing data and for different Gaussian mixtures are given in Table 3.
The Multilingual speaker identification system yields a highest performance of
90% and 96.66% for 128 and 256 Gaussian Mixtures for MFCC and multitaper
MFCC, respectively.

Table 4 and 5 shows Confusion matrices for the Multilingual speaker identifica-
tion using MFCC and multitaper MFCC features, respectively for 256 Gaussian
mixture. Correct identification (%) in a particular linguistic group is indicated
by the main diagonal elements and off-diagonal elements show the misidenti-
fication [4]. Confusion matrices for MFCC and multitaper MFCC are having
all off-diagonal elements as zeros, meaning that all the speakers in a particu-
lar linguistic group are identified or misidentified in their respective language
only [4].

Some of the observations can be made from the results are as follows: (i) The
multitaper (SWCE) MFCC perform better than the conventional hamming win-
dow MFCC in all the speaker identification experiments. This may be due to, use
of multitapers reduce the variance of the MFCC features and thus making the
spectrum less sensitive to the noise compared to the conventional single-window
(hamming) method [6]. (ii) In comparison with the Monolingual speaker iden-
tification, Crosslingual speaker identification performance decreases drastically.
This may be due to the variation in fluency and word stress when same speaker
speaks different languages and also due to different phonetic and prosodic pat-
terns of the languages [7]. (iii) The Multilingual results are better than the Mono
and Crosslingual speaker identification experiments. This may be due to the bet-
ter discrimination between the trained and testing models (multiple languages)
in Multilingual scenario. (iv) Confusion matrix for multitaper MFCC is better
than the conventional Hamming window MFCC technique.

Table 4. Confusion matrix for the
Multilingual Speaker identification
using MFCC features

Eng Hin Kan

Eng 90 0 10
Hin 0 90 10
Kan 20 0 80

Table 5. Confusion matrix for the
Multilingual Speaker identification
using multitaper MFCC features

Eng Hin Kan

Eng 100 0 0
Hin 0 100 0
Kan 0 10 90
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5 Conclusion

This work presented the task of Mono, Cross and Multilingual speaker identi-
fication with the constraint of limited data condition using multitaper (SWCE
with K=6) MFCC features. By replacing the windowed (hamming) DFT with
multitaper spectrum estimate (SWCE), we found systematic improvements in
all the speaker identification experiments. The results indicate that multita-
per MFCC can be used for improving the speaker identification performance in
Multilingual with the Constraint of limited data. A number of different tapers
(Thomson, sine and multipeak etc.) have been proposed in literature for spec-
trum estimation needs to be verified for robustness of the speaker identification
system.
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Abstract. The rich literature available for key management schemes for
Secure Group Communication focuses on operating only a single group.
We consider the operation of simultaneous/concurrent multiple groups
in the Secure Group Communication model with overlapping member-
ships. Designing a secure key management scheme with efficient rekeying
process in this scenario is a challenging task. We design an efficient se-
cure group key management scheme for simultaneous multiple groups
with overlapping memberships. We propose a new key structure called
Binomial Key Tree Queue to manage the keys. Our scheme scales well as
the overlapping memberships across the multiple groups increases. We
compare the schemes with two schemes which have recently focused on
key management protocol design for simultaneous multiple groups. The
proposed scheme achieves significant reduction in rekeying cost, storage
compared to these schemes. Interestingly, we achieve this efficiency in
the rekeying cost without much increase in storage at user.

Keywords: Simultaneous multiple groups, Binomial Key Tree Queue,
Overlapping memberships, Rekeying, Group Key Management.

1 Introduction

Secure Group Communication (SGC) refers to a scenario in which the group of
users communicate securely among themselves such that confidentiality of the
message is maintained among the group users in a way that outsiders are unable
to get any information even when they are able to intercept the messages. Several
applications like distributed interactive simulation, video conferences, collabo-
rative work, teleconferences, white-boards, tele-medicine, real-time information
services take advantage of the SGC model. The confidentiality of group com-
munications is provided by encrypting group messages with a common shared
secret, called group key among the group members in group communication.The
confidentiality of the messages within the secure group are provided using en-
cryption methods. The encryption of the message within the group is carried
out using the common key called group key. The users possessing this group key
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can participate in the group communication securely. The group messages are
shielded from the non-members of the group, as these users wont have access to
the group key.

So, key management is a challenge in the SGC which is about methodology
that enables distributing the group key securely among the group users. Often
the groups are dynamic in which the users join and leave the group during
the lifetime of the group. Whenever a member join/leaves a group the group
key needs to be changed as the newly joining member should not be able to
access the past communication (backward access control) and the leaving
user should not be able to access the future communication (forward access
control) of the continuing group communication. So, how to change the key,
both efficiently and scalably, is a challenge.

The group key management schemes proposed in the literature follow different
approaches. Centralized group key management schemes or protocol employ a
trusted centralized entity called Key Distribution Center (KDC) for key manage-
ment [1][2][3]. In decentralized group key management schemes the responsibility
of managing the large group is divided among subgroup managers [4]. The group
key is generated by all group members contribution in Distributed or Contribu-
tory group key management schemes [5][6] and the group members carry out the
task of access control. Sandro et.al in [7] provide the classical survey on group
key management schemes.

The rich literature focuses on key management in a single operating group.
Recently, we have focused our research on group key management in the si-
multanoeous (concurrent) multiple groups with overlapping membership. The
challenge in this scenario is to make a user of a group to participate in multiple
groups with less keys storage and rekeying cost.

1.1 Our Contribution

We have designed a SGC scheme for simultaneous multiple groups with overlap-
ping membership using Binomial Key Tree Queue.

– We propose new key structure called Binomial Key Tree Queue for managing
the simultaneous multiple groups with overlapping membership.

– We compare the proposed scheme with the schemes proposed in [8] and [9]
for rekeying cost including number of encryptions, key changes and rekeying
messages during membership change. We show that our proposed scheme is
much efficient than the schemes in [8] and [9].

– Our keying scheme has the property that a user of a group can be in other
multiple group communication sessions with only two keys per group apart
from the keys which he has to hold for his own group and number of encryp-
tion and key changes are also significantly less upon group join and leave
activities.

– In the proposed scheme, the efficiency in rekeying cost is achieved due to
the non computation of auxiliary keys for a user when a user does have
overlapping membership in other groups.
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2 Simultaneous Secure Multiple Groups and Overlapping
Membership in SGC Model

A secure group is the set of users communicating securely among themselves. The
members of the secure group will have a group key using which they communicate
securely. Secure multiple group is the collection of secure subgroups which are
secure groups on their own. Each secure subgroup comprises of set of distinct
users. The users of the subgroup communicate among themselves using their
corresponding group key.

Definition 1 (Overlapping Membership in SMG). Let G1, G2, . . . , Gm be
the groups operating simultaneously. The members of the parent group Gi, for
i ∈ [1,m] want to communicate with the other groups Gj for j �= i, j < m. Then,
these members are said to have overlapping membership with the groups Gj.

In simultaneous multiple groups with overlapping membership, the groups and
the users of the groups are categorized as following. Let Gi be the group with
users {ui

1, u
i
2, . . . , u

i
n} and Gj be the group with users {uj

1, u
j
2, . . . , u

j
n}. Suppose

k users of Gj have overlapping membership with group Gi. W.l.o.g let these

users be {uj
1, u

j
2, . . . , u

j
k}, k < n. We categorize the users of the group Gi as

– Parent Group and Parent Group Users: For the users in
{ui

1, u
i
2, . . . , u

i
n}, Gi is the parent group and these users are the parent group

users of Gi. For the users {uj
1, u

j
2, . . . , u

j
n}, Gj is the parent group and these

users are the parent group users of Gj .
– Non-Parent Group and Non-Parent Group Users: For the users in

{uj
1, u

j
2, . . . , u

j
k}, for k ≤ n, Gi is the non-parent group and these users are

the non-parent group users of Gi,.

2.1 Example Illustrating the Overlapping Memberships in
Simultaneous Multiple Groups

Consider Fig 1. There are three groups Group A, Group B, and Group C. For
distinguishing the users of the various groups , members of the groups are colored
red, green and blue for Group A, Group B, and Group C respectively. In Fig 1
there are 9 users colored red in Group A. For these users Group A is the parent
group. Likewise, there are 10 and 8 users respectively in parent group Group
B and parent group Group C colored green and blue respectively. The secure
groups Group A, Group B, and Group C operate simultaneously. Therefore,
these are termed as simultaneous multiple groups.

Overlapping membership is defined as the members of Group i for whom the
Group i is the parent group and want to communicate with members of other
groups Group j, where i �= j and i, j = 1, 2, 3 in Fig 1.

In Fig 1 , the overlapping memberships can be interpreted as described below.
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Fig. 1. Multiple Groups and Overlapping membership

1. The overlapping memberships of the group members of parent group A,
– One of the member of Group A (colored red) wants to communicate with

(Group B). This can be seen in the area A∩B of Fig 1. So, that user is
said to have a overlapping membership with the Group C.

– Likewise, a member of Group A in A ∩ C has overlapping membership
with the Group C.

2. The overlapping membership of the group members of parent Group B,
– A member of Group B in (B ∩ A) − (A ∩ B ∩ C) has a overlapping

membership with Group A.
– A member of Group B in B ∩C − (A ∩B ∩C) has a overlapping mem-

bership with Group C.
– A member of Group B in B∩A∩C has a overlapping memberships with

both the groups Group A and Group C.
3. Likewise, the overlapping membership of the group members of parent Group

C can be interpreted.

The same illustration can be found in our previous work [8].

3 Notations and Definitions

– Let U = {u1, u2, . . . , un} be the set of users.
– G1, G2, . . . , Gm be the m groups with n1, n2, . . . , nm distinct users respec-

tively. No two users are same in the groups Gi, for i = 1 to m. In other
words, G1, G2, . . . , Gm are disjoint.

– {M}K : Encrypt the message M with key K. If M = m1,m2, . . . ,mn, then
encrypt each mi, for i, . . . , n and send as one message or encrypt m1, . . . ,mn

and send. In the latter case, the receiver is assumed to know how to segregate
the decrypted message.

– Userset(K): Set of users possessing the key K.
– uj → KDC : (J,Gi), Join request to KDC from a user uj to join the group

Gi. When the context is clear the single user uj can be replaced with set of
users {u1, . . . , ul}.



Group Key Management Scheme for Simultaneous Multiple Groups 139

Definition 2 (Binomial Tree). The binomial tree Sh of height h is defined re-
cursively [10]. The binomial tree S0 has only one node. The binomial tree Sh has
two binomial trees Sh−1 that are connected as a one single tree. The root of one sub-
tree is the leftmost child of the root of the other subtree. The Binomial tree satisfies
the following properties. Let n be the number of nodes in a binomial tree.

1. If n = 2h, the binomial key tree will be with

– One binomial tree Sh and the degree of the root is h
– Height h and 2h nodes
– Exactly

(
h
i

)
nodes at depth i, such that i = 0, 1, . . . , h

2. If n is not a power of 2 and 2h + 1 ≤ n ≤ 2h − 1. Then,

– The Binomial is a forest of binomial subtrees.
– Consists atmost h+1 binomial subtrees whose height range from 0 to h.
– There will be surely a binomial subtree Sh with height h and depending

on n, there exists binomial subtrees with heights ranging from 0 to h− 1.
– If it exists, there will be only one binomial subtree Si, for some i ∈ [0, h]

Definition 3 (Binomial Key Tree). Binomial Key Tree is essentially a bi-
nomial tree consisting of nodes representing the users {u1, . . . , un} in U . Each
node (user node) also represents the keys held by the corresponding user.

Definition 4 (Binomial Key Tree Queue (BKTQ)). It is a Queue of Bi-
nomial Key Trees or forest of Binomial Key Trees.

– BKTQG: This denotes the representation of a secure group G using BKTQ.
– BKTQG[h]: It is a BKT with height h of the group G.
– BKTQG[h, 1]: BKT of height h of the parent group users in BKTQG

– BKTQG[h, 2]: BKT of height h of the non-parent group users in BKTQG

– BKTQPGU(G): This denotes the representation of a secure group consisting
of parent group users of G using BKTQ

– BKTQNPU(G): This denotes the representation of a secure group consisting
of non-parent group users of G using BKTQ

4 Proposed Binomial Key Tree Queue Structure for
Secure Group

In this section, we define the Binomial Key Tree Queue (BKTQ) that is con-
structed by the KDC for managing the group keys in the scenario of multiple se-
cure group communication with overlapping membership. For each secure group
G the KDC constructs a BKTQG.

KDC constructs set of BKT ′s for the parent group users in G as in [11].
W.l.o.g let these set of BKT’s be {Sh, Sh−1, . . . , S0} whose height is respectively
h, h − 1, . . . , 0. It should be noted that h depends on the number of parent
group users. The BKT Si, i ∈ [0, h] will have 2i user nodes along with their
corresponding keys. The KDC Constructs the BKTQPGU(G) for parent group



140 B.R. Purushothama, K. Shirisha, and B.B. Amberker

Fig. 2. Binomial Key Tree Queue Representation for Parent Group Users of Group G

Fig. 3. Lazy Merge of BKTQ of Parent and Non-Parent Group Users of Group G

users in G as shown in Fig 2. As a notational convenience if any of the BKT Si

is empty we denote it as BKTQPGU(G)[i] = ∅.
KDC constructs the set of BKT ′s for the non-parent group users of G

followed by the BKTQNPU(G) as shown in Fig 2. KDC will run the Algo-
rithm 1 to construct the final BKTQ of group G, BKTQG by lazily merging
BKTQPGU(G) and BKTQNPU(G). Finally, the BKTQ of group G as a result of
execution of Algorithm 1 looks as in Fig 3.

5 Secure Group Key Management Scheme Using BKTQ

In this section, we elaborate the group set up , join of parent and non-parent
group users and leave of parent and non-parent group users. Readers should
note that due to space limitations we are unable to give examples. We elaborate
in detail the protocol and the ideas that helps in analysis of the protocols for
rekeying cost. For binomial key tree basic join and leave operations one can
refer [11][1]. We focus on the non-parent group user join and leave operations
and show that our proposed scheme is efficient n comparison with the existing
schemes.

Our scheme employs KDC to manage the simultaneous groups. Initially, the
groups are empty. We assume that each user who joins the group will have a
shared secret key with the KDC. We assume that the KDC authenticates the
user before sending securely the shared key to the user.(Initially we assume the
existence of the secure channel to give the shared key to user).

For every group Gi for i = 1 to m KDC forms the BKTQ as explained in
section 4. Each group will have a group key KGi .
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Algorithm 1. Lazy Merge of Binomial Key Tree Queues: LazyMerge-
BKTQ

Input :
– BKTQPGU(G), Binomial Key Tree Queue of Parent Group users of G
– BKTQNPU(G), Binomial Key Tree Queue of Non-Parental Group users of G

Output: BKTQG, Binomial Key Tree Queue of G
1 Let h1 be the height of the leftmost BKT in BKTQPGU(G);
2 Let h2 be the height of the leftmost BKT in BKTQNPU(G);
3 for i ← 0 to min(h1, h2) do

if BKTQPGU(G)[i] �= ∅ and BKTQNPU(G)[i] �= ∅ then

– BKTQG[i, 1] = BKTQPGU(G)[i];
– BKTQG[i, 2] = BKTQNPU(G)[i];

end
if BKTQPGU(G)[i] = ∅ then

– BKTQG[i, 1] = ∅;
– BKTQG[i, 2] = BKTQNPU(G)[i];

end
if BKTQNPU(G)[i] = ∅ then

– BKTQG[i, 1] = BKTQPGU(G)[i];
– BKTQG[i, 2] = ∅;

end

end

5.1 Join of Parent Group User

When a new user u wants to join the parent group Gi, i ∈ [1,m], KDC runs
Protocol 2. The joining point for the new user is in the subtree corresponding
to the parent group users of the corresponding group’s BKTQ. The group key,
the subtree key of the subtree corresponding to the joining point needs to be
changed and communicated to the appropriate users.

5.2 Leave of Parent Group User

Suppose a parent group user u wants to leave parent group Gi, for i ∈ [1,m].
KDC runs Protocol 3. The leaving point is in the subtree of the parent group
users corresponding to the leaving group’s BKTQ. The group key, the subtree
keys of the subtree of which the leaving user is part should be changed. The
changed keys should be communicated to appropriate users. For the non-parent
group users the KDC encrypts the changed group key using the subtree keys of
the BKTQ corresponding to the non-parent group users.
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Protocol 2. Join Protocol for the Parent Group

Input :
– Security parameter, k

1 Let KGj be the current group key of Gj represented by BKTQGj ;
2 Let n be the number of users in Gj ;
3 u → KDC : (J,Gj);
4 KDC ⇐⇒ u : KDC Authenticate the user u and distribute Ku;

// Ku is the shared private key of the user u with KDC;

5 KDC generates randomly a new group key K
′
Gj

.;

6 Refer Join protocol in [1] or steps 4− 14 of Algorithm 1 in [11] ;

7 KDC → userset(KGi) : {K
′
Gj

}KGj
;

8 KDC → u : {K′
Gj

}Ku ;

Protocol 3. Leave Protocol for the Parent Group

1 Follow the leave protocol in [11] and execute the next step.;

2 Send the new group key K
′
to the non-parent group users using their respective

subtree keys.;

6 Join and Leave of Non-parent Group Users

Consider G1, G2, . . . , Gm groups represented as BKTQGi, for i = 1, . . . ,m such
that BKTQGi[j, 1], for j = 1, . . . , h as the parent group users BKT’s and
BKTQGi[j, 2], for j = 1, . . . , h as non-parent group user BKT’s. To achive ef-
ficiency in the rekeying process in the user join and leave operation we exploit
the structure of Binomial Key Subtrees.

Suppose the users of Gi want to have overlapping membership with users of
Gj . We propose the following process.

– We know that KDC has to rearrange the BKTQGj when a new user joins.
KDC is assumed to make the users of Gi who wants to have overlapping
membership with Gj as a part of one subtree. The users in this new subtree
are non-parent group users of Gj .

– All the users who belongs to a subtree will have a common key (each subtree
will have a common key). When these users join as non-parent group users
to Gj there is no need to generate the intermediate/auxiliary keys for these
users in Gj .

– These users are given only a single key of the new subtree that is formed by
the KDC as part of Gj and the group key of Gj .

– With these the storage at the non-parent group user will be 2 keys apart
from what he holds for his parent group.

The process of joining of a non-parent group user is given in Protocol 4.
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Protocol 4. Join Protocol for the Non-Parent Group

1 Let BKTQGi , for i = 1, . . . ,m be the BKTQ’s that contains the set of BKT’s
from Gi, for i = 1, . . . , m that wants to have overlapping memberships with G;

2 for i=1 to m do
BKTQNPU(G) = MergeBKTQ(BKTQGi, BKTQNPU(G)) // Refer

Algorithm 6 for MergeBKTQ

end
3 KDC generates keys for BKTQNPU(G)[i], for i = 0 to h;

// These are the keys for the subtrees constructed;

4 KDC generates new group key K
′
;

5 KDC → Userset(K) : {K′}K ;
// K is the old group key. The existing non-parent group users of G
will also get this new group key;

6 for i=0 to h do

KDC → Userset(KBKTQNPU(G)[i]
) : {K′}KBKTQNPU(G)[i]

;

end
// This distributes the keys for the newly joined non-parent group

users.

Algorithm 5. Combine Binomial Key Subtree: CombineBKT

Input : Si, Sj , Binomial Key Trees of same height h
Output: Binomial Key Tree of height, h or h+ 1

1 if Si �= ∅ and Sj �= ∅ then
return < Si+1, i+ 1 >; // See Definition 2

end
2 if Si = ∅ then

return < Sj , j >
end

3 if Sj = ∅ then
return < Si, i >

end

6.1 Leave of a Non-parent Group User

Protocol 7 gives the protocol wherein the users of a non-parent group leave. A
new group key needs to be generated and the subtree keys should be changed
for the subtree of which the leaving user is a part and the same should be
communicated to appropriate users. The parent group users are distributed with
the changed keys as in [11]. The non-parent group users are given the changed
group keys using the new subtree keys generated.

7 Storage Cost Estimation

Suppose a user u is part of a group Gi with n users. Suppose the user is a part
of BKT subtree Slog2 n. Then u will have log2 n keys and the shared secret with
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Algorithm 6. Merge of Binomial Key Tree Queues: MergeBKTQ

Input : BKTQGi , BKTQGj , Binomial Key Tree Queues of groups Gi and Gj

Output: BKTQGij , Merged Binomial Key Tree Queue
1 Let h1 be the height of the leftmost BKT in BKTQGi ;
2 Let h2 be the height of the leftmost BKT in BKTQGj ;
3 for k ← 0 to min(h1, h2) do

< S, l >= CombineBKT (BKTQGi [k], BKTQGj [k]); // Refer

Algorithm 5 for CombineBKT

if l=k then
< S, p >= CombineBKT (BKTQGij [l], S; );BKTQGij [p] = S

else
BKTQGij [l] = S;

end

end
for k = min(h1, h2) ← to max(h1, h2) do

if h1 < h2 then
BKTQGij [k] = BKTQGj [k];

else
BKTQGij [k] = BKTQGi [k];

end

end

Protocol 7. Leave Protocol for the Non-Parent Group

1 Let Si, for i ∈ [0, h] be the subtree that contains the users who want to leave.;
2 Split Si till the subtree of the users who leave is obtained.;
3 Remove the subtree containing leaving users;
4 Combine the remaining subtrees Sj , for j ∈ [0, h] using Algorithm 5;
5 KDC will generate new keys for subtrees formed after combine. Also KDC

generates the new group key;
6 Identify the subtrees in the combined tree where old subtrees before removal of

the users are part.;
7 Distribute the new subtree keys and changed group key with their old subtree

common keys.;
8 Distribute the changed group key to parent group users by following the leave

protocol in [11].

KDC. Suppose u joins the group Gj , then he will be given the group key of
Gj and the subtree key of the new BKT subtree of which he is part. So he will
have additional 2 keys per overlapping membership. New intermediate keys need
not be generated in Gj . When we make users of a group to have a overlapping
membership as a subtree, the join and leave become efficient.

8 Comparison with the Existing Schemes

In this section, we analyze the proposed BKTQ based key managagement scheme
for the simultaneous multiple groups with the schemes in [8] (given in Table 1)
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Table 1. Comparison of the scheme in [8] and our proposed BKTQ based scheme

Scheme in [8] Our Proposed Scheme

# Encryptions # Key Changes # Encryptions # Key Changes

Join of a PGU 2�log2 n�+ 1 �log2n� 2 1

Join of a NPGU 2 1 2 1

Leave of a PGU 2�log2 n� +m− 2 �log2n� ≤ log2 n log2 n+ 1

Leave of a NPGU ≤ (m+ 2
log2n−1

2 ) 1 ≤ log2 m+ log2 n− 1 2

and [9] (not given in Table 1) please refer comparison section in [8]). Consider
m = 2k, k > 0 groups with each group having n = 2t, t > 0 parent group users.
In these m groups, every parent group members of every group has a overlapping
membership with every other group. So in a group, there are (m−1)n non-parent
group members and n parent group members. The results of comparison based
on this scenario are provided in Table 1. In Table 1, PGU is Parent Group User
and NPGU is Non Parent Group User. As it is depicted in Table 1, our proposed
BKTQ based scheme out performs the scheme in [8] and [9].

9 Conclusion

We have proposed an efficient secure group key management scheme for manag-
ing the keys in simultaneous multiple groups with overlapping membership. We
have proposed a new tree structure, Binomial Key Tree Queue. We have com-
pared our scheme with the schemes in [8] and [9] for rekeying cost. Our results
show that, the proposed scheme is efficient. The significant observation is that
this efficiency achieved without much increase in storage at the user and KDC.
In this scheme a group user will have to only store additional two keys per group
for the groups with which he has overlapping membership. In complete paper, we
will provide the protocol details with examples and provide the detailed analysis
of the protocols for the rekeying cost.
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Abstract. Position-based routing protocols have been proposed to utilize the 
geographical position information of nodes to supports efficient routing in ad 
hoc networks. In this paper we examined the significance of position-based 
routing with border-node based forwarding for Vehicular Ad hoc Network 
(VANET) to optimize path length and minimize end-to-end delay between 
vehicles. This proposed protocol is called Border-node based Most Forward 
progress within Radius (B-MFR) since it uses border nodes with Most Forward 
progress within Radius (MFR). In our work, results clearly show that using the 
border-node is an advantage to maximize the performance of routing protocol in 
terms of average number of hops with minimum delay. We have simulated the 
proposed protocol in MATLAB and compared the result with existing protocol 
MFR.  

Keywords: VANET, Routing Protocol, Position-based Routing, MFR, B-MFR. 

1 Introduction  

The automotive industries are strongly deploying communication based public safety 
applications that save lives and improve traffic flow. The manufacturing of wireless 
device enabled vehicles is increased recently. These vehicles can include wireless 
communication devices such as phones, Bluetooth, and onboard communication units. 
These devices can communicate among themselves while vehicles are on move. 
Therefore, these vehicles form temporary network that keeps on changing its topology 
dynamically and frequently. Such a network is called Vehicular Ad hoc Network 
(VANET) [1].  This network is useful to reduce large number of vehicular traffic 
accidents, improve safety, and manage city traffic control system with high and 
reliable efficiency. 

Vehicular communications has significant advantages but also has some 
challenging issues such as error prone links, bandwidth constraints, node density, 
highly dynamic topology, authentication, repudiation, and scalability. However, 
highly dynamic topology makes routing a challenging issue. But, some of the 
traditional ad hoc routing protocols can be used in VANET [2]. However, due to the 
frequently changing network topology caused by fast mobility and regular change in 
vehicle density, these routing protocols perform poorly in VANET. A number of 
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routing protocols have been proposed for VANET and most of these protocols use 
different data dissemination methods over multiple paths for reliable data 
transmission. In this paper, we present the significant role of routing protocols 
especially position-based routing protocols for VANETs. Our contribution in this 
paper is folded as two:  

• For city scenario, we introduce a novel position-based routing protocol for 
VANETs that is called Border-node based Most Forward within Radius 
routing (B-MFR) protocol that takes advantage of Most Forward within 
Radius (MFR) routing protocol. B-MFR considers the characteristics of 
VANETs while at the same time takes into account the limitations of the 
existing routing protocols.  

• We do the mathematical analysis of the protocol.  

B-MFR improves data delivery in various scenarios of VANETs. Especially, B-MFR 
is designed to efficiently route the packets with small number of hops and therefore, 
small delay.  It uses the concepts of border-node of the sender’s communication range 
to minimize the number of hops between source and destination. 

Our paper is organized as follows.  We present the work related to our research in 
section 2. In section 3, we introduce the design of B-MFR routing protocol. Section 4 
presents the mathematical analysis of B-MFR routing protocol. In section 5, 
simulation results for performance analysis of the proposed protocol are presented. 
Finally, we conclude the work presented in this paper in section 6.  

2 Related Work 

In all the position-based routing protocols, the minimum information a node must 
have to make useful routing decisions is to our knowledge, assumed to be its position, 
position of its neighbors, and the final destination’s location. Position-based routing 
protocols exploit the availability of accurate position information. In VANET, each 
vehicle wishes to know its own position through GPS receiver as well as position of 
its neighbors by exchanging Hello (beacon) packet periodically. Position-based 
routing protocols are based on greedy forwarding scheme. In the greedy forwarding 
scheme, a source node finds the position information of its direct neighbor nodes and 
selects that direct neighbor node which is nearest to the destination node as the next-
hop node. Position-based routing protocols are more suited to dense networks and to 
frequent network disconnections. Recently, some position based routing protocols 
such as DIR (Compass Routing) and MFR, specific to VANETs have been proposed.  

A DIrectional Routing (DIR) [3] (referred as the Compass Routing) is based on the 
greedy forwarding method in which the source node uses the position information of 
the destination node to calculate its direction. Then the message is forwarded to the 
nearest neighbor having direction closest to the destination. Therefore, a message is 
forwarded to the neighboring node minimizing the angle between itself, the previous 
node, and the destination node. Most Forward within Radius (MFR) [3] is a well-
known method for finding a route in a network by utilizing position information of 
nodes. The neighbor with the greatest progress towards the destination is chosen as 
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next-hop node for sending packets further. Therefore, MFR forwards the packet to the 
node that is closest to the destination node to minimize the number of hops. In MFR, 
next-hop neighbor node is decided through unicast forwarding by using the position 
information of the sender node, its next neighbor nodes, and the packet destination 
node.   

These routing protocols outperform previous routing protocols in terms of packet 
delivery ratio and end-to-end delay in highway scenarios. But they also suffer due to 
large end-to-end delay and decreased packet delivery ratio when network size is large 
as there are obstacles such as building and trees in the region.  

3 Proposed Work 

In this work, we have designed a routing protocol that is B-MFR to deliver a message 
for the city traffic scenario in a fully distributed manner. We have developed a 
mathematical model for B-MFR to determine average number of hop counts using 
Poisson distribution for node deployment in the next section. Further a mathematical 
model for this protocol has been designed to determine expected distance to the next-
hop node, and expected distance between source and destination. Also, performance 
of the protocol has been compared with the existing MFR routing protocol. 

3.1 Border-Node Based MFR (B-MFR) 

Next-hop forwarding method like greedy forwarding scheme for linear network does 
not support well in highly MANET such as VANET. Therefore, other position-based 
protocols such as MFR, GEDIR, DIR, etc. have been used for VANET to improve its 
performance for non-linear network in a high vehicular density environment. These 
protocols can be further improved by utilizing farthest one-hop node in a dense and 
highly mobile network. In this work, we have proposed a routing protocol that uses 
border-nodes with maximum projection as next-hop node [4]. This protocol is a 
modified version of MFR routing protocol.  

In this protocol, only nodes at the border of the sender’s transmission range are 
considered for forwarding the packets in a dense network. Since the nodes closer to 
the border cover more distance and therefore, may reduce the number of hop counts. 
A node at the border of the transmission radius with maximum projection is selected 
as a next-hop node. It may not be possible to find even a single node at the extreme 
end of the transmission range. Therefore, we have considered a region around the 
extreme end of the transmission radius.  

3.2 Selecting Next-Hop Node in B-MFR 

The B-MFR utilizes the border-node to avoid using interior nodes within the 
transmission range for further transmitting the packet. This method selects the border-
node as a next-hop node for forwarding packet from source to destination. 
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Fig. 1. B-MFR forwarding method 

In this method, a packet is sent to the border-node with the greatest progress that is 
defined as the projected distance of the border-node on the line joining source and 
destination. In Fig. 1, node A is a border-node of source node S, since node A is 
positioned at maximum transmission range. It has maximum progress distance SA' 
where A' is projection of A on line SD. Therefore, node A is selected as the next-hop 
forwarding node. Node A when receives the message from S uses the same method to 
find the next-hop forwarding node with greatest projected distance towards 
destination. In this way, node B is selected as a border node of A for forwarding 
packets to the destination. Finally node B directly delivers the message to destination 
node D. 

4 Mathematical Analysis of B-MFR Routing Protocol 

In this work, we have mathematically analyzed the performance of the proposed 
routing protocol. We have discussed the probabilistic analysis of finding at least one 
node in a given area. Further, we have evaluated the average number of hops and 
expected distance between a source and a destination. Due to the randomness and 
high mobility, estimating the average number of hops becomes very essential in 
multi-hop vehicular ad hoc networks. A mathematical model has been developed for 
the protocol for selecting a border node towards destination node.  

4.1 The Probability of Finding at Least One Node in a Border Region 

We assume that the neighbor nodes are distributed in a circular region of radius R. R 
is the maximum transmission range of a node. Given the area of the transmission 
range (circular region) is A, λ is the vehicle density, and N = λπR2 is the number of 
nodes in the transmission range. The nodes may be inside the circular region as well 
as on the border of the circular region. However, at times there may not be any node 
on the border. Therefore, we consider some area along with the boundary of the 
circular region. We will refer to this region as border region. Fig. 2 shows, this region 
as a border region (shaded area) and the neighbor nodes (which we refer to as border 
nodes) placed in this region can be selected as a next-hop node. The border region can 
be calculated as follows:  
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 Border Region (As) = Area of the half circle – Area of the triangle 

 22  (1) 

Further, we assume that nodes are placed following Poisson distribution. If X is the 
random variable representing the number of nodes in the border region, the 
probability of n nodes present in border region is given by 

 

 

Fig. 2. Border region 

 . !  (2) 

Where λ is the node density. The probability of selecting k nodes out of n nodes is 
given by        1  (3) 

Where p is probability of selecting a node and q (=1-p) is the probability of not 
selecting a node. Now probability of selecting exactly k nodes in the given border 
region is [5], [6], [7] 

1  . !    

      ! .  

(4) 

Now, we put the value of As from equation (1) into equation (4). The probability of 
selecting exactly k nodes is 

 22! .     
 

(5) 

Therefore, the probability to select at least k nodes in the border region is given by 
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            1 ! .    (6) 

After putting the value of As from equation (1) into equation (6), the probability to 
select at least k nodes is given by 

               1 22! .     (7) 

From the equation (7), we can easily obtain the probability of having at least one node 
within the border region as 1 0 1  (8) 

Similarly, the probability of not having any node in a border region is given by       °
 

(9) 

4.2 Average Number of Hops between Source and Destination Node 

To determine the average number of hop counts, nodes within the transmission range 
R follow the Poisson distributed model. We also assume that the destination is present 
in the transmission range of the source node. Therefore, the probability of destination 
node can be defined as the probability of next-hop node. Let D1 is the link distance 
between the source and next-hop node (shown in Fig. 3). The probability density 
function of the link distance D1 between source and next-hop node is defined as [8], 
[9] 2 .    

The probability of one-hop count can be calculated as follows:   1 1  
(10)

 

Now, assume that the destination node is placed outside the transmission range of the 
source node. We need to calculate two-hop counts, three-hop counts, and so on. The 
distance between source node and two-hop node is greater than the transmission range 
R but less than or equal to the 2R. There will be at least one intermediate node 
between source and two-hop node. The position of forwarding node must lie within 
the intersection of two circles. Therefore, the probability of a two-hop counts can be 
calculated as follows:    2  e  R e R 1 e R R    (11) 
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Similarly, the probability of three-hop count is  P 3 e  R e R 1 e R R
 

(12) 

And consequently, the probability of j-hop counts can be defined as        1  (13) 

Now, by using equations 10, 11, 12, and 13, we can calculate the expected number of 
hops E (H) between source and destination as follows:  

         1        (14) 

4.3 Expected Distance between Source and Next-Hop Node  

Assume a source node S has n neighbors in the direction of destination. Let A be the 
border node in the transmission range R of source node S (shown in Fig. 3).  
 

 

Fig. 3. Selection of border node A as a next-hop node 

Let d1, d2, d3…, dn denotes the distances between source node and its neighbors [10]. 
D1 is the distance between source node and its border node (next-hop node), and it is 
expressed as 

 

We can calculate the expected value of distance D1 as follows:  
Let F (D1) and f (D1) be the CDF and PDF of D1, respectively. Then,  ,  , … ,  

Similarly,            
The expected value of D1 is, 
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    √   √ 1 1 12  (15) 

4.4 Expected Distance between Source and Destination 

In this section, we estimate the expected distance between source and destination 
node. In equation (14), we have calculated the expected number of hops E(H) 
between source and destination node. In equation (15), we have calculated the 
expected distance E (D1) between source and next-hop node. By using these two 
equations, we can determine the expected distance between source and destination as 
follows:  

 

 1 1 12      

                              1        
(16) 

This is the expected distance a packet has to travel during transmission from source to 
destination. 

5 Numerical Results and Performance Analysis 

In real city traffic environment, there are many junctions with traffic signs. To 
communicate with other vehicles, a packet is passed from one junction to another 
junction. In this section, we evaluate the performance of our proposed routing 
protocol using results obtained through simulation. To simulate an unbounded area, 
only nodes located at a distance larger than the transmission range R are considered 
for packet transmission. In the simulations, results have been computed in terms of 
average number of hops between source and destination. The results have been also 
compared with existing MFR routing protocol.   

5.1 Average Number of Hops between Source and Destination 

Fig. 4 shows the effect of transmission range on average number of hops. As the 
transmission range increases, the average number of hops decreases for given number 
of nodes. Fig.4 also shows that the network with less number of nodes (e.g. 10 nodes) 
has relatively large average number of hops compared to the network with large 
number of nodes (e.g. 15 nodes). This characteristic of the network is observed 
because in a network to provide the connectivity, nodes should be at more distance if 
they are lesser in numbers.  
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Fig. 4. Average number of hops 

Fig. 5 shows the comparison of MFR and B-MFR routing protocols in terms of 
average number of hops for different network size (number of nodes). In both the 
cases, as the number of nodes increases, the average number of hops decreases. 
Compared to MFR routing protocol, B-MFR gives better result. The Fig. 5 shows 
average number of hops for varying transmission range.  From the figure, we can see 
that average number of hop counts for B-MFR is comparatively smaller than MFR 
due to selection of border nodes as next-hop nodes. 

 

Fig. 5. Average number of hops comparison in MFR and B-MFR 

Fig. 5 also shows that as the number of nodes increases, the node density of the 
network also increases. It means the performance of B-MFR would grow with the 
higher density of nodes. 

6 Conclusion  

In this work, we have introduced the working of proposed protocol B-MFR that uses 
border node to route a data packet in VANETs. The average number of hops has been 
used as the key metric for performance comparison between B-MFR and MFR in 
multi-hop vehicular network. We have developed a mathematical model for 
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calculation of average number of hop counts in B-MFR using Poisson distribution for 
node deployment in the network. B-MFR protocol is designed to find paths with small 
average number of hop counts to forward packets. B-MFR gives better performance 
than existing protocol MFR even in highly mobile VANET.  
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Abstract. With the current advances like wireless networks is becoming more 
useful technology and also increasing popularity. Simulation is the technique 
which is used for evaluation of wireless networks. WSN is Multi-hop Self-
configuring and consists of sensor nodes. The movements of nodes are like the 
patterns which can be classified into different mobility models and each of them 
have been characterized by its own distinctive features and also plays an 
important role in the connectivity of these nodes. There is numerous number of 
Network Simulator’s available. Here we are using the NS2 simulation tool is 
used to find that which mobility model is best for real-life Scenarios. The 
simulator is a usage of Open System Interconnections (OSI) layers utilized in 
wireless simulation. In this paper, we analyze the realistic mobility models 
likewise entity models (Manhattan model and Gauss Markov model) and group 
mobility model (Reference Point Group Model) and Random Waypoint 
mobility model. The performance study of AWSN that uses Dynamic Source 
Routing (DSR) as the routing protocol. Network simulation uses 
Randomwaypoint in the mobility model. The high-level contribution of this 
paper is based on simulation analysis of Existing Mobility Models are discussed 
on a variety of the simulation settings and parameters to find these results are as 
follows Packet-Delivery Ratio (PDR), End-to-End Delay (ED),Dropped Packets 
(DP) and Generated Packets (GP) are studied in detailed.  

Keywords: Performance, NS2, Bonnmotionv.1, MHN, RWP, GM, RPGM. 

1 Introduction 

Ad-hoc Wireless Sensor Networks have recently emerging trends as a premier 
research topic. They have a great long-term economic potential, ability to transform 
our lives, and pose many new systems-building challenges. In Ad-hoc Sensor 
networks consist of a number of new concepts and optimization problems. Some are, 
such as location, deployment, and tracking, are fundamental issues, in that many 
applications rely on them for required information [8]. 
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Important characteristics of AWSN are: 

• Mobility of nodes 
• Node failures 
• Scalability 
• Dynamic network topology 
• Communication failures 
• Random and Group models 
• Heterogeneity of nodes 
• Large scale of deployment 

 
The rest of the paper’s sections are:  Section 2 describes related work of performance 
study of different mobility models using routing protocols. Section 3 Contribution 
Section 4 an overview of the DSR routing protocol and discuss about existing 
mobility models which is about the Random Way Point (RWP), Reference Point 
Group Mobility Model (RPGM), and Manhattan model (MHN) and the Gauss-
Markov mobility model (GM). Section 4 illustrates the simulation results and 
compares the mobility models with respect to the results obtained for Packet-Delivery 
Ratio (PDR), End-End Delay (ED) and Generated Packets (GP), Dropped Packets 
(DP) Section 5 summarizes the results observed and Section 6 conclusions and Future 
work of this paper. 

2 Related Works 

A brief survey of performance metrics, Different mobility models with metrics and 
routing in WSNs is presented [14,13]. WSN has been an extensively studied area of 
research, [13] examines the area in detail giving a review of the architecture ranging 
from management, communication, coordination, and current and potential 
applications.  Ariyakhajorn et al., [1] Evaluates that RWP and GM models evaluates 
with on-demand protocol (AODV) Routing Protocol RWP performs well in 
throughput and End to End Delay in low delay. Bai et al., [5] it examines the usage of 
metrics of relative motion and average degree of spatial dependence to characterize 
the different mobility models used in their study. Certain random mobility models can 
be considered harmful to the mobile application and [8] investigates the deterioration 
in velocity under the random waypoint model. In [8] the author compares such as 
DSDV, DSR and AODV perform better than table-driven ones such as Destination 
Sequenced Distance Vector (DSDV) routing protocol at high mobility rates, while 
DSDV perform quite well at low mobility rates. WSN recently explored their effects 
on the network operation and high mobility.  

Guolong Lin et al., [8] analyzed the steady state distribution function of the 
random way point model. In addition to confirming the drawbacks of the random 
waypoint model and theoretical solution for the speed decay problem was determined 
and provides a general framework for analyzing other mobility models. In [11], the 
author compares the performance of proactive Destination Sequenced Distance 
Vector (DSDV) Protocols under the Different Mobility Models. Random mobility has 
been studied to improve data capacity [13], [12] and networking performance and 
created a routing protocol [8]. In such cases the latency of data transfer cannot be 
bounded deterministically, and the delivery itself is in jeopardy if the data is cleared 
from the sensor node buffer.Vasanthi et al.,[15] it examines the use of metrics of 
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control overhead and Received Packets is to characterize the performance of different 
mobility models using DSR protocol. 

3 Overview of DSR  

Dynamic Source Routing (DSR) protocol is specifically designed for multi-hop ad hoc 
networks. The difference in DSR and other routing protocols is that it uses source routing 
supplied by packet’s originator to determine its packet’s path through the network instead 
of independent hop-by-hop routing decisions made by each node [3,4].  

The packet will pass through the root header by the source routing is going to be 
routed through the network which carries the complete ordered list of nodes. Fresh 
routing information [5] is not needed to be maintained in intermediate nodes in design 
of source routing, since all the routing decisions are contained in the packet by 
themselves. DSR protocol is divided into two mechanisms which show the basic 
operation of DSR.  

 
The two mechanisms are:  

• Route Discovery  
• Route Maintenance.  

 
For Eg: when a node called S wants to send a packet to destination node D, the route 
to destination node D is obtained by route discovery mechanism. 

The route maintenance by which source node S detects if the topology of the 
network has changed so that it can no longer use its route to destination node D. 

4 About Existing Mobility Models 

In this Section is to discuss about the mobility models. These models are built-in the 
Bonn motion tool. 
Random Waypoint Model (RWP): In the simulation area nodes are randomly 
assumed and placed. The movement of each node is independent with another node 
[11]. The nodes are moved randomly to the target location .Nodes are distributed 
randomly over a convex Area [16].  

 
Manhattan Model (MHN): In this Simulation area the region is divided into a grid 
after that the regions are like the square blocks of identical block length. The node 
movement is decided from one street at one time [13,14]. Equal chances are given to 
this movement. After a node is selected in its initial location, a node begins to move 
in the same direction then it passed to the intersection of the other street to reach it’s 
probable. 
 
Reference Point Group Model (RPGM): It is group mobility model and Spatial 
Dependencies mobility model. The RPGM mobility model works as follows: Nodes 
move in a group with the group leader (a logical center for the group) to determine the 
group’s mobility pattern [14].  

Gauss-Markov Mobility Model (GM): Nodes are placed as randomly and works 
independently. It is a Temporal Dependencies mobility model. Nodes are placed 
initially at random locations in the network. The movement of a node is independent 
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to another node in the network [13, 14]. Each node has been assigned as i and mean 
speed, i S, and mean direction, i of movement. For every constant time period, the 
speed and direction of movement based on the speed and direction during the 
previous time period on a node, along with a certain degree of randomness 
incorporated in the calculation. 

5 Experimental Results 

To assess the performance of the DSR protocol with different mobility model, we 
have implemented them within the version 2.24 of the ns2 [7] network simulator. The 
gateway selection function uses in all types of cases, the minimum distance is the 
criteria to the gateway, in order to get a fair comparison of these 
approaches.movement patterns have been generated using the Bonn Motion [16] tool, 
creating scenarios with the Random Waypoint, Gauss–Markov and Manhattan 
mobility models, Reference point group mobility model. Random Waypoint is the 
most widely used mobility models in MANET research because of its simplicity. 
Nodes are selected in random speed and destination around the simulation area and 
move toward that destination, then they stop for a given pause time and repeat the 
process. The Gauss–Markov model makes node's movements to be based on previous 
ones, so that there are no changes of speed and direction. Finally, Manhattan Grid 
models the simulation area as a city section which is only crossed by vertical and 
horizontal streets. Nodes are only allowed to move through these streets. 

All simulations have been run during 300seconds, with speeds randomly chosen 
between 0 m/s and (2, 4, 6, 8, 10) m/s as a Speed Variations in all mobility models. In 
this subsection we focus on the following as a Packet Delivery Ratio (PDR), 
Generated packets (GP), End to End delay (ED), Dropped Packets (DP) as a metric 
during the simulation in order to evaluate the performance of the different mobility 
models.  

 
Simulation Parameters: The network designed consists of basic network entities the 
Table 1 below describes the list of parameters used for simulation.  

Table 1. Parameter values for Simulation scenarios 

Parameter Sets 
No. of Nodes 50,100,150,200,250 

Area Size  1000 X 1000 
Mac 802.11 
Simulation time 300 sec 
Traffic  Source CBR 
Transmission Range 300 
Speed  0,2,4,6,8,10 
Routing Protocol DSR 
Mobility models RWP, Gauss-Markov, Manhattan, RPGM 

1. Generated Packets (GP): here all the mobility models have packets generated 
as follows  
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Table 2. Generated packets Vs Speed 

Nodes 50 100 150 200 250 

No. of. 
Packets 

3480 5798 9272 11586 13898 

 
Here all mobility models at speed 0 to 10ms the 50,100,150..250 nodes using a 
different mobility model with different Speed (maximum speed = 10 m/s with the 
interval of 2ms). The Generated Packets (GP) is remains same even in the change of 
number of Speed varies. 
 
2. Packet Delivery Ratio (PDR): This is the ratio of total number of packets 
successfully received by the destination nodes to the number of packets sent by the 
source nodes throughout the simulation. 
 

PDR =      Total number of data packets successfully delivered x100% 
Total number of data packets sent 

 

This estimate gives us an idea about how successful the protocol is in delivering 
packets to the application layer. A high value of PDF indicates that the packets are 
delivered to the higher layers and it dictates the protocol performance. 
 

 
Fig. 1. PDR Vs Speed for Nodes 50 Fig. 2. PDR Vs Speed for Nodes 100 

 
Fig. 3. PDR Vs Speed for Nodes 150 Fig. 4. PDR Vs Speed for Nodes 200 
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Fig. 5. PDR Vs Speed for Nodes 250 

In Packet Delivery Ratio (PDR) in the nodes like 50 to 250 with the interval nodes 
of 50 using a different mobility model with different Speed (maximum speed = 10 
m/s). In Fig 1 represents the Packet Delivery Ratio in accordance with Speed. By 
using 50 nodes, the performance of the GM model gives better PDR results. At 0 
Speed PDR is 100% for   Speed 2, 4, 6, 8, 10 and also it differs with other models, but 
RPGM model is low giving high transmission of packets successfully and also it 
differs with other models. In Fig 2, 100 nodes are used to represent the packet 
delivery ratio (PDR), in which Random-Waypoint model and Gauss-Markov model 
outperforms than other models. At speed 8, 10 Manhattan model and RPGM packets 
deliver very low performance of PDR.  

In fig 3, 150 nodes are used to represent packet delivery ratio (PDR), in which at 
speed 0, Gauss-Markov, Manhattan model and RPGM model outperforms than RWP 
model. At speed 2, Manhattan and RWP model is very in delivers the packets and Gauss-
Markov and RPGM gives better PDR as 99 and 98 respectively. At speed 4, RPGM 
gives better PDR than other models. At speed 6,8,10 Manhattan gives PDR is lower than 
other models. At speed 6, 8 RWP gives PDR is high with 41.2 and 24.9 respectively. At 
speed 10, Gauss-Markov model is giving better PDR than other models. In Fig 5, 200 
nodes are used to represent packet delivery ratio (PDR), in which at speed 0,2 RWP 
model gives 99.8 %and 15.55% Respectively as PDR which is better than other models. 
At speed 4, 8 MHN model gives better PDR as 6.4 and 3.25% respectively than other 
models. At speed 6, 10, RWP model delivering the packets as a higher value than other 
models. Overall at nodes 200 RPGM model is very low in the PDR.  

In Fig 5, 250 nodes are used to represent packet delivery ratio (PDR), in which at 
speed 0, RPGM model gives 15.56 % as PDR which is better than other models. At 
speed 2 MHN model gives better PDR as 10.6% than other models. At speed 6, 10, 
RWP model delivering the packets as a higher value than other models. Overall at 
nodes 200 RPGM model is very low in the PDR.  

3. End-to-End delay (ED): The average delay in transmission of a packet between two 
nodes and is calculated. A higher value of end-to-end delay means that the network is 
congested and it dictates that the routing protocol does not perform well. The upper 
bound on the values of end-to-end delay is determined by the application [2]. 

An End to End Delay (ED) in the nodes like 50 to 250 with the interval nodes of 50 
using a different mobility model with different Speed (maximum speed = 10 m/s).  
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In Fig 7, 50 nodes are used to represent the End to End Delay (ED) in accordance 
with Speed. By using 50 nodes, a congestion packet of RWP model shows high delay 
but RPGM group mobility model outperforms than other models. At speed 0 2, 4, 6 
Manhattan and at speed 8, 10 RWP models involves high Delay. 

In Fig 8, 100 nodes the congestion of packets in RPGM shows low delay and 
overall performance of Gauss-Markov and Manhattan model has high delay and this 
model is better for the medium size network.In Fig 9, 150 nodes are used to represent 
End to End delay(ED) at speed 0, Gauss-Markov models show lower delay than 
other models and RWP models shows high delay. At speed 2, RWP model shows 
high delay that follows Manhattan and other   two models. At speed 4, 6, 8 Manhattan 
models show high delay than others. At speed 10, RPGM and Gauss-Markov models 
show high delay and Manhattan delay shows low delay. 

In Fig 10, 200 nodes are used to represent End to End delay (ED) at speed 0,2 
RWP model shows lower delay than other models and GM models shows high delay 
with 540.961 and 352.245 respectively. At speed 2, MHN model shows lower delay 
than other models. At speed 4, 6, 8 GM models high delay and Manhattan models 
show high delay than others. At speed 10, RPGM models shows high delay and 
Manhattan delay shows low delay. 

In Fig 11, 250 nodes are used to represent End to End delay (ED) at speed 0, 
RWP model shows high delay than other models and GM models shows low delay. 
At speed 2, MHN model shows high delay than other models. At speed 4, GM models 
high delay and at speed 6, Manhattan models shows high delay than others. At speed 
8, RPGM models shows high delay and RWP model delay shows low delay. At speed 
10, RWP models shows high delay and MHN model delay shows low delay. 

By this End to End Delay for 50,100,150 nodes end delay is high with RWP model 
and at 200,250 nodes GM models shows high delay. 
 

 

Fig. 6. End to End Delay for nodes 50 Fig. 7. End to End Delay for nodes 100 

 

Fig. 8. End to End Delay for nodes 150 Fig. 9. End to End Delay for nodes 200 
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Fig. 10. End to End Delay for nodes 250 

4. Dropped Packets (DP): This is calculated as the ratio between the numbers of 
routing packets transmitted to the number of packets actually received  

Dropped packets (DP) = No. Of Routing Packets send / No of Data Packets 
Received. 

In Dropped Packets (DP) in the nodes like 50 to 250 with the interval nodes of 50 
using a different mobility model with different Speed (maximum speed = 10 m/s). In 
Dropped Packets (DP) in the 50 nodes using a different mobility model with different 
Speed maximum speed = 10 m/s). In fig11, 50 nodes are used to represent Dropped 
Packets (DP) in accordance with Speed. At Speed 0, there is no dropped packet in all 
models. At Speed 2, the dropped packet is very lower in GM models than other 
models. MHN models give high Dropped packets. At Speed 4, GM and RWP models 
give same dropped Packets which are lower than other models, MHN model returned 
packets are high with the packet of 427, RPGM models is very high dropped packets. 
At speed 6, GM model is dropped packet of 51 and MHN model gives high dropped 
packets of  534. At speed 8, RPGM model gives high dropped packets of 1828 and at 
the same time low dropped packets GM model. At Speed 10, RWP model gives low 
dropped packets and RPGM model gives high dropped packets. 

 In fig 12, 100 nodes are used to represent Dropped Packets (DP) in accordance 
with Speed. At Speed 0, the dropped packet MHN models there are no dropped 
packets. RWP models which are highly dropped the packets. At Speed 2, the dropped 
packet is very lower in GM models than other models. MHN models give high 
Dropped packets. At Speed 4, GM and RWP models gives same dropped Packets 
which is low than other models, MHN model returned packets are high with the 
packet of 427, RPGM models is very high dropped packets of 1719.At speed 6, GM 
model is dropped packet of 51 and MHN model gives high dropped packets of  534. 
At speed 8, RPGM model gives high dropped packets of 1828 and at the same time 
low dropped packets GM model. At Speed 10, RWP model gives low dropped 
packets and RPGM model gives high dropped packets.  

In Fig 13, 150 nodes are used to represent Dropped Packets (DP) in accordance 
with Speed. At Speed 0, the dropped packet GM models gives lower than other 
models. RWP models which are highly dropped the packets. At Speed 2, the dropped 
packet is very lower in GM models than other models. RWP models give high 
Dropped packets. At Speed 4, RPGM models gives lower than other models, MHN 
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model returned packets are high with the packet of 6293.At speed 6,8 RWP model is 
dropped packet of 5214 and 6871 respectively and MHN model gives high dropped 
packets of 8627and 8030 respectively. At speed 10, GM model gives low dropped 
packets of 7004 and MHNmodel gives high dropped packets of 8587. 

In Fig 14, 200 nodes are used to represent Dropped Packets (DP) in accordance 
with Speed. At Speed 0, the dropped packet RWP models gives lower than other 
models. RPGM models which are highly dropped the packets. At Speed 2, the 
dropped packet is very lower in RWP models than other models. GM models give 
high Dropped packets. At Speed 4, MHN models gives lower than other models, GM 
model returned packets are high with the packet of 11136.At speed 6,8 RWP model is 
dropped packet of 10716 and 10788 respectively and GM models gives high dropped 
packets of 11091. At Speed 8, RPGM model gives high dropped packet of 10891.At 
speed 10, RWP model gives low dropped packets of 10020 and RPGM model gives 
high dropped packets of 10921.  

In fig 15, 250 nodes are used to represent dropped packets in accordance with 
Speed. At Speed 0, the dropped packet RPGM models gives lower than other models. 
RWP models which are highly dropped the packets. At Speed 2, the dropped packet is 
very lower in MHN models than other models. GM models give high Dropped 
packets. At Speed 4, RWP models gives lower than other models, MHN model 
returned packets are high with the packet of 11136.At speed 6,8,10 MHN model is 
dropped packet of 12814,12847 and 12885 respectively and GM model gives high 
dropped packets of 13143. At Speed 8, RPGM model gives high dropped packet of 
13162.At speed 10, RWP model gives high dropped packets of 13292. 

 

Fig. 11. Dropped Packets for nodes 50 Fig. 12. Dropped packets for nodes 100 

 

Fig. 13. Dropped Packets for nodes 150 Fig. 14. Dropped packets for nodes 200 
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Fig. 15. Dropped packets for nodes 250 

6 Conclusion and Future Work 

The main aim is to prove the mobility model extremely affects the performance 
results of a Routing protocol in a realistic environment. NS-2 simulation was used to 
evaluate the performance of different mobility models over DSR protocols using the 
performance metrics like Generated Packets (GP), Packet Delivery Ratio (PDR) and End-to-
End Delay (ED). Based on the performance analysis of the different models, the Generated 
Packets (GP) remain same even in the change of number of Speed varies but when we consider 
the PDR, DP and ED there is a high variance in the result. In particular, certain ad hoc routing 
metrics at speed 0 the number of nodes is 50,100,150 the packet Delivery Ratio (PDR) the 
models give 90% and above and at Speed 2, 4, 6, 8, 10 the PDR the models gives very low.  

The overall performance of End to End Delay (ED) is when the number of nodes is 
50,100,150 the models give low and the number of nodes is 200,250 the models gives very high 
delay. The overall performance of the dropped Packets (DP) is when the number of nodes is 
50,100,150 the models gives low dropped packets whereas the nodes like 200,250 the dropped 
packets is high packets. With this result our study has shown that the simulation results 
are highly dependent on the movement behaviors of a mobile node and simulation 
environment. 

By this study we are going to give the Obstruction Avoidance Generously Mobility 
Model (OAGM) mobility model under geographic restriction and the presence of 
obstacles and how to avoid the obstacles using graph-theory with GUI Environment 
to reduce the dropped packets and increase the Packet Delivery Ratio (PDR). The 
Existing model might not show the accuracy that represents any scenario in the world, 
simply because real MN’s must travel around obstacles and along pre-defined paths. 
So, the future work is to avoid obstacles using graph theory based mobility model 
which suited for the current environment. 
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Abstract. In this Information Age, security of personal data is one of the 
biggest issues faced by most of the nations. Biometrics provides substantial 
help in guarding against attempts to establish fraudulent multiple identities or 
prevent identity fraud. The greatest advantage that the biometric data of an 
individual remains constant acts as its biggest liability. Once the attacker gets 
biometric password of an individual then security of his data becomes a big 
problem. This paper comes with a unique solution which will allow people to 
change their biometric password and helps to overcome some of the present 
issues in biometric systems. The biometric password is created by hashing the 
biometric data of the user. Merging of biometrics and cryptography proves to be 
more secure and helps to provide a better authentication system for the society. 

Keywords: Biometrics, Multimodal Biometrics, Authentication, Biometric Set, 
Hashing, SHA-1 Algorithm, Database.  

1 Introduction 

Due to rapid increase in cyber-crimes it has become extremely important for all 
nations to safeguard their confidential data. A biometric system is essentially a 
pattern- recognition system that recognizes person based on a feature vector derived 
from a specific physiological or behavioral characteristic that a person possesses [1]. 
Automated biometric systems have only been available over the last few decades due 
to significant advancement in the field of computing. Many of these techniques are 
however based on the ideas that were originally conceived centuries ago. Some of 
the various biometric recognition methods are face, iris, voice, fingerprint, palm 
geometry etc. Biometric data cannot be borrowed or forgotten but at the same time it 
cannot be changed as well. Though it provides better security than the traditional 
passwords, it has a lot of vulnerabilities which are being exploited by various attackers. 

A simple biometric system consists of five basic components or modules [2]: 

1. Sensor: Module which takes the biometric data as an input. 
2. Feature Extractor: Module where the data taken from the sensor is converted 

into vector form. 
3. Template Database: Module where the vectors regarding biometric data were 

already stored during enrollment. 
4. Matching Module: Here the vectors obtained from feature extraction module are 

compared with the vectors present in the database. 
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5. Decision Making Module: Based on the result o f  the matching module the 
claimer’s identity is accepted or rejected. 

An attack can be done in any of these five modules. There are eight main areas 
where attacks may occur in a biometric system: 

As we can see not only the modules but also the channels connecting the modules 
are being attacked. In order to make the attacking procedure complex and ensure 
better security measures multimodal biometric systems were introduced. 

In certain situations, the user might find one form of biometric identification is not 
exact enough for identification. According to a report [3] by the National Institute of 
Standards and Technology (NIST) to the United States Congress concluded that 
approximately two percent of the population does not have a legible fingerprint and 
therefore cannot be enrolled into a fingerprint biometrics system. 

Experimental result shows that multimodal biometric systems for small-scale 
populations perform better than single- mode biometric systems [4]. Multimodal 
biometric technology uses more than one biometric identifier fused together to 
compare the identity of the person. 

 

Fig. 1. Places where attack can occur in a biometric system  

 

Fig. 2. Working of a basic multimodal biometric system 
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Though the limitations of uni-modal biometric systems can be overcome by 
multimodal systems, the later fails to provide solution to the following issues: 

 
1. Security of personal identity: Though comparatively complex, the attacker 

can perform same type of attacks on the multimodal biometric system as well 
and once the biometric data is stolen the whole effort to construct the 
multimodal technology seems useless. 

2. Security of Database: Cases has been found out where reconstruction of 
biometric data has been done even from the fused templates stored in the 
database. 

3. Providing identity to the disabled: Some systems fail to retrieve biometric 
data from handicapped or disabled people [3]. Even though the percentage of 
such users is very less, when this technology comes out for mass 
identification projects like UIDAI [14] in India, this shortcomings really 
matter. 

4. Balance between FAR and FRR error: False Acceptance Rate[FAR] is the 
probability that a random impostor is accepted as one of randomly selected 
user by the system [5] whereas False Rejection Rate[FRR] is the probability 
of a user being rejected by the system. The two error rates FAR and FRR are 
complementary to each other. Hence a proper balance has to be made 
between these errors. Generally a threshold value is calculated which decides 
whether the user’s claim should accepted or not. 

 

 

Fig. 3. Estimation of threshold value from error rates 

2 Proposed System 

 In this paper we propose a solution to overcome some of the limitations of present 
biometric systems. We have merged biometrics with cryptography using Hash 
functions to produce a changeable biometric password for a user. A strong 
combination of biometrics and cryptography has the potential to link a user with a 
digital signature she created with a high level of assurance [6]. Though there are many 
biometric cryptosystems in existence, the idea of changeable biometric password is 
unique and more secure. 
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2.1 System Features 

This system has inbuilt five different biometric algorithms: 

1. Face: One of the oldest and most basic examples of a characteristic that is 
used for recognition by humans is the face. Face recognition is non-intrusive 
and cheap as well [7]. This technique uses 3D sensors to capture information 
about the face. 3D sensors vastly improve the precision of facial recognition 
and can also identify a face from various angles. 

2. Iris: Iris recognition is known for its accuracy and use in high level security 
systems. Compared to other biometric features (such as DNA, face, Voice 
etc.), iris is more stable and reliable feature [8]. Statistical analysis reveals 
that irises have an exceptionally high degree-of-freedom up to 266 
(fingerprints show about78) [9], and thus are the most mathematically unique 
feature of the human body; more unique than fingerprints. Hence, the human 
iris promises to deliver a high level of uniqueness to  authentication 
applications that other biometrics cannot match. 

3. Fingerprint: Fingerprint recognition is the most developed and economical 
biometric feature. Also very small storage space is required to store 
fingerprint templates, thus reducing the size of the database. 

4. Palmprint: A palm print refers to an image acquired of the palm region of the 
hand. Like fingerprint, palms of human hands contain unique pattern of ridges 
and valleys. Since palm is larger than the finger it is expected to be more 
reliable than fingerprint [2]. 

5. Tongue: Like fingerprint and palm print even human tongue print is unique. 
The tongue is a unique organ in that it can be stuck out of mouth for 
inspection, in this act offering a proof of life, and yet it is otherwise well 
protected in the mouth and is difficult to forge [10]. 

For biometric identification, it is comparatively difficult as it is a smooth member 
with different shapes. But the research is interesting since it is very difficult to forge 
and because of its uniqueness. 

This system can be best explained by dividing it into three main parts: 
 

1. Enrollment: First the user has to enroll by providing his biometric data and 
creating a biometric password in the system. 

2. Database: Both the biometric data and password are stored in the database 
which can be used for matching during authentication. 

3. Authentication: The user has to enter his biometric set by which a biometric 
password will be created. This password is then matched with the one in the 
database to accept/reject the user’s claim. 
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Fig. 4.1. Our proposed scheme 

Ui  - User  IDi  - Identity of user 
 

BDi - Biometric data BTi - Biometric template 
 

BSi - Biometric set  Si  - System 
 

Ei  - Elements in BSi  DB - Database 
 

h(.) - Hash function  f(.) - Fusion function 
 

Ri  - Registration center  PWi - Biometric Password 

Fig. 4.2. Notations used in the proposed scheme 
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2.2 Enrollment 

As mentioned earlier this system has inbuilt five different biometric algorithms and 
hence the user will have to provide the biometric data of each biometric part during 
enrollment. 

 

  

Fig. 5. Enrollment process by providing biometric data 

The data enters the feature extraction module where it is converted into vector 
forms. These vector forms are then stored in templates which finally goes to the 
database. 

2.2.1    Secure Hash Algorithm (SHA-1) 
A Hash function is a one-way encryption algorithm which creates a unique fixed 
length output for a variable length unique input. A hash function is more complex and 
irreversible in nature when compared with encryption algorithms. Even if 1 bit is 
flipped in the input string, at least half of the bits in the hash value will flip as a result. 
SHA and MD-5 are some of the most secure hashing algorithms. For any given 
message m its hash value h remains unique. It is difficult for two different messages m 
and m' to have the same hash value. Also it is very difficult to get the original message 
from its hash value [15]. 

hash (m) = hash (m’) only if m = m’ 

The elements inside the biometric set are hashed to produce a biometric password. 
The elements are none other than the biometric data of the user. For our proposal we 
have used SHA-1 hash algorithm. SHA-1 is the most widely used of the existing 
SHA hash functions, and is employed in several widely used security applications and 
protocols. SHA-1 produces a 160-bit message digest based on principles similar to 
MD4 and MD5 message digest algorithms, but has a more conservative design [11]. 
SHA-1 requires the operation of 80 rounds which can be grouped into 4 groups, 20 
rounds each [12]. The four different functions are as follows: 
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Ch (B, C, D) = (B • C) ^ (¬ B • D)   , 0 ≤ t ≤ 19 

 

 Parity (B, C, D) = B ⊕ C ⊕ D  , 20 ≤ t ≤ 39 
f (B,C,D) =  

M (B, C, D) = (B • C) ^ (B • D) ^ (C • D), 40 ≤ t ≤ 59  
 

 Parity (B, C, D) = B ⊕ C ⊕ D  , 20 ≤ t ≤ 39 

 ⊕, •, ^, ¬ denote the XOR, AND, OR and NOT operations respectively. 

The working of SHA-1 algorithm can be understood by the link in [16]. However, 
weak and normal hash passwords can be cracked [17] i.e. the plain text can be 
obtained from its hash output using brute force attacks [18], rainbow tables and 
lookup tables [19]. Since the biometric characteristic is extremely large and complex, 
it is nearly impossible to reverse it [17] and we will need to utilize multiple rounds of 
a hash algorithm, and that adds to the complexity of the cryptanalysis [20]. 

2.2.2    Password Creation Module 
Biometric password is made from the biometric data stored in the database. The system 
asks the user to select at least two out of the five biometric parts in any sequence to 
create the password. For e.g. {Face, Iris, Finger} can be a biometric set. Even repetition 
of biometric parts is allowed. Hence even sets like {Face, Iris, Face} or {Iris, Iris, 
Tongue} can be used to make the password. The minimum number of elements 
required inside the set is 2, whereas there are no restrictions to the maximum 
number of elements to be included in the biometric set.  

The biometric password thus formed will be stored in the database. As there will 
be minimum of two elements in a biometric set, doing all permutations and 
combinations a user can have a total of: 

 
 
 
  

Thus a user can have infinite number of different biometric sets and thus infinite 
different biometric passwords. Whenever the user wants to change his password he 
will just have to login into the system and select a new biometric set. The new 
password automatically gets updated to the system database. 

Algorithm: 
1. Read the entered Biometric Set. 
2. Fetch the feature extracted template of the first element in the biometric set 

stored in database. 
3. Search whether another element is present in the entered set. 

3.1. If yes, fetch the biometric template of that element. The templates are fused 
and the contents are then hashed to form a 160bit key. This 160 bit key cipher 
text is then stored inside a sample template. Goto step 3. 
3.2. If no, the data stored in the previous template acts as the biometric 
password. 

4. Save the biometric password into the database. 
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Fig. 6. Biometric password creation process 

    

Fig. 7. Detailed view of Authentication of the User 

2.3 Database 

For the proper functioning and performance evaluation of biometric recognition 
systems large multimodal databases are required under real working conditions [21]. 
In this section we describe the characteristics and uses of the database system. 
Database of this system consists of two parts: 

1. Biometric data: It consists of templates which has the vector form of five 
biometric parts of the user. 

2. Biometric Password: Some of the biometric data templates are chosen by 
the user in a sequence and encrypted to create the biometric password. 

Even if the attacker gets the biometric data of an individual, authentication will not be 
verified until the proper biometric set is entered. Moreover, finding out biometric set 
from the biometric password is tough.  
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2.4 Authentication 

During authentication the user has to enter the elements present in his biometric set in 
the exact sequence as he had chosen during enrollment.  

The biometric password thus formed during authentication is matched with the 
one in the database. According to the result obtained from the matching module a 
decision is made whether to accept or reject user’s claim. The only constraint is that 
the user should remember the exact biometric set by which he had enrolled into the 
system. Any change in the sequence of elements in the biometric set will reject the 
authentication of the user. 

3 Strengths and Advantages  

• People can change their biometric password according to their wish. 
• Even if attacker gets the biometric data he won’t be able to login unless he 

knows the sequence in which it has to be used. 
• Extremely tough to reconstruct biometric set from the biometric password. 
• Provides alternative measures of identification for physically challenged or 

handicapped persons. 

4 Conclusion 

Biometrics refers to an automatic recognition of a person based on his physiological or 
behavioral characteristics. Many applications will in future rely on biometrics as it is 
the only way to guarantee the presence of the owner when a transaction is made [2]. 
The common drawback of all biometric systems is that they fail to provide an 
alternative even if an individual’s account has been hacked by an attacker. In this 
paper we have put forward an idea which will actually allow an individual to change 
his biometric password and solve some of the problems present in the modern 
biometric systems. 
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Abstract. With the increasing popularity of social networks in the glob-
alized environment, the process of sharing data and information from
anywhere at anytime has become easier and faster. Furthermore, cloud
based computing and storage services have become mainstream. Unfor-
tunately, if the information is on the Internet, it is susceptible to attacks
leading to leakage and hence needs to be encrypted. Searchable encryp-
tion is a way to obtain efficient access to a large encrypted database,
improving the data security even when it is stored on untrusted servers.
We present few applications which can use and benefit from searchable
encryption and explain how secrecy of the data is maintained without
compromising usability.

Keywords: Cloud Security, Searchable Encryption, Outsourced
Databases.

1 Introduction

In the current global context, with more and more users, devices, and appli-
cations joining the Internet, we have reached the next stage where the global
network is not used just for disseminating information from a server. Applica-
tions are being run from the cloud and vast amount of data uploaded and stored
on the cloud. With all this technological growth, malicious attacks with the
intention to steal or damage data have also become increasingly common. Un-
fortunately, the world has already seen the damage caused to big organizations
as well as individuals by the leak of confidential information.

Ristenpart, Tromer, Shacham and Savage [7] have shown how the cloud can
be insecure by exploring some weaknesses on the Amazon’s cloud service, the
Amazon EC2. In addition, there are also other famous leaks as the one to Heart-
land Payment in 2009 and to TK Maxx in 2007, as reported in The Guardian
[6].

The attack to the Play Station Network [PSN], the Sony’s network where
users can play and download games and movies, which happened in April, 2011,
is one of the best examples of how a security breach can turn into a crisis, with
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77 million users having their personal information leaked, including credit card
numbers, and the company had their services down for more than two weeks.
On PlayStation’s Blog [1], Sony has said that “The entire credit card table was
encrypted and we have no evidence that credit card data was taken” but has
confirmed that “The personal data table, which was a separate data set, was
not encrypted”. This means that unauthorized persons have illegal access to the
plain text data of 77 million users, which can potentially be detrimental to the
security and privacy of those users.

Another interesting case of leak was released by ComputerWorld.com [8], when
a “non-profit organization that administers student loans announced that an
outside contractor had lost an unspecified piece of equipment containing the
names and Social Security Numbers of approximately 1.3 million borrowers”.
This harm to the privacy of the users brings big responsibility to the data owner
and with it a lot of troubles and costs. For the users, there is the worry in how
the data will be used and to whom it will be given or sold.

The reason why big companies maintain non-encrypted information on their
database is that they need to perform queries on this data, and if it is encrypted,
it will be much more complicated to match and find the search results and the
search will also make the response slower. In this paper, we give some examples
of applications in different areas which would need the data to be stored on the
Cloud, but also want to guarantee the security of the information, and present
searchable encryption as a solution to overcome the limitation of search over
encrypted data.

The organizationof the rest of the paper is as follows: Section 2 gives an overview
of searchable encryption. Section 3 presents example applications that could use
searchable encryption as a solution for protecting data even when they are stored
on the outsourced databases and Section 4 presents conclusions of the paper.

2 Searchable Encryption

Searchable encryption is a method that allows performing queries in databases
where even the names of the tables and attributes are encrypted. It also permits
to control users’ access by just creating and validating users’ keys without the
need to encrypt all the data again with a new key whenever users join or leave
the group. There are many literature available on searchable encryption, such as
those from Boneh, Ostrovsky, Persiano and Crescenzo [2], and Gu and Zhu [4].
This paper is based on the proxy based searchable encryption scheme presented
by Dong, Russello and Dulay [3].

Searchable encryption can be implemented and used in various ways, but it
basically consists of a RSA encryption key and a RSA decryption key, both
divided into two pieces. The user would have his piece of each of the encryption
and decryption keys and a proxy would have the other two pieces. When it is
needed to add a new user, the manager of the RSA keys (can be the system,
depending upon the case) can just make different splits, adding the proxy’s keys
to the system. To revoke the access of a user, the proxy’s keys can be deleted
from the system, and the user will not be able to perform queries.
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Fig. 1. Data flow for searchable encryption

Figure 1 shows the flow of a search using searchable encryption. The servers
on the cloud, the proxy, and the communication channels can all be untrusted,
and hence the data traversing through them shall always be encrypted. When a
query arrives at the database, the parameters are encrypted with the whole key,
as the database is also encrypted with the same key, it is possible to match and
compare the cells of the database table.

The key is split in such a way that the split key of the proxy is relatively small
as compared to the split key of the user. This ensures that the encryption and
decryption overhead is less on the proxy. Also, the queries made by the user and
the results are usually small amount of data. As the encryption and decryption
is over the small amount of data, this method is computationally efficient.

3 Applications

With the increasing adoption of cloud computing, more and more companies
are migrating their data to the cloud. Unless protected adequately, this data is
exposed to additional risks due to malicious attacks. In this section we present
some applications that need to store sensitive data on the Cloud.

3.1 Healthcare

E-Health is a fast growing area, where patients look for a fast and easy way
to contact their doctors and doctors look for an efficient system to attend and
monitor their patients. In addition, there are the hospitals looking for a way
to control all their information about material, surgeries, personnel, patients,
medicines and even financial. Also, there are other entities like students, univer-
sities, pharmacists, Health Ministry, etc. that need to consume these information
for analysis and research purposes.

It would be possible to unify all the data in one database, and with all the ad-
vantages offered (as cost reduction, easy management, backup, quality of servers,
etc) it should be on the Cloud. But, since there are many sensitive data such as
financial or users’ personal information, some encryption is required to protect
users’ privacy.

In Figure 2, we show a simplified scheme of how searchable encryption could
be adapted to an e-Health application. Note that the key splitter application
will manage the RSA keys; so in this case the key splitter should be trusted.
The proxy would also handle the users’ authentication and authorization, which
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Fig. 2. E-Health application model

means that it would release information just for users authorized by the system
to see them.

In this case, the security would be a combination of the user’s authentication
(login and password) with the user’s part of the key given when he is added to
the system. Even in the case of a malicious user getting access to the proxy, the
user will not be authenticated and hence will not be able to get any information.
So the privacy of user’s data is guaranteed.

3.2 Secure Data Exchange in Outsourcing Model

In the outsourcing model, lot of sensitive data travels over the Internet. Compa-
nies need to share logs, files, messages, and even clients’ information with other
companies or between offices in different locations. These are confidential data
that could have great value on Internet’s black-market, so they are more likely
to be targeted in malicious attacks. The need for data security here is very clear.

With this in mind, we designed an application as safe as possible, where all
the data transiting and stored on the Internet would be encrypted and the only
place where the data could be decrypted is the workstation. Even more, the data
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Fig. 3. eBusiness application as an example

could be encrypted with different RSA keys for different levels of authorization,
and for different projects (groups of authorized users).

Another possible improvement for the security in this application would be
to use MAC address binding, since just machines authorized by the companies
should be able to access the proxy. The system would be composed of three types
of users: Common User, Super User and Admin, and the characteristics of the
application would be

1. An Admin can create a project on the database and assign to it a Super
User.

2. An Admin would have access to proxy proprieties but no access to encrypted
data.

3. A Super User can create different levels of authorization on his project, and
can assign RSA keys to each one (the whole RSA key should never transit
on the Internet, and just the Super User would have access to it)

4. A Super User can add new users to his project, choosing which levels of
authorization the user would have, splitting the project’s RSA keys and
sending one part to the proxy and the other to the user.

5. A Super User can do everything that a Common User can do.
6. A Common User cans add/remove/edit files in the systems, which are part

of his authorization level.

Figure 3 shows an example of access to both proxy and database, from two
different companies in three different locations which can be in different parts
of the world. In this example, there are two companies who share data using
the same system, and for company 1 there are two offices that have different
authorization levels of access to the projects’ data.

Besides Company 2 having access to Company 1’s data on Project A, it will
not have access to Project B, since it does not have Project B’s keys. Even if
they are able to discover the keys, their users will not be allowed by the proxy
to see the restricted information. So, searchable encryption is applied here to
authenticate and authorize users to perform queries and searches on encrypted
outsourced databases.

Let us consider an example of how a user’s query flows through the system.
A user from Company 2 wants to download a file from ”Project A” related to
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Project Information. He has a field in his application where he writes the name
of the file. The application sends a message to the proxy with the command and
query, but all the attributes and columns are encrypted by user’s key. The proxy
sees that the user has authorization to perform this query, encrypt it with the
rest of the key and pass it to the database. The database searches by matching
the encrypted file name and return the encrypted file data to the proxy, which
decrypts it with part of the key and sends it to the user, who can finish the
decryption and download the file.

This application is not limited to eBusiness or outsourcing; the same model
can also satisfy many eScience requirements. eGovernment can also make use of
this system in some Government – Business, Government – Government and Gov-
ernment – Employees interactions. For operations of Government – Citizen type,
where the number of users are in millions, it is preferred to use a different model.

3.3 Social Networking

With major social networking services having hundreds of millions of active
users, the discussions about users’ privacy on the Internet have become a world-
wide frenzy. Users of social networking sites fill their pages with data about
themselves and upload it to the social networks. This information can be leaked
through malicious attacks or accessed by the server administrator (if the data is
stored on the cloud, for example), or by the social network’s staff.

According to the research published by Irany, Webb, Pu and Li [5], the at-
tribute set Birth date, Gender, Zip in the US Census data poses the risk of
personal identification as these attributes can uniquely identify 87% of the US
population. The study also points out that the combination of birth date, gender
and location would be enough to uniquely identify 53% of the US population.

A leak of this kind of information is a very sensitive issue. The use of the
data can be just for surveys (market surveys, for example), or it can be used to
approach the users in many ways to gain more information, such as financial,
passwords, confidential data, etc. If such data are in the wrong hands, it can be
even dangerous to the user’s safety. The victims can have their identity wrongly
used, can suffer blackmailing and be target for thieves and kidnappers.

Encrypting the data would solve many of these problems, and the searchable
encryption could be used to guarantee fast access to the database and also the
privacy of the user is preserved, as even the social networking hosts are not
allowed to see restricted information. Searchable encryption can also be easily
adopted by many other portals on the Internet, like job portals, matrimony sites,
forums and other web services where users’ profiles are stored.

4 Conclusions

In this Internet era, as there is valuable data transiting the global network, there
are many advanced techniques used by hackers and other malicious agents trying
to obtain the data. There are enough instances, some of which are highlighted in
this paper, to prove that no data on the Internet is secure enough against attacks
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by malicious users. We have shown in this paper how data can be protected and
privacy preserved in outsourced databases using searchable encryption. We have
presented application scenarios in the areas of healthcare, outsourcing, and social
networking services.
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Abstract. Off late security problems related to smart cards have seen
a significant rise and the risks of the attack are of deep concern for
the industries. In this context, smart card industries try to overcome
the anomaly by implementing various countermeasures. In this paper
we discuss and present a powerful attack based on the vulnerability of
the linker which could change the correct byte code into malicious one.
During the attack, the linker interprets the instructions as tokens and are
able to resolve them. Later we propose a countermeasure which scrambles
the instructions of the method byte code with the Java Card Program
Counter (jpc). Without the knowledge of jpc used to decrypt the byte
code, an attacker cannot execute any malicious byte code. By this way
we propose security interoperability for different Java Card platforms.

Keywords: Smart card, Java Card, Logical Attack, Countermeasure.

1 Introduction

A smart card is a secure, efficient and cost effective embedded system device
comprising of a microcontroller, memory modules (RAM, ROM, EEPROM) se-
rial input/output interfaces and data bus. On chip operating system is contained
in ROM and the applications are stored in the EEPROM. A smart card can also
be viewed as an intelligent data carrier which can store data in a secured man-
ner and ensure data security during transactions. Security issues are one major
area of hindrance in smart card development and the level of threat imposed
by malicious attacks on the integrated software is of high concern. To overcome
this, industries and academia are trying to develop countermeasures which will
protect the smart card from such attacks and render secure transactions [4].
Size constraints restrict the amount of on chip memory and a majority of smart
cards on the market have at most 5 KB of RAM, 256 KB of ROM, and 256
KB of EEPROM which has a deep impact on software design. The first tier
safety relates to the underlying hardware. To resist an internal bus probing, all
components (memory, CPU, crypto-processor, etc.) are on the same chip which
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is embedded with sensors covered by a resin. Such sensors (light sensors, heat
sensors, voltage sensors, etc.) are used to disable the card when it is physically
attacked. The software is the second security barrier. The embedded programs
are usually designed neither for returning nor for modifying sensitive information
without guaranty that the operation is authorized.

All applications stored in the smart card should be resistant to attacks. It is
important to analyze all the possible attack paths and find a way to mitigate
them through adequate software countermeasures. In this paper we are talking
about logical attacks where we are abusing the linker to change the correct byte
code instruction of a given method into a malicious one. It occurs when a smart
card is operating under normal physical conditions, but sensitive information is
gained by examining the bytes going to and from the smart card [13].

Developing Java Card application remains a challenge for security purpose.
Smart card manufacturers are differentiated from one another by the way they
implement security features. An application proved secure on a platform can
be prone to hardware attacks on another platform. This difference in security
implementation raises serious problems for the certification process like Common
Criteria [11]. One of the challenges is to define a common behavior in term of
security. For that purpose it has been proposed to define an API or annotation
process [4] that could standardize the security behavior of the platform. Within
this approach it becomes possible to have a common security behavior of Java
Card applications.

This paper is organized as follows: the first section is about Java Card security.
The second section provides a brief state of the art on Java Card attacks. In the
third section we introduce the new logical attack. The countermeasure which we
proposed is suitable for security interoperability and is described in the fourth
section. Finally we conclude our work with the future perspectives.

2 Literature Survey

2.1 Java Card security

Java Card is a kind of smart card that implements the standard Java Card
3.0 [12] in one of the two editions Classic Edition or Connected Edition. Such
a smart card embeds a virtual machine, which interprets codes already romized
with the operating system or downloaded after issuance. Due to security reasons,
the ability to download code into the card is controlled by a protocol defined by
Global Platform [7]. Java Cards have shown an improved robustness compared
to native applications with respect to many attacks. They are designed to resist
numerous attacks using both physical and logical techniques. To resist such
attacks several mechanisms have been added while others have been removed
from the Java Card specification.

Java Card is quite similar to any other Java edition, it only differs (at least
for the Classic Edition) from standard Java in three aspects: i) restriction of the
language, ii) run time environment and iii) the applet life cycle. Due to resource
constraints the virtual machine in theClassic Edition must be split into two parts:
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the byte code verifier (invoked by a converter) is executed off-card; while the inter-
preter, the API and the Java Card Run time Environment (JCRE) are executed
on-card. The byte code verifier is the offensive security process of the Java Card.
It performs the static code verifications required by the virtual machine specifica-
tion. The verifier guarantees the validity of the code being loaded into the card.
The byte code converter converts the Java class files and verified by a byte code
verifier into a CAP file format which is more suitable for smart cards. An on-card
loader installs the classes into the card memory. The conversion and the loading
steps are not executed consecutively (a lot of time can separate them). In order to
avoid it, the Global Platform Security Domain checks the integrity and authen-
ticates the package before its registration in the card. Through out this paper,
discussion on Java Card refers to the Classic Edition.

Element of the Security. The Java Card platform is a multi-application en-
vironment in which an applet’s critical data must be protected against malicious
access from the other applets. To enforce protection between applets, traditional
Java technology uses type verification, class loaders and security managers to
create private name spaces for applets. In a smart card, it is not possible to
comply with the traditional enforcement process. Firstly, the type verification
is executed outside the card due to memory constraints. Secondly, class loaders
and security managers are replaced by the Java Card firewall.

CAP File. The CAP (Converted APplet) file format is based on the notion
of interdependent components that contain specific information from the Java
Card package. For example, the Method component contains the methods byte
code, and the Class component has information on classes such as references
to their super-classes or declared methods. In order to manipulate the instruc-
tions of a given method we need to use the Method component, which provides
all the methods used in the applet and each one contains set of instructions.
One optional component (custom component) can be used to define proprietary
properties on the application like annotation.

Byte code verification. Allowing code to be loaded into the card after post-
issuance raises the same issues as with web applets. An applet that has not
been compiled by a compiler (hand made byte code) or that has been modified
after compilation can break the Java sandbox model. Thus the client must check
that the Java typing rules are preserved at the byte code level. The absence
of pointers reduces the number of programming errors. But it does not stop
attempts to break security protections by disloyal use of pointers. Byte Code
Verifier (BCV) is a crucial security component in the Java sandbox model: any
bug in the verifier causing an ill-typed applet to be accepted can potentially
enable a security attack. At the same time, byte code verification is a complex
process involving elaborate program analysis. Moreover such an algorithm is
very costly in terms of time consumption and memory usage. For these reasons,
many cards do not implement such a component and rely on the fact that it is
the responsibility of the organization that signs the code of the applet to ensure
that the code is well typed.
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The Linking step. The linking step is defined by the Java Card Specification [12]
and has been done during the loading of a CAP file. When the software is loaded
into the card, the JCVM provides the way to link the CAP file with the installed
Java Card API, thanks to the token link resolution referred in the Constant

Pool component. Indeed the Reference Location component keeps a list of
offsets in order to easily retrieve each token placed in the Method component.

The Firewall. The separation between different applets is enforced by the firewall
which is based on the package structure of Java Card and the notion of contexts.
When an applet is created, the JCRE uses a unique applet identifier (AID). If
two applets are instances of classes coming from the same Java Card package,
they are considered to be in the same context. Every object is assigned to a
unique owner context which is the context of the applet that created the object.
It is this context that decides whether the access to another object is allowed
or not. The firewall isolates the contexts in such a way that a method executing
in one context cannot access any attributes or methods of objects belonging to
another context.

2.2 Attacks against Java Card platform

There are three main types of attacks on a smart card. First one is the the logical
attack, which provides a cheap solution to access sensitive information from the
targeted cards. Next is the side channel attack, by which the attacker can obtain
the cryptographic secrets [6] with some electromagnetic curves or can find the
executed byte code as explained in [1]. The third is the physical attack, which
can provide information about the target, optical or laser faults. This sort of
physical modification may create a logical fault which is used to attack a card
and is called combined attack [3,5]. In this paper, our focus is limited to logical
attacks.

First Logical Attacks. E. Hubbers et al. presented in [9] a quick overview of
the classical attacks available and suggested some countermeasures.

First, a manipulated program is sent to the card. Then it is modified to by-
pass the BCV after the compilation step. The efficient way to block this attack
is an on-card BCV. Another solution to have a type confusion without the mod-
ification of the applet files is the Shareable interfaces mechanism. The authors
created two applets which exchange information, thanks to the Shareable inter-
face mechanism. To create a type confusion, each applet uses a different type
of array to exchange data. During compilation or on the loading step, the BCV
cannot detect an incoherence. This attack is no more applicable on the new
cards. Finally, the last attack is about the transaction mechanism. The aim of a
Java Card transaction is to make atomic operations with a rollback mechanism
which should deallocate any allocated objects during the aborted transaction
and clear the references. On some card, the authors found a way to keep the
reference to objects allocated during transaction even after a rollback.
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The First Trojan in a Smart Card. In [10], J. Iguchi-Cartigny et al. described
the way to install a Trojan in a smart card. This Trojan will read and modify
the smart card memory. The firewall mechanism is abused to build this attack,
thanks to the unchecked instructions on static. These instructions without checks
during the installation step, define a way to call a malicious byte code which is
presented in a Java Card array. They achieved this through the following steps.
The first step obtains the array address and this reference address of the ap-
plet instance to be modified. In the second step, the getstatic and putstatic

instructions are used to read and write the smart card memory. Finally, a mod-
ification of the invokestatic parameter provides the redirection of the install
program’s Control Flow Graph (CFG). When the invokestatic instruction is
called, the Java Card Program Counter (jpc) jumps to the malicious byte code
contained in the Java Card array.

A Java Card Stack Overflow. G. Bouffard et al. described in [5], two methods to
change the Java Card CFG. The first one, EMAN 2 provides the way to change
the return address of the current function. This information is stored in the Java
Card stack header. When the malicious function exits on correct execution, the
program counter returns to the instruction which addresses it. The address of the
jpc is stored on the Java Card Stack header. An overflow attack has succeeded
to change the return address by the address of our malicious byte code.

Our malicious method has one local variable which received the return of
getMyAddress function. The function return increased by the size of the Java
Card array header (here 6), corresponding to the address of the shell code.

After the characterization of the Java Card stack, the return address was
located. In order to modify this address the parameter of the sstore instruction
was changed. As there is no runtime checking on the parameter it allows a
standard buffer overflow attack.

How to find the Java Card API. The main difficulty to use this attack in the
previous case is that, there is no access to the linked Java Card API. Hamadouche
et al. described in [8] a way to abuse the Java Card linker in order to obtain
the Java Card API. Some instructions are followed by tokens. These tokens are
referred in the constant pool component of the unlinked applet. Speed of the
linking process can be increased by using the reference location. The aim of
their attack was to resolve the tokens which were preceded by instruction that
pushes a short1 on the stack. So it is easy to send this value into the APDU
buffer or update a shell code contained in a Java Card array.

3 Building a New Attack

Assume that there is no embedded on-card BCV. In order to characterize this
card, it is necessary to abuse the previously explained linking mechanism.

To perform this attack, there are set of instructions which are to be modified
by using an abuse linking mechanism as shown in the listing 1.1. We used a

1 On the targeted card, each address are stored into 2-byte value
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tool developed by our team: the Cap Map [14], for CAP File Manipulator. It
provides a friendly environment to modify the CAP file by respecting the inter-
dependencies between the affected components.

Each instruction is referred by an offset in the current method in the Method
component.

/∗0020 ∗/ [ 0 x00 ] nop
/∗0021 ∗/ [ 0 x02 ] sconst m1
/∗0022 ∗/ [ 0 x02 ] sconst m1
/∗0023 ∗/ [ 0 x3C ] pop2
/∗0024 ∗/ [ 0 x04 ] s c on s t 1
/∗0025 ∗/ [ 0 x3B ] pop

Listing 1.1. Set of instruction to attack with the link mechanism abuse technic

As we have previously seen in the section 2.1, it is the Reference Location

component that helps to link between a token used in the Method component
and the Constant Pool.

By using the linking mechanism abuse, described in the section 2.2, the linker
uses the instructions nop and sconst m1 (0x0002) as a token.

. ConstantPoolComponent {
[ . . . ]
/∗ 0008 , 2 ∗/CONSTANT StaticMethodRef :

e x t e rn a l : 0x80 , 0x8 , 0xD
[ . . . ]

}

. ReferenceLocationComponent {
[ . . . ]

o f f s e t s t o b y t e 2 i n d i c e s = {
[ . . . ] @0020 [ . . . ]

}
}

Listing 1.2. Reference Location modification with CAPMAP

To perform the previous manipulation as seen in the listing 1.2, we modify the
Reference Location by adding a new link. The offset value 0x0020 is referred to
the token 0x0002 in the Method component. In the Constant Pool component,
we see that this token is associated to a static method reference. By looking to
our first linker attack presented in the section 2.2, the token method 0x0002 is
linked by the value 0x8E03 into the targeted card.

Once the Java Card linker finished linking as shown in the listing 1.3, it
mutates the method byte code. The link resolution needed two bytes, and the
instructions from the offset 0x0021 to 0x0024 became the invokeinterface

operands.
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/∗0020 ∗/ [ 0 x8E ] i n v ok e i n t e r f a c e
/∗0021 ∗/ [ 0 x03 ] // nargs
/∗0022 ∗/ [ 0 x02 ] // indexByte1
/∗0023 ∗/ [ 0 x3C ] // indexByte2
/∗0024 ∗/ [ 0 x04 ] // method
/∗0025 ∗/ [ 0 x3B ] pop

Listing 1.3. Set of instruction after link resolution

In this case abusing the token resolution mechanism leads to the call of a
method referred in the Constant Pool by the index composed of two bytes
0x02, 0x3C. This index corresponds to the method getKey which gives us the
ability to return the key data via the APDU buffer. Most of the attack in the
literature tried to retrieve the secret key thanks to physical means. Here it is
possible to force the virtual machine to send back clear text value of the key to
the attacker. Of course, this attack works well due to the absence of the byte code
verifier which could have detect the ill formed CAP file. But as demonstrated by
G. Barbu in [2] a laser fault can allow logical attack with or without the presence
of the byte code verifier. Therefore the shell code do not access any objects of
the security context and it will never detect the attack.

4 The Newly Proposed Countermeasure

G. Barbu in [2] proposed a countermeasure which prevents the malicious byte
code from being executed. His idea was to scramble each instruction during the
installation step. For that each Java Card instruction ins performs a xor with
the Kbytecode key. Thus the hidden instructions are computed as follows:

inshidden = ins⊕Kbytecode (1)

If an attack as EMAN 2 succeeds described in the section 2.2, the attacker cannot
execute his malicious byte code without the knowledge of the Kbytecode key. Thus
to find the xor key he should just change the CFG of the program to a return

instruction. As defined by the Java Card specification [12], the associated opcode
is 0x7A. With a 1-byte xor key, this instruction may have 256 possibles values.
A brute force attack offers the way to find the xor key.

To improve his countermeasure we add a jpc value to perform the hidden
instruction and it can be written as:

inshidden = ins⊕Kbytecode ⊕ jpc (2)

By using the previous example described in the section 2.1, we scramble the byte
code in the installed method to prevent a modification of the original byte code
from an attacker. For that, we have a Kbytecode set to 0x42. So in the installed
applet, we have the following byte code as given in the listings 1.4 and 1.5 given
below.
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/∗0x8068 ∗/ 0x42 nop
/∗0x8069 ∗/ 0x40 sconst m1
/∗0x806A∗/ 0x40 sconst m1
/∗0x806B∗/ 0x7E pop2
/∗0x806C∗/ 0x46 s con s t 1
/∗0x806D∗/ 0x79 pop

Listing 1.4. Scrambling Byte
Code with the equation 1

/∗0x8068 ∗/ 0x2a nop
/∗0x8069 ∗/ 0x29 sconst m1
/∗0x806A∗/ 0x2a sconst m1
/∗0x806B∗/ 0x15 pop2
/∗0x806C∗/ 0x2d s con s t 1
/∗0x806D∗/ 0x12 pop

Listing 1.5. Scrambling Byte
Code with the equation 2

In the listing 1.4, the scrambling was done without the jpc value. If you have
many times the same instruction sconst m1 in the example will always have the
same value. Thus it becomes easy for an attacker to find this constant key value
(to find it, an attacker has a constant complexity in O(256)). To improve that,
we added the jpc value. As described in the listing 1.5, each similar instruction
has a different byte code value.

This countermeasure can be enabled by the developer during the compilation
step. For that he has to set each enabled countermeasure flag on CAP file cus-
tom component. It is only parsed if the targeted JCVM can parse it. The way
to enable or not this countermeasure on specific applet provides an additional
complexity for the attacker. An special key for each security context may be
used to improve this protection. For the Java Card runtime this countermeasure
is not expensive. Indeed, just a double xor should be done at the beginning of
the main loop. A native implementation is provided in the listing 1.6.

while ( true ) {
i f ( scrambled ) i n s = i n s a r r a y [ jpc ] ˆ Key ˆ ( jpc & 0x00FF

)
else i n s = i n s a r r a y [ jpc ]
switch ( i n s ) {

case . . .
/∗ a case f o r each Java Card i n s t r u c t i o n to execu te i t

in which i s incremented ∗/
}

}
Listing 1.6. A countermeasure implementation

Depends on the jpc value, each instruction is stored in the smart card memory.
Without the knowledge of where each instruction is stored in the EEPROM, an
attacker will not have the possibility to execute some malicious byte code by the
attacked JCVM.

If an attacker succeeded to change the return address, he can jump to the
shell code to read Java Card memory as described in the section 2.2. For that,
he use the unscrambled shell code as given in the listing 1.7. This shell code is
stored in the EEPROM at the address 0xAB80. The information in the array
should not be masked by the Java Card loader like the executed instructions.
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/∗0xAB80∗/ 0x8D g e t s t a t i c 8000
/∗0xAB83∗/ 0x78 s r e tu rn

Listing 1.7. Unscrambling shell code

/∗0xAB80∗/ 0x4F s s h l
/∗0xAB81∗/ 0x43 ssub
/∗0xAB82∗/ 0xC0 //

Undef ined
/∗0xAB83∗/ 0xB9 //

Undef ined

Listing 1.8. Unscrambling shell code

During the execution of our shell code, the runtime unmasks each instruction
to obtain the code shown in the listing 1.8. Of course the code is detected invalid
by the interpreter because 0xC0 is undefined by virtual machine. Moreover the
sshl and ssub byte codes need two parameters on the top of the stack. Thus
the interpreter will detect an empty stack.

5 Conclusion and Future Work

This paper contributes a way to protect the Java Card from logical attacks.
We introduced a powerful logical attack based on the linker vulnerability. This
attack allows one to execute a buffer overflow attack on a smart card and it
succeeds well with several products which demonstrates the need of an efficient
countermeasure. We proposed a cost effective countermeasure to mitigate this
attack. This countermeasure scrambles the binary code. Within this process the
syntax of the stored code varies according to a variable. Reverse engineering
the executable code becomes impossible if the scrambled memory is dumped.
Attacker cannot execute the malicious byte code without knowing where the
application instructions are stored in EEPROM. Our future work involves re-
verse engineering process using the electromagnetic side channel attack [15] and
evaluate the ability to bypass the proposed countermeasure.
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Side-Channel Analysis. NTCCS, Théorie des Nombres, Codes, Cryptographie et
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Abstract. In the last years, Denial of Service (DoS) attacks have been
widely spreaded becoming a more than ever relevant threat to network
security.

DoS attacks evolved from flood to low bandwidth rate based, making
a host unreachable through the usage of a small amount of bandwidth
and eluding an Intrusion Detection System more easily.

In this paper, we analyze the most common slow Denial of Service
attacks to web applications, proposing a taxonomy to categorize such
attacks. The proposal of our work is to make an overview and to classify
slow DoS attacks for a better understanding of their action strategy, thus
helping developers and network administrators to design proper defense
methodologies.

Keywords: Taxonomy, Denial of Service, Web Applications.

1 Introduction

The Internet is the most used communication medium of the modern society
as it connects million of computers around the world, providing personal and
professional services to users and corporations. This widespread connectivity
among computers enables malicious users to misuse resources and attacks against
the services.

In this context, Denial of Service (DoS) attacks are one of the most dangerous
threats as they aim to deprive legitimate users from the service offered by a
generic system [1, 2].

A variation of DoS are Distributed Denial of Service (DDoS) attacks, which
involve more machines, sometimes also without they are aware (botnet), in as-
saulting the same victim. As a consequence, the attack is enhanced and it is
harder to mitigate [3, 4].

There are many implementations of DDoS attacks [5], such as the smurf, the
SYN flooding [6] or the UDP flooding attacks.

DoS attacks were originally classified in two categories: (i) flooding based
attacks, which send a large amount of packets to the victim, exhausting its
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resources and (ii) vulnerability attacks, characterized by sending a specially
crafted message to the attacked host, denying the offered service [7].

DoS attacks have been evolved to a third mixed category, which combines
both flooding and vulnerability based attacks. This approach reduces the needed
traffic rate to be effective [8] and it makes more difficult to distinguish malevolent
traffic from the legitimate one [9, 10, 8, 11]. Moreover, the attack can also be
launched from a non-performing host, such as a mobile phone [10]: accordingly,
a new slow DoS attacks category has been defined.

In 2009, cyber attacks to Iran have shown that this kind of attacks are a real
and serious menace not only for internet services but also for governments.

In this paper, we analyze slow DoS attacks (SDAs in the following) to web
applications, which use low bandwidth rate (LBR in the following) to hit a web
service, by providing a proper taxonomy.

The paper is organized as follows: in Sec. 2, we will report related works to
DoS attacks and detection techniques. We then describe SDAs (Sec. 3) and in
Sec. 4 we build a taxonomy of them, describing the most relevant threats. Due
to space limitations, we don’t provide a detailed description of the presented
attacks, but we limit to a brief summary of them. Finally, in Sec. 5 we report
the conclusions of our work.

2 Related Work

The study of the Internet attacks includes the analysis of menaces, detection
strategies and reaction and mitigation methods.

Regarding the early attack techniques which have been replaced by SDAs,
some researches are related to SYN flooding, where a lot of incomplete con-
nections are able to fill the server’s listen queue, causing a denial of service for
legitimate users [12]. Hussain et al. try to define a new framework for classi-
fying DoS [13]: they build a taxonomy, distinguishing software exploits from
flooding based attacks and analyzing in detail these latter approaches, ignoring
SDAs. Chen et al. propose a DDoS taxonomy of defense techniques [14], cate-
gorizing both the defense and the reaction systems in function of the adopted
approach. Since nowadays the attacks have evolved, the taxonomy should be
adapted to slow DoS attacks. Mirkovic et al. define an exhaustive taxonomy
of DDoS attacks and defense mechanisms [15]; Tariq et al. categorize only net-
work/transport level attacks [16], whereas Douligeris et al. classify both DoS
and DDoS attacks, deeply analyzing defense techniques [7].

Regarding the slow DoS attacks, the first research work related to LBR DoS
attacks is the shrew attack against TCP flows, in particular acting against the
TCP retransmission mechanism [11]. In this attack TCP flaws are reduced to a
small fraction of their ideal rate.

An effective taxonomy related to slow DoS attacks is still missing and it’s
needed to address the research to efficient detection methods. Relatively to the
detection techniques of slow attacks, there are studies about the reduction of
quality (RoQ) attacks, which are able to reduce the performance of the victim
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by sending a small amount of data. These studies analyze the SDAs on various
scenarios [17, 18, 19, 20], without providing a proper taxonomy neither of the
attacks nor of the defenses.

3 Slow DoS Attacks Description

The strategy followed during a DoS attack consists in moving the victim host
to the saturation state, which is reached by the attacker seizing all the available
resources of the server. The attacker’s purpose is to force the victim to process
only the malicious requests. Indeed, if the victim’s service queue has no free po-
sitions, any new legitimate connection to the server will be ineffective, therefore
causing a DoS. In order to minimize the resources needed for the attack itself
and to bypass security systems based on statistical detection of high-rate traffic
[21, 22, 23], a LBR mechanism is chosen. In fact, while in a flooding DoS attack
most of the packets sent to the target could be useless, in a low-rate one almost
all the packets play a role for the success of the action.

A SDA may also exhibit an ON-OFF nature, which characterizes the attack
execution by a succession of activity and inactivity periods [10]. This behavior
resembles the typical user interaction, giving the menace an increased degree of
hazard.

A SDA slows down the connections from or to the target machine by ex-
ploiting the HTTP protocol or the application software (i.e. PHP, SOAP), thus
maintaining the network channel active as long as possible, with minimum data
transfer.

4 Taxonomy

We now define the taxonomy of the slow DoS attacks.
SDAs to web applications have been categorized in two types: (i) pending requests
DoS, which act by sending incomplete (pending) requests and (ii) long responses
DoS, characterized by sending legitimate requests which slow down the responses
of the server.

We have decided to insert into the taxonomy a third type of attacks, the
multi-layer DoS attacks: they don’t purely act at application level, nevertheless
they use LBR traffic to induce a DoS on the target machine.

Moreover, as those categories can be mixed, we have also reported the mixed
category with an example of the Slow Read mixed attack.

Another classification is based on feasibility; in this categorization, we consider
two features: (i) practical attacks, which exploit a specific vulnerability relative
to a particular environment and they have also been implemented and deployed;
(ii) meta-attacks, defined at a higher level, which are able to abstract the attack
operation without specifying a single vulnerability to exploit, specific for the
target system. Therefore, the latter may have different implementations for the
same kind of attack.

A scheme of our taxonomy is reported on Fig. 1.
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Fig. 1. Taxonomy of slow DoS attacks to web applications

4.1 Pending Requests DoS

These attacks are characterized by sending incomplete requests to the victim
host, in order to saturate its resources, while the server is waiting for the
end of the requests. This is the same policy adopted by the SYN flood at-
tack where the 3-way handshake is not completed, but in this case the attack
is launched at the application layer instead of the transport one. Typically in
SYN flood attacker’s IP address changes continuously (spoofed IP) to avoid
detection and reaction from IDS. A practical implementation consists in select-
ing IP addresses randomly, but the side effect of this approach is that a high
percentage of the attacker’s packets are wasted, due to the TCP reset sent by
active spoofed IP to the victim. These reset packets are a large number, due to
a limited IPv4 address space [24]. Instead, in the SDAs, since the socket has
really to be established and IP spoofing is therefore not usable, fewer packets
are sent.

Any complete HTTP request ends with a line identified as \r\n , followed by
a empty line, which denotes the end of the request itself. If this final line is not
sent by the client, the server would wait the end of the request for a specific
timeout before closing the connection. The timeout would restart as the client
sends some data. A pending requests DoS will never send this final line, in order
to keep the connection active as long as possible. Usually web servers use a
threshold to limit the active connections number, so the attacker opens a lot of
connections with the victim host, in order to seize all the available positions on
the server, reaching the saturation state. Then, the attacker’s purpose is letting
the connections idle, by slowly sending data to the target host, thus denying the
offered service of the victim host.

Any request belonging to a pending requests DoS attack is sent in two different
phases. The first part of the request is shown in Example 1, which reports the
beginning of a standard HTTP request. Some implementations may add the
Keep-Alive parameter or edit the requested URI, the user-agent or the content
length, as these may improve the result for a specific attack.
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Example 1.

GET / HTTP/1.1\r\n

Host: [...] \r\n

User-Agent: [...] \r\n

Content-Length: [...] \r\n

The next part of the request is sent slowly, by repeatedly sending a small amount
of data to the server and waiting a specific timeout before the next sending. This
action allows the client to maintain the connection with the server opened, by
sending a small amount of data, thus preventing an expiration of the server
timeout.

We have decided to identify the first part of the request as the preparing
phase, since it has been sent to prepare the connection for the next step. The
core phase of the attack has been called the slow sending phase, as the attacker
maintains the connection with the victim by slowly sending data through the
established channel. We have also decided to identify the timeout used during
the slow sending phase as the wait timeout parameter, since it’s used to switch
the ON-OFF status of the attack. The wait timeout value has to be properly
chosen from the attacker, in order to prevent a connection close from the target
host. Moreover, this timeout is directly related to the amount of data used during
the attack.

For a better understanding, we now briefly describe two pending requests
DoS attacks, which are distinguished by the data type sent during the slow
sending phase. Since they use the technique reported above, which exploits a
vulnerability of the HTTP protocol, the attacks belong to the practical attacks
typology.

Slowloris. The slowloris attack, also known as Slow Headers or Slow HTTP
GET, has been designed by Robert ”RSnake” Hansen, which has also released
a Perl script implementing it. Slowloris purpose is to fill the listen queue of the
victim and to maintain it occupied by sending a small amount of data.

While the preparing phase is pretty similar to the one described above, the
slow sending phase is accomplished by repeatedly transmitting a specific string:
X-a: b\r\n .

Slowloris has many implementations and some of them vary the HTTP param-
eters sent during the attack, in order to bypass a security system. For instance,
some variants randomly generate part of the string sent during the slow sending
phase.

Slow HTTP POST. This attack, also known as slow body, is pretty similar to
the slowloris explained above, except the fact that it uses HTTP POST requests
(instead of HTTP GET ones) to simulate a request coming from an HTML form
element. In this case the Content-Length value becomes relevant, as it specifies
the size of the message body to the server forcing the web server to wait for the
end of the body.
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During the preparing phase, the attacker sends the first part of a POST
request to the target host, according to Example 1. Then he appends one POST
parameter name and its relative value, without reaching the Content-Length

value.
The slow sending phase is accomplished by repeatedly waiting for the wait

timeout and sending another randomly generated POST parameter name and
its relative value.

4.2 Long Responses DoS

This section describes attacks characterized as above by the LBR, but using
different techniques. In fact, legitimate and complete requests are sent, although
these are customized in a way to slow down the response of the server. Because
of this, we have decided to group all this kind of attacks and call them long
responses DoS.

These attacks may be difficult to identify, since the sent requests appear to
be regular and it can be difficult to distinguish between an appropriate request
and a suspicious one.

We now briefly describe three implementations of long responses DoS attacks.

Apache Range Headers. During 2011 a Perl script known as killapache.pl
has been released on the web from a user known as Kingcope, offering the po-
tential to attack a web server powered by Apache.

The attack is based on the byte range parameter of the HTTP protocol, which
is typically used to request a resource portion. For instance, this functionality
could be effective for requesting a large file or to resume an interrupted download.

Apache Range Headers sends a request (see Example 2) specifying a large
amount of portions of the resource.

Example 2.

HEAD / HTTP/1.1

Host: [...]

Range: bytes=0-,5-0,5-1,5-2,[...],5-1296,5-1297,5-1298,5-1299

Accept-Encoding: gzip

Connection: close

The request may force the Apache web server to make a wide number of copies
(in memory) of the requested file, in order to prepare them for sending. In many
cases, this operation can exhaust the resources of the server.

Although this attack has been a serious threat to Apache, nowadays it isn’t
effective anymore, as the developer team released a patch able to mitigate this
flaw, appropriately checking the request1.

Apache Range Headers belongs to the practical attacks typology, since it is
specific for the HTTP protocol and it has already been implemented.

1 If the requests contains the byte range parameter, the sum of all ranges is calculated:
if it’s larger than the requested file, the request is ignored and the entire file content
is sent.
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#hashDoS. This attack has been presented by Julian Wälde and Alexander
Klink during the 28C3 conference in 2011.

#hashDoS exploits a vulnerability of hash tables, which are frequently used
by web applications for data storing. Hash tables are data structures which store
key-value pairs very efficiently, since insert, retrieve and delete operations are
executed with constant complexity, both in the best and average case. Instead,
hash tables operations are not efficient in the worst case, as they work with
exponential complexity. Many hash tables implementations use a deterministic
hash function to map a key to a 32 bit or 64 bit value, which is used as an integer
index to access the table. Moreover, the values are stored using a linked list and
in case of multiple collisions for the hash function, the performance are slowed
down.

The attack takes advantage of the above knowledge using low bandwidth rate
to generate a large amount of collisions, thus generating a degradation of server
performance, as the victim would saturate its resources during the response
building, leading to a denial of service.

Since the #hashDoS attack is not bound to a specific hash function, it belongs
to the meta-attacks type.

ReDoS. The ReDos, or Regex DoS, takes advantage of a vulnerability specific
to the most common implementations of regular expressions. In such algorithms,
the computational time needed for the verification is exponential to the input
size.

One of the most common regex algorithms builds a Nondeterministic Finite
Automaton: a finite state machine which may relate each pair of state and input
symbol to a set of possible next states. Since various possible next states could
be found, a deterministic algorithm is chosen, in order to visit each state until a
match is found, if any.

Some regexes, known as evil regexes, force the server to check among 2n−1

possible paths, with n the input size; this weakness is exploited by the attacker to
cause the program enter in this extreme situation, where a long time is required
to check for the expression. The attacker could send a well-crafted input able to
slow down the system exploiting the regex used by the web application. In other
cases, if the system allows users to specify a custom regex, the attacker could
inject an evil regex too, thus making the system vulnerable. Since the attack
could be different for each targeted system, ReDoS belong to the meta-attacks
type.

4.3 Multi-layer DoS

This kind of attacks usually operate non properly at application level, even if
they share with the above categories a typical low transmission rate. Further-
more, these attacks use network or transport functionalities in conjunction with
application ones to attack the web server.

We now summarily describe a multi-layer DoS attack named LoRDAS [8, 25].
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LoRDAS. LoRDAS is the acronym of Low-Rate DoS Attack against Applica-
tion Servers and it has been proposed by Maciá-Fernández et al. [25].

In a LoRDAS attack, the attacker purpose is to estimate the instants in which
resources will be freed by the server, in order to occupy them. Limiting the active
phase only to those instants, the attack rate is reduced, as the possibility of being
revealed by an Intrusion Detection System.

The forecasting of the time period when the busy resource become available
again is not based on a common and general vulnerability which affect any
application server; instead, it depends on the specific server implementation.
Therefore, this attack belongs to themeta-attacks category. In the likely case that
the server exhibits a deterministic behavior, the estimation could be forecasted
by the aggressor [25]: for example, a web server which implements the persistent
connections feature could be vulnerable [8]. In this case, the attacker may send
a probing request to the victim in order to get information about the timeout
used by the server to close pending connections. In this way, when the resource
is freed, the malicious host could launch a short burst of packets with the aim
of occupying it again. The same approach is used when any connection is shut
down for any reason (graceful or reset connection close).

4.4 Mixed Attacks

The above methodologies can also be mixed. We now describe an example of
attack where long responses DoS and multi-layer DoS are involved.

Slow Read. This attack has been designed by Sergey Shekyan of Qualys Se-
curity Labs: it sends a legitimate HTTP request to the server, demanding the
core part to lower layers (TCP in this case). Slow Read aims to take up all the
available connections of the server, forcing the victim to reply slowly. Therefore,
this menace belongs to the category of long responses DoS attacks.

In a standard communication most of the received packets are sized 1448
bytes, which is the TCP Maximum Segment Size encapsulated in a Ethernet
frame. The key point of the attack is that the server is forced to use a window
size of 28 bytes, by specifying this limit when sending the initial SYN packet to
the victim host. This action would lead the server to reply very slowly; due to
the high number of connections, it may cause a denial of service. Therefore, this
is classified like a practical attack. Furthermore, as Slow Read acts at transport
level by specifying a custom window size, it is also categorized like a multi-layer
DoS.

5 Conclusions

In the slow DoS field, there are a multitude of attacks and defense methodolo-
gies, although accurate classifications and taxonomies of these attacks are still
missing.
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In this paper we gather known slow DoS attacks, trying to structure the knowl-
edge in this field. The taxonomy we report is intended to help both (i) network
administrators, helping them for a better understanding of the vulnerabilities
exploited by the attacks and (ii) the research community, facilitating the coop-
eration among researchers and giving a common language for discussions related
to this topic.

Our work has to be considered a report related to the actual threats: as new
attacks and techniques are continuously discovered, taxonomies have to adapt
themselves to the growing field and they have to be refined.

As we have reported a taxonomy of slow DoS attacks, a similar work could
also be done for detection and mitigation techniques, in order to clarify the
methodologies used to protect systems from such attacks. Indeed, this paper
is the beginning of a study about SDAs and it will be expanded into a more
detailed paper.
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Abstract. In this paper, we present a new generic cryptographic hash function 
testing tool called Crypto-Precision. It is designed to be adaptable to various 
Cryptographic Hash Function algorithms and different hash function construc-
tions. We have tested three hash functions; SHA-1, FORK-256 and NewFORK-
256.The current version of the tool dynamically generates code for a Hash 
Function and then tests that Hash Function on the basis of its speed, collision 
resistance and randomness.  

Keywords: Hash function, Merkle-Damgard, Message digest, SHA-1, FORK-
256, NewFORK-256, Collision. 

1 Introduction 

Our World is getting smaller. The Internet has removed all boundaries and people 
have come closer to each other. But this has also led to an unfortunate development. 
Hacking has become a serious threat to people who use the Internet. With the intro-
duction of E-commerce and sharing of confidential data over the Internet, the need for 
data protection is at its strongest. One way of protecting data is through Cryptograph-
ic Hash Functions. 

A Hash Function converts a variable length message into a fixed length key known 
as a Message Digest. This is determined by using various methods that make up the 
Hash Function Algorithm. These Algorithms are applied on different Hash Function 
Constructions to provide more complexity to the Hash Function. Higher the com-
plexity lesser is the chance to decipher the actual message from its Message Digest.  

Over the years, many Algorithms have been proposed for Hashing which are based 
on a certain set of rules known as Construction of that particular algorithm. Some of 
the known Hash Function algorithms are MD4, MD5, SHA-1, FORK and most of 
these are based on Merkle-Damgard Construction. Some new types of constructions, 
that have come up to give more complexity to the Hash Functions, are Merkle-
Damgard with Permutation, Dither and HAIFA.  

Most of these Algorithms have been defined only on a certain type of construction 
and hence their functionality has not been tested with other types of constructions. So 
we need a tool that can combine different Algorithms to different constructions and 
then analyze them on the basis of different standard test cases like Collision Test, Bit 
Variance Test, Speed Test, etc. This is where our Tool Crypto-Precision comes in.  
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Crypto-Precision allows its user to dynamically generate code for these hash 
functions by trying every possible combination of different algorithm and construc-
tion. The user after generating the code is able to run the code through the Testing 
phase where their efficiency, collision rate and randomness are tested using different 
test cases. In this paper we explore how we went about designing this tool and the 
challenges that were faced during the development of this tool. 

In the current version of Crypto-Precision, we have implemented three different al-
gorithms: SHA-1, FORK-256 and NEW FORK-256. These algorithms have can be 
implemented on five different constructions: Merkle-Damgard with Permutation 
(MDP), Dither, HAIFA, Dither with Permutation and HAIFA with Permutation. This 
gives us the user fifteen different Hash Functions to choose from. 

2 Requirements 

The first step involved in making Crypto-Precision was to specify the requirements of 
the tool.  

- The Interface Should be User-Friendly 
- Primary Requirement of the Tool is to take the user input regarding combina-
tion of Hash Function Algorithm and Hash Function Construction and then dy-
namically generate the code for that Hash Function 
- The Hash Function Generated should be able to encodes messages, text files, 
images, videos, etc 
- The Tool should be compatible with other Java based Applications to be able 
to provide the Hash Function Functionality to that application 
- The Tool should be able to Test the Hash Function on the basis of different 
Test Cases 
- The Tool should be able to differentiate between the Test Cases according to 
parameters entered for Testing 
- The Tool should provide Statistical Analysis of Hash Function 
- Test cases that should be supported: Collision Test, Bit Variance Test, ASCII 
Test, Entropy Test, Speed Test 

3 Review of Literature 

3.1 Hash Function Methodology 

The Steps involved in computing hash value from an input message in any basic Hash 
Algorithm are: 

1. Padding: The input message is broken up into chunks of 512-bit blocks; the mes-
sage is padded so that its length is divisible by 512. The basic padding works as 
follows: first a single bit, 1, is appended to the end of the message. This is fol-
lowed by as many zeros as are required.[5] 

2. The algorithms use state variables, each of which is a 32 bit integer (an unsigned 
long on most systems). These variables are sliced and diced and are (eventually) 
the message digest.[5] 
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3. Now on to the actual meet of the algorithm: The hash functions, using the state 
variables and the message as input, are used to transform the state variables from 
their initial state into what will become the message digest. For each 512 bits, 
rounds are performed and the hashed value is calculated.[5] 

3.2 Algorithms and Constructions 

In this section, the Algorithms that are supported by Crypto-Precision are secure hash 
algorithm (SHA)[2] , FORK-256 and  NEW FORK-256[1].  

All of these algorithms are based on Merkle-Damgard [3] Construction. MDP is a 
variant of the Merkle-Damgård construction with a permutation to provide more 
complexity to the Hash Function. Next is the Dither construction with Dither Se-
quence [6] generated using a Pseudo random sequence   or an abelian square free 
sequence. The HAIFA [4] construction is taken from Hash Iterative Framework. 
Dither with permutation and HAIFA with permutation constructions are similar to 
Dither and HAIFA respectively but (like in MDP) a permutation is applied right be-
fore the processing of the last message block in both cases to increase the complexity 
of these constructions.[4] 

3.3 Description of Test Cases 

The different test cases that we have considered are the Speed Test [8], Collision 
Test[8], Randomness Test[9], Bit Variance Test[9] and the statistical analysis of the 
Hash Function created by any given combination of the user. 

-  In the speed Test, we calculate the average amount of time each Hash Function 
takes to compute the hash value of a given message or file. This tells us the effi-
ciency of the Hash Function and how quickly it is able to encrypt data. 

- The Randomness Test   checks the randomness of the generated hash function. 
This is done by taking the message entered by the user and calculating its Hash 
Value. Then flipping one bit of the message and calculating the Hash Value 
again. Now we take these two Hash Values and XOR them. Then we count the 
number of one’s that we get in the result. If this value is close to 50% then there 
is quite a less probability for collision   to occur for two similar messages. This 
means that the Hash Function has provided enough randomness. The bit va-
riance test   consists of measuring the impact of change in input message bits on 
the digest bits. More specifically, given an input message, all the small changes 
as well as the large changes of this input message bits are taken and the bits in 
the corresponding digest are evaluated for each such change. Afterwards, for 
each digest bit the probabilities of taking on the values of 1 and 0 are measured 
considering all the digests produced by applying input message bit changes. 

- In the Collision test, we generate 2048 random messages and check for collision 
(number of hits) in them. We also calculate minimum absolute difference, max-
imum absolute difference and the mean absolute difference   for these messages 
according to the collision values.  
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- In statistical analysis of the Hash Function, a paragraph of message is randomly 
chosen, and the corresponding Hash value is generated. Then a bit in the mes-
sage is randomly selected and toggled, and a new Hash value is obtained. Final-
ly, two Hash values are compared, and the number of hanged bits is counted as 
Bi. We use four different statistics: Mean changed bit Number, Mean changed 
Probability, Standard Deviation of the changed bit number and the Standard 
Deviation of Probability [8, 9].  

3.4 Related Work 

According to the research done in the literature, none of the work is related to our 
approach. We came across many existing encryption and testing tools, such as 
OpenSSL[10] for C and Crypto++[11] for C++. These are open source class libraries 
of cryptographic algorithms that allow us to access performance of built-in hash func-
tions but do not allow us to test how these hash functions perform against specific test 
cases. Theses libraries also do not have any provision for customizing the hash func-
tions. 

JCATT (Japan Cryptographic Algorithm implementation Testing Tool) [12]and 
CAVP (Cryptographic Algorithm Validation Program) [13]test the conformance to 
the cryptographic algorithm specifications and each function of the cryptographic 
algorithm. These tools work only on the certified hash functions and not on the cus-
tomized hash functions and moreover they only check the implementation of the hash 
functions but fail to test them. 

Another one is PEARL (Performance Evaluator of Cryptographic Algorithms) 
[14]. This tool collects and analyzes information related to the execution of the cryp-
tographic algorithms in mobile devices. PEARL also allows evaluating the perfor-
mance of symmetrical and asymmetrical cryptographic algorithms and hash functions 
for J2ME platform[14]. It computes the performance on the basis of time, message 
size and virtual machine used. Based on the evaluation, it suggests the best suited 
algorithm for the particular task. This tool also lacks the ability to customize the code 
and to test the hash functions against more test cases.  

TSIK (VeriSign’s Trusted Services Integration Kit)[15] is a java based tool focuses 
on the secure transactions in the web services; this toolkit evaluates the performance 
on account of execution time and compares the result with respect to Java’s Crypto-
graphy Extensions (JCE[18]). Some more tools like Salvasoft HashCalc[16] and 
HASH TAB[17] are stand-alone programs. They compute hashes and compare file 
hash value with another file but do not compare a hash value computed by different 
hash functions of single file.  

Most of the tools mentioned above evaluate the performance of existing hash func-
tions on the basis of execution time and other system dependent parameters. None of 
the tools have a provision for customizing the algorithm by basing them on different 
construction, generating code in a programming language and testing them on the 
basis of system dependent parameters and their performance against specific test cas-
es like Collision Test, Bit Variance Test, Speed Test, etc. Thus Crypto-Precision has 
an advantage over all these tools. 
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4 Design 

4.1 Design Issues 

The Design Issues with respect to this tool were many as a result of the complex re-
quirements. The requirement of combining the algorithms with the constructions dy-
namically was the primary concern while designing the tool. The tool’s architecture 
needed to be such that it would be easy to dynamically generate code and add new 
algorithms or constructions to the Tool without too much of effort.  For this we 
needed to make sure that the atomicity of the tool was quite high so that different 
blocks of the Hash Function could be combined together at runtime instead of coding 
the Hash Functions separately. We needed to design a database consisting of these 
different blocks so that the tool can use this database to generate the Hash Function 
code dynamically. This database also needed to be portable and easily linkable to the 
part of the tool that would be responsible for dynamic Hash Function generation. The 
other issue was of executing the test cases on the generated Hash Function. The Test-
ing Class needed to be part of the Architecture at a point where it could the run the 
different test cases on the dynamically generated code. These issues were kept in 
mind while deciding on the Design of Crypto-Precision.  

4.2 Identifying Basic Blocks 

A Hash Function is made up of some basic blocks that are common to all Hash Func-
tions. Before designing the tool, these basic blocks were needed to be identified so 
that we can edit them for different constructions and algorithms. These basic blocks 
increase the atomicity of Crypto-Precision and improve the way in which the code 
will be generated dynamically.  

The Basic Blocks that we identified and implemented in our database were: 

- Padding: changing with the number of inputs that are required for padding the 
initial message. This depends on the construction that is being used. 

- Compression Function: depends on the algorithm being used. It is the main build-
ing block of the hash function as the its complexity depends on it 

- Chaining Variables Used by Algorithm: the values that are used as inputs to the 
compression function should be complex and distinct  

- Abelian Square Free Sequence: random sequence being used in the FORK algo-
rithms 

- Pseudo Random Sequence: random sequence being used in the SHA-1 Algorithm 

4.3 Tool Design 

Adapting a Hash function algorithm to a new Hash Function construction requires a 
trade-off between generality and user friendliness. The objective of Crypto-Precision 
is to provide as much support for adapting the tool to a new target code, a new Hash 
Function algorithm and a new Hash Function construction.  
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Fig. 1. Three Layered Architecture of Crypto-Precision 

 

Fig. 2. Class Diagram  

The architecture of Crypto-Precision can be divided in to a three layers. At the top 
layer is the graphical user interface (GUI). From the interface, the user can choose 
different combinations of Hash Function Construction and Hash Function Algorithm 
to generate a unique code for that specific combination. This code would be then dy-
namically generated at runtime. 

The middle layer is the one responsible for the dynamic generation of code. It con-
sists of a number of classes that describe the different Hash Function algorithm and 
construction, the dynamic code generation class, the classes that describe the basic 
blocks and the testing class that would test the generated hash function. The generat-
ing class will use the information provided by the user to the tool to fetch data from 
database to create the algorithm and construction class. These classes would then be 
linked with the basic blocks classes (padding, Pseudo Random, Abelian Sqaure Free) 
to complete the hash function code. This dynamically generated code can then be 
tested by the Test class based on a number of different test cases. 
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The bottom layer consists of the database that consists of the text files containing 
the different methods that are required in order to generate the code dynamically 
based on the user’s choice. The atomicity of the different methods is quite high consi-
dering we have created separate text files for all the basic blocks of the Hash  
Function. 

4.4 Interface Design 

The Interface forms the top layer of Crypto-Precision. It is an important part of the 
tool as the user interacts with the tool through this user interface only. The interface 
design has been made in such a way that the user has complete control over the hash 
function that will be generated through the tool.  

 

Fig. 3. Screenshot of interface 

The interface consists of two parts: the Code Generation Window and the Testing 
Window. In the Code Generation Window, it displays options for the Hash Function 
Algorithm and Hash Function Construction. Below these options, it displays text box-
es that are required to enter the file path or the string for which the hashed value needs 
to be calculated and in which the calculated hashed value will be displayed later on. 
The buttons in this window are used to generate the codes dynamically for calculating 
hashed value and for testing.  

The Testing window consists of text boxes for entering the parameters for testing 
of the dynamically generated hash Function and also a large Text Area that will dis-
play the results of the different Tests that are conducted.  

5 Working of Tool 

When the user starts up Crypto-Precision, the interface will ask the user to choose the 
Hash Function Algorithm and the Hash Function Construction on which the Hash 
Function should be based.  
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Fig. 4. Flow diagram of Crypto-precision for generating the Hash function and testing them 

Once the user has chosen the combination, the user can either enter a file path in 
the given box or enter a string for which the hashed value is to be calculated. 

Now when the user will click on ‘Generate Code’ Button, using the database, the 
code for the given combination of algorithm and construction will be generated and 
the Hashed value for the file or the string will be calculated. This will be displayed in 
the box marked as ‘Hashed Value Generated’. 

Now we come to the testing part. To test the generated code, the user will click on 
‘Generate Test Code’ button which will generate the code again for Testing. The right 
hand side of the interface deals with the Testing Functionality of Crypto-Precision.  
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The tool will require the user to either enter two sample messages in the Testing win-
dow or the number of bytes for which the testing has to take place. Once the values 
are entered, the testing process will start by clicking on the Test Button. The results of 
the test will be displayed in the large box below. The user can now look through  
each of the test results easily by clicking on the different tests that are done on the 
code. 

6 Conclusion 

This paper described the Cryptanalyst Tool Crypto-Precision. The tool is imple-
mented in the Java language to support maintainability and portability between differ-
ent host platforms. All data used by the tool is stored in a portable text files based 
database. An object-oriented approach was used to minimize the programming effort 
needed for combining different Hash Function algorithms and Hash Function Con-
structions and generate Hash Function Code dynamically. Three Hash Function Algo-
rithms and Five Hash Function Constructions have been implemented in the current 
version of Crypto-Precision. This tool is extremely helpful for testing different Hash 
Functions for Speed, Randomness, Collisions, etc and for customizing algorithms to 
different constructions dynamically. 
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Abstract.  In this paper, DES algorithm is implemented by applying pipelining 
concept to the key scheduling part. Using this implementation, it is possible to 
have the key length equal to data length; which further improves the security of 
the system, at the same time decaying the performance. This scenario is similar 
to that of one time pad. i.e, here key storage and transmission is going to 
occupy more area and power, degrading the performance of the system. The 
security vs performance trade off is analyzed for the circuit. Another solution is 
also introduced in this paper, i.e, the Linear Feedback Shift Registers(LFSRs). 
Using LFSR, it is possible to have different keys generated every clock cycles, 
improving the security of the system, at the same time we need to store or 
transmit the single seed of LFSR only. The design is implemented in Virtex 5 
FPGA device using Xilinx 12.1 platform. An encryption rate of 35.5 gbits/S is 
obtained, which is almost the fastest among all other current implementations. 
The performance of the system in terms of area, power and timing is analyzed 
using the Synopsys tool.  

Keywords:  DES, Skew, key scheduling, security, performance, LFSR.  

1 Introduction 

Nowadays each and every sensitive data is stored digitally. Bank accounts, medical 
records, and personal emails are some such examples in which data must be kept 
secure. The science of cryptography tries to encounter the lack of security. Data 
confidentiality, authentication, non-reputation and data integrity are some of the main 
parts of cryptography. The evolution of cryptography drove in very complex 
cryptographic models which they could not be implemented before some years. The 
revolution of computers and especially CMOS technology permit the design and the 
implementation of with characteristics as limited area resources, low power 
consumption and high speed. Secure communications systems often require the 
capacity to encrypt messages with several different algorithms in addition to the need 
to change keys regularly[1].  
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The 64-bit data is given as input which is then processed as defined by the 
algorithm to form the 64-bit encrypted data. This process mainly includes an initial 
permutation of the data , 16 feistel function operations and a final permutation. The 
actual encryption within DES takes place as the data is continually replaced by pre 
defined cipher texts within the ‘S-blocks’ that are executed during each of the feistel 
operations.  

In this paper, pipelining concept is applied to the key scheduling part of DES 
algorithm by introducing registers in between each stage. Registers are used to 
delay the sub keys so that the key distribution to each stage is made easy. An 
encryption rate of 35.5 Gbps is obtained by using virtex 5 FPGA technology, 
giving a fastest hardware implementation. Here we can have different keys for 
each 64 bit data block making cryptanalysis a tough job. But at the same time it 
becomes similar to one time pad; i.e, for more security we use key with same 
length as that of data input, so key storage becomes a problem. An analysis of 
security v/s storage(performance) is done to find out the tradeoff between these 
quantities. Another solution to solve this problem is to introduce LFSRs to 
generate keys. A single LFSR seed is used to generate different keys every clock 
cycles, which in turn makes cryptanalysis rather tough. So we need to transmit or 
store that single LFSR seed only instead of the key with same length as that of the 
data block. 

2 Pipelining the Des Algorithm  

The iterative nature of the DES algorithm makes it ideally suited to pipelining. The 
DES algorithm implementation presented in this paper is based on the ECB mode. 
Although the ECB mode is less secure than other modes of operation, it is 
commonly used and its operation can be pipelined [5]. The fully pipelined DES 
implementation will also operate in counter mode. Counter mode is a 
simplification of output feedback (OFB) mode and involves updating the input 
plaintext block as a counter, Ij+1¼Ij+1, rather than using feedback. Hence, the 
cipher text block i is not required in order to encrypt plaintext block i+1 [4]. 
Counter mode provides more security than ECB mode and operation of either 
mode involves trading security for high throughput. In order to pipeline the 
algorithm, the function f block must be instantiated 16 times. Registers are then 
placed at the left and right outputs of each function f block to allow the data to be 
sequenced.[5]  

3 Key Scheduling Procedure  

In the implementation of the DES algorithm key schedule [4] employed here, the sub-
keys are pre-computed and hence, for a 16-stage pipelined DES design, it is necessary 
to control the time at which the sub-keys are available to each feistel function, f block.  
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Fig. 2. DES with skew core key scheduling [4] 

This is accomplished by the addition of a skew that delays the individual sub-keys by 
the required amount [5]. This design comprises of two blocks, a sub-key generation 
block and a skew core. The block diagram for this block is shown in figure 2. 

3.1 Sub-key Generation Block  

The conventional key scheduling procedure is introduced here, which is shown in 
figure 2. The 64 bit key is given to the permutation block, which after permutation  
 

 

Fig. 3. Sub key generation in DES 
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produces a 56 bit key. This 56 bit key after a left circular shift, goes through another 
permutation to produce the first sub key, k1. This process isrepeated 16 times to 
generate the 16 sub keys as shown in figure 3. 

3.2 Skew Core 

For the 16-stage pipelined des design it is necessary to control the time at which the 
sub-keys are available to each function f block. This is accomplished by the addition 
of a skew that delays the individual sub-keys by the required amount. The skew is 
introduced by introducing d flip flop (register) arrays.Since the des algorithm consists 
of 16 rounds, the skew core is set to loop 15 times since a register is not required to 
delay the first sub key.[3]. 

4 Key Generation Problems 

Here different keys are used every clock cycle. So the key length becomes same as 
that of data block, creating a scenario similar to one time pad, i.e. larger key length 
will create complexities in transmission and storage of the key, at the same time it 
improves the security. So here we have a trade off between security and 
performance (security and storage) of the cryptographic system. There are two ways 
to analyse this situation, firstly a single key can be chosen to repeat for ‘n’ number 
of data blocks so that a value can be found out for ‘n’, where security and 
performance are equally satisfied. The second way is to use LFSRs (Linear 
Feedback Shift Registers) to generate the keys for every clock cycle. LFSR 
generates random patterns every clock cycles and hence the security of the system 
is maintained as such. Again in order to generate the same key pattern at the 
decryption side, we need to transmit or store only the specific primitive polynomial 
(the basic LFSR seed) which in turn overcomes the problem with key storage and 
transmission. 

5 Security vs. Performance Trade Off 

In this implementation it is possible to have the key length equal to that of the data 
length. This is very helpful to improve the security of the system, but the key storage 
becomes a problem in such a situation. So there arises a trade off between security 
and performance. 3000 data blocks are taken as input to analyse this situation. If 3000 
keys are used to process 3000 data blocks, we have 100 percent security, but we need 
to store or transmit 3000 bytes of data. Now if we reduce the number of keys to 1500, 
security percentage reduces to 50 percent. This process continued and a graph is 
obtained (see figure 4). 
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Fig. 4. Security vs performance trade off 

6 Linear Feed Back Shift Registers (LFSRs)  

A linear feedback shift register (LFSR) is a shift register whose input bit is a linear 
function of its previous state. The most commonly used linear function of single bits 
is XOR. Thus, an LFSR is most often a shift register whose input bit is driven by the 
exclusive-or (XOR) of some bits of the overall shift register value. The initial value of 
the LFSR is called the seed, and because the operation of the register is deterministic, 
the stream of values produced by the register is completely determined by its current  

 

 

Fig. 5. LFSR Key generation 
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(or previous) state. Likewise, because the register has a finite number of possible 
states, it must eventually enter a repeating cycle. However, an LFSR with a well-
chosen feedback function can produce a sequence of bits which appears random and 
which has a very long cycle (see figure 5). 

Applications of LFSRs include generating pseudo-random numbers, pseudo-noise 
sequences, fast digital counters, and whitening sequences. Both hardware and 
software implementations of LFSRs are common. The mathematics of a cyclic 
redundancy check, used to provide a quick check against transmission errors, are 
closely related to those of an LFSR. 

In this scenario LFSR with primitive polynomial X64+X4+X3+X2+1 is used. In 
every clock cycle, a new key is generated here as given figure 6. 

 

 

Fig. 6. LFSR with primitive polynomial X64+X4+X3+X2+1 

7 Implementation Summary  

FPGA implementation of des algorithm using skew core key scheduling and key 
generation using lfsr was accomplished on a virtex 5 – xc5vlx110t-3ff1100 device 
using xilinx foundation series 12.1 as synthesis and modelsim se6.5f as simulation 
tool. The design was coded using verilog language. It occupied 1808 slice registers 
out of available 69120 (2%), and 1870 (2%) slice luts. The design achieves a 
throughput of 35.5 gbits/s. This result is very much advanced compared to other 
existing designs since the operating frequency of virtex 5 fpga is very high (550 mhz) 
compared to other devices used in earlier cases. i.e, In [12] using Spartan 3E, the 
throughput obtained is 7.160 Gbits/s.  

Full design schematic and simulation window shown in figure 7 and 8. 
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Fig. 7. Simulation window of DES design with skew core key scheduling and LFSR key 
generation 

 

 
 

Fig. 8. 

RTL design schematic;   Blocks:   1-initial permutation,  
2 to 17- the 16 rounds of operation,    18- Key Scheduling  
19- Skew Core,       20-Swappling,  
21- Final permutation      22- LFSR 
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8 Performance Comparison  

The design is implemented and compared with previously implemented designs (See 
Table 1). 

Table 1. Performance Comparison 

 
 

The performance of the system is analysed using Synopsys and the area, timing 
and power reports are obtained. The design with LFSR occupied an area of 
73387units, consuming a total dynamic power of 2.4272 mW and the data arrival time 
was found to be 1.37nS.  

9 Conclusion  

The key scheduling concept in DES algorithm is modified by introducing the concept 
of pipelining. The security vs performance trade off of the system is analysed. LFSR 
is introduced for key generation as a solution to the security vs performance trade off 
that occurs while pipelining. The design is implemented in virtex 5 - xc5vlx110t-
3ff1100 FPGA device and Xilinx platform. The performance of the design is analysed 
using Synopsys tool. 
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Abstract. Live Forensics is the process of collecting forensically sound 
evidence from the suspect's computer system when it is in running state. But, 
this process is not widely accepted as a cyber forensic procedure in most of the 
countries.  Instead of starting with a live forensic procedure, usually a 
traditional offline forensics is adopted according to the accepted cyber forensic 
procedure. This involves pulling the power plug of the suspect’s system and 
imaging the storage media. The crucial evidence available in the running 
system is lost forever when turning off the system. The most important 
information that can be collected in live forensics is the evidence available in 
the Random Access Memory of a system. Since a Windows operating system 
adds footprints of each of its current activity in RAM, analyzing its content is 
indispensable in a cyber forensic analysis. And, this may provide information 
that can be crucial in carrying out further investigation. Since RAM content is 
highly volatile, its complete content is lost when turning off the system. In this 
paper a methodology to retrieve memory forensic artifacts while adopting a 
traditional offline forensics is explained. This is done by analyzing the 
hibernation file available in windows directory partition inside the hard disk of 
the suspect's system.   

Keywords: Random Access Memory, Hibernation File, Live Forensics. 

1 Introduction 

Cyber Forensics is the identification, acquisition, authentication, analysis, 
presentation and preservation of cyber crime evidence. Physical Memory or Random 
Access Memory (RAM) is an important source of evidence for cyber forensic 
investigators. This is because memory contains details of all the recent activities in a 
computer system. Whenever a user initiates an activity, it makes changes in the RAM 
content. So, each activity inside a system is reflected in the physical memory. 
Memory Forensics is the process of RAM content acquisition, its analysis and report 
generation. However, RAM acquisition is possible only in a running machine because 
of its volatile nature. So, Memory Forensics is not possible when adopting an offline 
forensic procedure. But, Windows operating system copies the content of memory to 
a file when it goes to hibernation mode. This file, named hiberfil.sys, is available in 
the partition containing windows directory inside the hard disk of a system.  
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By analyzing this file, an investigator can collect all the activities happened in the 
system just before turning off the system. Hence, it makes all the artifacts that can be 
retrieved only in Live Forensics through Memory analysis available in Offline 
Forensics also. Thus, analysis of hibernation file is indispensible in Offline Forensics.  

2 Hibernation File 

Based on system settings, a computer system goes to a new state called hibernation 
mode when it is standby in order to save power. During this hibernation mode, the 
system saves the entire content of the RAM to a file, hiberfil.sys, present in the window 
directory partition of the hard disk. The content of the RAM is saved into this hibernation 
file as a number of compressed blocks. In Offline Forensics, the entire list of files and 
folders of the hard disk is recreated from the bit-stream image of the hard disk taken by a 
disk forensic imaging tool. By this, the hibernation file available in windows directory 
partition becomes available for forensic analysis. This hibernation file holds everything 
available in RAM as a set of compressed memory blocks. A hibernation file can contain 
a great deal of very valuable historic information, including processes and network 
connections from some pint in the past [9]. By analyzing this file, similar results as in 
Memory Forensics can be extracted as part of Offline Forensics also. Since it contains the 
content of the RAM in an encoded and compressed form, decoding and decompression 
should be done before starting evidence collection as performed in usual Memory 
Forensics.  The following section describes the structure of a hibernation file. 

2.1 Hibernation File Structure  

The hibernation file is organized such that the physical memory is stored in the form 
of compressed memory blocks in it. It consists of several pages of 4096 bytes [1]. The 
first page is hibernation file header, which starts with a 4 byte file signature that 
specifies the type of hibernation file. In windows XP, this case sensitive file signature 
uses small case but in Vista it is in upper case letters. In both cases, 'hibr' indicates an 
active hibernation file and 'wake' indicates an inactive one. Different file signatures in 
a hibernation file are explained by P. Kleissner in [1]. But, this hibernation file header 
is usually cleared out on successful restoration of the hibernation file. The next two 
pages in a hibernation file consist of reserved spaces for initializing and reloading 
memory and memory tables [14]. They are followed by a number of memory tables. 
Table1 shows the structure of a memory table.  

Each Memory Table consists of a header, a number of Memory Table entries and 
Xpress Images. Each Memory Table entry defines a portion of physical memory. 
Xpress Images are compressed memory blocks. Memory blocks copied from a 
particular portion of RAM are compressed to get these Xpress Images. There will be 
multiple Xpress images inside a memory table. The total number of entries in a 
memory table is 255 except for the last memory table. The structure of memory table 
header, table entry and an Xpress image header are shown in table 2, table 3 and  
table 4 respectively. 
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Table 1. Structure of a Memory Table  
 
 
 
 
 
 
 

Table 2. Structure of a Memory Table Header 

Byte 
Offset 

Field 
Length 

Field Name Sample 
Value 

0x00 DWORD   PointerSystemTable //Invalid  

0x04 UINT32   NextTablePage 0xA287 
0x08 DWORD   CheckSum //Always 0 
0x0C UINT32 EntryCount 255 

 

Table 3. Structure of a Memory Table Entry 

Byte 
Offset 

Field 
Length 

Field Name Sample Value 

0x00 UINT32  PageCompressedData // Invalid  

0x04 UINT32  PhysicalStartPage 0x34849 

0x08 UINT32  PhysicalEndPage 0x3484A 

0x0C DWORD CheckSum //Always 0 

 

Table 4. Structure of an Image Xpress Header 

Byte 
Offset 

Field Length Field Name Sample Value 

0x00   CHAR[8] Signature 81h 81h xpress 

0x08   BYTE   UncompressedPages 0x0f 

0x09  UINT32   CompressedSize 0x01cac0 

0x0D BYTE[19] Reserved 0 

 
 

In the memory table header, NextTablePage field points to the next memory table. 
Its value is zero in the last memory table. The value of Checksum is always zero. The 
count of memory table entries is stored in the EntryCount field. It is 255 except for 
the last table. The values of PhysicalStartPage and PhysicalEndPage fields in the 
memory table specify the start and end offsets of a particular memory block. While 
writing the hibernation file, this portion of memory is compressed in the form of 

Table Header 

Table Entries 

Xpress Images 
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xpress image inside a memory table. The corresponding memory table entry is also 
written to the same memory table. An Xpress image consists of an image header 
followed by the compressed data. Each Xpress image is identified by a signature ‘81h 
81h xpress’ [5].The LZ77 and DIRECT2 algorithms are used simultaneously to 
compress a physical memory block as an Xpress image. 

2.2 Physical Memory Structure 

Physical memory of a windows system stores information related to its current 
activities in different data structures. The most important structure present in memory 
is an EProcess structure. EProcess structure is very important forensically because it 
provides a link to the details of all the running processes inside a system. This is 
because the EProcess structures of different processes are interconnected in a doubly 
linked list. Thus, by traversing through this doubly linked list entire list of processes 
can be retrieved [11]. Figure 1 shows some important fields related to a process in the 
EProcess structure of Windows 7, Windows XP SP2 and Windows 2000. Here, the 
_LIST_ENTRY field is called ActiveProcessLink which contain a forward link and a 
backward link to the next and previous processes respectively [11]. 

An EProcess structure has a field named PEBPointer, which is a link to PEB 
(Process Environment Block) structure. This structure is linked to LDR (Loader) 
module through PEB_LDR_DATA structure as shown in figure 3. This LDR module 
[8] gives details of Dlls used by that process. An EProcess structure has a pointer to 
the Handle Table which holds the details of open files accessed by that process. The 
LoadedModuleList pointed by pSLoadedModuleList in KDEBUGGER32 structure 
provides a link to TCB (Transmission Control Block) table structure [3] as shown in 
figure 4. This TCB table gives details of TCP/IP modules used by that process. 

 

 

Fig. 1. EProcess structure in different Windows operating systems 
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3 Collecting Hibernation File 

Traditional Forensics involves imaging the entire hard disk content into a binary file. 
From this bit-stream image file, all the files and folders inside a hard disk can be 
recreated using disk forensic analysis tools like EnCase-Forensic[7] or 
CyberCheck[6] etc. From the recovered files, the hibernation file can be exported to a 
storage media location. Then, this hibernation file can be analyzed to retrieve the 
Memory Forensics artifacts. Here, memory dump is generated from the hibernation 
file which can be further analyzed to explore different memory forensic artifacts as 
extracted in Live Forensics.  

4 Analysis of Hibernation File 

The memory blocks are compressed and stored in the random order inside a 
hibernation file. So analyzing the hibernation file and generating the corresponding 
memory dump is a challenging task in Offline Forensics. The compressed memory 
blocks are saved as Xpress images inside the hibernation file. These compressed 
memory blocks are stored in different memory tables. The first memory table starts in 
the fourth page of a hibernation file. The different memory tables inside a hibernation 
file are traversed by using NextTablePage field in the current memory table. A 
memory table consists of a number of Xpress images as described in section 2.1. The 
decompression module takes an Xpress image as input and generates a decompressed 
block containing raw memory data.  The size of an Xpress image is not a constant.  
 

 

Fig. 2. Generation of a memory dump from a hibernation file 
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The total count of memory table entries is not same as Xpress images i.e. each 
memory table entry does not have a corresponding xpress image. So, it is difficult to 
find the correct offset while writing a raw memory block to the memory dump file. 
Figure2 describes the creation of a memory dump file from a hibernation file. 

PhysicalStartPage and PhysicalEndPage fields in a memory table entry specify the 
location where the decompressed block is to be written in the memory dump file. The 
decompressed blocks are written to the memory dump file in the order followed in the 
memory table entries. Here, the number of bytes to be written to the memory dump 
file from a decompressed block is equal to the difference of PhysicalStartPage and 
PhysicalEndPage in the corresponding memory table entry. The remaining bytes in 
the decompressed block, if any, are written to the offset specified by next memory 
table entry. The same procedure is followed for the other xpress images also. The 
dump thus generated is similar to memory dump acquired from the running system in 
Live Forensics. Thus, this file can be analyzed in the same way as that of a memory 
analysis conducted in Live Forensics. 

4.1 Memory Dump Analysis 

Valuable evidence can be extracted from the data structures present in the memory 
dump file created from the hibernation file. Memory analysis reveals details of 
running processes, open documents, network connections etc. It also reveals the 
details of hidden malwares running inside a system. Nowadays, memory resident 
malwares are used as rootkits. Usually, these rootkits may not leave any footprints in 
the hard disk. An example of a memory resident malware is the W32.Witty.Worm 
worm [2]. In addition to this, RAM may contain many recovery keys. Different 
encryption programs store recovery keys in RAM in different ways [4]. So, through 
memory analysis, encrypted data available in the Hard Disk can be decrypted with 
these recovered keys.  Thus, it opens a way to recover data encrypted with Bitlocker 
Drive Encryption.  
 
 

 

Fig. 3. Structures in physical memory for storing details of open dlls 
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Since RAM data structures used by an operating system is different change from 
one version to another, new versions of memory analysis software are needed each 
time as mentioned by J.Okolica and G.L.Peterson[3]. The difference in structure 
depends whether the OS is PAE (Page Address Extension) enabled or disabled when 
it is 32-bit. It also varies in 64-bit operating systems. Memory analysis in Windows 7 
is explained in [10]. In order to read different structures from memory, virtual address 
to physical address translation is needed. This translation is different depending on the 
operating system. The structures of virtual address in different operating systems are 
described in [4, 9]. Some important fields in the EProcess structure related to a 
process in different OS are shown in Figure 1. One of the main techniques 
implemented in rootkits is the facility to hide itself. In order to make it hidden, these 
rootkits access kernel space. Usually, rootkits are developed in such a way that it can 
access kernel space.  By properly modifying different data structures in the kernel 
space, these rootkits hide itself. This process is called DKOM (Direct Kernel Object 
Manipulation).  

Each running process uses or accesses some files in the system. By finding the list 
of files accessed by a process, its behavior can be identified partially. Sometimes, by 
retrieving the list of accessed files, the malicious activities indented by a process can 
also be identified. A memory analysis tool is capable of doing this by exploring the 
handle tables pointed by an EProcess structure. Dlls are dynamic link libraries and 
usually a running process uses one or more dlls.  In order to explore the complete 
behavior of a running process, the behavior of dlls is also to be examined.  The 
information of Dynamic Link Libraries accessed by a process is very important 
especially in malware analysis. Here, from PEB_LDR_DATA structure inside the 
_PEB (Process Environment Block) structure, all the details of dlls can be retrieved. It 
is available in the LDR_Module structure pointed by PEB_LDR_DATA. Sometimes, 
only by checking the dlls accessed by a process, some malicious activities intended by 
it can be identified.  Block diagram for retrieving dll names from _EProcess structure 
is shown in figure 3. 

 

 

Fig. 4. Structures in physical memory for storing details of open sockets and network 
connections 
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In addition to open files and dlls, each running process may use some sockets and 
it is very important to identify those sockets to extract the nature of that running 
process.  Identifying network connections used by a process is very important in 
finding the suspicious nature of a process.  Here, TCP/IP connections can be 
identified from the TCP/IP module in LoadedModuleList pointed by 
PSLoadedModuleList in _KDEBUGGER32 structure available in memory. Method 
for retrieving TCB table from _KDEBUGGER32 structure is shown in figure 4. In 
this way, a clear picture of all the activities inside a system can be extracted by 
Memory Forensics. Here, first step is to read the ImageFileName in the EProcess 
structure to find the name of a process. Next, by traversing through the forward link 
and backward link pointers in LIST_ENTRY, the entire list of processes can be 
retrieved.  Then, the list of dlls, open files, network connections used by a process can 
also be explored as explained in this paper.  

But, the most important information that can be collected from a memory dump 
file is the process memory. Here, the executable file corresponding to a process is 
recovered from the memory dump file by collecting its process memory in PE 
(Portable Executable) format. For this, first read the starting address of the executable 
from the PEB structure. Then, from this address, read PE header to determine the 
location and the size of various sections of the executable. Then, the pages associated 
with each section referenced in the PE header can be extracted. Finally, combine all 
these pages into a single file to form the executable. The executable file extracted in 
this way can be analyzed using reverse engineering programs such as IDA[12] or 
OllyDbg[13]. By this, the entire content in the executable can be analyzed and 
corresponding assembly language code can be generated. This assembly language 
code reveals the logic behind the application. From this, an in-depth idea regarding 
the intentioned malicious activity behind the executable, if any, can be traced.  This 
provides crucial information to the cyber forensic investigators in Offline Forensics. 

5 Challenges 

But, this hibernation file will be generated only when the system enters into a standby 
mode. Usually, this hibernation mode is enabled by default only in laptops and in 
some windows operations systems. In all other cases, this hibernation file will be 
created only when the user enables the hibernation mode by modifying system 
settings. But in all these cases, a valid hibernation file is created only when the system 
goes to a standby mode. Thus, this type of an analysis is not possible if there is no 
valid hibernation file available inside the hard disks. 

6 Conclusion 

Thus, it is possible to get the information available in physical memory in Offline 
Forensics through hibernation file analysis. It provides crucial information to the 
cyber forensic investigator, which is usually obtained while conducting a live forensic 
analysis. And, this information provides the cyber forensic investigator a clear picture 
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of last activities in the suspect’s system. So, hibernation file analysis plays a 
significant role in a cyber crime investigation. But, this type of analysis can be done 
only if the user enters to a hibernation mode. In most of the cases, the system goes to 
a hibernation mode when the system is not used for a long time period. Thus 
hibernation file analysis should be recommended in an offline cyber forensic analysis.  
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Abstract. An evidence file is a bit-stream copy of any digital storage media or a 
hard disk partition. Retrieving files from these evidence files without the 
intervention of file system is quite challenging as the storage locations where 
file contents are stored are unknown or the contents of files are unavailable in 
contiguous storage locations. In addition to this, portion of some of the deleted 
files might have been overwritten by new files. In this paper, we propose a 
method to carve bitmap files from evidence files by making use of the presence 
of slack area in the evidence file. The contiguous file filtering technique 
proposed in this paper makes the carving of fragmented files easier.  

Keywords: Cyber Forensics, File Carving, Slack Area, Bitmap files. 

1 Introduction 

Cyber forensics is the process of acquisition, authentication, analysis and 
documentation of digital evidences from any digital media.  Cybercrime investigators 
look for proof indicating that a particular crime has been carried out or not. Most of 
the time, culprits remove such evidences from the storage media. For example, 
criminals may purposefully delete or hide files or corrupt file system metadata or 
format/delete partitions so as to make evidence collection nearly impossible. So it 
becomes a very difficult task for investigators to retrieve all the files including those 
deleted files.   

A computer user creates/modifies/accesses a file through the operating system. The 
file system management module of the operating system is responsible for managing 
storage and access of file. For this purpose, different data structures are used 
depending on the file system selected by the user at the time of formatting the hard 
disk partition.  

Files may be stored at contiguous storage locations or at different storage 
locations depending on the availability of free storage area. The addresses of the 
storage locations occupied by a file are kept inside the data structures of file system. 
But, if this data structure becomes corrupted or overwritten with information of a 
new file, the location information will be lost. In this scenario, the file has to be 
retrieved by analyzing the contents of storage locations in the media. The process of 
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extracting files from raw data area without the use of any file system metadata is 
known as carving. 

Different applications use different types of files with different file signatures. 
Picture files in JPEG format contain header and footer and the data between this 
header and footer constitutes file contents. Another set of files will have the file size 
specified in the header but no footer. Due to the dissimilarities in the way file contents 
are organized within the file, different carving techniques have been devised for 
different types of files.  

Garfinkel et al. have proposed a file carving taxonomy [1]. Pal et al. recorded the 
evolution of file carving techniques in [2]. The file carver, Foremost, developed by 
US Air Force Office of Special Investigations makes use of header-footer based and 
file size based carving[3].  Shanmugasundaram et al. proposed a model for automatic 
reassembly of document files using statistical modeling tools [4].  

In this paper, we propose a novel method of carving Windows bitmap files (bmp) 
from evidence file. In the following sections, the storage media is assumed to be a 
hard disk partition containing bitmap picture files. 

1.1 Basics of Storage Allocation by File System 

A file system is the collection of data structures and software required for managing 
and maintaining files and folders in a digital storage media. Usually file system 
management module is part of the operating system. Excluding the presence of a file 
system, a partition can be considered as a collection of sectors. A sector is the 
smallest addressable storage location in the hard disk. When the user formats the 
partition with a file system, these sectors are grouped to form clusters or blocks. A 
cluster is the basic storage allocation unit addressed by the file system. The number of 
sectors constituting a cluster will be according to the cluster size specified by the user 
at the time of formatting.   

Whenever user creates a file, the file system allocates free clusters to the file 
depending on the file size. To make file access easier and efficient, the file system 
driver will always try to allocate contiguous clusters. But, as the partition gets filled 
up by lot of files, enough contiguous space may not be available. So the file system 
will be forced to store portions of file contents at different locations, thereby making 
the file fragmented. 

The locations where file contents are stored will be mentioned inside the data 
structures used by the file system. For example, in FAT32, the data structures 
containing metadata are directory entries and File Allocation Tables (FAT) [5]. In 
New Technology File System (NTFS), the cluster locations are stored inside the 
Master File Table (MFT) entries representing the file [5].   So recovery of files is 
possible if file system metadata is available or known. In the case of deleted files, 
recovery is possible only to an extent depending on the file system and if the clusters 
are not overwritten. 

If file system metadata is corrupted or unavailable then files have to be recovered 
directly from the clusters. This requires data carving techniques. Before explaining 
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the proposed carving method, a special kind of unused storage area within the clusters 
is explained in section 1.2. 

1.2 Slack Area  

The number of clusters required for a file is calculated using the file size. Since partial 
allocation of cluster is impossible, there would be some free unused area after the end 
of the file, in the last cluster, if the file size is not completely divisible by cluster size. 
This unused area is known as file slack. The slack area within the sector where file 
ends is known as RAM slack, as this area contained contents of RAM when data is 
moved to hard disk from Random Access Memory.  But newer operating systems fill 
this area with zeroes. 

2 Proposed Method for BMP File Carving 

File contents begin with application specific header containing a unique signature or 
magic number indicating the file type. File signature for Windows bmp files is ‘BM’ or 
42 4D in Hexadecimal notation [9]. Since clusters are the basic allocation unit, files will 
always begin at the beginning of clusters. So for identifying the total number of files in 
the evidence file, we have to look at locations where a cluster starts. Normally, carving 
is attempted when either file system information is unavailable/corrupted/deleted or the 
file is deleted or when file system no longer points to the clusters occupied by the file. 
In both cases, the original cluster size used by the file system is unknown. Three options 
for file signature searching can be considered here. First, assume a cluster size and 
search at the beginning of all clusters. If no files are found, change the cluster size and 
repeat the process. The second option is to search at the beginning of all the sectors. But 
for identifying embedded files, each byte has to be searched for file signature [6]. 
Obviously, the third option is very slow and the first option is the fastest and the second 
option is a midway solution. Searching the beginning of sectors or clusters is less time 
consuming than search through all the bytes for the file signature. If a byte by byte 
search is the selected option then Boyre-Moore string search algorithm [7] is used. 

An initial search for all the bmp file signatures will give the total number of bitmap 
images stored in the evidence file. At this point, a search for the known file types can 
be done so that those clusters can be omitted while searching for fragments of bmp 
files. This step optimizes carving algorithm substantially [2]. Once all the bmp files 
are identified, carving process begins. In the proposed method, carving is performed 
only for fragmented files. This is ensured by recovering the entire contiguous files 
within the evidence in a novel way as explained in section 2.1. 

2.1 Recovery of Contiguous Files  

File size is specified in the bmp file header. So, the number of clusters occupied by 
this file can be calculated. Here, it is assumed that if the file was allocated contiguous 
clusters then there would be slack after the expected area allocated for storing file 
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contents. The slack contents will be different from the file contents. This fact is 
exploited to identify contiguous files. The data within the file is compared with data 
in the RAM slack area. If there is a significant difference between the file contents 
and the assumed slack area, it indicates that the file was contiguous and ends there. 
An exception for the above slack area assumption occurs when the file size is exactly 
divisible by cluster size. In this case, though there is no slack area, the contents in the 
immediately following location will be different from the contents of the current file.  

Image width, available in the bmp file header is used to get the number of pixels in 
a row of the image. Each pixel will be represented by RGB value storing Red, Green 
and Blue components separately.  In an image, the color changes are gradual and so 
adjacent rows exhibits only a slight variation in color. So, if we compare the last line 
of RGB values of the image and same number of values taken from the RAM slack 
area, there would be a substantial difference.  

There are several methods for checking consecutive image rows [8] like pixel 
matching, sum of differences and median adaptive prediction. Poh Kok Loo et. al 
have proposed a color distance function that can be used to calculate the closeness of 
two colors [10].  In our experiments, Median Adaptive Prediction (MAP) method as 
devised by Stephen A. Martucci in [11] is used. In MAP, the current row of pixels is 
used to predict the next row. If we have to predict pixel 'x' where ‘a’ is the left pixel 
of x, ‘b’ is the top pixel of ‘x’ and ‘c’ the diagonal left pixel of x in the previous row, 
then three values for x will be predicted as follows, 
 

x_pred1 = a . (1) 

x_pred2 = b . (2) 

x_pred3 = a + b – c . (3) 

Predicted value of ‘x’ = (x_pred1 + x_pred2 + x_pred3) / 3 . (4) 

 
Then sum of errors will be calculated using the sum of differences of actual value and 
predicted value. If the sum of differences is a low value then it indicates a match. 

2.2 Recovery of Fragmented Files  

When a file fails in the contiguous file checking, it becomes clear that the file is 
fragmented. Now, the file fragment at hand is the first fragment of the file containing 
bitmap header. The last row of image present in the first fragment has to be checked 
with all the clusters for identifying the next fragment. Here, it is assumed that within a 
picture file, the contents change gradually such that adjacent rows are highly related. 
The matching criteria for selecting a cluster as the successor to the current fragment is 
the MAP error explained in section 2.1. 
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MAP error is calculated for all clusters and a fragment with minimum error is 
selected as the next fragment of the current file [8]. Fragments get added to a file until 
it exceeds the file size specified in the file header. Once a file is recovered then the 
next file in the BMP list is taken for carving. The process continues until all the BMP 
files in the evidence are processed.  

3 Experimental Results 

Carving of fragmented BMP files is tested on different evidence files. All the 
evidence files contained a variety of file types including document files and picture 
files in formats other than bmp. Different evidence files of sizes 2 GB and 1 GB were 
tested. An average 71.4% of files where recovered successfully by identifying 
contiguous files. But in the rest of the cases, contiguous file filtering failed, and the 
files were treated as fragmented files. This happened, because MAP error failed to 
identify the slack area. When a contiguous file is not identified as contiguous, it will 
make the carving process slower as the MAP error with all the clusters have to be 
calculated. The level to which the entire carving process gets impeded depends on the 
total number of clusters occupied by the contiguous file. A properly identified 
contiguous file makes the carving process faster by eliminating all the clusters 
belonging to the contiguous file from fragment search area. Results are tabulated in 
the following Table 1. 

Table 1. Results 

Sl.No Test image  Size 
(GB) 

No. 
of 
bmp 
files 

No. of 
contiguous 
files 

No.of 
contiguous files  
correctly 
identified 
(Threshold>100) 

1 H_01.000  1 1858 1855 1301 
2 Image1.000  1 88 83 73 
3 Image2.000  1 120 117 83 
4 Image4.000  1 909 907 625 
5 Image5.000  2 8 6 2 
6 Image6.000  3 914 912 626 

4 Conclusion 

Though the proposed method has been successful in identifying all the files, it has to 
be made sure that all the contiguous files be identified properly. More experiments 
need to be conducted to fix the threshold for accepting the presence of slack area. 
Also, the proposed method has been applied only in the case of bitmap files. The 
contiguous file recovery has to be extended to other known file types containing file  
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size in header, so that a large number of clusters can be excluded while searching for 
fragments. Instead of MAP error, other closeness criteria can be devised or adopted 
for identifying the exact successor fragment. Contiguous file filtering is very 
promising as it reduces the computation required for fragmented bmp file carving. 
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Abstract. The tight computing constraints of low capacity mobile devices 
require lightweight cryptographic implementations. A software and hardware 
based performance analysis of cryptographic primitives: lightweight 
encryption/decryption, lightweight key exchange and lightweight authentication 
using hashing mechanism are conducted in this work. The parameters taken for 
software comparison are: high throughput, minimum delay and for hardware 
are: minimum gate equivalents (GE) and minimum power consumption. 
Cryptographic primitives are combined using two scenarios: (i) authentication 
to plaintext and confidentiality to message_to_send and (ii) confidentiality to 
plaintext and authentication to message_to_send. Two combinations are having 
similar results comparisons but authentication to plaintext and confidentiality to 
message_to_send is more meaningful. Furthermore, these two combinations 
provide implementation of cryptographic primitives with 30% of total GE at 52 
µW. Thus, these are two complete cryptographic solutions with ultra-
lightweight features which are suitable for extremely resource constraint 
environments such as mobile sensor devices. 

Keywords: lightweight, cipher, hashing, authentication, key management. 

1 Introduction 

Mobility, Ad Hoc connectivity and infrastructure less nature are increasing the 
applications of Mobile Ad Hoc Networks (MANETs). Some of the major application 
areas of MANET are: military purpose, household security appliances, road traffic 
management system, Vehicular Ad Hoc Networks (VANETs), mobile cloud clusters 
etc. Ad Hoc connectivity increases the chances to threat the secured information. In 
particular much research attention has been recently drawn to the security issues of 
MANETs. The ubiquitous computing on tiny mobile devices could bring security risks. 
Implementing multiple security primitives on resource constraint devices is almost 
impossible or even impractical. In order to secure the information, various lightweight 
cryptographic aspects are taken into consideration. For example, lightweight 
encryption/decryption, lightweight key management protocols, lightweight hashing 
mechanism, lightweight authentication & authorization mechanism etc.  

Encryption/Decryption mechanism can be classified broadly on two major 
categories: (i) Symmetric and (ii) Asymmetric. Examples of encryption/decryption 
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mechanisms are: Data Encryption Standard (DES), Advanced Encryption Standard 
(AES), Elliptic Curve Cryptography (ECC), Hyper Elliptic Curve Cryptography 
(HECC) etc. [7], [8]. Symmetric encryption/ decryption mechanisms are much faster 
than asymmetric mechanism thus preferred in MANETs. Key management approach 
is a combination of (i) key agreement and key transport/distribution or (ii) symmetric, 
asymmetric and hybrid key management protocols. Example of key management 
protocols are: Blom’s key pre-distribution, Janson-Tsudik protocols, Basic Diffie 
Hellman (DH) etc [1], [9]-[13]. Another category of key management protocol is 
group based key management protocols. Group key management can be classified as: 
general, Tree based, re-keying based and ID-based [1],[15]. Steiner et. al. proposed 
Group Diffie Hellman (GDH) protocols: GDH.1, GDH.2, GDH.3, Authenticated-
GDH (A-GDH), Secure Association-GDH (SA-GDH) from 1996 to 2000 [16]-[19]. 
In 1994, Burmester and Desmedt (BD) proposed less computational and two rounds 
efficient protocol [14], [20]-[25]. Tree-Based Group Diffie Hellman (TGDH), Lee-
Kim, MARKS, Yu and Tang, Deng, Mukherjee and Aggarwal etc[1] . Most of these 
protocols are high computational protocols and thus inappropriate for low power 
mobile devices. In order to maintain the integrity of message two mechanisms are 
taken into consideration are: (i) Message Authentication Code (MAC) and (ii) Digital 
Signature (DS). For example, MAC based protocols are: Data Authentication 
Algorithm (DAA), Hash MAC (HMAC)[2], Ultra-lightweight Mutual Authentication 
Protocols (UMAP, PUMAP, FLMAP, M2AP, EMAP, LMAP, SASI) etc. Other 
lightweight cryptography hash functions are: Quark, PHOTON family protocols etc. 

This paper is organized as follows: Section 2 presents the lightweight 
encryption/decryption, lightweight key exchange and lightweight authentications 
using hashing with their comparisons. In section 3 two approaches of providing the 
complete solution for cryptographic services are presented. In section 4 various 
lightweight components from each category are paired to evaluate the performance of 
algorithms designed in section 3. Lastly section 5 shows the conclusion based on 
implementations and results.  

2 Review of Protocols 

About restricted devices, it is often quoted consensus that 200-3000 GE out of a total 
available 1000-10,000 GE are available for security purposes [43], [44]. According to 
Moore’s Law [45], for next four to five years this figure is expected around three to 
four times at lesser cost. Three major cryptographic components are needed to be 
adjusted among these 200 to 3000 GE: lightweight encryption/decryption, lightweight 
key exchange and lightweight authentication using hashing. In this work, lightweight 
cryptographic components are taken into consideration (<1000 GE). 

2.1 Lightweight Encryption/Decryption 

Various lightweight ciphers having less than 1000 gates are: A2U2, LED-64, LED-
128 [40], Piccolo-80[29], PRINTCIPHER-48, PRINTCIPHER-96 [41], KTANTAN64 
[26] and SEA. A2U2 is a stream cipher and others are block ciphers. Block ciphers 
are often preferred over stream ciphers because of its simplicity. Otherwise stream 
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ciphers are much faster than block ciphers, require less number of equivalents and 
suitable for low end devices. Now a day, lightweight block ciphers are designed that 
are equally efficient as of stream ciphers. In this section, efficient block ciphers 
having less than 1000 gates are discussed and compared with their characteristics.  

2.1.1 LED 
Light Encryption Device (LED) is a lightweight block cipher designed in 2011[40]. 
Strengths of this algorithm are: (i) it is of compact size, ultra-light cipher and provide 
security against related key attacks, (ii) it is more hardware efficient but software 
efficiency is also taken into consideration to a great extent. One major weakness of 
this cipher is larger security margins because of equivalent encryption time 
(EET)[51]. 

2.1.2 Piccolo 
It is a lightweight 64-bits block cipher developed in 2011 [29]. Major strengths are: (i) 
power and energy efficient as compared to other feistel based ciphers, (ii) protected 
against linear and differential attacks due to minimum number of active F-functions 
with least probability (2-64) so far. Weaknesses of this cipher are: (i) due to feistel 
structure, it is still open to weak key attacks, (ii) storage of keys increases the 
complexity of hardware implementation and (iii) not strong against side channel attack. 

2.1.3 Other Protocols 
(i) PRINTCIPHER is another lightweight block cipher for resource constraint devices 
designed in 2010 [41]. Strengths of this algorithm is: designed to exploit properties of 
integrated circuits. Weakness of this cipher is:  silent against side-channel attacks, for 
example: equivalent encryption time [42]. (ii) KATAN & KTANTAN are two 
families of lightweight block cipher developed in 2009[26]. Major strengths of this 
cipher is: use of flip flop technology reduces the gates and power consumption. (iii) 
Scalable Encryption Algorithm (SEA) is a block cipher designed in 2006 [46]. 
Strengths of this cipher is: designed for devices having limited processing and 
memory resources, limited instruction sets etc. Weakness is: increase in number of 
rounds increases the hardware cost and thus not suitable for small devices. Various 
other lightweight cryptographic block and stream ciphers are: mCrypton, DES, 
HIGHT, CLEFIA, Camellia, PUFFIN etc [27], [28], [31], [32], [36]-[39].  

2.1.4 Comparison 
Figure 1 show that SEA is having minimum gates (449 GE) as compared to Piccolo-
80 (683 GE), LED-64 (688 GE), KTANTAN64 (688GE), KTANTAN64 (688 GE), 
LED-128(700 GE), PRINTCipher-80 (726GE) and Piccolo-128(818) with maximum 
throughput but these GE increases exponentially with number of encryption rounds 
and thus it cannot be considered good for resource constraint devices. Other block 
ciphers like: Piccolo-80, LED-64, KTANTAN-64, LED-128 are having almost 
similar GE but KTANTAN-64 and Piccolo-80 provide high throughput with 
minimum initial setup time, encryption/decryption time and processing time. Lesser 
throughput and more delay (initial setup, encryption/decryption and processing) make 
Piccolo-128 less interesting as compared to Piccolo-80 and KTANTAN-64. In our 
implementation two ciphers are referred: KTANTAN-64 and Piccolo-80.  
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Fig. 1. Throughput vs Time comparison of block ciphers 

2.2 Lightweight Key Exchange Protocol 

2.2.1 WLH Protocol 
This is hybrid key protocol developed in 2005 [33], [34]. The protocol runs as: 
Protocol: WLH Protocol 
Premises: Let IDC, IDS, KMC , KPBS, KPRS, ,  , rc , rs, f(), H() are 

the identifications of client & server, master key stores at client, server’s  
public key, server’s private key, encryption of message ‘M’ with server’s 
public key, decryption of message ‘M’ with server’s private key, random 
numbers selected at client and server ends, two one way hash functions. 

Goal: Shared a common session key KS with least overall computation. 
Phase I:  Pre-computation 

Step 1: Client: Select random number rc ϵ { 0,1}K. 
Step 2: Client: Compute , ,  . 

Phase II:  Protocol Execution 
 Step 1: Client  Server: C 

Step 2: a. Server: ( , , ) =  
 b. Server: Match f( ,  with stored data. 
 c. Server: If results does not match then exit 
 d. Server: if result matches then continue. 
 e. Server: compute server’s authentication function: 

 AS = H (H(C, rc, rs), 2) 
 f. ServerClient: rs, AS 
Step 3: ClientServer: AC = H (H(C, rc, rs),1) 
Step 4: Server: KS = H (H(C, rc, rs),0) 
Step 5: Client: KS = H (H(C, rc, rs),0) 

 
Strengths of this protocol are: (i) lighter computational overhead for message 
integrity, (ii) one way hashing and identification check prevent key compromise. One 
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major weakness of this mechanism is that it is weak in providing forward secrecy and 
integration of Diffie Hellman for secrecy increases the overhead [34]. 

2.2.2 Tseng’s Protocol 
Y. M. Tseng proposed key agreement protocol for resource constraint devices in 2005 
[3].Consequently, two extensions of this mechanism were proposed in 2005 and 2007 
[4]-[6]. Major strengths of this protocol is: small size conference key management 
with less number of key rounds. Major weakness of this protocol is that it does not 
provide secrecy against linear or differential attacks [6]. 

2.2.3 Teo & Tan’s Protocol 
J. C. M. Teo and C. H. Tan proposed energy efficient key agreement proposed for low 
capacity mobile devices in 2005 [35]. Major strengths of this protocol is: provable 
security against symmetric key exchange [14]. Weaknesses of this protocol are: (i) no 
strong signature mechanism and (ii) prone to impersonation attack.  

2.2.4 Comparison 
Figure 2 and figure 3 show the comparative analysis of throughput and end-to-end delay 
for (i) WLH and (ii) Tseng and (iii) Teo and Tan. End-to-end delay includes processing, 
propagation and transmission delays. Ad hoc On-demand Distance Vector (AODV), 
Destination Sequenced Distance Vector (DSDV) and Dynamic Source Routing (DSR) 
are three basic MANET’s routing protocols used for comparison for 1000 mobile nodes  
 

 

Fig. 2. Throughput comparison for 1000 nodes 

 

Fig. 3. Delay comparison for 1000 nodes 
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on NS-3 platform[47]. The results show that WLH is having the minimum end-to-end  
delay and maximum throughput with DSDV protocol. Although it lacks in forward and 
backward secrecy but it reduces the hardware and software overheads [34]. Thus WLH 
is considered to be the efficient protocol for lighter key agreement. 

2.3 Lightweight Hash Protocols 

Table 1 shows various lightweight hash algorithms developed in recent years. 
ARMADILLO02-E provides the highest security against attacks but also have highest 
GEs. If we keep the criteria of 33% (1000) GE then three algorithms qualify the 
criteria are: SPONGENT-88, SPONGENT-128 and PHOTON -80. In this section 
SPONGENT and PHOTON protocols are briefly discussed with their characteristics. 

Table 1. Comparison of lightweight Hash Algorithms 

Hash Algorithm GE Power 
(µW) 

Throughput 
(kbps) 

Collision 
Resistant 

Preimage Second 
Preimage 

PHOTON-80 865 1.59 2.82 240 264 240 
PHOTON-128 1122 2.29 1.61 264 2112 264 
PHOTON-160 1396 2.74 2.70 280 2124 280 
PHOTON-224 1735 4.01 1.84 2112 2192 2112 
PHOTON-256 2177 4.55 3.21 2128 2224 2128 
U-Quark[30] 1379 2.44 1.47 264 2120 264 
D-Quark[30] 1702 3.10 2.27 280 2144 280 
S-Quark[30] 2296 4.35 3.13 2112 2192 2112 
H-PRESENT-128 2330 6.44 11.45 264 2128 264 
DM-PRESENT-80 1600 1.83 14.63 232 264 264 
DM-PRESENT-128 1886 2.94 22.90 232 264 264 
C-PRESENT-192 4600 NA 1.9 296 2192 2192 
SPONGENT-88 738 1.57 0.81 240 280 240 
SPONGENT-128 1060 2.20 0.34 264 2120 264 
SPONGENT-160 1329 2.85 0.40 280 2144 280 
SPONGENT-224 1728 3.73 0.22 2112 2208 2112 
SPONGENT-256 1950 4.21 0.17 2128 2240 2128 
KECCAK-f[400] 5090 11.50 14.40 280 2160 2160 
KECCAK-f[200] 2520 5.60 8.00 264 2128 2128 
ARMADILLO2-A 2923 44 27 240 280 240 
ARMADILLO2-B 4353 65 250 264 2128 264 
ARMADILLO02-C 5406 83 250 280 2160 280 
ARMADILLO2-D 6554 102 25.0 296 2192 296 
ARMADILLO02-E 8653 137 25.0 2128 2256 2128 

2.3.1 PHOTON  
It is a lightweight cryptographic hash function for resource constraint devices 
developed in 2011 [49]. Major strengths of this hash mechanism are: (i) internal 
memory size is low as compare to other hashes, (ii) sponge like extension protects 
from structural flaws and collisions, (iii) protected from linear or differential attacks. 
One major weakness of this hash mechanism is the use of S-boxes decreases the 
hardware efficiency. 
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2.3.2 SPONGENT 
It is a lightweight block cipher developed in 2011 [50]. Strengths of this hash 
algorithm are: (i) truncated differential characteristics decreases the probability to find 
a path for collision attacks, (ii) provide protection from pre-image attack in pre-
computational stage only. Weaknesses are: (i) silent on side channel attacks and (ii) 
for higher security implementation, larger block size and more number of rounds 
increases the GE and thus not suitable for low capacity devices. 

2.3.3 Comparison 
Figure 4 and table 1 shows that SPONGENT-128 provides maximum security from 
collision, pre-image and second pre-image attacks out of three selected hash 
algorithms with minimum GEs. SPONGENT-128 is also having minimum initial 
setup time and processing delay with comparable power consumption. These 
characteristics make SPONGENT-128 suitable for analysis. 
 

 
Fig. 4. Delay Comparison of selected Hashing Mechanisms 

3 Work Done 

In this work, three cryptographic primitives discussed in previous section are combined 
to implement and analyze the performance on MANET devices using ns-3 simulator 
[47]. In case 1 and case 2, cryptographic primitives are integrated using: (i) WLH 
protocol for key exchange and (ii) Lightweight Message Authentication Code (LMAC) 
[48] using SPONGENT-128 for hashing mechanism and (iii) KTANTAN-64 or 
Piccolo-80 for encryption. Two combinations of integrating encryption/decryption are 
possible. Either authentication can be attached to message_to_send and confidentiality 
to plaintext (case 1) or authentication can be attached to plaintext and confidentiality to 
message_to_send (case 2). Later is meaningful and preferred.  

Case 1: Message authentication and confidentiality, when authentication is 
attached with ciphertext and confidentiality to plaintext. 

Premises: Same as WLH protocol. In addition, M and C are used to denote plaintext 
and ciphertext. 
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Goals: (i)  Securely share the symmetric keys ,  between two ends. 
 (ii)  Using ‘KS’, authenticate ‘M’ between two ends. 
 (iii) Secure the authenticated message using encryption. 
Protocol:  
(a) Share the keys  and  between source and destination using WLH protocol 

discussed in section 2. 
(b) Source: Encryption Process [Source: Encrypted_Messsage = .] 

(c) Generate HMAC over Encrypted_Message. Same as Case 1’s (b)(I) but on 
Encrypted_Message and using key . 

(d) Concatenate Encrypted_Message and HMAC. 
  Source: message_to_send = Encrypted_Message || HMAC 
(e) Destination: Separate Encrypted_Message and HMAC at destination. 
(f) Destination: Verification of HMAC at destination using step 1 to step 5 of Case 1 

(b)(II) over Encrypted_Message  and ‘M’. If HMAC equals HMAC’ then 

continue else discard the message and exit. 
(g) if HMAC equals HMAC’ then Decryption: Message=  (Encrypted_Message). 

Strengths are: (i) added confidentiality of message as compared to case 1, (ii) good for 
applications that require secure transmission. For example: password exchange and 
(iii) for non-authenticated messages it saves the decryption computation at 
destination. Weaknesses are: (i) if message contains sequence number then it starts 
problematic at initial stage of routing rather than later as in case 3 and (ii) it is 
preferable to attach authentication over plaintext thus case 3 is more preferred in use. 

Case 2: Message authentication and confidentiality, when authentication is 
attached with plaintext and confidentiality to message_to_send. 

Premises: Same as Case I in section 3. 
Goals: (i)  Securely share the symmetric keys ,  between two ends. 
 (ii)  Secure the message using encryption. 

(iii) Using ‘KS’, authenticate ‘M’ between two ends. 
Protocol:  
(a) Share the keys  and  between source and destination using WLH protocol 

discussed in section 2. 
(b) Source: Generate HMAC over message ‘M’: Same as Case 1(b)(I)’s step 1 to step 

3 using key  . (Result: HMAC is generated). 
(c) Source: Encryption Process [Source: messsage_to_send = || ] 

(d) Destination: Decryption Process 
 Destination: Message_to_receive = message_to_send 
 Destination: (M||HMAC) = _ _ . 

(e) Verification of HMAC at destination.Same as Case I(b)(II)’s step 1 to step 5. 
Strengths are: (i) added confidentiality of message as compared to case 1, (ii) good for 
applications that require secure transmission. For example: password exchange and 
(iii) it is good for case, where confidentiality is prolonged until transmission but 
authentication is required at local system level. Weaknesses are: (i) overhead 
increases and throughput decreases because of encryption process and (ii) if we start 
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encrypting the message_to_send then to identifying the route from packet there will 
be need of decryption at intermediate level, which will be much costlier. 

4 Results and Analysis 

Result 1: Message authentication and confidentiality, when authentication is 
attached with ciphertext and confidentiality to plaintext. 

This mechanism include: (i) KTANTAN-64 or Piccolo-80 for encryption & 
decryption, (ii) WLH protocol for key exchange with 700 GE and (iii) LMAC with 
500 GE using SPONGENT-128 for hashing mechanism with 1060 GE.  Thus a total 
of 2948 GE with 50µW using KTANTAN-64 or 2943 GE with 52 µW using Piccolo-
80 are required to implement cryptographic primitives. Figure 5 and figure 6 shows 
the throughput and delay comparison of this scenario as case 1. This mechanism 
provides confidentiality which is important for all secret messages. 

Result 2: Message authentication and confidentiality, when authentication is 
attached with plaintext and confidentiality to message_to_send. 

This mechanism is having similar characteristics and results as of case 1 with similar 
primitives. As authentication is meant for plaintext thus case 1 is more preferred over 
case 2. 
 

 

Fig. 5. Throughput-Delay Measurements for KTANTAN64 

 

Fig. 6. Throughput-Delay Measurements for Piccolo-80 
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5 Conclusion 

In this work, lightweight cryptographic primitives with high throughput and minimum 
delay are selected to implement complete security solution for resource constraint 
mobile ad hoc devices. Software and hardware analysis shows that KTANTAN-64 
and Piccolo-80 are lightest ciphers, WLH is the lightest key exchange mechanism and 
SPONGENT-128 is the lightest hash function. The proposed mechanism shows that 
two combinations of lightweight cryptographic primitives are possible. Since 
authentication is assumed to be tied with plaintext thus authentication to plaintext and 
confidentiality to message_to_send is preferred. Furthermore, combination of 
lightweight primitives shows that it can be implemented with the complexity of about 
2948 GE with power consumption of 52 µW, depending on protocols and capabilities 
(authentication only, authentication with confidentiality). It can be expected that 
stream cipher techniques can considerably reduce the complexity. As another possible 
future work, we could perform reusability of gates for hardware and software 
efficiency.  
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Abstract. Internet and web applications have grown exponentially and have 
become an essential part of day-to-day living. But level of security that this 
Internet provides has not grown as fast as the Internet applications. The 
drawbacks, such as the intrusions, that are attached with the Internet 
applications sustain the growth of these applications.  Two such vulnerabilities 
that dominate are the SQL Injection attacks (SQLIA) and the Cross Site 
Scripting Attack (XSS), contributing to 30% of the total Internet attacks. Much 
research is being carried out in this area. In this paper we propose a system that 
uses MD5 algorithm and grammar expression rules, manipulated in a reverse 
proxy, to mitigate SQL injection and Cross Site Scripting Attacks. This system 
provides a server side solution for XSS attack. The system has been tested on 
standard test bed applications and our work has shown significant improvement 
detecting and curbing the SQLIA and primary XSS attacks.  

Keywords. SQL Injection, XSS attacks, Cross Site Scripting Attacks, SQL 
attack, Security threats, Web application vulnerability. 

1 Introduction 

The glory of Internet and its merits are being highly masked by the drawback 
associated with it. Of them the prime issue is Internet vulnerability, leading to data 
modification and data thefts. Many Web applications store the data in the data base 
and retrieve and update information as needed. These applications are highly 
vulnerable to many types of attacks and the most predominant among them are the 
SQL injection Attacks (SQLIA) and the Cross Site Scripting (XSS) attacks. 

 A SQL injection attack occurs when an attacker causes the web application to 
generate SQL queries that are functionally different from what the user interface 
programmer intended.  For example, consider an application dealing with author 
details. A typical SQL statement looks like this:  

select id, firstname, lastname from authors;  
This statement will retrieve the 'id', 'forename' and 'surname' columns from the 

'authors' table, returning all rows in the table. The 'result set' could be restricted to a 
specific 'author' using ‘where’ clause. 
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select id, firstname, lastname from authors where firstname = 'James' and 
lastname = 'Baker' ; 

An important point to note here is that the string literals 'James' and 'Baker' are 
delimited with single quotes. Here the literals are given by the user and so they could 
be modified. They become the vulnerable area in the application. Now, to drop the 
table called ‘authors’, a vulnerable literal can be injected into the statement as given 
below. 

       Firstname: Jam'; drop table authors--  
       lastname: 
Now the statement becomes, select id, firstname, lastname from authors where 

firstname = 'Jam; drop table authors-- and lastname = ' '; and this is executed. Since 
the first name ends with delimiter ‘ and  - - is given at the end of the input, all other 
command following the - - is neglected. The output of this command is the deletion of 
the table named ‘authors’, which is not the intended result from a server database. 

The XSS attack mainly happens when the validation on the input and the output 
from the user is insufficient. The hacker can write a script, most commonly a 
JavaScript, and submit it to the server. If the server does not validate the input from 
the user then this script gets included as a part of the main code. This malicious script 
could contain code that would trap a user’s session ID or a cookie and send it to the 
hacker. So, once a genuine user requests for this infected page, the server responses to 
this request by sending the malicious script which in turn traps the user’s information.   

The objective of this work is to handle SQLIA in any form and to curb primitive 
XSS attacks. SQLIA can be done either using the input form or the URL, taking into 
account all the new techniques used for evading signatures. XSS attacks are mainly 
carried out in feedback forms and comments form. Providing Client side solution for 
the XSS attack needs the involvement of the client which is not always reliable. So, 
we have provided a server side solution. 

2 Related Work 

SQL language being a very rich language, paves way for a number of attacks.  The 
first real existence of SQL injection was explored 1998 in a magazine Phrack [1]. 
Attacks that could be done using SQL injection were explained by RFP (Rain forest 
puppy) in an article of the magazine. But this article did not use the term SQL 
injection. 

David Litchfield [1], in his paper classifies the attacks into 3 types: in-band, out-of-
band, inference attack. In this paper, he discusses how data could be collected using 
inference. The black box testing methodology used in WAVES [2], is a web crawler 
tool to identify all points in web application that can be used to inject SQLIAs and to 
verify if the code contains XSS. It uses machine learning approaches to guide its 
testing.  Static code checkers like the JDBC-checker [3] is a technique for statically 
checking the type correctness of dynamically generated SQL queries. This will be 
able to detect only one type of SQL vulnerability caused by improper type checking 
of input.  
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Combined static and dynamic analysis like the AMNESIA [4] is a model based 
technique that combines static analysis and runtime monitoring. In its static part, this 
technique uses program analysis to automatically build a model of the legitimate 
queries that could be generated by the application. In its dynamic part, the technique 
monitors the dynamically generated queries at runtime and checks them for 
compliance with the statically-generated model. 

SQLGuard [5] and SQLCheck [6] also check queries at runtime to see if they 
conform to a model of expected queries. Taint based approaches like the WebSSARI 
[7] detects input-validation-related errors using information flow analysis. In this 
approach, static analysis is used to check taint flows against preconditions for 
sensitive functions. Livshits and Lam [8] use information flow technique to detect 
when tainted input has been used to construct a SQL query.  It gets the vulnerability 
specifications from the user and uses this as static analyzer point. This technique 
detects SQLIA, XSS and HTTP splitting attacks. 

Security gateway [9] is a proxy filtering system that enforces input validation rules 
on the data flowing to a web application to detect and prevent SQLIA and XSS 
Attacks. SQLRand [10] is an approach based on instruction-set randomization. It 
allows developers to create queries using randomized instruction instead of normal 
SQL keywords. A proxy-filter intercepts queries to the database and de-randomizes 
the keywords.   

Kenneth et.al [11] describes how Deterministic Finite Automata (DFA) induction can 
be used to detect malicious web request. Used in combination with rules for reducing 
variability among request and uses heuristics for filtering. Konstantinos Kemalis and 
Theodoros Tzouramanis [12] developed a prototype SQL injection detection system 
(SQLIDS). The system monitors Java-based applications and detects SQL injection 
attacks in real time. The detection technique is based on the assumption that injected 
SQL commands have differences in their structure with regard to the expected SQL 
commands that are built by the scripts of the web application. Ben Smith et al. [13] in 
their work examine two input validation vulnerabilities, SQL injection vulnerability and 
error message vulnerability in four open source applications. They assessed the 
effectiveness of system and unit level testing of web applications to reveal both the type 
of vulnerabilities when used with iterative test automation.  

SWAP [14] uses proxy layer and provides a server-side solution to detect and 
prevent XSS attack. Noxes [15] is a client side solution for XSS attacks. It creates a 
personal firewall on the client side and checks every outgoing request and incoming 
response. It uses both manual and automatically generated rules to prevent XSS 
attacks on the client side.  

Ulfar Erlingsson et al. [16] propose a client side solution. It proposes a Mutation-
event transforms system which defines policies to be enforced in the client side 
browser. It defines security policies based on monitoring client behavior. 
Noncespaces [17] sets rules and in each document it randomizes the XML Namespace 
prefix. These prefixes are identifiable by the user and so the user will be able to 
identify the trusted content by the web application and un-trusted content provided by 
the attacker. Anh Nguyen et al. [18] proposes a system that works on PHP scripts. 
This system uses a modified interpreter along with the PHP interpreter to identify un-
trusted sites. 
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In this paper we have used MD5 hashing to curb SQLIA using the input give 
through the login form and used regular expression to curb SQLIA attempted through 
the URL and to detect and prevent the XSS attack in the feedback form or the 
comment form. The System uses a sanitizing application in proxy server that will 
sanitize the request before it is being forwarded to the main server and the database. 

3 System Architecture 

The architecture of the system is illustrated in Fig. 1.  In a client server model, a 
reverse proxy server is placed, in between the client and the server. The presence of 
the proxy server is not known to the user. The sanitizing application is placed in the 
Reverse proxy server. A reverse proxy is used to sanitize the request from the user. 
When the request becomes high, more reverse proxy’s can be used to handle the 
request. This enables the system to maintain a low response time, even at high load.  
 

 

Fig. 1. System Architecture 

The general work of the system is as follows: 
1. The client sends the request to the server. 
2. The request is redirected to the reverse proxy also called as the Intrusion 

Prevention proxy(IP Proxy). 
3. The sanitizing application in the proxy server extracts the URL from the 

HTTP , the user data from the SQL statement or the user data from the script 
code. 

a. The URL is send to the signature check  
b. The user login data (Extracted using prototype query model) is 

encrypted using the MD5 hash. 
c. The user input data (extracted using prototype query model) from 

script code is send for expression check. 
4. The sanitizing application sends the validated URL, validated user input, hashed 

user login data and the original request to the web application in the server. 
5. The filter in the server denies the request if the sanitizing application had 

marked the URL request malicious or the user input data malicious.  
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6. If the URL is found to be benign, then the hashed value is send to the 
database of the web application. 

7. If the URL and the user input data is found benign, then the user input data in 
the feedback / comment form is included in the original code of the web 
page. 

8. If the hashed user data matches the stored hash value in the database, then 
the data is retrieved and the user gains access to the account. 

9.  Else the user is denied access.   Fig. 2 gives the flowchart of the system. 

 

 

Fig. 2. Flowchart of the system 
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3.1 The Sanitizing Application 

The sanitizing application uses the data cleansing algorithm to sanitize the user input.  

Data Cleansing Algorithm (DC algorithm): 
Step 1: 
 Parse the user login data into Tokens-tok;  
 While (not empty of tok) 
  Check if tok ≠ reserved SQL Keyword 
   Move tok to User data Array-UDA; 
Step 2: 
  For (every data in UDA) 
  Convert to Corresponding MD5 and store in MD5-UDA. 
Step 3: 
 Parse the user input data into Tokens-token; 
 While (not empty of token) 
  Check if token ≠ reserved JavaScript keyword 
   Set the flag1 to continue; 
  Else  
   Set the flag1 to deny; 
Step 4: 
  Extract the URL from HTTP; 
    Parse the URL into Tokens-toks; 
  While (not empty of toks) 
   Check if (URL = Benign using the signature check) 
    Set the flag to continue; 
   Else 
    Set the flag to deny; 
Step 5: 
  Send the MD5-UDA ,flag, flag1 and original web request to Web application 

Server; 

Data Cleansing Algorithm Details 

Extracting user data from SQL statement: 
The SQL statement is extracted from the HTTP request and the query is tokenized. 
The tokenized query is then compared with the prototype document. A prototype 
document consists of all the SQL queries from the Web application. The query tokens 
are transformed into XML format. The XSL’s pattern matching algorithm is used to 
find the prototype model corresponding to the received Query. This method has been 
adapted in the previous work COMPVAL [19].  

XSL’s Pattern Matching 
The query is first analyzed and tokenized as elements. The prototype document 
contains the query pertained to that particular application.  

For example the input query is,  
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SELECT * FROM members WHERE login=’admin’ AND password=’XYZ’ OR 
‘1=1’ 

When this query is received this is converted into XML format using a XML 
schema. The resulting XML would be, 

<SELECT> 
    <*> 
      <FROM> 
        <members> 
           <WHERE login= ’admin’> 
              <AND password= XYZ> 
                 <OR 1=1> 
                  </OR> 
               </AND> 
            </WHERE> 
          </members> 
       </FROM> 
     </*> 
</SELECT> 
Using the pattern matching the elements is searched such that the nested elements 

is similar to query tokens. The corresponding matching XML mapping is, 
<SELECT> 
    <identifier> 
      <FROM> 
        <identifier> 
           <WHERE id_list= ’userip’> 
              <AND id_list=’userip’> 
              </AND> 
            </WHERE> 
          </identifier> 
       </FROM> 
     </identifier> 
</SELECT> 
When the match is found, the corresponding prototype query would be,  

SELECT identifier FROM identifier WHERE identifier op ‘userip’ AND 
identifier op ‘userip’ 
which will be used to identify the user input data . The extra XML tags other than 
those in the prototype will be considered as user input. This search is less time 
consuming because the search is based on text and string comparison. The time 
complexity is O(n).  This helps in increasing the effectiveness of the program and 
reduces the latency time. Similar to the query pattern, a script pattern contains all the 
valid patterns of script available in the application, to check for user posted data in the 
feedback form and the comments form. 

Encrypting using MD5 hash and Signature check, Script check using regular 
expressions 
The user data extracted from the extraction phase is then encrypted using the MD5 
hash function. All the possible forms of SQL injection manipulation are stored in the 
signature check in the form of regular expressions. The URL is extracted from the 
HTTP request and the URL is tokenized. These tokens are checked using the regular 
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expressions. If they contain any form of the signature that has been defined as SQL 
injection then the request is marked as malicious else it is marked as benign. 
Similarly, The JavaScript keywords are stored in script check in the regular 
expressions form. The user input data extracted from web page is tokenized and these 
tokens are then checked against the regular JavaScript keywords. If any JavaScript 
keyword was found in the process then the post is marked malicious else it is marked 
benign. 

4 Implementation 

This system implements the DC algorithm in the automated sanitizing application 
using Java. We have used 4 systems in the lab setup connected through LAN. One 
system is considered as the web application server. We set up two systems for the 
proxy server which has the automated sanitizing application installed. One system 
acts as the client. On the server an Eclipse integrated development Environment (IDE) 
runs the open source project.   On the server gateway a filter program is installed. 
This filter application redirects the request from the user to the proxy server. For each 
request the server chooses one of the two proxy server alternatively. This is done to 
minimize the loading on a particular proxy server which might slow down the 
process.  

In each of the proxy server the sanitizing application is executed in the Eclipse 
IDE. When the redirected request from the server reaches the sanitizing application 
the DC Algorithm is triggered. As a first step, the SQL query and the URL is 
extracted from the HTTP. The SQL query is processed using the XSL’s pattern 
matching and the prototype document. The user data is separated from the query. The 
URL is passed on to the signature check, which uses the regular expression to validate 
the URL.  

The following signature checks are done on the URL’s extracted from the HTTP 
request. 

1. Query delimiter ( --) 
2. White Spaces 
3. Comment delimiter (/* */) 
4. EXEC keyword 
5. UTF coding 
6. Scanning for query with signature OR followed same characters before and   

after ‘=’. 
7. Dropping meta characters (and their encoding) like  ; ,(,), >, <, %, +,= and @  
8. Use of ‘IN’, ‘BETWEEN’ after ‘OR’. 
9. Use of SQL keywords. Just looking into the keywords will bring about a lot of 

false positives. So the context before and after the keyword is also checked. 
The following script checks are done on the user posted data. 

1. <script>, </script> 
2. Names of the event handlers (Eg. onClick, onLoad, onUnload, onChange, 

onFocus, onSubmit etc...) 
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3. Function 
4. Document. 
5. (,) 
6. Javascript: 
7. <, > 

The user data is converted into its corresponding hash value using the MD5 
algorithm.  The hash value, the validated URL and validated user posted data are then 
directed back to the server. 

Depending on the validation results the filter on the web application server decides 
whether to continue with the request or to deny the request. If the URL and the user 
posted input data is benign then the URL, the original data and the hash value is 
forwarded to the web application on the server system. The user posted data is 
included in the original code. The web application sends the hash value to the 
database and the value are checked. If the values match, then the user gains access. 
Else the request is denied. The database used with the web application is MySQL. 

5 Evaluation 

This system was tested on 4 open source projects. The open source projects that was 
considered for this study, was taken from gotocode.com. The four projects that were 
taken into study were Online Bookstore, Online portal, Employee directory, 
registration form. We used Burp suite [20] as an attacking tool. Our system was able 
to detect all the intrusions injected by burp suite and was able to achieve 100% 
detection rate. The total number of SQL injections by the Burp suite and the total 
number of detections by our system defining the detection rate is stated in Table 1.  

Table 1. Detection Rate 

Web Application No. of 
Attacks 

No. of 
Detections 

Detection 
Rate 

Portal 276 276 100% 

Employee Directory 238 238 100% 

Book store 197 197 100% 

Registration Form 419 419 100% 

6 Analysis and Result 

We have analyzed our system and other methodologies that are used to curb SQLIA 
and XSS attacks. The detailed analysis is shown in Table 2.  

The system was run under light load condition, medium load condition and heavy 
load condition. The time taken for the response with our system’s reverse proxy also 
called as the Intrusion Prevention proxy (IP proxy) and without the Intrusion Prevention 
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proxy was noted in Nanoseconds. Under Light and medium load condition 5 and 50 
requests from client system was send to the server. The results are as shown in Fig.3. 
For heavy load 1000 requests was send using client system. The results are as shown in 
Fig. 4. The time taken did not show much difference for light load and medium load 
condition. For heavy load condition, there was a slight difference in nanoseconds. 

Table 2. Analysis of methodologies used for curbing SQLIA and XSS Attacks 

Methodology Change in source 
Code 

Detection/Prevention of 
attack 

Type of attack 
addressed 

WAVES[2] Not necessary Automatized/ report 
generated 

SQLIA, 
XSS/Client side 

JDBC-Checker[3] Needed for automatic 
prevention of attack. 

Can be automatized. SQLIA 

AMNESIA[4] Not necessary Fully automatized SQLIA 

SQLGuard[5] Necessary Fully automatized SQLIA 

SQLCheck[6] Necessary Partially automatized SQLIA 

WebSSARI[7] Necessary Partially Automatized SQLIA, XSS 

Livshits and Lam [8] Not necessary Manual assistance 
needed 

SQLIA, XSS, 
HTTP splitting 
Attacks. 

Security Gateway[9] Not needed Manual detection / 
automatized prevention 

SQLIA, 
XSS/Client Side 

SQLRand[10] Necessary Fully automatized SQLIA 

SQL-IDS[12] Not necessary Fully Automatized SQLIA 

Idea[13] Not necessary Only exposes 
vulnerabilities 

SQLIA 

SWAP[14] Necessary Fully automated XSS/ Server side 

Noxes[15] Not necessary Can be automatized XSS/ Client side 

Ulfar  Erlingsson et 
al. [16] 

Not necessary Can be fully automatized XSS/ Client side 

Noncespaces[17] Necessary User intervention needed XSS/ Client side 

Proposed DC 
algorithm 

Not necessary Fully automated SQLIA, XSS/ 
Server side 

 
The system using the proxy server protection was responding a little slower than 

the other system, but had full protection against SQL injection attacks. If we increase 
the number of proxy server to four then the server was able to handle the request with 
an increased pace. We have not yet worked on optimization of the system. We 
believe, after optimization of the system, the performance will   improve. 
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Fig. 3. Low load and the medium load 

 

Fig. 4. High Load 

7 Conclusion 

The novel system with intrusion prevention proxy has proved to be effective in 
detecting the SQL injection attacks and primitive XSS attacks and preventing these 
attacks from penetrating the web application.  This system does not do any changes in 
the source code of the application and the system is fully automated. The system 
provides a server side solution, and thus the user intervention is not needed in 
mitigation of these attacks. By increasing the number of proxy servers the web 
application can handle any number of requests without obvious delay in time and still 
can protect the application from SQL injection and XSS attack. In future work, the 
focus will be on optimization of the system and removing the vulnerable points in the 
application itself, in addition to detection and studying alternate techniques for 
detection and prevention of these attacks. 
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Abstract. Vernam cipher is said to be one of the most secure cipher systems in 
use, based on the key size. It is derived from the One-Time Pad (OTP) method. 
One of the main features of the cipher is that it is completely reversible with the 
use of XOR operation, with no loss of data. It is independently a symmetric 
cryptosystem, which needs the key to be transmitted to both ends for effective 
working. The same case applies for all symmetric ciphers. But the main 
drawback of symmetric ciphers is that the key has to be transmitted from sender 
to recipient, over the insecure channel. Even if we try to implement maximum 
security, the key transmission should be secured as much as possible. Here, we 
use the power of OTP to implement key transmission in symmetric 
cryptosystems. The concept is based on an age-old principle of securing parcels, 
by using two separate locks, and not transferring the keys across. But this 
involves multiple transactions for sending the same parcel, and the same 
method can be implemented as a 3-way handshake. The keys at the host can be 
chosen randomly since they are never transmitted across. The method has been 
shown to have the strength exceeding Vernam cipher itself.  But the drawback 
is that the method becomes inefficient for large data, since the handshakes 
involve lot of data transfer. 

Keywords: Symmetric ciphers, handshake mechanism, One-Time Pad, Vernam 
cipher, channel security, random keys. 

1 Introduction 

The increase in influence of networking has made life easier for everyone, especially 
in data acquisition and processing. But the technology is such that the data has to be 
sent across a channel, out of the safe bounds of end hosts. A notable feature of the 
channel is that it is “insecure”. It means that the channel by itself provides little help 
when it comes to getting the data to the destination safely. The built-in mechanisms 
may monitor the timely delivery and data accuracy, but not whether the data has been 
tampered with. As long as the channel is insecure, the data will be subject to 
attacks[8][10], and the possibility of attack goes up with the sensitivity of the 
contents[11] being transmitted. Attacks can be passive, where the data is simply read 
and used, or active, where the data is modified. 
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2 Encryption 

Encryption is the main method to maintain the confidentiality of the data[6]. By 
confidentiality, we refer to the non-disclosure of contents of the messages. This 
primarily deals with the passive attacks like content disclosure, and traffic analysis, 
since they are hard to detect. One cannot predict whether the message was opened in 
transit by being at the end points. 

Encryption is the method to prevent, or counter the passive attacks. It play with the 
data in such a way that even if a passive attack is carried out, the data recovered from 
that attack is virtually useless. This is since encryption algorithms “mask” or modify 
the data in a recoverable way. A cryptosystem mainly consists of 5 components: 

- Plaintext message (M), Ciphertext message (C), Key (K), Encryption 
algorithm (E) and Decryption algorithm (D) 

When we send the data, we modify it as C = E (M, K). Once the ciphertext is received 
at the receiver, the data is recovered as M = D (C, K).  

So, we can see that the entire process depends on a key K. The algorithm should 
function depending solely on the value of K, and still make the channel secure. This 
organization, where the cipher is dependent on a shared key is called symmetric 
cipher. Another method exists, where a pair of keys is generated. In that case, 
encryption is using one key (called public key) and decryption using the other[5] 
(called private key). This is called asymmetric cipher. 

This paper mainly deals with symmetric cryptosystems. 

3 Symmetric Cryptosystems and One-Time Pad (OTP) 

Symmetric ciphers rely on a shared key to perform the encryption and decryption. 
They are simple to implement, but have limited security, since the method normally 
involves blocks of data, vulnerable to cryptanalysis. But still, they have their 
importance, since public key cryptosystems have complex mathematical operations 
associated with them. 

One Time Pad - One – Time pad proved to be impossible to break if used 
correctly[3]. Here the plaintext is XOR’ed with a Pad[1] ( which is a random key) 
which is of the same length as the plaintext. The Pad is used only once and it is 
discarded after a single use. That is why the name “One-time Pad”. The following are 
the reasons why One – Time pad is not used widely[1] 

1. Key length is an important issue. As the plaintext length increases the Key ( 
Pad ) length also increases in the same way. Plaintext length ∞ Key length  ( 
“ ∞ ” represents direct proportionality ) That is , length of Plaintext  is 
directly proportional to length of the key ( Pad ).  

2. Key Transfer is another issue. The reason is that once the key is 
compromised, any person with the basic knowledge about XOR operation 
can decrypt it.                     

3. Problem with generating a perfect random key. 
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So, the same key has to be used for encryption and decryption. This means that even 
for OTP, key transfer is essential. 

4 Key Transfer in Symmetric Cryptosystems 

As mentioned before, key sharing is very important when it comes to symmetric 
cryptosystems. But the channel is already insecure, and transferring the key will make 
it vulnerable, resulting in breaking the entire cryptosystem. So, there should be an 
efficient method to transfer the keys from source to destination.  Some possible 
methods are: 

1. Both sender and recipient can agree on common keys by monitoring the 
communications[13]. For one session, a key can be maintained, which is 
scrapped and replaced by the next one in queue for next session. There is no 
key transfer here, but the key sequence may become predictable, since both 
key updates have to be synchronized. 

2. A third party can transfer the keys[14]. This can be implemented by public 
key cryptosystems between the source-arbiter pair and arbiter-destination 
pair. But the involvement of third party can be a weak link in the security. 

3. There are specialized algorithms for key exchange using random values. One 
main example is the “Diffie Helmann Key Exchange Algorithm”, which uses 
random numbers to compute keys at both sender and receiver. It is quite 
difficult to break, but it poses limitations on the key. The sender may not be 
able to choose the key himself, since values for computing the key are 
generated at both ends. Also, a lot of computation is required. 

5 Proposed Methodology 

The proposed methodology revolves around the following principle, which is 
represented by an abstract methodology. 

The proposal is inspired by a real-world problem which deals with sending a box 
locked by a padlock. In order for the recipient to open it, the key should also be made 
available. But sending the key can jeopardize the security. The solution for the 
problem is by using the method as shown in Figure 1. The method can be summarized 
as: 

1. Sender locks the box with lock1 using key1 and sends it to receiver. 
2. Receiver locks the box with lock2 using key2 and sends it back to sender. 

Now the box is locked using two locks. 
3. Sender will then unlock lock1 using key1 and send it to the receiver. Now 

the box has only one lock which is lock2.  
4. Receiver will then unlock lock2 using key2 and thereby opening the box to 

see the content. 
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Fig. 1. A real-world schemata of the proposed method 

The main advantage of the method is that there is little restriction on the keys. Each 
side can choose their own keys for locking / unlocking the box. Also, neither of the 
keys has to be sent across the channel. 

When we implement it, the concept is taken as a reversible cipher system for each 
transaction. One of the first and foremost choices is the OTP itself. In that case, 
locking and unlocking simply involves XORing with the key. 

Key Generation – Since the algorithm puts no restrictions on the key itself, it can be 
chosen completely at random. Many random number generators are available that can 
perform this generation. But to speed up the generation and computation, the keys can 
be generated in such a way that segments are generated, and then merged together to 
form the single key. This is effective since there are less chances of getting 0s with 
such merged keys. 0s are critical in the case of OTP since XOR operations with 0 
won’t change the input bit. Similarly, XORing an input sequence with a stream of 0s 
will keep the message as such.  

Encoding – Since we are using OTP for the individual processes, the process of 
encryption and decryption are the same, and we can merge it as an “encoding” 
process. Here, we consider the input data and split it into blocks of fixed size. The 
size of block is dependent on the size of merged key. ie, if we take a merged key of 
128 bits, the input data should also be taken as blocks of 128 bits, applying padding 
bits wherever needed. Then we directly perform XOR operation, and send the data as 
streams. 

Procedure – The overall procedure can be summarized as follows: 

1. Sender generates a key. It splits the data into blocks and XORs the blocks 
with the key. The encoded data is sent to the receiver. 

2. Receiver generates its key, and XORs the data, and sends it back to the 
sender. 

3. Sender performs another XOR with its own key, and sends the data to the 
receiver. 

4. Receiver performs the final XOR of the procedure to retrieve the data. 
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These steps form part of the “handshake”[2] constituted by OTPs. One possible 
drawback is that same blocks will be encoded the same way. We can rectify that using 
a sequence of keys, and XORing the blocks with the keys in sequence. So, a fair 
amount of traffic analysis is broken[7]. 

6 Possible Threats and Solutions 

Replay Attacks - As mentioned before, the algorithm involves three handshakes and 
at each handshake data is XORed. This algorithm is prone to replay attack. This 
means that if a third person comes in between the sender and receiver( Man-in-the-
middle) and if he/she acts as the receiver, then it will cause problems. The problem is 
that if the intruder completes the first handshake and if initiate the second handshake 
by XORing the data received using his/her own key, the sender thinks that he is 
communicating with the receiver. Then the sender initiates the third handshake by 
XORing the data with his key thereby cancelling his part of XOR. If then the intruder 
gets the data, he/she can easily read the data by XORing it using the same key which 
was used before. 

Same Key Issue - If suppose both sender and receiver uses the same key for XORing, 
then the data send during the second handshake will be the original plaintext because 
if a number is XORed with itself, it will cancel off. 

Solutions - These problems can be solved using the following supplementing 
schemes. 

• Use of proper authentication scheme before initiating transmission to fend 
off replay attacks. 

• Use of checksum to monitor whether the keys are getting cancelled off. 
• Use of session key to further enhance key strength, and avoid “man-in-the-

middle”. 
• Timestamping to avoid conflicts with normal data transfers.  

Impact of Size of Data – Even if size of key is flexible, the size of data is a main 
factor in this method. This is since the whole data is transmitted thrice through the 
network. So, if we have a data of size 1 MB, just the cryptosystem will create traffic 
of 3 MB. So, this method is best suited for smaller data items, making it a secure key 
transfer algorithm. But if the data is small enough, the method can be used directly 
on the data. 

7 Simulation and Evaluation of results 

A sample simulation was built on Java (another implementation is available [9]), with 
the following specifications: 

• Key size  : 128 bits 
• Key sequence : 10 keys 
• Key generation : 16-bit random numbers, with overlap of 8 bits. A total of 

15 random numbers have to be generated. 
• Input data : Here, the paper abstract itself is used. 

Once the simulation was run, the following output was observed. 
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(a)                                                                (b) 

Fig. 2. (a) Actual data, at the sender side, (b) Handshake 1 contents 

    
(a)                                                               (b) 

Fig. 3. (a) Handshake 2 contents, (b) Handshake 3 contents 

 

Fig. 4. Received data 

When we perform an analysis, we find that the possibility of traffic analysis has 
come down to nearly 10%, since only 14% of repetitive characters were encoded 
to the same ciphertext. 
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This means that the key can be transferred securely across the channel. Once the 
key reaches the recipient, any normal symmetric cipher can be used for actual data 
transmission (It was observed that this method can be directly used with good amount 
of efficiency as long as the data is not larger than 30 KB). 

8 Conclusion 

The algorithm uses a simple concept of using XOR to tackle the complicated task, 
security. This algorithm involves no key transfer. The usual key transfer in commonly 
used techniques is avoided here by using the three way handshake scheme. Moreover, 
it uses XOR operation for encryption and decryption which involves key which a 
random number. So as a whole, this scheme can be used for securing key transfer ie. 
this algorithm can be used to complement other faster cryptography algorithms where 
key transfer is the only issue. So this can be used in symmetric key algorithms to 
share the private key between sender and receiver. Thus, the fastness of symmetric 
key algorithm and the security provided by this algorithm paves way for a better 
encryption algorithm.    

9 Future Work 

More study can be done on the security of the algorithm, and if some shuffling can be 
done on the data blocks, the security can be enhanced. An efficient scheme has to be 
devised for the reordering[4] so that the recoverability isn’t affected (the key 
sequence has to be shuffled alongwith the input[12], and the order shouldn’t be 
transmitted across the channel). 
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Abstract. An identity-based broadcast encryption scheme (IBBE), is the one in 
which the broadcasting sender combines the public identities of receivers and 
system parameters and then encrypts a message. Attacks on user privacy may 
happen as the user identity is not preserved. This paper presents an IBBE 
scheme for multi-privileged users using Chinese Remainder Theorem and 
bilinear pairing that preserves the user identities. The proposed scheme is 
proved secure under random oracle model. The proposed scheme provides a 
stateless broadcast, is dynamic with ease for revocation of users and also 
collusion resistant. 

Keywords: Chinese Remainder Theorem, Bilinear Paring, Diffie-Hellman 
problem, Identity Based Encryption, Broadcast Encryption. 

1 Introduction 

In applications like video conferencing, pay-per-view channels, distance learning, 
distribution of stock quotes and news, transmitting a single data stream to a set of 
intended receivers decreases the load on network and bandwidth resources. But in 
order to ensure confidentiality of the message, these applications need access control 
mechanisms to be deployed. Usage of broadcast encryption helps a targeted set of 
users S alone to decrypt the content. But, even if the entire sets of users outside S 
collude, they cannot obtain information about the broadcast content, which results in a 
collusion resistant system. In a broadcast encryption scheme the revoked users must 
not be given access to the messages. 

ID-based encryption scheme is a novel type of cryptographic scheme which enables 
users to communicate securely without exchanging private keys and without keeping any 
key directories.  ID-based encryption (IBE) reduces initialization, intercommunication, 
computational overhead in encryption, simplifies key management, and eliminates the 
need for private key database. In conventional group communications, all members in a 
group have same level of access privileges, whereas in the current globalization scenario, 
many group applications such as pay–per-view, online teaching, have multiple related 
data streams and members have different access privileges, which led to the advent of 
multi-privileged groups. Group users can subscribe to different data streams according to 
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their interest and have multiple access privileges with the support of multi-privileged 
group communications.  

2 Related Work 

This section details about related work under broadcast encryption, IBBE, and multi-
privileged group communication.  

Fiat and Naor have introduced Broadcast Encryption (BE) in [1]. [4] presents a 
fully collusion secure broadcast encryption based on generically secure computational 
problem in the standard model. Public key broadcast encryption systems for stateless 
receivers have been discussed in [7]. Identity based cryptosystem assuming the 
existence of trusted key generation centers was given in [2]. [6] gives a public key 
cryptosystem related to the difficulty of solving the quadratic residuosity problem. In 
[16],[8] identity-based broadcast system whose security rests on the hardness of 
Diffie-Hellman Exponent problem has been constructed. A completely anonymous 
identity-based cryptosystem has been presented in [21]. An IBBE scheme based on 
the q-TBDHE assumption with IND-IDCCA2 security without random oracles has 
been constructed in [22]. Construction of CCA-secure public-key encryption in the 
standard model was given in [17]. An efficient and secure anonymous multireceiver 
IBE scheme and an IBBE with constant size ciphertexts and private keys were 
proposed in [5] and [3] respectively. A privacy-preserving IBBE scheme, to encrypt 
messages to some subset S has been given in [11]. An IBE scheme in which revoked 
users cannot seek help from the non-revoked users was proposed by Boneh and 
Franklin in [8]. A security definition for Anonymous Broadcast Encryption (ANOBE) 
has been provided and a slightly modified version of the Kurosawa-Desmedt (KD) 
PKE scheme has been presented in [13]. The first broadcast encryption scheme with 
sublinear ciphertexts to attain receiver anonymity was proposed in [9]. 

Secure broadcasting using a secure lock generated using CRT has been given in 
[10]. CRT-based secure verifiable secret sharing scheme, with periodically renewed 
user shares, without changing the long-term secret schemes was presented in [12]. An 
integrated key graph that maintains keying material for all members with different 
access privileges in multi-group key management scheme for hierarchical group 
access control was given by Sun and Liu [18]. A group key management scheme 
called IDHKGS for secure multi-privileged group communications which employs a 
key graph was proposed by Wang et al [20]. Group key management for multi-
privileged groups was discussed in [14],[15].A Data Group (DG) in a multi-privileged 
group consists of the users who can access a particular resource and a Service Group 
(SG) consists of users who are authorized to access exactly the same set of resources. 

Motivation: In most of the existing IBBE schemes, the broadcasting sender merges 
the public identities of receivers and system parameters to encrypt a message, posing 
threat to user privacy. In Applications like Military field, the list of receivers of a 
command should be confidential, which otherwise will reveal all the identities when a  
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single node is trapped. In pay-per-view channels and commercial websites, it would 
be favorable for the competitive service providers for targeted advertisement, if the 
identities are revealed. Information passed to the account holders of a bank should not 
reveal the identities of the users. Hence in addition to access control the user identities 
also need to be confidential in some systems, which is the prime focus of the 
proposed work. The scheme also aims to provide dynamism, revocation and collusion 
resistance in an efficient manner. 

Contributions of the Proposed Scheme: With the above motivations, an identity 
based broadcast encryption scheme for multi-privileged groups that preserves the user 
privacy is proposed using Chinese Remainder Theorem and Bilinear Pairing. The 
system preserves both forward and backward secrecy, due to the use of session keys.  
The scheme differs from [11] in the sense that our scheme is dynamic with ease for 
revocation of users, provides collusion resistant and a stateless broadcast in addition 
to user privacy. The users have to provide O (1) size memory for private key storage. 
The receiver number needs to compute only one pairing which is lesser as compared 
to [3],[11]and[22]. Also the proposed scheme doesn’t demand any exponent 
computation from receiver end. The computational cost of our scheme is one third as 
compared to [11].  

The rest of the paper is organized as follows: Section 3 deals with the preliminaries 
and notations. Section 4 discusses the proposed scheme. Section 5 deals with the 
proof of correctness and section 6 gives the analysis of the proposed work and finally 
section 7 gives the conclusion. 

3 Preliminaries and Notations 

This section gives the preliminaries needed for discussing the proposed work. 
Chinese Remainder Theorem: Suppose , , … ,  are positive integers 

which are pair wise coprime. Let ∏   and for any given sequence of 
integers a1,a2, …, ak, there exists a unique integer x solving the system of 
simultaneous congruence equations,          ; . 

BILINEAR PAIRING: Let  and     be cyclic groups of prime order p and g be the 
generator of . A bilinear map is a function     ê         which satisfies the 
following properties:  

• Bilinear: ê g , g   ê g, g    for all   a, b  Z  
• Non-degenerative: The map does not send all pairs in G  G to the identity in GT   

. Since G and GT    are groups of prime order, it implies that if g is a generator of 
G, then ê g, g  is a generator of GT.    

• Computability: There is an efficient algorithm to compute ê g, g  g  G. 

DIFFIE-HELLMAN PROBLEM: The computational Diffie-Hellman problem in a 
cyclic group G of prime order p is: Given a generator g of G and two elements  
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,   G for a,b random in , compute .Define DH(X, Y) = W, where X = ,  and W = . The DH assumption asserts that it is hard to compute DH(X, 
Y) with random choice X,Y G.  

BILINEAR DIFFIE-HELLMAN PROBLEM: The Bilinear Diffie-Hellman 
problem in , , , where G,  are cyclic groups of equal order p and ê   is a bilinear map is: Given a generator g of G and three elements , ,  G for a,b,c random in , compute   ê ,  . An algorithm A is said to 
solve the BDH problem with an advantage of є if  ( , , , )=  ê ,     є 
4 Proposed Scheme 

Consider a group of users with multiple privileges under different service groups . A 
message broadcast to these users can be done with the proposed scheme, preserving 
their identities. The message is encrypted for each service group separately. Table 1 
presents the notations used in the proposed scheme. 

Table 1. Notations : ,   Hash function ;  jth service group ; m denotes the number of service 
groups ;   ith user of ;   denotes the number of users in  ;  Pool of relatively prime integers; N denotes the total 
number of users in all the service groups. 

 
In this scheme, the Key Distribution Center (KDC) runs Setup with security 

parameter  as input and gives the ouput tuple, < , , , ê, , . The users 
authenticate themselves with their ID’s and the KDC runs Extract to get their 
corresponding secret keys and  for the congruence system. The cipher text C is 

generated from the message M by encrypting it for each service group . Then the 
key  is computed for each ith user in the jth service group using bilinear pairing. The 
session key is XORed with , used in CRT to find the solution X and finally the 
KDC broadcasts the tuple (X, Y, U, C), where   . After receiving the 

tuple (X, Y, U, C), user  computes the key  using his secret key  from the 

bilinear pairing and recovers  from X. By XORing  with  , user  can 
recover . He then verifies if the decryption of U using  is equal to  or not. If 
they match, he proceeds for decryption of the cipher text C using  to obtain the 
message M. If not, the receiver knows that this message was not sent to him and 
stops. The algorithms of the proposed scheme is below 
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Setup( ) 
Construct a bilinear mapping ê: of prime order , with| | .  
Select generator,     Zp* 
Compute  . 
The master public, secret key(msk) pair is ,  . 
Choose a hash function : 0,1   
Construct a pool of relatively prime integers with N element for the system of 

congruences. 
The public parameters are < , , , ê, ,     
Extract( , msk) 
Compute the secret key of user ID  as      ID   
Give each user, an integer  from the pool of relatively prime integers, for use in 

the congruence equation. 
Encrypt (M, {IDij }) 
Step 1: Select random  and compute the session key ,   for 

jth service group, to  encrypt M  
Step 2: Computation of the key  
Choose random y  and compute .  
Compute key   for each user using the master public. 
                                           ID , P    ,        
                   is the key corresponding to the user with ID . 
Step 3: Use CRT algorithm to compute the common solution from the following 

system of congruence equations:     where,   ;  1  . 
Step 4: Compute U and encipher M with . 
                        i.e.,             and       
Step 5: Broadcast X, Y, U and C to the receivers. 
Step 6: End. 
Decrypt (  , Y, C, ) 
Step 1: The receivers compute their respective key   
Receivers know their secret key  and has received Y 

Computes  as  
              ,  

Step 2: Compute  from X using the key . 
i.e., compute  = ⊕   = ⊕  
Step 3: Verify if , ;      4   5 
Step 4: Decipher the cipher text C with . 
Step 5: End. 

5 Proof of Correctness 

The KDC computes the key , using the parameters  , random   and  .     1 IDij , P , , ,    (1)
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Upon receiving the message (X, Y, U, C), the receiver computes the key using the 
secret key   and Y.   ,   , , ,   (2)

From (1) and (2), the key , computed in both ways yield the same value. Thus the 
receiver recovers the key and decrypts the message. The proposed scheme has the 
following properties: 

Revocation: The KDC can select the set of users for broadcasting a message, excluding 
few others by appropriately modeling the congruence system of equations. Including or 
deleting users can be done with ease, since, for every session, the KDC models the 
congruence system and computes the solution. Consider the case where, the users with 
identities ID12 and ID32 , leaves . The system of congruence in this case becomes    , ,  ;  1   1,3.  Similarly when users ID  and ID  newly joins  which already has  users, then the congruence system 
becomes    , ,  ;  1 2. 

Collusion Resistance: The KDC can select the set of users for whom the message has 
to be sent during that particular broadcast session. Even if the entire excluded users 
join together they cannot get the correct session key  . The congruence system 
whose solution X is broadcasted, has not included equations for the excluded users, in 
which case they can just compute       ,  and    will not yield the 

correct  . Hence they cannot recover . Also a service group completely 
can be excluded from decrypting the broadcast in the same manner. 

Stateless Broadcast: The KDC can broadcast to a selected set of receivers without a 
need for change in key for the revoked users. If the user belongs to the intended set of 
receivers, then he can decrypt the message and others cannot decrypt it. The 
individual user keys serve only partially for encryption and help for decryption. 
Hence revocation of users doesn’t demand change in keys for the remaining users.  

Dynamism: The KDC can include an extra equation in the congruence system upon a 
user join and recompute the solution. Consider the case where users ID  and ID  
newly join  which already has  users and already broadcasted the cipher text to 
the group.Then the congruence system becomes   ;    ;  1 2 , ,  ;  1 2. 

The new solution will satisfy the existing users and the newly joined users, in 
which case the existing users need not change their keys. Thus the proposed system 
provides dynamism for user join. 

6 Analysis of the Proposed Scheme 

6.1 Security Analysis 

If the adversary _ _  finds the value of   _   gets reduced to  , which can be done only by brute force attack since    are a collection of 
pair-wise relatively prime integers. Once this is done then advantage of the adversary 
is given by _ _ and modeled using random oracle as below. Let  
be the probability of finding the correct . 
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Theorem 1: For any IBE-BDH adversary  , in the random oracle model, 

against CCA-2, with security parameter  which has  advantage _ _ , running in at most time T , making at most  ,      ,  hash queries, secret key queries and decryption queries respectively , 
there exists  ,  against Bilinear Diffie Hellman problem and Symmetric key 
Encryption Scheme which run in at most time.  Then the advantage of  is 
given by _ _ 1 _  _ .  

Proof: Suppose  is modeled as random oracle, the DH assumption holds and the 
symmetric cipher is secure against CCA, then the proposed scheme is secure against 
CCA. A reductionist argument is presented assuming that there exists a PPT 
adversary _ that has non-negligible advantage against .  

Given a CCA adversary _  against the   it can be used to build 
another algorithm for solving the BDH problem. Let , be the challenger for  _  who simulates the results to answer for queries from the adversary by 
maintaining the hash table     Given a  query,  searches for that   in  and ouputs the the 
corresponding . Otherwise it selects a random    , computes 

, for marked cases and    , for unmarked cases, 
where ’s are marked with Pr  . Then it gives the result to the 
adversary and stores the tuple , ,  in .   :On input   ,  checks  if it is marked and then outputs 
corresponding secret key . Otherwise it aborts.  : On an input  , , ),  checks if that  is marked in 

 and aborts. In case the  is from the challenge query, then  aborts 
irrespective of marking. Otherwise it uses the corresponding secret key of the user to 
decrypt the message.  : On an input , , ,   randomly chooses 0,1  
and encrypts the message  and returns X, Y, U and C. Challenge query should not 
include the messages or  that has been queried earlier. 

Game 0: Let this be the original IBE chosen cipher text attack game. Challenger 
selects random , computes   and gives it to _ . _  
makes extract queries and decryption queries to the original system. Once the 
adversary decides the game is over, it gives the challenge query to  , outputs  and 

wins if . The advantage winning is _ _  . 

Game 1:  In this game _ , in addition to the extract key queries and 
decryption queries to the original system, can make   to .   simulates 

 to answer as given above.  If _ , decides the game is over, it gives the 
challenge query to  and then it outputs  and wins the game if . This doesn’t 
give any additional advantage and therefore,       
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Game 2: The adversary is given an additional access to the simulated secret key 
query. The abortion of extract queries for unmarked cases makes the difference of this 
game from the previous one. Therefore, |      | 1  

Game 3: An additional access of simulated decryption query is also given the 
adversary in this game. The abortion of decryption queries for marked cases makes 
the difference of this game from the previous one. Hence, |      |  

Finally in game 3, _  plays CCA2 game against symmetric key encryption 
scheme or solves the BDH problem and hence ′    1/2_ + _ . Hence the total advantage of the adversary against t  is 
given by _ _ 1 _  _ . 

Therefore the advantage of the adversary against the proposed scheme is    

6.2 Receiver Anonymity 

Every user only knows if he is one of the exact receivers of the cipher text, but he 
cannot determine the other exact receivers of the cipher. 

Theorem 2: The proposed IBBE scheme is , ,  , , ε ANON sIDCCA secure under T′, ε′ BDH assumption where ε′ ε  and T′ T  where ,  denote the computing time for an 
exponentiation and paring in G. 

Proof: Assume an  ANON sID CCA PPT adversary, , against the  
proposed scheme has advantage _ANON ID _ _ , where _ANON ID _  ,   be the probability of finding the correct  and 
running in time T. Then algorithm , can solve BDH problem with advantage ε′ ε 
and running time T′ T   using the adversary .  with input , ,  can simulate the challenger of the proposed scheme against  
as given below to find  ê g, g  . 

Phase 1:  outputs a target identity pair (ID , ID ) to the challenger. 
Setup :  chooses a random b from {0, 1}.It also selects  random master secret key 

(msk) pr  Zp
*, computes the master public key  and gives the public 

parameters < , , , ê, ,    where  is a random oracle controlled by  as 
given in theorem 1. 

Phase 2: , runs extract query as given in theorem 1, upon receiving ID ; i0, 1   
Phase 3:  issues decryption queries from theorem 1 with C , ID ; i ϵ 0,1  as 

input. 
Challenge :  outputs a target plain text M for which the challenger returns the 

target cipher text C for ID  . 
Phase 4:   issues private key extraction queries and decryption queries, similar to 

Phase 2 and 3 for target identities where a restriction here is that C C 
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Guess:   outputs b’ ϵ{0, 1}. If b’=b then  outputs 1, otherwise 0. If   ê g, g  then  ⊕   ⊕  , , , )   ê g, g  ′ , where   
6.3 Performance Analysis 

Table 1 gives the notations used for comparison. Table 2 gives the efficiency 
comparison among IBBE schemes. Table 3 shows the analysis results. For each 
operation, benchmark timing is included. Each cryptographic operation was 
implemented using the PBC library ver. 0.4.18 [19] on a 3.0 GHZ processor PC. The 
public key parameters were selected to provide 80-bit security level. The 
computational cost is analyzed in terms of the pairing, exponentiation operations in G 
and GT. The comparatively negligible hash operations are ignored in the time result. 

Table 2. Notations and terminologies 

n   number of receivers in S 
Sp bit size of an element in  
S1 bit size of an element in G 
ST bit size of an element in GT 
SID bit size of an identity of a user 
SRI bit size of a relatively prime integer 
SCRT bit size of an integer output from CRT 

Table 3. Efficiency comparison among IBBE schemes 

 Delerablee [3] Ren et al. [22] Hur et al. [11] 
Proposed 

 
Public key (n + 3)S1 + ST 7S1 + Sp S1 S1 
Secret key Sp Sp S1 + Sp Sp 

Storage S1 (n + 2)S1 S1 S1+ SRI 

Communication 
2S1 + 3ST + Sp + 

nSID 
 (n + 2)S1 

 
2S1 + nSID S1 + ST+ SCRT 

Privacy (n + 3)S1 + ST 7S1 + Sp S1 S1 

Table 4. Comparison of computation cost 

Operation Time 
(ms) 

Delerablee 
[3] 

 Ren et 
al. [22]

 Hur et al.[11]  Proposed 
scheme 

 

  Sender Receiver Sender Receiver Sender Receiver Sender Receiver 

Pairing 2.9 - 2 3 3 n(pre-
computations)

3 n(pre-
computations) 

1 

Exp. in G 1.0 2n+2 2n-1 2n+1 n 2 1 1 - 

Exp. in GT 0.2 1 2 4 8 1   - 

Computation(ms)  2n + 2.2 2n + 5.2 2n + 
10.5 

n + 10.3 2.2 9.7 ..  
2.9 
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7 Conclusion 

In the current globalization via internet, many broadcast encryptions need protection 
of receiver privacy. An Identity based broadcast encryption scheme using Chinese 
Remainder Theorem and Bilinear Diffie-Hellman approach was presented. The 
proposed system was analyzed for security under random oracle model. It has been 
compared to be efficient than the existing ones. Using the proposed scheme the key 
distribution center sends the session keys in an encrypted form along with the cipher 
text, which overcomes the rekeying overhead, preserving forward and backward 
secrecy. The scheme also provides dynamism with reference to user join/leave, 
computation efficiency, collusion resistance and ease in user revocation. 
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Abstract. An EU Future Internet Engineering project currently underway in 
Poland defines three Parallel Internets (PIs). The emerging IIP System (IIPS, 
abbreviating the project's Polish name), has a four-level architecture, with Level 
2 responsible for creation of virtual resources of the PIs. This paper proposes a 
three-tier security architecture to address Level 2 threats of alien traffic 
injection and IIPS traffic manipulation or forging. It is argued that the measures 
to be taken differ in nature from those ensuring classical security attributes. A 
combination of hard- and soft-security mechanisms produces node reputation 
and trust metrics, which permits to eliminate or ostracize misbehaving nodes. 
Experiments carried out in a small-scale IIPS testbed are briefly discussed.  

Keywords: Future Internet, virtualization, security architecture, HMAC, 
anomaly detection, reputation system. 

1 Introduction 

The EU Future Internet (FI) Engineering project currently underway in Poland (named 
IIP, which abbreviates its Polish name) focuses on the idea of a physical 
communication substrate shared by three Parallel Internets (PI), each running a 
different protocol stack over a set of virtualized links and nodes [1]. This is in line with 
existing FI approaches, cf. [2], [3], [4] and Fig. 1a. Two post-IP PIs are named Data 
Stream Switching (DSS), and Content Aware Network (CAN), and one is IPv6 QoS 
oriented. A testbed embodiment of this idea, the IIP System (IIPS), is physically based 
on Ethernet links over which IIPS protocol data units (IIPS-PDUs) are transmitted. In 
each link, virtual links are created to connect virtual nodes adjacent in a PI topology, 
the task of separation of the PIs' traffic and performance being left to nodal schedulers. 
IIPS architecture consists of four Levels (Fig. 1b), where Level 1 is the physical 
infrastructure and Level 2 is responsible for creation of PI virtual links and nodes. 

This paper addresses two IIPS Level 2 security concerns. First, an external intruder 
(outsider) might manipulate IIPS traffic or inject alien traffic into IIPS in order to 
disrupt IIPS functionality. Second, a virtual machine (VM) implementing a virtual 
IIPS node can be compromised by an internal intruder (insider) and so is not a trusted 
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entity. In particular, it can forge IIPS traffic to instigate harmful actions or states at an 
IIPS node; an attack upon a single VM in a PI may also affect other PIs. To address 
these concerns, Level 2 security measures are proposed instead of classical perimeter 
protection or protocol- and application specific measures. In Section 2 we briefly 
comment on existing work on FI security. In Section 3 we characterize Level 2 
security threats to IIPS and our defense approach. In Section 4 we outline the 
proposed Level 2 security architecture. We believe this novel approach transcends its 
project context and applies to any networking environment where multiple virtual 
protocol stacks are embedded in a common/public physical substrate. The envisaged 
cooperation of hard- and soft-security mechanisms including local anomaly detection 
(Section 5) and a reputation system (Section 6) permits to eliminate or ostracize 
distrusted IIPS nodes. We present these mechanisms with a view of their 
implementation. Experiments in a small-scale IIPS testbed are discussed in Section 7. 

 
(a)                                                                 (b) 

 
 
 

 

 

 

 
Fig. 1. Virtualization-based FI; a) virtual network infrastructure [3], b) IIPS architecture [1]. 

2 Current Work on FI Security 

In many FI projects, trust and security appear jointly as an important building block. A 
common perception is the need for addressing trust and security concerns from a 
project's initial stages [5]. The FI X-ETP Group [6] lists security build-up at design 
time as a key challenge and presents a concept of a trust architecture. Emerging threats 
in the FI urge work on FI security before they materialize [7]. The 4WARD project [8] 
presents a concept of an information-centric architecture with security-aware object 
identifiers. In the follow-up SAIL project [9], content- rather than channel-oriented 
security services are developed as part of the NetInf architecture.  Effectsplus, an FP7 
funded Coordination & Support Action [10], analyses current trust and security work 
to identify key areas and players. References to trust and security-related pages with a 
work-in-progress are offered e.g., by EFII [11] and FIA [12], cf. also [13]. 

Network and resource virtualization is present in several FI projects ([8], [14], 
[15]). It is also the leading motive of IIPS. In a promising approach of the NetSE 
project [16], the contemporary Internet migrates towards the FI through the 
deployment of dedicated software modules called Cognitive Managers. Each of them 
is responsible for specific virtual resource abstractions and has an in-built Supervisor 
and Security Module that among others ensures selected security attributes. 
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3 Level 2 Security Threats and Defense Approach 

A threat is a possibility of damage arising from a specific IIPS vulnerability, and an 
attack refers to an intruder's activity which exploits this vulnerability. Here we only 
address IIPS Level 2 security threats and attacks i.e., related to IIPS traffic over 
virtual links in a PI topology. External threats relate to generation of fake IIPS traffic 
or illegal modification of IIPS traffic outside IIPS. IIPS-PDUs are multiplexed over a 
common Ethernet infrastructure along with alien traffic, where outsider attacks via 
VLAN hopping, IIPS-PDU capture or corruption are relatively easy to launch. Their 
impact depends on the outsiders' capabilities, such as injecting alien PDUs, sensing, 
buffering and/or modification of IIPS-PDUs; however, with adequate PI perimeter 
protection, fake or modified IIPS traffic can often be recognized as such. Internal 
threats are posed by compromised VMs. An insider controlling the VM can spoof a 
virtual node, forge or modify IIPS-PDUs, and append correct security tags to get the 
traffic past perimeter protection. This may lead to more serious damage than an 
outsider can inflict, and not necessarily confined to a single PI. Straightforward 
attacks are traffic injection, replay/resequencing, ruffling (disruption of IIPS-PDU 
spacing via IIPS-PDU capture and hold-up) and forging (generation of fake though 
IIPS-formatted traffic). While the first three mainly induce "quantitative" harm at an 
IIPS node (e.g., extra processing effort or a perception of poor inter-PI performance 
isolation), traffic forging has a "qualitative" effect−−it may disrupt the core 
functionality of, or create any undesirable state at an IIPS node. 

Contemporary security measures are often model-based−−they rely on a repository 
of misuse signatures corresponding to specific vulnerabilities and attacks. In IIPS, 
these vulnerabilities and defenses are higher-level protocol dependent, thus cannot be 
addressed by the proposed architecture. On the other hand, symptoms of Level 2 
attacks are less specific and so harder to capture without an awareness of higher-level 
protocol semantics. Within a policy-based approach, which we take here, no attempt 
is made to predict possible attack vectors; instead, anomalous traffic or node behavior 
is defined and watched for (we especially relate this to IIPS-PDU contents, timing or 
sequence, as well as IIPS node state). The proposed security measures prevent an 
outsider from traffic injection or IIPS traffic modification, and reliably detect traffic 
replay/resequencing, ruffling and forging. Thus they differ substantially from classical 
measures ensuring data authentication, confidentiality, and non-repudiation.  

4 Defense Tiers 

The proposed defense-in-depth architecture features three tiers (Fig. 2). It is primarily 
meant as an integration platform for various state-of-the-art security mechanisms 
within each tier, enabling easy replacement by more effective ones when they arise.  

1st Tier. To block entry of injected, replayed or resequenced traffic, integrity and 
authentication are assured over a virtual link by appending a hash-based message 
authentication code (HMAC) [17] to all IIPS-PDUs. Each pair of neighboring virtual 
nodes share an HMAC key and a IIPS-PDU counter. Both the IIPS-PDU contents 
(including relevant IIPS headers) and its sequence number are protected, thus any 
received physical (Level 1) frame can be verified as alien traffic or an  
in-/out-of-sequence IIPS-PDU. In the former case the frame is dropped and its 
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relevant fields are passed to the 2nd and 3rd tier for further inspection. HMAC 
constitutes a uniform 1st-tier security measure for the whole IIPS irrespective of the 
IIPS-PDU format or PI affiliation. Unlike e.g., IPSec or TLS, it is not tied to any 
protocol stack. To fully utilize the virtual link, both HMAC and IIPS-PDU drop 
modules are implemented in a four-port netFPGA board [18], with HMAC-SHA-512 
message digest employed. 

 
 (a)                                                                 (b) 

 
 
 
 
 
 
 

 
 
 

 

 
 

Fig. 2. IIPS Level 2 security architecture; (a) defense tiers (thick arrows visualize attack origin 
and impact), (b) placement of security modules. 

2nd Tier. Ruffling or forging attacks cannot be stopped by HMAC, yet anomalous 
behavior they cause can be detected as security-relevant events (SREs) defined by an 
SRE Filter e.g., HMAC ordered IIPS-PDU drops, illegal control or management 
messages, suspicious traffic statistics, abnormal resource usage etc. SREs are stored 
in a local anomaly detection (LAD) database and subjected to analysis by a LAD 
module implemented within a virtual node's VM code. Two complementary 
algorithms are used: times series analysis [19] to detect suspicious traffic and resource 
usage, and data mining via frequent sets [20] to detect specific patterns in suspicious 
IIPS-PDUs. Anomalies indicative of attacks are reported to the 3rd tier.  

3rd Tier. At a compromised virtual node, LAD cannot be trusted for proper detection 
and honest reporting of local anomalies. Moreover, certain wide-scope attacks would 
be missed if local-scope SRE and anomaly logs were only analyzed. This calls for 
inter-node cooperation. A Local Security Agent (LSA) at an IIPS virtual node 
translates the detected anomalies into local reputation metrics to derive the current 
level of trust that node deserves. LSA reports these metrics, along with the SRE logs, 
to the PI's Master Security Agent (MSA) via a PI-wide multi-agent reputation system 
using SNMPv3, a cryptographically protected version of the Simple Network 
Management Protocol. MSA uses a data fusion algorithm to calculate PI-wide 
reputation and trust metrics of the virtual nodes and its PI-wide anomaly detection 
(PI-AD) module captures anomalies of a larger scope. Results are made accessible to 
other IIPS modules, such as routing or management, via an SNMP database. They are 
also fed back to the nodal LSAs, which can then suitably redefine SRE Filters. 
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5 Local Anomaly Detection 

Suspicious traffic able to penetrate the 1st tier can be detected by LAD through 
checking the semantics of received traffic against the security policy, or through 
observation of temporal traffic and virtual node behavior. The former uses data 
mining methods and is suitable against forging attacks targeting specific management 
and higher-level functionalities; the latter uses time series analysis and protects 
against ruffling attacks and all-purpose forging attacks such as malicious redirecting 
of IIPS traffic between the PIs. 

Data Mining. Target specific forging attacks e.g., scanning, DoS or malware/spam 
outbreaks, produce repetitive patterns in observed sequences of SREs. The allowed 
sources of SREs are local firewall or HMAC ordered IIPS-PDU drop data and errors 
reported by the local SNMP agent e.g., unauthorized resource access attempts. 

An SRE is represented as a set of relevant SRE features e.g., offending IPv6 
address, used protocol or port identifiers. An SRE related to a reported SNMP error 
can have the form (sourceIPv6 = 2001:db8:201::3, user name = management, SNMP 
action =  denied, OID =  1.3, …), where OID is the SNMP database object identifier. 
SRE logs are analyzed in successive time windows in search of frequent sets [20] i.e., 
subsets of features found abnormally frequent, as dictated by the minimal support 
parameter. E.g., a time window of 10 s and the minimal support of 4 mean that any 
pattern of features repeated at least four times over 10 s raises an anomaly alarm. If a 
discovered frequent set contains, say, a source address then a report sent to LSA via a 
secure SNMP message indicates the culprit node. E.g., the nmap scanning attack, 
used to discover services running on a victim machine, can manifest itself as a 
frequent set {type = security policy violation, sourceIPv6 = 2001:db8:201::3, 
destination IPv6 = 2001:db8:201::3, packet length = 1080, used protocol = TCP}. The 
lack of features related to source and destination ports indicates that in the current 
time window they have taken diverse values, as expected in a scanning attack. An 
anomaly has two attributes on a scale from 0 to 1: severity, a measure of the 
anomaly's adverse impact, and probability, a measure of conviction that the anomaly 
indeed indicates a security threat. (Note that the term "probability" is used here in its 
axiomatic sense.) For preliminary experiments described in Section 7, arbitrary 
severity and probability values reflect typical threat occurrences e.g., 0.05 and 0.5 for 
low-impact anomalies, 0.3 and 0.7 for probable software configuration errors, and 1 
and 1 for (D)DoS attacks. Future research is expected to fine-tune such assignments. 

Time Series Analysis. LAD also checks for anomalies in an IIPS node's behavior 
regarding memory and CPU usage, per-PI received and transmitted traffic volume etc. 
Abnormally high CPU usage or received traffic volume are typical of DoS (in 
particular, traffic injection) or all-purpose forging attacks, whereas traffic ruffling 
creates abnormal statistics of traffic bursts. First, relevant behavioral features are 
selected. Next, historical (training) selected feature values are compared with the 
current ones to learn how indicative the latter are of possible anomalies. Upon 
iterating the above steps, anomalies are indicated by discrepancies between the 
statistics of the current feature values and those derived from training data. 
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The anomaly detection algorithm takes as input the time series of feature values in 
successive time windows, denoted x1,…, xl,,… Following [19], the severity of an 
anomaly accompanying the observation of xl is calculated as 
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feature value close to both averages the severity is close to 0, whereas deviations 
treble the corresponding standard deviations indicate a maximum severity. The 
anomaly probability is the proportion of observations yielding distinctly positive 
severities. (Note that this time the term "probability" is used in its empirical sense.) 

As an illustration, artificially generated received traffic of 5000-byte IIPS-PDUs, 
with Pareto distributed of interarrival times with mean 15 ms and standard deviation 
75 ms, is regarded as typical and produces zero-severity observations. After 20 LAD 
time windows, an extra stream of 500-byte IIPS-PDUs with normally distributed 
interarrival times with mean 20 ms and standard deviation 5 ms is superimposed. As a 
result, the severity and probability values increase (Fig. 3). If the change of the traffic 
pattern is permanent, LAD eventually learns it and returns to zero severities, as is the 
case in Fig. 3. Were the extra traffic to vanish after another 30 LAD time windows, 
modeling a short-term ruffling attack, the period of nonzero severity and probability 
values would roughly double in length. 

 

 
 
 
 
 
 
 

 
Fig. 3. Severity and probability values during a change in the traffic pattern  

6 Proposed Reputation System 

The proposed PI-wide multi-agent reputation system has LSAs communicate with 
MSA in successive reporting intervals. Local trust metrics derived by LSAs are 
reported to MSA, which converts them into global (PI-wide) trust and reputation 
metrics. These are accessed by other IIPS modules e.g., routing or management, and 
used to identify and/or ostracize ill-reputed nodes. They are also fed back to LSAs to 

 severity 

 probability 
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modify local SRE Filters i.e., update the security policy, and to enable LSAs to act as 
backup MSA in case the original MSA itself is disrupted by an attack. 

In the nth reporting interval, LSA at node i records the severity and probability 
values, cl ∈ [0, 1] and pl ∈ [0, 1], of anomalies detected by LAD as caused by node j. 
The involved risk values are taken to be rl = clpl. Then local trust placed in node j is 
calculated as )1( max

, rT hji

n −= α , where lll
pcr maxmax = , }2/|{ maxmax rrrlh l <≤=  is 

the number of other high-risk anomalies, and α ∈ [0, 1] is selected experimentally. 
Thus threats arising from both a single maximum-risk attack and repeated high-risk 
ones are accounted for. Having collected the ji

nT ,  from LSAs, MSA calculates the 

global trust placed in node j as a combination of local trust metrics from other nodes, 
weighted by their respective reputation metrics 
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nR ∈ [0, 1] is the current reputation metric of virtual node i (initially set to 1). 

MSA then calculates new reputation metrics for the (n + 1)th  reporting interval: 
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where β ∈ [0, 1]. Note the conservative approach−−reputation decreases immediately 
as dictated by diminished trust, but increases somewhat more reluctantly. 

7 Preliminary Test Results 

Since HMAC protects against injected traffic, we present sample proof-of-concept 
tests of the 2nd- and 3rd-tier security modules i.e., foiling forging and ruffling attacks. 
A small-scale PI testbed is shown in Fig. 4. Three IIPS virtual nodes named Node1, 
Node2 and Node3 host LSAs; a fourth one hosts MSA. They are controlled by a Xen 
virtualization engine [21] and communicate over IPv6 using SNMPv3. 

 

Fig. 4. IIPS testbed emulating a small-scale PI 

In the experiments, the focus was on the cooperation of the security mechanisms 
rather than on the feasibility of specific attacks. Therefore, SREs were only derived 
from ip6table firewall logs, which were checked for symptoms of forging attacks, 
and from HMAC data and received traffic volume, which were checked for symptoms 
of injection and ruffling attacks. In the former case, severity and probability values 
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were adjusted to produce adequate response to the attacks, whereas in the latter, they 
were calculated based according to Section 5. The reporting interval was 15 s. 

In the first scenario (Fig. 5), Node2 starts attacking Node3 at time T0. LAD at 
Node3 classifies this as an attack with probability 0.8 and severity 0.9. LSA at Node3 
then reports to MSA the trust metric of Node2. As a result, Node2's global trust metric 
decreases instantly to 55% of the maximum, and remains so until time T1, when 
Node2 also attacks Node1. This is detected by LAD at Node1 and causes Node2's 
global trust metric to drop to about 10%. Since Node2 keeps attacking, its trust metric 
remains low. Meanwhile, Node1 starts a short-term attack. At time T2, the now 
distrusted Node2 reports to MSA an attack from Node1, but this report has minimal 
influence upon Node1's trust metric. However, when both Node2 and Node3 report an 
attack from Node1 at time T3, Node1's trust metric decreases rapidly. This is because 
Node3's trust (hence, also reputation) metric remains at the maximum and MSA now 
weights reports about Node1's attacks much higher. When Node1's short-term attack 
is over, its trust and reputation metrics start increasing. 

 

Fig. 5. Global trust for Node1..3 vs. time under Node1 and Node 2's attacks 

In Fig. 6a, between times T0 and T1, Node1 floods Node3 with IIPS-PDUs 
performing an nmap scanning attack (with symptoms similar to a DoS attack). LAD at 
Node3 correctly classifies this as an attack with severity 1 and probability 1. MSA 
receives repeated reports from Node3, hence Node1's reputation metric decreases 
instantly to about 62%. 

In Fig. 6b, Node1 performs a sophisticated scanning attack: after each connection 
termination it pauses for 1000 ms by executing  nmap -6 --scan-delay 1000 
Node3. LAD at Node3 reports the attack severity 0.1 and probability 0.05. MSA 
again receives repeated reports, so Node1's reputation and trust metrics decrease, 
throughout the attack averaging 64% and ranging from 62% to (momentarily) 92%. 

In Fig. 6c, Node1 tries a pause duration of 1500 ms (a moderate scanning attack). 
LAD at Node3 detects an attack of severity 0.1 and probability 0.5. The global trust 
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metrics throughout the attack average 71% and range from 65% to 93%, behaving 
steadily most of the time. (A lazy scanning attack with pause durations of 3000 ms 
does not change the chart visibly; in this case, Node1's global trust metric average 
rises to 85%, reflecting the limited impact of the attack.) 

 (a) 

 
(b) 

 
(c) 

 

Fig. 6. Global trust for Node1 vs. time under scanning; (a) ordinary, (b) sophisticated, (c)  
moderate 

8 Conclusion 

We have proposed a low-level security architecture for a Future Internet system called 
IIPS, where several Parallel Internets share a common physical transmission 
infrastructure via link and node virtualization. Security threats have been pointed out 
that arise from physical link sharing by IIPS and non-IIPS users, as well as from 
traffic possibly originated at compromised virtual nodes. This calls for security 
measures different in nature from those addressed by classical security attributes such 
as data confidentiality, authentication or non-repudiation. A case has been made for a 
three-tier security architecture featuring HMAC, anomaly detection, and virtual node 
reputation and trust evaluation mechanisms. Sample test results, obtained from a 
small-scale Parallel Internet with a repertoire of nodal misbehavior, have been 
discussed and demonstrated to create adequate response to Level 2 security threats. 
Future work will focus on fine-tuning of the key LAD and MSA parameters and 
testing the proposed architecture against a broader scope of low-level attacks. 
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Abstract. Due to severe DRM failures and the urgent demand for a better 
solution to solve the existing DRM systems vulnerabilities, this paper discusses 
the current DRM status, stressing system security objectives and requirements.  
Based on the analysis of the developed DRM solutions and emerging state of 
the art DRM technologies, this paper attempts to account for the causes of 
DRM failures and proposes a novel DRM security paradigm. We present an 
experimental DRM architectural rework aiming to cope with the existing 
limitations and weaknesses by using novel technological breakthroughs.   

Keywords: DRM architecture, mobile agent, white-box-encryption. 

1 Introduction 

Given the necessity of developing the content delivery business over the Internet, 
great efforts have been made to create a better secure environment to employ DRM. 
In spite of that important leading companies in the industry have given up investing in 
such technologies demanding for better secured solutions. In this paper we presents 
the main reasons of DRM weaknesses and propose a novel security paradigm for the 
DRM ecosystem.  

The paper consists of six parts. The introduction makes a presentation of DRM 
systems, followed by the motivation for our work. The third part describes briefly the 
important novel technological breakthroughs in the DRM area. The fourth part  is a 
proposal of system redesigning based on the previously presented new tendencies and 
considerations explained in the motivation section. In the fifth part we submit our 
experimental simulation in which we assay our proposed model. The paper ends with 
a consistent part of conclusions.  

 In a former article [1] we determined and proposed a common base architecture 
for DRM. From a generic perspective, any DRM ecosystem consists mainly of four 
major actors: the Content Provider (CP) representing the creator and legal owner of 
the content, the Distribution System (DS) which promotes and sells digitalized 
content, the Licensing Service (LS) which is responsible for delivering user rights and 
the Client (C) that pays user fees and consumes the product. 

In addition to the existing standards and drafts [2], [3], [4], many important 
published proposals [5], [6] use Public Key Infrastructure (PKI) for implementing the 
mechanisms required for an effective protection of DRM functionalities.  
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Notations   
K 
IDc

symmetric secret key 
Content identifier 

Pu
AK public key of A  

Pr
AK private key of A  

CERT_A digital certificate of A 
K(M) encryption of message M using key K (symmetric or 

asymmetric depending of the K type) 
M1 || M2 messages concatenation 
URE User Rights Expression 
VER(CERT_A) certificate validation 
A-> B:M message M is sent from A to B 
A: action taken by A 

  
According to these standards and published proposals, the functional scenarios in a 

DRM enabled system generally operate as follows: 
1. CP creates and packages the content using authoring applications and tools that 

incorporate DRM technologies such as watermarking and encryption.  
2. At this phase, illustrated in Figure 1, CP generates content and content 

protection metadata, such as presentation information or cryptographic keys, and 
supplies them to LS in order to be used in the licensing operations. Also, after 
finalizing content preparation, CP provides it to DS in order to be published and made 
available for distribution. 

 

 

Fig. 1. DRM - functional architecture 

 
3. According to [2], after selecting his desired content, C sends a signed content 

request (1).  

)(||_   : DS  >-  C Pr IDcKCCERT C
    (1)
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4. Following client authentication and payment, DS notifies both LS and the 
delivery service (2), authorizing content delivery and licensing.  

))((||_||_ :LS>DS- Pr IDcKKCCERTDSCERT D
Pu
LS

 (2)

5. Licensing: after certificates validation for DS and C (3) and licensing request 
signature verification (4), LS issues the license for C (5). The license object contains 
user rights expression and all the necessary cryptographic information for content 
consumption.  

In order not only to remain confidential and integral, but also to provide non-
repudiation, the license object needs to be first encrypted with licensing authority 
private key and secondly with client public key (6).  

LS:  VER(CERT_DS),  VER(CERT_C) (3)

))((=IDc :LS Pr IDcKK DS
Pu
DS

 (4)

IDm
SKUREL ||=  (5)

LS -> C:  ))(( Pr LKK LS
Pu
C

 (6)

User Rights Expressions (URE), commonly expressed using two industry standards 
[7] and [8], determine allowed/denied user actions.                         

6. After acquiring the license from LS, C can pursue with the license 
interpretation, validation and utilization (7). Content consumption can be achieved 

only after C validates L (meaning LS signature verification) and decrypts
IDm
SK .  

))(()'( =L     

)(**))((*)(=L':C
Pr

PrPrPr

LKKLK

LKLLKKLK

LS
Pu
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Pu
LS

LS
Pu
CCC

=

===
 

(7)

where L* = received license, L’= decrypted license  

Because some previously described messages between DRM actors are signed 
using PKI, these signatures can be useful for providing non-repudiation of these 
operations.  

7. Finally, after both license and protected content are obtained, content 
consumption can be accomplished. 

From the security perspective this phase is by far the most critical one. Special 
measures are needed on the client platform while content is being decrypted and 
rendered. In this standard approach client security leaks can compromise all 
protection measures that have already been applied.  

2 Motivation 

One major disadvantage of standard DRM approach is it’s PKI centric nature: every 
DRM interaction must be backed by a PKI operation in order to successfully complete 
the DRM system flow. From the service perspective this is a mandatory feature in 
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order to deliver service trust, but from the user side it is almost impossible to realize 
from a practical point of view.  

DRM enforcement commonly invokes use of a sealed box client; outside this box 
the security of any clear content is impossible to guarantee [12]. No matter what 
cryptographic protection mechanisms are applied, if content decryption artifacts 
(keys, algorithms) can be extracted and reused to clear ciphered content, the 
protection efforts is useless.  

Starting from this paradigm, it is trivial to conclude that in fully open software 
environments the goal of DRM is impossible to achieve. This context led to the 
conclusion of DRM futility if the sealed box condition is not satisfied and some 
important companies involved in multimedia industry gave up engaging DRM 
technology. In our opinion the security problems of DRM need a proper 
reconsideration. In comparison with physical locks, DRM technologies are necessary 
to prevent intellectual property from being stolen and, also like physical locks, digital 
locks are important because they provide a clear border definition between what is 
permitted and what is not. Also, DRM has been proven to be very useful for building 
business required features, like parental controls for IPTV applications or 
time/features limited trials to let legitimate users try software products before buying 
them. 

Based on such arguments, the present paper proposes a change in evaluation of 
DRM security requirements and objectives and proposes an innovative DRM rework 
which aims to cope with legacy DRM issues by taking advantage of available cutting 
edge technologies.  

3 Cutting Edge DRM Research 

Many significant efforts have been made to counter previously presented DRM 
weaknesses. Hereinafter, we provide only a brief introduction of those efforts we 
consider valuable for this topic. 

3.1 White-Box Encryption 

As we previously explained, one major security issue concerns sensitive information 
(secret, private or confidential) in untrusted software environments. Current 
cryptographic chippers, like RSA, AES, etc were not designed to protect the secret 
against execution environment. In fact, in the standard cryptography the endpoints are 
considered trusted and provide methods for comunications security.  

To deal with this challenge, a newer cryptographic technology called White-Box 
Encryption (WBE) has emerged. The underlying principle of WBE shows that instead 
of having the secrets as inputs for algorithms they are merged together into an 
algorithm containing itself the secret. The idea of WBE is to generate customized 
symmetric cryptographic software for each encryption/decryption operation. 

Unfortunatly, published adjustments of AES [9] and DES [10] to achieve WBE 
have proved that current cipher constructions  have fundamental weaknesses in white 
box implementation [11] and furher design efforts are needed. 
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3.2 Mobile Agents and DRM 

To solve the limitation and weaknesses presented in the previous paragraph, [14] 
suggests a mobile agent and time limited black-box [15] approach for designing the 
DRM architecture. In [14] the DRM agent is created together with the content in 
mobile agent technology and migrates to the client platform to grant usage rights and 
enforce DRM functions. 

We consider that introduction of mobile agents within the DRM architecture is a 
driving initiative especially because it’s flexibility benefits. In other words, mobile 
agents can be extremely useful when solution wants to keep it’s obscurity on the 
implementation.  

Sadly, paper [14] only provide some general messaging protocol between content 
provider, licensing system  and mobile agents deployed for rights management and 
neither further architectural design nor technological background. 

4 Proposed Model 

Our proposal is based on the following architectural key features: 
 

1.  Clients no longer need PKI certification, but only a compliant environment. 
2. Impossibility of cryptographic keys recovery inside the client environment: 

keep content decryption as obscure as possible inside the client host. 
3. On-line stream based content consumption: due to the fact that multimedia is 

commonly consumed using Internet connected devices, we considerer that on-line 
connectivity is a benefic feature for security model design. 

4. Mobile-Agent based DRM client: the client DRM component will be assembled 
only at runtime through mobile code technologies. It will move autonomously 
between the system entities (DS, C and LS), having its sensitive elements (like 
decryption bytecode) injected as described in the following paragraphs. 

 

Starting from the above principles, we designed our system with mobile code 
capabilities. Before beginning any DRM transaction, the client agent implementation 
should be provided by the CP. This initial state of the agent contains no sensitive 
modules and only usual code to fulfill the itinerary and validation of the client 
platform. After initialization, the agent will move from DS to C upon content request 
and between C and LS in the means of licensing operations. At the end of this journey 
the DRM client will have all DRM artifacts (decryption bytecode and user rights) 
injected into its structure.  After finishing content consumption the DRM agent will 
destroy all the critical components from client machine and leave the execution state.  

Notations   

* all notation introduced by previous paragraphs 
A mobile DRM agent 
AID identification of the client Agent 
ML mobile license (the mobile code which will give user 

access to the content) 
Cont/pCont clear Content/protected Content 
H                            cryptographic hash function 
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As shown in Figure 2, our proposal comprises the following DRM workflow: 
1. Content encryption, DRM agent implementation and user rights definition. To 

take advantage of previously introduced technologies we engage WBE as a method of 
content protection. On this DRM start-up phase CP will produce the 
encryption/decryption bytecodes used for content protection and also the license for 
content consumption.   

 

Fig. 2. Mobile Code DRM Ecosystem 

Generated DRM agent is delivered to DS to be later initialized and it migrates 
according to the currently presented protocol. Also, after protecting Cont, pCont is  
made available to DS together with the corresponding license identification 
information (1). 

CP->DS: pCont, A, hl=H(ML) (8)

At this phase content decryption compiled fragment ML is provided to LS along with 
the agent identification H(A) (2). The decryption bytecode will be used later by LS to 
be injected into the DRM agent on client licensing process. 

CP->LS: ML, ha=H(A) (9)

2.  When C selects his desired content, C generates a content request to DS.  
 In order to protect clients from fake DS, service authentication is involved requiring 
DS to be PKI certified.  

C: VER(CERT_DS) (10)

3. Based on C request, DS instantiates A and sets the itinerary for A. At this 
moment A has knowledge of his AID, LS address, and the signature of DS for LS (4), 
used by LS both to authenticate DS and also to identify the license to be issued for C. 
This information can be useful also for DRM transaction accountability. 
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 (11)

4. Client host validation. At agent’s first arrival on the client DRM platform it 
performs a security evaluation of the container, such as suggested in [15] and then 
migrates to LS for carrying out the licensing operation. In case of validation failure 
various security measures can be imagined such as immediate leave or DS alert of 
possible fraud. 

5. License Request. Because license acquisition is a sensitive operation, it is 
mandatory for LS to have a PKI certificate so that the operation can support secure 
service trust delivery. 

6. After finalizing agent validation based on ha received in protocol setup phase 
(1) and licensing process (usually a commercial operation),  LS installs/injects ML to 
A which receives with this all the artifacts needed for content consumption. After that, 
A can migrate back to the client in order to complete license acquisition journey. 
Additionally to ML, a license signature (5) is also delivered to A in order to serve DS 
for content delivery authorization.  

))||((=S2 Pr hlAIDKK LS
Pub
DS

 (12)

7. After all the pieces needed for content consumption are obtained and A has 
returned to the client host environment, the client DRM agent requests access to the 
protected content from DS while delivering S2 in order to prove therewith successful 
licensing. When content consumption completes, before leaving the execution, the 
DRM agent destroys both ML and all other sensitive and private information. 

5 Experimental Simulation 

5.1 Implementation  

In our experiment we have used JADE framework [13] and Java programming for 
implementing both server side components (DS, LS) and the DRM agent (as shown in  
Figure 3). The diagram below illustrates the class hierarchy tree and the most 
important classes used from the JADE framework.  

In this experiment LS and DS components were implemented as JADE agents 
acting as described in the above protocol based on message reception triggers.  

For the ease of the experiment we used the JADE messaging API for both message 
exchanges but also for passing the license objects to be injected to the DRM client 
agent. When mobileDRMAgent is instantiated by the DistributionService 
agent it will wait for jade.core.ACLMessage that contains information about LS 
location to be stored and used in the itinerary. After the agent arrives on the LS 
container it will send ACLMessage to the LicenseService agent setting in the 
content of this message his instance of jade.core.AID to be used for agent 
identification.  

After a simulated authentication and authorization of the licensing request, the 
LicenseService agent will respond with a MobileLicense object to be used by 
mobileDRMAgent. Following the proposed protocol, this object is stored and the 
client agent is able to migrate back to the client platform.  
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ro.mta.DistributionSystem

+hML: int

+listen()

jade.core.Agent

+takeDown()
+send(ACLMessage msg)
+blockingReceive(): ACLMessage
+doMove(Location l)

ro.mta.LicenseService

+ML: MobileLicense
+hA: Integer

+listen()
+athenticate(Agent a)
+verify(byte[] sign): Boolean

ro.mta.Client

+id: AID

+DSserviceRequest(String adddressDS)
+validate(Certificate c)

ro.mta.mobileDRMagent

+license: ro.mta.MobileLicense

+service()
+platformValidation(AID host)
+getHash(): int

OneShotBehaivour

+done()
+action()

ACLMessage

+setContentObjectt(Serialisable s)
+getContentObject(): Object

ro.mta.MobileLicense

+decrypt(byte[] protectedContetnt): byte [] clearContent
+getHash(): int

 

Fig. 3. Proposed DRM system class diagram 

Having the license installed, the mobileDRMAgent can make the final request to 
the DistributionService for content delivery. Upon service request reception the 
DistributionService will validate the request and deliver the protected content. 

Given the fact that WBE is in its early days and no open implementation is 
available in Java language, we simulated WBE behavior by using a Serializable 
AES wrapper which initializes the chipper on the readObject taking the secret from 
a Serializable private attribute.  

5.2 Analysis 

The aim our experiment was not only to prove the feasibility of our concept but also 
to create an environment were vulnerabilities can be analyzed. By carefully 
examining our protocol it is obvious that the most critical part (in terms of content 
security) happens in the last two steps of the protocol where the DRM agent has the 
license object installed and migrates back to the client environment. 

In addition to the present proposal a important question steel needs to be 
addressed: what stops clients from cloning/dumping the mobile DRM agent for later 
illegal usage. The answer to this question can be given based on the fact that to the 
DRM agent there can be added more security checks through methods like [16], [17] 
and by creating tight dependency between the legal licensed client and the license 
object comprised in the agent. This coupling can serve as an instrument to discourage 
and track such actions.  

As [18], [19] and [20] prove, obfuscation is a precious technique to protect 
software programs tampering. Even if it does not guarantee that obfuscated code is 
unintelligible nor modifiable it provides a powerful mechanisms creating extremely 
complicated code for an attacker to identify sensitive data and code.  

In our experiment we considered that MobileLicense.class, containing the 
reference to client (AID) and our simulated WBE implementation is well suitable as 
tracking information usable for linking the client with the mobile license. Obfuscating 
this class by using tools like [21] or [22] just before licensing injection make its 
bytecode harder to alter or remove the security trace that binds every license object to 
his legal owner. 
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6 Conclusions 

As anticipated in the motivation section, absolute security for DRM pragmatic 
implementations remains a desired objective. From our point of view DRM solutions 
should be relatively secure against adversary threats and carefully balanced between 
protection requirements and costs. In our opinion dismissing not DRM technology but 
DRM fundamental means of existence is an undesired option. The application of a 
protocol similar to the proposed one can relatively secure DRM enabled systems with 
low cost implementation and important security benefits. 

From the security perspective, it can be easily observed that client authentication 
and authorization is covered only by the LS through its implemented payment 
mechanisms and no digital certificate is required for the client device. We propose 
PKI certification only for server side components in order to provide service 
authentication and service operation non-reputation. 

Being a primordial security concern of any DRM solution, content confidentiality, 
is the central security objective. Because of the sealed box exclusive requirement in 
the traditional DRM approach, we propose an innovative rework of the DRM 
architecture in such way that neither content decryption key nor license usage rights 
are directly accessible to a possible malicious host. 

Another aspect of the proposed model is that it can be invoked only for on line 
content consumption which may represent also, in some situations, a source of 
limitation. No license is installed on the client machine and every time the client 
needs to consume DRM protected content he needs system connectivity with the 
server side components. 

By comparing our model with standard existing systems, as shown in Table 1, it 
can be noticed that this approach creates a prerequisite framework for building 
sophisticated DRM solutions to solve weaknesses and vulnerabilities of  former 
DRMs. 

Table 1. Proposed model assessment compared to standard system 

 Legacy DRM Proposed  approach 

Environmental support 
Sealed box: commonly involving 

temper resistant hardware 
Fully opened software 

Server Side 
Authentication 

PKI oriented PKI oriented 

Client Side 
Authentication & 

Authorisation 
PKI oriented 

Not the client but the operations 
based on payment tools 

Non Repudiation Base on PKI signed messages 
Using server side operations 

tracking 

License Confidentiality 
Guaranteed for sealed box client 

platforms 

No guaranteed. Provides powerful 
mechanisms for building complex 
security framework 

 

License Resiliance 
Yes: license can be stored on 

client device 
No: designed only for on-line 

content consumption model 

Practicability 
Only if sealed box condition is 

satisfied 

Adds more flexibility to content 
protection mechanisms by allowing 
dynamic changes of system entities   

 



302 S.-V. Ghita, V.-V. Patriciu, and I. Bica 

 

Our protocol design is based on standard DRM protocols and can be further 
developed. Also, various scenarios can be imagined starting from this protocol 
skeleton such as periodically licensing exchange or fraud investigation and audit 
agents.    
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Abstract. The Internet based digital content distribution mechanism
is both a blessing and a curse. It provides efficient content distribution
infrastructure. However, it creates the threat of content copying and re-
distribution. Digital rights management (DRM) system tries to ensure
the digital content protection. Although, DRM systems are facing the
challenges to facilitate security, privacy, and accountability together so
that copyright protection with correctness of content sell can be ensured
without violating the consumer’s privacy. In this paper, we propose a
key management scheme. It manages secure and transparent key distri-
bution and achieves privacy. In addition, proposed framework support
accountability parameters, which helps to identify the malicious user.

Keywords: Digital rights management, Key management, Privacy.

1 Introduction

The greatest advancement in research and technology in the field of communica-
tion, computing, and consumer electronics has introduced Internet as an efficient
mechanism of digital data transfer between remote consumers. It facilitates the
easy access of digital content (e-books, music, movies, software, etc.) at low cost.
However, it has some drawbacks. The digital contents can be easily copied and
redistributed without any deterioration in the quality of content over the net-
work. Therefore, rights holders require a system, which can regulate the content
distribution and ensue copyright protection. One of such a mechanism is digi-
tal rights management (DRM). It has been developed to ensure the copyright
protection [9].

DRM broadly refers to a set of policies, techniques and tools which tries to
ensure the authorize access of digital content [14]. It is all about digitally man-
aging the rights of all involve entities. It controls the access of contents using
digital license [10]. To enforce legitimate content consumption, the system verifies
consumer authenticity (verification of personal data such as credit card informa-
tion, banking account details, delivery details, email id, etc.) and tracks content
consumption. In addition to this, the system tracks consumer’s preferences and
personal information to analyze consumer content consumption information by

S.M. Thampi et al. (Eds.): SNDS 2012, CCIS 335, pp. 304–313, 2012.
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which it can conclude the trend. This analysis helps to increases the competence
of business. Since, privacy is not needed for copyright protection. As a result,
in DRM enforcement consumer’s privacy is usually overlooked or poorly con-
sidered. These systems carry various new threats to the personal privacy and
elevate the serious privacy concern. Although, privacy in our context may be
defined as the rights of consumers to determine, when, how, and to what extent
information is collected about them during the course of the digital business
transaction; and also the right to choose when, how, and to what extent their
personal information is made available to others [8]. However, the maximization
of privacy protection for their consumers gives significant commercial benefits
where these benefits may be resorting to enhance the public image of the mer-
chant that leads to an increase in the consumer ratio and making many more
individuals comfortable to take part in digital business.

Hwang et al. [7] proposed a multilevel content distribution system that
presents secure and transparent content key distribution mechanism but fails
to achieve privacy. Sachan et al. [12] described a multiparty multilevel (MPML)
DRM architecture that accommodates distributors at multiple levels. It main-
tains a flexible content distribution mechanism, which makes rights violation
detection possible in the system. It also protects privacy during rights vio-
lation detection but fails to protect privacy during license acquisition. The
schemes [2–4] present secure key management in multi-distributor DRM sys-
tem but do not protect privacy. Thomas et al. [15] that presents a secure con-
tent delivery system for MPML DRM architecture and also provide a privacy
protection mechanism during protected content download but cannot hide the
consumer preferences during license acquisition. There are schemes [5, 6, 16, 17]
that provide an efficient privacy protection mechanism. However, they do not
provide secure and transplant key management mechanism, where [6] and [16] do
not support accountability parameters, i.e., fail to catch the traitor responsible
for constraints violation in the DRM system. The key objective of DRM is to
provide secure and transparent content distribution mechanism, which does not
violate consumer privacy and achieves transparency and accountability. A DRM
system should provide a unified strategy where right holders allow controlling
their intellectual property rights without violating consumer’s privacy.

Our Contribution: In this paper, we propose a unified strategy that gives
secure key management with privacy and transparency. The proposed key man-
agement mechanism is based on secret sharing scheme, where no party has a
complete share of the decryption key. This mechanism protects the key not
only from purchasers but also from other principals such as the distributor and
the license server such that encrypted digital content can only be decrypted
by the consumer who has acquired valid license. Proposed framework ensures
the correctness of royalty flow with the help of license distribution statistics. In
addition, privacy protection mechanism hides consumer’s preferences from the
involve parties. Here, privacy is achieved by making content identity anonymous
for the license server and distributor.
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The rest of the paper is originated as follows. Next section recalls the definition
of secret sharing scheme and present notation. Section 3 introduces proposed
unified strategy. In section 4, we analyze the scheme. Finally, we conclude in
Section 5.

2 Preliminaries

2.1 Secret Sharing Scheme

Blackley [1] and Shamir [13] introduced the concept of secret sharing. Where,
Secret sharing refers to method for distributing a secret amongst the involve
parties such that each of them gets a share of the secret. The fundamental idea
of a (t, n) threshold scheme is to divide the shared secret into n parties in such a
way that the secret cannot be retrieved unless t authorized shares are collected.
This scheme is mainly used to protect the secret from diverse attacks. The basic
concept of this scheme is to allocate partial information about the secret such
that authorized subset of shareholders can retrieve the secret.

2.2 Notation

– Each protocol requires the following roles: consumer C, license server L,
system owner O, distributor D, Packager P .

– For digital content M , identity of M is idM , for entity U , identity of entity is
IDU , public key of entity is PKU , Private key of entity is SKU , and symmetric
key is S.

– Signature generation on message Y using key SK is σY = sig(Y |SK).
– Public key encryption of plaintext PT using key PK is Epub(PT|PK).
– Public key decryption of ciphertext CT using key SK is Dpub(CT|SK).
– Symmetric key encryption of plaintext PT using key S is Esym(PT|S).
– Symmetric key decryption of ciphertext CT using key S is Dsym(CT|S).

3 Proposed Framework

Our multiparty multilevel DRM system basic architecture is similar to the two
level distributor system [3], which follows the general DRM system that involves
the content provider, clearing house, and distributor. Proposed system accom-
modates more then one distributor and arranges the distributors in a hierarchical
order. Parties involved in our DRM model are:

– Owner O
– Multiple levels of distributors Di,j , 1 ≤ i ≤ k, 1 ≤ j ≤ ni where Di,j

represents the j-th distributor at the i-th level
– License server L
– consumer C
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The owner appoints the distributors at level-1 geographically. Each distributor at
level-1 further appoints some sub-distributors in his domain according to system
requirement. The total number of content distribution levels may depend upon
the diversity of the region to be explored and density of DRM consumers. System
owner provides the protected digital contents to the distributors of level-1, level-
1 to level-2 and so forth. All involved distributors in the system provide the
protected content for free download to the consumer C, where C is mobile and
move from one region to another. C can download encrypted content from its
preferred distributor, say Di,j , which might be location wise nearest to C or
offer some promotions/discounts on the price. System works under the following
assumption.

– Every party have an authorized public private key pair.
– O handles the consumer’s registration with the help of registration authority

and assigns a unique registration identity IDC to C.
– System issues the license only for the authorized and registered consumers

where consumer’s authenticity verification is done by the distributor.
– License server receives the payment and generates the license with the help

of distributor key share to C.

3.1 Content Packing

Let the system have mn distributors Di,j , ∀1 ≤ i ≤ n, 1 ≤ j ≤ m and r contents
M1,M2, · · · ,Mr with content identity idM1 , idM2 , · · · , idMr .

– O provides the unprotected content to P . P generates the symmetric keys
K1,K2, · · · ,Kr and encrypts all the content M1,M2, · · · ,Mr using symmet-
ric keys K1,K2, · · · ,Kr and gets

Esym(Mi|Ki), ∀Mi, 1 ≤ i ≤ r.

– P generates a symmetric key S and encrypts content identities idM1 , idM2 ,
· · · , idMr using symmetric key encryption algorithm, obtains Esym(idM1 |S),
Esym(idM2 |S), · · · , Esym(idMr |S).

Packager encrypts the all content identities using same key S while to protect
digital contents it usages unique keys for each content. Packager sends a pair of
protected content with their encrypted identities ((Esym(Mi|Ki), Esym(idMi |S)),
i = 1, 2, · · · , r) and content information to the distributors. Distributors keep
this protected content over media servers and display content details over their
website. Here, protected contents are identified by their encrypted identities.

3.2 Key Delivery

Once the encryption of content is over, packager takes the following stapes.

1. P selects a second degree polynomial h(x) = a0+ a1x+ a2x
2 ∈ Zp[x], where

a0, a1, a2 ∈ Zp, a0 = K, and Zp is a finite field of order p such that p is a
large prime number.
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2. P computes h(xi) ∈ Zp[x], for i = 1, 2, 3 and generates the key shares
t1 = ((x1, h(x1)), (x2, h(x2))), t2 = ((x2, h(x2)), (x3, h(x3))), and
t3 = ((x1, h(x1)), (x3, h(x3))).

3. P creates the tuples of encrypted content’s identities and key shares and gets
T1 = (t1, Esym(idM |S)), T2 = (t2, Esym(idM |S)), and T3 = (t3, Esym(idM |S)).
P sends T1 and T2 to the distributors Di,j , 1 ≤ i ≤ k, 1 ≤ j ≤ ni and
the license server respectively through a secure channel. License server and
distributors store their key share corresponding to their encrypted identities.

4. P submits key share T3 to the owner. Owner stores this key share at a secure
place.

3.3 Name Mapping Information Acquisition

Involved principals, license server and distributors identifies the content key by
content encrypted identities. Therefore, license server/distributor can entertains
the license request if it comes corresponding to content encrypted identity in-
stead of content original identity. Fig. 1 shows the pictorial representation of
the mechanism by which consumer achieves the name mapping between content
identity and content encrypted identity.

Packager

Distributor

E pub
(ID M

)|Pk O
) + fee

E
pub (ID

M )|PKo) + fee

E
sym (ID

M |S)

E sym
(ID M

|S)

Request flowConsumer

Fig. 1. Information flow during encrypted content identity information acquisition

To know the name mapping between content identity and content encrypted
identity, consumer takes the following steps:

1. Consumer C selects some distributor D within nearest reach to him, which
can provide him flexible and quick services. C visits D’s website, selects some
content M , gets content identity idM and encrypts it with the owner’s public
key PKO and gets Epub(idM |PKO). C submits his name mapping request with
Epub(idM |PKO) and fee to D.
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2. D forwards C’s request with fee to the Packager P without disclosing any
information about C.

3. P decrypts Epub(idM |PKO) using his private key SKO and gets the requested
content identity as follows:

Dpub(Epub(idM |PKO)|SKO) = idM

4. P encrypts idM using symmetric key S and sends Esym(idM |S) to D. Finally,
D forwards packager’s message to the C.

Distributor plays the role of a middle man that exchanges the message between
two parties (consumer and owner). The message is exchanged in a way that the
consumer remains anonymous for the packager and consumer’s request remains
anonymous to the distributor. During message exchange, both incoming and
outgoing messages are encrypted with owner’s key. It restricts the distributor to
retrieve any short of information about consumer’s request.

3.4 Anonymous Content Download and License Acquisition

The name mapping (mapping between content encrypted identity and content
original identity) provides sufficient knowledge to the consumer such that he can
know what he/she has to ask to achieve the content of his/her choice from the
distributor/license server and what content he/she should download from the
media server to complete his requirement. Fig. 2 shows the pictorial representa-
tion of content download and license accusation process.
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Content Download: Protected contents are available on media server and
these protected contents are identified only by their encrypted identities rather
then content original identity. The consumer acquires encrypted contents’ iden-
tity information as discussed in section 3.3 and with the help of encrypted content
identity Esym(idM |S) information, downloads protected content Esym(M |K).
License Acquisition: License server issues the license only for registered and
authorized consumers. C selects some distributor D and submits his/her license
request to D with identity Esym(idM |S). D verifies the consumer’s authenticity.
If verification success then the process is as follows.

1. D computes YD = Epub(t1|PKC) using consumer’s public Key PKC and
generates its signature σYD = sig(YD|SKD) using its own private key SKD

and sends (YD, σYD , IDC , Esym(idM |S)) to L through a secure channel.
2. L on receiving the message, it verifies the signature of D (σYD ) on YD using

distributor’s public key PKD. If verification succeeds then L moves forward
otherwise rejects the request.

3. On receiving the payment, L computes YL = Epub(t2|PKC) using consumer’s
public Key PKC , generates its signature σ(YD ,YL) = sig((YD, YL)|SKL) using
its private key SKL, issues the license which contains ((YD, YL), σ(YD ,YL))
together with rights and constraints. L issues a unique license for every
request.

4. L encrypts C’s identity IDC with its public key PKL and associates this
encrypted consumer’s identity Epub(IDC |PKL) with the license instead of
consumer original identity IDC . L sends the license to C through a secure
channel.

5. C analyzes the license and verifies the L’s signature using L’s public key.
If verification succeeds, C decrypts YD and YL using his own private key
SKC and extracts the key shares t1 = ((x1, h(x1)), (x2, h(x2))) and t2 =
((x2, h(x2)), (x3, h(x3))). Since these share form authorized subset so h(x)
can be reconstructed with the Lagrange interpolating polynomial as follows:

h(x) =

x3∑
i=x1

h(i)

x3∏
j=x1,j �=i

x− j

i− j
(mod p)

After reconstruction of h(x), consumer recover secret key K = h(0).

3.5 Consumer’s Privacy during Rights Violation Detection

Rights violation may cause a huge loss for e-commerce. Therefore, monitoring
of content consumption is needed to detect rights violation. Monitoring server
analyzes log files of content consumption to catch the traitor. See, e.g., [11]. It
is easy to get consumer information and his/her content consumptions details
during log collection from consumers’ machine because license associates the
identity of the consumer. A curious operator may disclose some information
about consumers’ preference for his personal benefit that a consumer may not
want.
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In this proposed system, license server associates consumer’s encrypted iden-
tity Epub(IDC |PKL) instead of original identity IDC with the license. This en-
crypted consumer’s identity gives no information about the consumer. However,
system can catch the violation in the system as follows.

– When owner detects rights violation, he retrieves associated encrypted iden-
tity Epub(IDC |PKL) from the license and sends it to the license server.

– License server decrypts Epub(IDC |PKL) using its private key SKL and get
IDC , as follows.

Dpub(Epub(IDC |PKL)|SKL) = IDC .

– License server provides consumer identity IDC to the owner.
– Owner add this malicious user to his revocation list and also inform to all

the distributors about this revoked user.

This mechanism supports violation detection without disclosing any information
about authorized consumers.

4 Analysis

The proposed Key management scheme is designed to address following security
issues.

– Preventing insider attacks: No party has a complete secret key share. It
prevents unintended parties from achieving the secret key with the help of
an insider.

– Minimizing outsider attacks: Attacker must compromise license server and
one of the distributor to obtain complete authorized key shares.

– Transparent: Owner collects the key distribution statistics from both license
server and distributor and with the help of usages license data monitors the
correctness of royalty flow.

Proposed key management system is able to provide the services in case of
distributor and license server failure with the help of owner’s key share. It allows
the content key to be protected from the distributor as well as license server.
Only the consumer who has authorized shares of the key can play the content.
Proposed system also gives some strong privacy protection mechanism under all
scenarios.

– Encrypted Content identity acquisition: Customer gets encrypted content
identity information from original content identity without trusting over any
third party. The distributor only knows who is requesting and owner only
knows What is requesting. This incomplete information makes a consumer
request anonymous.

– Content download: It is easy to track the consumer during content streaming
or download from media server. However, anonymity of contents identity
hides the content information that what exactly consumer is downloading.
There is also no need to establish anonymous communication from consumer
to achieve anonymity. This mechanism reduce the effort from consumer side.



312 D. Mishra and S. Mukhopadhyay

– License acquisition: License server and distributors identify the content by
their encrypted identity instead of original identity. When consumer makes
license request, he sends content encrypted identity with the license request
to the distributor, which gives no information about the original content
identity.

– Payment: Payment or price of items do not reveals items category because
system does not keep the price of all items distinct and allows the same
price for two different category items. In case, if some price category have
less items then by adding some dummy items, secrecy can be provided.

– Authentication: System issues the license only to authorized consumers. Dis-
tributor verifies the authenticity of consumer and this verification disclose
consumer’s identity but the anonymity of content identity hides consumer’s
selection.

– Violation Detection: Proposed system allows violation detection but hides
the consumer identity during consumer log analysis by associating the con-
sumer’s encrypted identity with the license instead of original identity. Mon-
itoring authority can achieve encrypted identity of consumer during tracking
and this mechanism keeps consumer anonymous.

5 Conclusion

We proposed a key management scheme for DRM system, which is based (t,m)-
threshold secret sharing scheme. The advantage of this scheme is that it needs
no trust distributor or license server in the DRM system. here, encrypted digital
content can only be decrypted by the consumer who has a valid license. Proposed
system privacy protection mechanism, which is based on anonymity of contents’
identity, conceals consumer’s preferences. In addition, proposed scheme supports
accountability parameters.
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Abstract. Social networking has become an ubiquitous part of communication 
in this modern era. Categorization in dynamic social network is very 
challenging because of the key feature of social networks – continual change. A 
typical social network grows exponentially over time, as new activities and 
interactions evolve rapidly. The dynamic social networks are efficient in 
modeling the behavior of any real life interactions. In this paper, two algorithms 
are considered, of which one helps to identify the exact community to which a 
new node belongs. The second algorithm uses a rule based approach to identify 
the exact community which satisfies a set of constraints. The social network is 
conceived as a weighted directed graph consisting of a set of nodes, edges , 
node weights and edge weights. The node weights are computed based on the 
node rank algorithm and the edge weights based on the people rank algorithm. 
In the proposed algorithms, the dynamic attributes of the nodes and time-based 
constraints play a crucial role in the identification of categories in the social 
network. The main objective of the algorithm is to obtain an optimal  
community network with high accuracy by using a heuristic approach. This 
approach helps to categorize a newly added node or entity to one or more 
communities dynamically. 

Keywords: community detection, dynamic constraints, rule based, node rank, 
people rank. 

1 Introduction 

A social network which deals with theoretical construct used to study relationships 
between individuals, groups, organizations or even societies. The links in the social 
network represents the interactions between the nodes. The social interactions can be 
any common feature, the people in the network share, like interest for music or 
profession or locality.  As these features and the structure tend to change with respect 
to time, it results in a dynamic behaviour. The links through which any social unit 
connects represent the convergence of the various social contacts of that unit. 
Identification of a unit sharing common features is very challenging because of the 
dynamic feature of the social network. 
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Dynamic social networks are capable of modeling enormous amount of problems 
occurring in the real world. Much of the research initiatives conducted in social 
networks mainly concentrate on exploring the static aspects of social networks.  But, a 
typical social network grows exponentially as time evolves, therefore a study of 
dynamic network is of great demand. The time factor plays a crucial role  for tracking 
and updating the changes in a dynamic social network.  

In this work, the behaviour of a social network with time-based constraints either 
as the network at different snapshots of time or based on the overall interactions of the 
network for a particular period of time is considered. The nodes in the social network 
are treated as real world entities or objects with certain characteristics and constraints. 
Based on these characteristics, the nodes are tagged. The computation of edge weight 
is based on the static and temporal constraints satisfied by the nodes in the network. 
Identification of constrained objects in the dynamic social networks requires 
considerable amount of effort and time.  

The rest of the paper is organized as follows: Section II discusses the preliminaries 
and problem definition. Section III discusses the objective function and the proposed 
algorithm. Section IV shows the experimental results of our approach on various real 
world datasets. In section V, a discussion about related work and finally a conclusion 
of the work in Section VI. 

2 Preliminaries and Problem Definition 

In this work, social network is conceived as a directed weighted graph with nodes as 
people and edges as the interaction between people. Edges in the dynamic social 
networks are often bidirectional, which is formed with a mutual agreement. Each 
node in the network is associated with a set of static as well as dynamic attributes. 
The static attributes are defined on the basis of certain priori-defined constraints 
which are extracted from the characteristics of nodes. There are certain dynamic 
attributes, which are subjective to change in accordance with the interest of the users. 
The nodes in the social network are tagged based on these attributes. In order to 
identify the betweenness of the nodes in a community or group, the edges are 
assigned weights based on the edge rank algorithm.  

The network is a directed weighted graph Gt (Vt , Et)  where Vt is the nodes within 
that network at time t and Et represents the relationship between these nodes at time t. Gt 
represents a snapshot of the social network at time t. Gt'(Vt' , Et') represents a snapshot at 
time t'. Gt' = Gt U ΔGt, where ΔGt represents the changes incorporated into the network 
over time t'- t. A tag is associated with each node,Vt represented as <Vt, d(Vt)>. d(Vt) is 
computed based on the static and dynamic attributes of the node Vt. Edge weight Ew(Vi 

,Vj)
t represents the similarities between the nodes Vi and Vj at time t. 

3 Objective Function and Proposed Algorithm 

The main objective of this work is to identify the exact community to which a 
particular node belongs to in a dynamic social network. The work also considers the 
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fact that the users can be a part of one or more communities at a time. The dynamic 
attributes of the nodes and time-based constraints play a crucial role in the 
identification of categories in the social network.  
The objective function can be defined as a set S  

                                       S={Vt / dom[d(Vt)] = Ci}   i=1,...,m . (1) 

where Ci is the set static and dynamic constraints searched for in the social network 
and m is the maximum number of constraints searched for. 

The behavior of the network at time t+1 can be given as  

                                                G (t + 1) = w × G (t) + R(t,t+1) . (2) 

where w is the weights associated with the social network at time t and R is the 
random changes incorporated in the network over the time period (t,t+1). 

Edge weight Ew(Vi,Vj)
t between the nodes Vi and Vj at time t can be represented as  

             Ew(Vi,Vj)
t = dom[d(Vi)]      dom[d(Vj)]   Vi ,Vj ∈  Vt. . (3) 

3.1 Proposed Algorithm 

In this paper, two algorithms are considered, of which one helps to identify the exact 
community to which a new node belongs.  

ALGORITHM 1. To identify the exact community to which a new node belongs. 

Input: Given Gt(Vt,Et) and C(c1,c2,...,cm) where c1,...,cm 
represents the set of static(SC) as well as dynamic 
constraints(DC)such that Vt satisfies c1,...,cm and the  
new node Vnew with its Static(S) and dynamic(D) 
characteristics.                                   
Output: The new node Vnew is assigned to the exact 
community Wt. 
begin                                                 

Step 1: for each Vnew such that Vnew
∉ Vt, do Steps 2 to 

14. 
Step 2: tag Vnew based on the inputs, S and D. 
Step 3: while all Vt(St) not traversed do 
        Extract the subset  St from Gt such that  
        tag[Vt (St )] = tag[ Vnew]t 
Step 4: end while 

Step 5: if dom[d(Vt)]=dom[d(Vnew)]   Vt ∈  St, then 
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Step 6: if((per(dom[d(Vt)]>=per(dom[d(Vnew)] -  5) 
    &&(per(dom[d(Vt)]<=per(dom[d(Vnew)]  + 5)) 
        add Vt to the new working set, Zt at time t. 
Step 7: if DC(Vt)= D(Vnew)  Vt in Gt  as per Algorithm 2, 
then 
      add Vt to the working set, Wt at time t. 
Step 8: The set Wt U Zt defines the “People You May  
Know” list [PYMK], defined as  Xt 
Step 9: Calculate Ew(xt,Vnew)   xt ∈  Xt. 

Step 10: PYMK is ordered based on Ew(xt,Vnew), such that  
it ranges from max(Ew)... min( Ew). 
Step 11: Select friends manually from the PMYK list. 
Step 12: Repeat Step 13 for each time change Δt.              
Step 13: Update counter for each xt in Xt  defined as 
          <xt, k(xt)> . 
Step 14: Friends List = {xt  / k(xt ) ranges from 
        [max(<xt ,k(xi)> ... min(<xi, k(xi)>]} 
end 
 

The second algorithm uses a rule based approach to identify the exact community 
which satisfies a set of constraints. 

ALGORITHM 2. To identify the exact community which satisfies a set of dynamic constraints. 

Input: Dynamic Constraints (Dc), Gt(Vt,Et) and Dc(Vt) . 

Output:The community Wt. 
 
begin 
Step 1: while all Vt in Gt  not traversed do 
Step 2:     if Dc = Dc(Vt) then 
Step 3:      add Vt to the resulting community Wt. 
Step 4:      else if Tr(Dc)= Tr(Dc(Vt)) or 
                Sy(Dc)= Sy(Dc(Vt)) 
             then go to Step 3. 
Step 5:      end if 
Step 6: end while 
end 

4 Experimental Results 

To simulate the algorithms, an online social network is considered. Here the user is 
insisted to provide his/her details to be the part of the network community. The user 
has options to provide his personal, professional and other interests. There are certain 
fields that are mandatory. For instance, if the user adds his employment details, he 
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must specify the period of employment also. A tag is associated with each 
characteristic the user is giving. Prediction of period of study in University and 
School is done on the basis of the period of employment provided along with the 
employer details. 
 
To test algorithm1, Identifying the exact community to which a new node belongs, we 
considered a new node Vnew with the following characteristics: 

 
Employer IIITM-K , Technopark, Trivandrum [2010-Present] 
University University of Kerala, 2004 
Interest/other Music 

 
The tag(Vnew) = <eud>; where e represents employer, u for university and d for any 
dynamic constraint. As per the algorithm, we need to identify the community to which 
the node belongs.  We considered a priliminary graph with 20 nodes. The new node  
will be added as the last node, i.e., Vnew = V21. 

Let tag(Vt) in Gt  be as given in Table 1: 

Table 1. The tagset of  nodes  in Graph G 

                 Vt             tag(Vt)               Vt           tag(Vt) 
V1 <eu> V11 <d> 
V2 <ec> V12 <esd> 
V3 <eh> V13 <ud> 
V4 <eud> V14 <hd> 
V5 <ud> V15 <csd> 
V6 <ehd> V16 <ehu> 
V7 <chsd> V17 <euchsd> 
V8 <sch> V18 <uch> 
V9 <scd> V19 <sud> 

V10 <ecd> V20 <esud> 

 
where e stands for employer, s stands for schooling, u for university, c for current 
city, h for hometown, and d for any dynamic characteristic  provided by the user when 
entering the social network. 

After matching the static attributes of the tagset of Vt given in Table 1 with that of 
Vnew , the resultant set is given in Table 2. 

Now, after comparing the domain of Vnew  with the domain of each Vt in Gt  given 
in Table2, and considering the period of employment and study the resultant set 
obtained is given in Table 3. 
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Table 2. Resultant set obtained after matching the tagset of Vt  with Vnew 

      Vt       tag(Vt)               domain(Vt) 

 V1 <eu> <IIITM-K[2004-2005], University of  Kerala[2003]> 
 V2 <ec> <IIIT- B[2005-2008], Trivandrum> 
 V3 <eh> <IIITM-K[2008-Present], Trivandrum> 
 V4 <eud> <IIITM-K[2001-2002], University of Kerala[2000], 

Music> 
 V5  <ud> <CUSAT[2010-Present], Melody> 
 V6 <ehd> <DCE[2011-Present], Kollam, Kathakali> 

 V10 <ecd> <ReporterTV[2010-2011], Ernakulam, Drawing> 
 V12 <esd> <IIITM-K[2002-2004], St.Thomas[1998], Dance> 
 V13 <ud> <University of Kerala[1970], Karnatic Vocal> 
 V16 <ehu> <IIITM-K[2002-2004], Trivandrum, University  of 

Kerala[1998]> 
 V17   <euchsd> <VSSC[2002-Present], University of Calicut, 

Trivandrum, Kollam, St.Josephs, Painting> 
 V18 <uch> <University  of Kerala[1990], Trivandrum, 

Malappuram> 
 V19 <sud> <St Marys[2000], University of Kerala[2004], 

Gazals> 
      V20  <esud> <CDAC[1970-2000], Govt HSS[1962], Kannur  

University[1968], Agriculture> 

Table 3. PYMK List based on static constraints 

    Vt     tag(Vt)               domain(Vt) 

V4 <eud> <IIITM-K[2001-2002], University of Kerala[2000], 
Music> 

V1 <eu> <IIITM-K[2004-2005], University of Kerala[2003]> 
V3 <eh> <IIITM-K[2008-Present], Trivandrum> 

V19 <sud> <St Marys[2000], University of Kerala[2004], Gazals> 
 

All the nodes of Table 1 with dynamic constraints not present in PYMK are stored 
in the Table 4 shown below. 

Table 4. List of nodes with  <d> which are not in PYMK (Table 3) 

           Vt        tag(Vt)               domain(Vt) 

V5 <ud> <CUSAT[2010-Present], Melody> 
V6 <ehd> <DCE[2011-Present], Kollam, Kathakali> 
V7 <chsd> <Ernakulam, Kottayam, St Theresa[1998], 

Melody> 
V9 <scd> <Govt HSS[2000], Trivandrum, Singer> 

V10 <ecd> <ReporterTV[2010-2011], Ernakulam, Drawing> 
V11 <d> <Pop Music> 
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Table 4. (continued) 

V14 <hd> <Kasargod, Oil Painting> 
V12 <esd> <IIITM-K[2002-2004], St.Thomas[1998], Dance> 
V13 <ud> <University of Kerala[1970], Karnatic Vocal> 
V15 <csd> <Bangalore, Loyola[2000], Software Programmer> 
V17 <euchsd> <VSSC[2002-Present], University of Calicut, 

Trivandrum, Kollam,St.Josephs, Painting> 
V20 <esud> <CDAC[1970-2000], Govt HSS[1962], Kannur  

University[1968],Agriculture>  

 
The dynamic constraint is matched as per the rule-based methodology proposed in 

the algorithm2.  The domain value of the dynamic attribute of each Vt of Table 4 is 
matched with that of Vnew to form Table 5. 

Table 5. PYMK List based on dynamic constraints 

    Vt     tag(Vt)               domain(Vt) 
V5 <ud> <CUSAT[2010-Present], Melody> 
V7 <chsd> <Ernakulam, Kottayam, St Theresa[1998], Melody> 
V9 <scd> <Govt HSS[2000], Trivandrum, Singer> 

V11 <d> <Pop Music> 
V13 <ud> <University of Kerala[1970], Karnatic Vocal> 

 
The final output in the PYMK list is obtained by combining the tables satisfying 

the static as well as dynamic constraints. 

Table 6. The final output in the PYMK list 

                 Vt             tag(Vt)               Vt           tag(Vt) 
V4 <eud> V13 <ud> 
V1 <eu> V19 <sud> 
V3 <eh> V9 <scd> 

V21 <eud> V5 <ud> 
V7 <chsd> V11 <d> 

 
The counter attached with each node Vt defines the depth of intimacy between the 

node V21 and Vt The friends' list will be prioritized based on the intimacy values. The 
social network so formed can be graphically represented as shown in Fig 1. 

However, Facebook also provides results for the above scenario, but a more 
appropriate identification of the community cannot be achieved since period of 
employment and period of study is not considered as criteria of searching in its 
algorithm. Hence the resultant graph looks like that shown in Fig 2. 
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Fig. 1. The directed graph showing the connectedness between the nodes and community 
detection based on static(solid lines) and dynamic constraints(dotted lines) 

 

Fig. 2. The directed graph showing the connectedness between the nodes  and  community 
detection based on Facebook Social Network 

Thus the proposed algorithm of community detection and  community identification of 
a new node entering the social network  becomes more optimistic. 

5 Related Work 

Community detection on static networks has attracted a lot of attentions and many 
efficient methods have been proposed on this type of networks. An algorithm [1] is 
proposed for the identification of the exact community satisfying the static 
constraints.  QCA, an adaptive algorithm [2] for detecting and tracing community 
structures in dynamic social networks where changes are introduced frequently is also 
proposed. An evolutionary multimode clustering algorithm [3] is proposed to find 
community evolution in dynamic multimode networks. An optimization problem of 
finding community structure from the sequence of arbitrary graphs is formulated in 
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paper [4]. In the paper [5], a new mathematical and computational framework that 
enables analysis of dynamic social networks is proposed.  

6 Conclusion 

In this paper, a social network problem based on dynamic constraints and 
optimization techniques has been explored. Real-world data is used to generate a 
suitable benchmarking test for comparing different algorithms mainly Facebook. 
Efficient result is seen in the proposed algorithm for identification of the exact 
community of people satisfying a set of dynamic constraints. Also, categories can be 
duration, which is not in other networks including face book. Hence the resultant list 
obtained becomes more optimistic. Also new categories evolve as the characteristics 
of the nodes changes.  Further study of more realistic dynamic social network 
categorization poses an interesting direction for future research, especially 
considering prediction of the category of nodes on the basis of the mutual 
characteristics and more dynamic input on a huge network with millions of nodes. 
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Abstract. CAPTCHAs (Completely Automated Public Turing test to tell 
Computers and Humans Apart) are widespread security measures on the World 
Wide Web that prevent automated programs from abusing online services. 
CAPTCHAs are designed to be easy for humans but hard for machines. 
Academic research into CAPTCHAs takes the form of a friendly ‘arms race’, 
with some researchers acting as ‘malicious users’ that try to attack and defeat 
the latest CAPTCHA systems automatically. Defeating a CAPTCHA requires 
two procedures: segmentation and recognition. Recent research shows that the 
problem of segmentation is much harder than recognition. The efforts to break 
the CAPTCHA determine its strength & thus in turn help the researcher to build 
stronger CAPTCHA. In order to test the strength of a particular CAPTCHA, in 
this paper, we have developed a universal algorithm that measures one of the 
parameters to measure strength of CAPTCHA. The proposed algorithm can 
adapt to various cases for segmenting characters from CAPTCHA image. The 
said algorithm is inspired from projection value of characters, concept of snake 
game and typical patterns of touching the characters. Experimental results prove 
that the proposed algorithm has improved correct segmentation rates giving 
accuracy of 85%. 

Keywords: CAPTCHA, segmentation, recognition. 

1 Introduction 

As the internet increases in terms of size and in terms of available services, people 
gain more convenience but also face new challenges. Free services on the internet 
may be abused by automated computer programs (often referred to as scripts or bots – 
here, we use bot). Such bots may be intended to broadcast junk emails, post 
advertisements, or ask the server to respond at a very high frequency. All these forms 
of misuse will decrease the usefulness of Internet services. To prevent such abuses, it 
is very important to design an automatic system to differentiate between the messages 
of legitimate human users and non-legitimate computer bots. The Completely 
Automated Public Turing test to tell Computers and Humans Apart (CAPTCHA) was 
created to address these needs [5]. The purpose of a CAPTCHA is to separate 
computer programs from people automatically, using a computer-based test.  



324 A.A. Chandavale and A. Sapkal 

The typical CAPTCHA user interface consists of two parts: a character image with 
noise, and an input text box. The CAPTCHA system will ask the user to type the 
characters shown in the image. However, the CAPTCHA system will contain 
wrapped shapes of the various characters in the image, along with some arcs or lines 
to confuse and prevent automated computer recognition of the characters. Fig. 1 
shows an example drawn from the MSN CAPTCHA system. Basically, an automated 
bot cannot answer the question until there is a character recognition technique 
available that can understand the constituent characters of a given CAPTCHA. On the 
other hand, humans generally have much better natural abilities when faced with the 
task of character recognition in a noisy environment, so humans can usually answer 
these questions in a better manner with least inconvenience. Academic research into 
CAPTCHAs takes the form of a friendly ‘arms race’, with some researchers acting as 
‘malicious users’ that try to attack and defeat the latest CAPTCHA systems 
automatically, e.g. [11][14][15], while other researchers seek to design new defensive 
CAPTCHA techniques in response to known or anticipated attacks. When designing 
defensive CAPTCHA techniques, a good CAPTCHA system should consider both 
computer security and human-friendliness. In practice, balancing these two needs in 
opposition to one another is very difficult. In considering the design principles of 
well-known CAPTCHA systems, we see that many well-known websites such as 
MSN, Yahoo, Google, Badongo, RapidShare and Youtube are employing user 
interfaces. Each website employs different heuristics to prevent malicious users. 
Badongo uses colored lines to clutter the image, and Youtube uses colored blocks; 
whereas RapidShare uses smaller colored characters as image noise to increase the 
security. MSN and Yahoo do not use colored character as noise. Instead, they use 
straight and curved lines as image clutter to confuse the defeating program. Although 
the security of these CAPTCHAs is increased by these heuristics, human-friendliness 
of them is decreased accordingly; many researchers are trying to find other useable 
principles which will help human users to pass a CAPTCHA test more easily, while 
still presenting difficulties to automated programs. While focusing towards the task of 
attacking a CAPTCHA, we observed two main procedures namely segmentation and 
recognition. The segmentation procedure requires identification of the correct 
positions for each character and the recognition procedure identifies which character 
is in each position. In recent research, [6] shows “segmentation” is a much more 
difficult problem than “recognition” since machine learning algorithms can efficiently 
solve the recognition problem, but currently we have no effective general algorithm to 
solve the segmentation problem caused by these added clutters. Chellapilla’s 
algorithm [11] uses the image opening and labeling technique to design a 
segmentation algorithm. When the difference of width between clutters and characters 
is very noticeable, it is able to separate the noise from characters effectively. 
However, when the difference is not so noticeable, this algorithm will either be unable 
to eliminate noise, or it may break the characters when attempting to remove image 
noise. Therefore, this paper proposes an efficient segmentation algorithm for breaking 
CAPTCHA based on projection value of characters and concept of snake game along 
with style of touching of characters, resulting into a novel and useful contribution to 
the field of CAPTCHA analysis. The rest of this paper is organized as follows. 
Section 2 illustrates the related work where as the importance of segmentation in 
measuring strength of CAPTCHA along with Projection based segmentation 
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algorithm and Snake segmentation algorithm is mentioned in Section 3. Section 4 
presents the proposed segmentation algorithm. Section 5 covers experimental results 
and Section 6 provides research conclusions. 

2 Related Work 

Chellapilla and Simard [11] attempted to break a number of visual CAPTCHAs taken 
from the web (including those used in Yahoo and Google/Gmail) with machine 
learning algorithms. However, their success rates were low, ranging from merely 
4.89% to 66.2 An attack on an unnamed simple CAPTCHA scheme with neural 
networks was discussed at [12], and it achieved a success rate of around 
66%.PWNtcha is an excellent web page that aims to “demonstrate the inefficiency of 
many captcha implementations” .It comments briefly on the weaknesses of a dozen 
visual CAPTCHAs. These schemes were claimed to be broken with a success rate 
ranging from 49% to100%. However, no technical detail was publicly available (and 
probably as a consequence, at a prominent place of this web page, a disclaimer was 
included that it was not” a hoax, a fraud or a troll”). More distantly related (inspirit) is 
work by Naccache and Whelan [13] on decrypting words that were blotted out in 
declassified US intelligence documents, although it was not about CAPTCHAs as 
such. The limitations of defending against bots with CAPTCHAs (including protocol-
level attacks) were discussed in [6] [7] [15]. A recent survey on CAPTCHAs research 
can be found in [10]. 

3 The Role of Segmentation in Measuring Strength of CAPTCHA 

As per our previous work [17], the strength of a CAPTCHA depends on number of 
times it can be defeated and is determined by level of noise, length of string of 
characters present in an image and speed of breaking. 

Noise: Noise or distortion has a clear impact on the strength of CAPTCHA, since 
human users would find it difficult or impossible to recognize over-distorted 
characters. For this a system will have to allow multiple attempts for each user. 
Typically a new challenge is used for each attempt. This will not only annoy users, 
but also lowers the security of the system by a factor of the number of allowed 
attempts.  

 

Fig. 1. Example of CAPTCHA 

Readability of CAPTCHA can be largely determined by what distortion methods 
are used and how much distortion is applied to texts. 
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Character selection, length and its recognition rate: In a CAPTCHA of a given 
length, the number of permitted symbols determines its maximum possible strength. 
The number of correctly guessed characters by system determine character 
recognition rate. 

Response Time: how long does it take for a bot to pass the test? One of the ways to 
judge the strength of a CAPTCHA is to estimate the time and computing power 
required for cracking. 

To extract the above mentioned parameters, it is necessary to break the 
CAPTCHA. Usually the system of CAPTCHA breaking has three stages, namely 
preprocessing, segmentation and character recognition. The level and type of noise, 
length of CAPTCHA is determined by preprocessing and segmentation stage 
respectively. Finally Response time can be found once the characters are recognized 
properly by CAPTCHA breaking system. 

Character segmentation is an operation that decomposes an image of a sequence of 
characters into sub images of individual symbols. It is one of the decision processes in 
character recognition system. The segmentation step requires answering a simply 
posed question: "What constitutes a character?" The many researchers and developers 
who have tried to provide an algorithmic answer to this question find themselves in a 
Catch-22 situation. A character is a pattern that resembles one of the symbols the 
system is designed to recognize. But to determine such a resemblance the pattern 
must be segmented from the document image. Each stage depends on the other, and in 
complex cases it is paradoxical to seek a pattern that will match member of the 
system's recognition alphabet of symbols without incorporating detailed knowledge of 
the structure of those symbols into the process. Furthermore, the segmentation 
decision is not a local decision, independent of previous and subsequent decisions. 
Producing a good match to a library symbol is necessary, but not sufficient, for 
reliable recognition. That is, a poor match on a later pattern can cast doubt on the 
correctness of the current segmentation/recognition result. Even a series of 
satisfactory pattern matches can be judged incorrect if contextual requirements on the 
system output are not satisfied. For example, the letter sequence "cl" can often closely 
resemble a "d," but usually such a choice will not constitute a contextually valid 
result. Thus, it is seen that the segmentation decision is interdependent with local 
decisions regarding shape similarity, and with global decisions regarding contextual 
acceptability. This sentence summarizes the refinement of character segmentation 
processes in the past 40 years or so. As mentioned in the previous paragraphs, 
CAPTCHA systems have wide variations in style of embedding characters in image, 
in the sense that the characters can be disconnected, overlapped and connected as 
shown in fig.5. It is hard to attack all CAPTCHA tests by a single segmentation 
algorithm. Some CAPTCHAs which employ noise lines to make segmentation harder 
still allow excess spacing between characters. This allows an attacker to perform a 
rough slicing attack using either Color filling segmentation algorithm [17] or 
Projection based segmentation algorithm [2]. But CAPTCHA image as shown in fig.1 
is difficult to break due to harder segmentation process. The refinement in character 
segmentation process will help to find total number of characters in CAPTCHA thus 
in turn will help to determine strength of CAPTCHA. 
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3.1 Projection Based Segmentation Algorithm 

Huang et al. defines projection based segmentation algorithm as projecting the image 
data onto the X-axis. In practice, this is implemented by summing the number of non-
white pixels in each column of the image parallel to the Y-axis [2]. Huang et al. 
algorithm extracts the characters from given image in four steps as enumerated below 
where characters are segmented depending on static threshold value (refer to Fig. 2). 

 

 

Fig. 2. Projection based segmentation 

  

                           (a)                                         (a) 
 

 

                  (b)     (b) 

Fig. 3. a)  Original image   b) Projection image 

1. The projection value of each column is calculated by summing the number of black 
pixels in each column of the image. 

2. The maximum projection value is equal to the maximum number of black pixels in 
any column.  

3. Calculate the threshold value depending on maximum projection Value. 
4. Find those columns where the number of black pixels is less than threshold value. 

Mark them as a segmentation line. 
5. Repeat step 4 till entire image is scanned. 

The projection value will be always zero for columns wherever there are gaps 
between characters or it will have minimum value wherever characters will be 
connected with thin arcs as shown in Fig. 3. Due to this fact the Projection based 
technique is significant only for the images having such type of characters (Fig. 3) 
where as for connected (Fig.6a) or overlapped (Fig. 6c) characters it splits an image 
into several sub images, which may contain one or more characters.  

Projection 

Value 

Calculation 

Set  

Threshold  

Segment 

Characters 
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3.2 Snake Segmentation Algorithm 

The snake segmentation algorithm was inspired by the popular “snake” game, which 
is supported in most mobile phones [1]. In this game, a player moves a growing snake 
on the screen, and tries to avoid collisions between the snake and dynamic blocks. In 
this algorithm, a snake represents a line that separates the characters in an image. It 
starts at the top line of the image and ends at the bottom. The snake can move in four 
directions: Up, Right, Left and Down, and it can touch foreground pixels of the 
image, but never cuts through them. The basis for snake segmentation algorithm is 
vertical segmentation algorithm, which works as follows: 

1) The background color of an image is defined as the top-left pixel’s color 
value where as foreground color is any pixel of a different color value. 

2) Identifying the first segmentation line: The image is mapped into a 
coordinate system, in which the top-left pixel has coordinates (0, 0), the top-
right pixel (image width, 0) and the bottom-left pixel (0, image height). 
Starting from point (0, 0), a vertical “slicing” process traverse pixels from 
top to bottom and then from left to right. This process stops once a pixel with 
a non-background color is detected. The X co-ordinate of this pixel, x1, 
defines the first vertical segmentation line X =x1-1 

3) The next segmentation line is found by continuing vertical slicing process 
from (x1+1, 0), until it detects another vertical line that does not contain any 
foreground pixels. 

 

Fig. 4. Snake Segmentation. a) Pre-processing: finding the first and last segmentation lines. b) 
Before segment finalizing. (c) After segment finalizing. 

4) Vertical slicing continues from a pixel to the right of the previous 
segmentation line. However, the next vertical line that does not contain any 
foreground pixel is not necessarily the next Segmentation line. It could be a 
redundant segmentation line, which is ignored by algorithm. Therefore, only 
when the vertical slicing process cuts through the next letter, the next vertical 
line that does not contain any foreground pixels is the next segmentation 
line. 

Step 4 repeats until the algorithm determines the last segmentation line (after which, 
the vertical slicing will not find any foreground pixels). 

The first step of the snake segmentation is to preprocess an image to obtain the first 
and last segmentation lines, as illustrated in Fig 4(a). Next step scans the image 
vertically from left to right to detect the foreground using the concept of snake game. 
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The snake moves in downward direction until it detects a foreground pixel. Once a 
foreground pixel is detected, it moves in other directions. Once the snake reaches the 
bottom of image, the path traversed by the snake is nothing but the segmentation line. 
There could be multiple snakes between two segments, see Fig 4(b), where for 
example the red block between ‘K’ and ‘S’ were in fact a set of snake lines that 
touched each other. Therefore, the last step is to finalize the segments. Fig 4(c) shows 
the finalized segments of a challenge, one for which vertical segmentation would fail 
to segment overlapping letters T, J and K. The snake segmentation algorithm gives 
satisfactory results in case of disconnected and overlapped characters; however it fails 
for connected characters due to the ability of snake to touch foreground pixels of the 
image but never cuts through them. 

4 Proposed Segmentation Algorithm 

4.1 Modified Projection Based Segmentation Algorithm 

As seen from previous section, the projection based segmentation algorithm splits 
image having either connected or overlapped characters into sub images which may 
have more than one characters. Taking into consideration the fact that generally 
CAPTCHA images have more than four characters, we have modified projection 
based segmentation algorithm as shown in Fig. 5, where the threshold changes 
dynamically. The basic approach for the modified algorithm is as stated below: 

1. Calculate projection value of each column by summing number of black pixels. 
2. Initially consider threshold value as zero. 
3. Scan the image and make segments with respect to current threshold. 
4. If number of segments is greater than four, stop. 
5. Else find the next minimum count of the black pixels in a column and set threshold 

to that value. 
6. Repeat from step 3. 
7. Calculate the width of properly segmented characters. 
8. If width of any segmented characters is greater than width as calculated in step 7, 

then cut the segment in 2 halves. 
9. Repeat step 8 till the width of all segmented characters is equal.  

Modified projection based segmentation algorithm gives accuracy of 80% for even 
number of connected characters in a segment.   
 

     

Fig. 5. Modified projection based segmentation 
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     a)                       (b)                          (c) 

Fig. 6. CAPTCHA having a) Connected b) Disconnected c) Overlapped Characters (T is  
above C) 

Table 1. Style of Touching 

 

4.2 Proposed Algorithm 

Modified projection based algorithm divides a segment of image into two halves but 
unable to separate odd number of characters. To overcome such limitation, the basic 
approach of proposed algorithm depends on window of an approximate size (the size 
of the average individual character plus a small fuzz factor for wrapping). In said 
window, it checks for continuous connectivity points at the same level at which the 
characters are connected at offsets from the edge of the window and then reduces, 
wherever possible. Then it segments the character depending on style of touching of 
characters as shown in table 1 [3]. The flow chart of the proposed algorithm is shown 
in Fig 7 and explained as follows:  

 
1) Divide the original image into sub images which may contain one or more 

than one character depending on projection value of characters by applying 
method as described in section 2.1.  

2) Apply the snake segmentation approach to sub image as described in section 
2.2, so as to find continuous connectivity points the characters are connected 
by determining topmost black pixel for each column from the edge of the 
window and then reducing, wherever possible. 

3) If continuous connectivity points follow style of touching of type 1, 2, 4, and 
5 from top of image as shown in table 1, then segment sub image.  Similarly 
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segment characters having style of touching of type 1, 2, 3, and 5 from 
bottom of sub image as shown in table 1, by determining bottommost pixel 
for each column from the edge of the window and then reducing, wherever 
possible.  

4) Compare the width of segmented characters with average size of individual 
segmented characters.. If width of segmented characters is equal to properly 
segmented characters then store the segment (now segmented sub image 
contains only one character). Else go to step 5. Accept next sub image. 

5) Repeat steps 2, 3 and 4.  

The criteria we use to set the threshold value are to segment original image into sub 
images without cutting any of characters present in it. A small value is restrictive 
leading to under segmentation, in the sense that overlapped characters are not 
segmented.  A large value results in creation of sub images and breaking of 
characters. We arrived at 15% of maximum projection value as a threshold, the one 
that gives the best results. The size of window is decided by size of individual 
characters which in turn depends on percentage of total black pixel density in an 
image. The value of parameters like threshold and window is not derived from any 
theoretical expressions but it is supported by results obtained from hundreds of 
images. 

5 Performance Analysis 

The proposed algorithm is tested on 275 images of different kinds, sizes, and noise 
levels obtained from Various social web sites like MSN, Yahoo and Google. The set 
of data is classified into three categories as disconnected characters CAPTCHA, 
Connected Characters CAPTCHA and Overlapped CAPTCHA. The accuracy of 
segmentation in these experimental results is based upon the numbers of characters in 
different images For example; every image in the MSN system has 8 characters. If the 
algorithm can segment 40 characters from 10 images, the accuracy will be 40/ (10*8) 
= 0.5, or 50%. Fig. 8 shows the comparison of the proposed algorithm with snake 
segmentation and projection based algorithm. The segmentation accuracy of the 
proposed algorithm for breaking CAPTCHA testifies that it can be applied for a wide 
range of different CAPTCHAs. The proposed algorithm gives approximately 98% 
accuracy for the disconnected and overlapped characters where as for connected 
characters the results are improved by 42% as compared to projection based 
segmentation algorithm resulting in 85% accuracy.  Modified projection based 
algorithm shows 78% accuracy for even number of connected characters. Fig.9 shows 
result of projection based segmentation algorithm for connected characters. Fig. 10 
represents result of snake segmentation algorithm for overlapped characters. Fig. 11 
gives Graphical User Interface (GUI) representation of proposed algorithm used for 
breaking CAPTCHA. 
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Fig. 7. Proposed segmentation algorithm 
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Fig. 8. Comparison of Segmentation Algorithms 

 

Fig. 9. Projection based segmentation algorithm 

 

Fig. 10. Snake segmentation algorithm 
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Fig. 11. GUI representation of proposed algorithm 

6 Conclusion 

The proposed algorithm based on concept of projection value, concept of snake game 
and typical patterns of touching the characters, successfully segments disconnected & 
overlapped characters from CAPTCHA image. But, said this, there is always a need 
to improve the algorithm for connected characters. The characters such as W and M 
and Y and V do not give the desired results as yet. We have assumed the patterns of 
touching the characters can be one of the types as shown in table 1. We don’t claim 
about the only existence of these patterns. But these are common styles of touching 
observed in CAPTCHA image. The proposed segmentation algorithm helps to break 
CAPTCHA & thus in turn helps to measure strength of CAPTCHA. 
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Abstract. Attack analysis acts as a center of gravity in network forensics to 
resolve the cyber crime cases. Nowadays, the cyber crime strategies have 
increasingly become more complicated in the digital world. This paper proposes 
a new model to estimate the similar attack strategy with others. The model uses 
a cosine similarity method, and it depends on the attack of intention analysis as 
an effected factor to identify the similar attack strategy. The probability values 
of accuracy detection of attack intention conducted from the Attack Intention 
Analysis (AIA) algorithm. The experiments were performed on a virtual cyber 
crime case to evaluate the proposed model. From the similarity of attack 
strategy observation, the proposed model can reduce the time and processing 
cost of a decision-making at investigation phase. In addition, the attack 
intention maximizes the accuracy of similar attack strategy estimation.  

Keywords: attack analysis, attack strategy, cyber crimes, intention similarity, 
network forensics. 

1 Introduction 

Nowadays, many organizations face a lot of legal cases and security incidents in their 
digital environment online and offline. However, they spend more resources on 
analyzing attacks to their system rather than the detection and prevention solution. 
The main reason that an organization does not refer cyber crimes for legal action is 
the lack of useful evidence and insufficient information to prosecute as reported in 
[1]. Consequently, the network forensics plays an important role in the attack analysis 
process. 

Network forensic techniques enable investigators to trace the attackers. The 
ultimate goal of these techniques is to provide sufficient evidence to prosecute the 
perpetrator of the crime as described by [3, 5, 6]. In general, network forensics 
involves monitoring network traffic and determine if there is an anomaly in the traffic 
and ascertaining, whether it indicates an attack. If an attack is detected, then the 
nature of the attack is also determined.  

The variety of data sources, data granularity, anti-forensics, data integrity, data as 
legal evidence and privacy issues are some examples of the network forensics 
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challenges [2, 4, 7-13]. Evidence analysis constitutes a major challenge for many 
people who are working in network forensics [4]. Therefore, during the investigation 
phase, it becomes more complex and difficult to define the attack and apprehend the 
perpetrator. Attack intentions analysis by identifying the similar attack strategy plays 
a major rule to analyze evidence in network forensics. 

Attack intention analysis support investigators in bringing a close criminal cases 
with greater accuracy as mentioned in [13, 14]. On the other hand, identifying the 
attack strategy makes it easier for network forensic investigators to draw a possible 
comprehensive frame of the criminal case. Moreover, analyzing attack intentions and 
strategy is very important to accelerate the decision–making processes required for 
apprehending the perpetrator. 

This paper proposes a model to estimate the similarity of the attack strategy with a 
pre-defined strategies for network forensics. The model based on attack intentions 
analysis as a new vector in the similarity attack strategy metrics in order to increase 
the weight of the estimated similarity values. The proposed model uses the cosine 
similarity as a distance-based similarity measure (Metric Axioms) to show the 
strength of the relationship between the new attack evidence and pre-defined 
evidences. 

This paper is structured as follows: Section II will present a related work of 
network forensics analysis, attack intention and attack strategy. The proposed model 
will describe and define all its components in Section III. Section IV describes the 
experiments done using a virtual cyber criminal case. Section V gives results and 
analysis while the Section VI contains the conclusion and a discussion of further work 
required. 

2 Related Works 

Security analysis aims to recognize attack plans. In fact, attack plan analysis aims to 
reconstruct the scenario to find the attack intentions and strategy  using a graph 
algorithm with methods for intrusive intention recognition as used in [15]. Attack 
recognition is a significant research area in artificial intelligence. It is still in progress 
in the network security domain and as such intention analysis has become an 
important research topic [15, 16]. As an example, the main behavioral intentions of an 
intruder (such as DoS on the web server on a host, gain root privilege of a host, and 
compromise database on a host) could be observed through time observation; launch 
host; target host; and rules such as intruder preconditions, network preconditions, 
intruder effects and network effects [17].   

Attack intention is realized when it is able to identify the goal of this attack as 
mentioned in [15]. Even for a human expert, it is difficult to find a method of 
intrusion  [8], which make the prediction of the attack goal more complex. Hence, the 
attack intention as well as the attack analysis is still the main challenge in network 
forensics [2, 16, 18, 19]. 

The main technique of constructing and analyzing attack strategy is by using an 
alert correlation method. The alert correlation method used several techniques to 
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analyze the attack strategy such as a complex alerts correlation rules, hard-coded 
domain knowledge, low-level constructing attack scenarios [20-26]. However, the 
alert correlation method used to improve the intrusion prevention and/or detection 
system in advance to minimize the intrusion risks. Furthermore, the techniques 
depends on this method have difficulty in implementation and limited capabilities of 
detecting new attack strategies [8, 17, 18, 20-22]. 

In reality, the similarity measurements could improve the quality of attack analysis 
results. These results minimize the efforts , and in addition, the duration time and 
processing cost of decision-making in the investigation phase of network forensics 
[27]. The similarity methods that are based on distance, feature, or probabilistic 
measurements often used in alert correlation method, which depends on the similarity 
of the attack attributes [18, 27, 28]. The proposed model in this paper uses the cosine 
similarity as a distance-based similarity measure (Metric Axioms) to show the 
strength of the relationship between the new attack evidence with others. 
Furthermore, the proposed model uses the probability of detection accuracy values of 
attack intention as an effected factor with the attack evidence to estimate the similar 
attack strategy. The probability values conducted from Attack Intention Analysis 
(AIA) algorithm as introduced by [13]. 

3 Attack Intention Process Model 

Prediction of attack intentions depends on the nature of attack, which had been 
detected with its evidence. Detecting attacks depends on many security sensors and 
detection system products (either, commercial or non-commercial security products, 
such as IDS or sniffer). Knowing that, a specific attack that occurs depends on the 
accuracy ratio for these products. We believe the current proposed process model in 
this research that the attack was defined and detected with an acceptable degree of 
accuracy. 

This section is divided into two parts, the first part is to prepare the similarity 
attack intentions which depend on the attack intention analysis model as described in 
[14] and AIA  algorithm [13]. The second part presents the proposed model to 
estimate the similarity of the attack strategy depending on the similarity of the attack 
intentions. 

A. Preparing the Similarity Attack Intention 

Similarity attack intentions identifies the intentions of a new attack and estimates the 
similar intentions with previous ones. A similarity metric for attack intentions will be 
generated to determine similar intentions. At the beginning, the attack intentions will 
identify the current attack. A similarity metric for attack intentions will be generated 
in the next step to determine a similar intentions. Finally, it will select intentions 
based on the similarity of attack intention between the new attack and previous 
attacks. Also, it uses a predefined attack evidence depository, which consists previous 
intentions.  
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The network tools, such as Wireshark, WinPcap will be used for monitoring and 
capturing the network traffic. Moreover the Snort will be used as a Network Intrusion 
Detection System (NIDS). In the first step, the network traffic will be captured, which 
it will normally produce a huge volume of alerts and security data. A copy of the 
captured data will be analyzed in the next step to identify attack alerts in advance to 
collect all the possible evidence of the new attack. Hence, all possible attack 
intentions, which are related to the new attack, will be prepared. 

Attack intention probability for each possible intention will be computed using the 
AIA algorithm [13]. The attack intentions similarity metric will be generated via 
association between the intention probability values with a relevant attack group. 
Finally, the similarity attack intentions metric will select the closest match to the 
attack intentions of the new attack.  

Accordingly, the similarity attack intentions metric aims to estimate the similarity 
of intentions for a new attack with others. It defines a set of attacks named {PA} 
contains all of past attacks, where PA={A1, A2, A3, … , An} which n is the integer 
number. For each attack, there is a set of evidence name {AE} detected during 
analysis of the attack where AE={E0, E1, E2, … , Ei}, which i is the integer number. 
Another set name {AI} will define the contains of all attack intentions for all 
predefined attacks, where AI={I1, I2, I3, … , In}, which n is the integer number. Each 
attack intention or more from the set {AI} relevant with one attack or more from the 
predefined attacks set {PA}. That means the relation between set {AI} and set {PA} 
is many-to-many. 

The probability value will be assigned for each attack intention of the set {AI} 
using AIA algorithm [13]. Suppose that there is a new attack name Ak where it 
belongs to the {PA} set, this attack has a set of intentions name {AkIx}, which is a 
subset of {AI} and x>=1. The similarity attack intentions metric tries to estimate the 
similarity between the new attack intentions with others. Firstly, it will find all attacks 
which have one or more of the attack intention from the subset of {AkIx}. It computes 
the sum of all the probability value of attack intentions for one attack, which is 
relevant and similar to the Ak intentions. The similarity of attack intention computed 
as The total probability value of attack intentions divided by the total number of the 
similar intentions of a specific attack, as follows:  
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Where k is the integer number of new attack; n is the integer number to determine a 
predefined attack number; x is the integer number to determine the relevant intentions 
with attack n; and r is the total number of the AkIx intentions. From the (1) the 
intentions similarity metric will be generated. However, to find the similarity of attack 
intention for the new attack AK with the others, we select the maximum similarity 
attack intention value from the intentions similarity metric, as follows:  
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Where the value of n presents the maximum similar attack number, which is the 
closest with new one Ak.  

B. Similarity Attack Strategy Model Based on Intentions 

This section presents a model to estimate the similarity attack strategy depending on 
attack intentions, which  is generated by the similarity attack intention analysis 
process as described in the previous section. The new model aims to estimate the 
similarity of attack strategy for a new attack with others. The proposed model 
contains three components as shown in Fig. 1. 

The first component aims to classify attack strategy with new addition factor, 
which is an attack intention. The second component to generate a similarity metric 
contains all possible strategy that is similar to the new attack strategy. Finally, the 
third component estimates the similarity of attack strategy based on the maximum 
similar attack evidence weight after adding analyzed attack intentions. The three 
components are described as follows: 

1) Classify Attack Strategy: In this component, the predefined attacks {PA} and attack 
evidence {AE} sets should be identified at the beginning. The similarity attack 
intentions metric for the new attack name Ak is symbolized as (SimAnI(Ak)), which 
produced the next component and added as a new vector to the similarity attack 
evidence vectors. This addition will affect the weight of the similarity value for the 
new attack Ak with others. Therefore, it is given as a set of priority value of n attack 
evidence (PAnAE); and a group of n attack evidence AnG. Each priority value of 
attack evidence (PAnAE) is classified into one attack evidence group (AnG) through 
classifier function C(PAnAE), where (PAnAE) is the domain of C(PAnAEi), and (AnG) 
is the co domain/target of C(PAnAE), i.e. AnG=C(PAnAE). In the expression 
C(PAnAEi), (PAnAEi) is the argument, and C(PAnAEi) is the value, where n denotes 
an attack number and i evidence identity. Each attacks evidence pointed out the 
similarity of the new attack Ak strategy vectors defined based on the classification 
evidence function C(PAnAE), as follows: 
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The attack evidence point (PAnAEi, PAnGi+1) means that every attack evidence has a 
priority value (PAnAEi) assigned from the predefined attack evidence priority 
database and classified into one attack evidence group (PAnGi+1) through the classifier 
function (C(PAnAE)). After that, the distance between the new attack Ak evidence and 
the other predefined attack evidence, which have the same classification group, will 
be calculated using Euclidean distance (Euc(AkEi,AdEi)). 

2) Generate Attack Strategy Similarity Metric: The cosine similarity function 
Sim(AkEi,AdEi) used to generate a similarity metric between the new attack Ak with 
other attacks evidence which have the same group. It is computed by product of the 
new attack Ak evidence with other (AkEi)•(AdEi), which presented as vectors, divided 
by the Euclidean distance between (AkEi) and (AdEi) (Euc(AkEi,AdEi)). 
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The ratio resulting from this equation presents the cosine angle between the attack 
evidence and intention classifier vectors, with value between 0 (cosine(90)=0) which 
means, it is completely unrelated to a specific evidence group, and 1(cosine(0)=1), 
which means it is completely related. 

 

 

Fig. 1. Similarity Attack Strategy Model based on Intention Analysis 

3)  Estimate Similarity of Attack Strategy: In this component, each predefined attack 
has a weight introduce the closeness ratio with the new attack Ak. The weight will be 
calculated by summing up all the similarity attack evidence with the new attack  
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Ak (SimAdAEi (Ak)), added to the similarity of attack intentions with the new attack 
Ak (SimAdI(Ak)). The result will be divided by the number of evidence plus one for 
attack intentions factor. 

The maximum weight Ad from the set of predefined attacks {PA}, which is 
distinguished by the attack number (d), will be a candidate to be a closeness ratio of 
the similarity attack strategy with the new attack Ak (SimAS(Ak)). 

4 Experiments 

To evaluate the proposed model, this paper will use a virtual cyber criminal case 
which is caused by the unspecific network attack. This case detects from network 
traffic which is captured and analyzed by using monitoring and analyzing network 
tools such as Wireshark, WinPcap, NetworkMiner and Snort as a Network Detection 
System (NIDS). In addition, this tool is also used to construct all possible evidences 
associated with the cyber criminal case.   

Assumed that this attack named A6, and the attack intentions analyzed using AIA 
algorithm and detected as a set of three attack intentions reserved for A6Ix set, where x 
presents the number of intention. So the A6I={I2, I4, I5}. The probability values for each 
intention presents the height value of detection accuracy after analyzing process and it 
equal (0.67) for each one. Suppose that the predefined attack set is AP={A1, A2, A3, A4, 
A5), which each attack has the set of evidence AE={E0, E1, E2, E3, E4, E5, E6, E7, E8, E9, 
E10}, and the predefined attack intention set is AI={I1, I2, I3, I4, I5, I6, I7, I8, I9, I10}.  

According to the proposed model, each attack intention or more from set {AI} is 
relevant with one attack or more from the predefined attacks set {PA}. The probability 
of each attack intentions presented in Table 1 as a metric, which is the intersection 
between the rows and columns identified the attack intention accuracy probability of 
decoction accuracy value where the (0) value means that there are no intention of the 
same type. In addition it shows the similarity values of A6 intention with others. The 
maximum similarity attacks intention value SimAI(A6) from the intentions similarity 
metric as shown in Table 1 is (0.396667), which associated with the attack A4. This 
value could increase the estimated value to detect the similarity of attack strategy.  

Table 1. Similarity Attack Intention Metric Of The Attack A6 

 A1 A2 A3 A4 A5 

I1 0.53 0 0.46 0 0.62 

I2 0 0.25 0.36 0 0.25 

I3 0.35 0 0 0.52 0 

I4 0 0.42 0 0.65 0 

I5 0.45 0 0.41 0.54 0.44 

I6 0 0 0 0.31 0 

I7 0 0.62 0.23 0 0 

I8 0.35 0 0 0.26 0 

I9 0 0.26 0.35 0 0.33 

I10 0 0.25 0.45 0 0.45 
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Applying the classifier function to the attack A6, assume that the 
C(PA6AE)={(3,1), (5,2), (6,3), (2,4), (3,5), (1,6), (3,7), 5,8), (6,9), (7,10)} is used to 
estimate the similarity of evidence to the predefined attack set {AP} evidence in order 
to generate the similarity metric. In reality, the proposed model manipulates with an 
uncertain evidence, so the similarity metric contains a match similarity evidence value 
that are completely related evidence with attack A6. Table 2 shows the similarity 
metric between attack A6 with other attacks evidences which have the same group, 
and also the similarity of attack intentions with others. 

Table 2. Similarity Attack Strategy Metric of the Attack A6 

 A1 A2 A3 A4 A5 

A6E0 0 0 1 1 0 

A6E1 0 0 0 0 0 

A6E2 0 1 0 1 1 

A6E3 1 0 0 0 0 

A6E4 0 0 0 0 0 

A6E5 0 1 1 0 0 

A6E6 0 0 0 0 0 

A6E7 0 0 1 1 0 

A6E8 0 0 0 0 0 

A6E9 1 0 0 1 0 

A6E10 0 0 0 0 1 

SimAI(A6) 0.15 0.223333 0.256667 0.396667 0.23 

 

5 Results and Analysis 

The advantage of similarity attack strategy based on an attack intention model where 
the similarities of attack strategy are based on an important and effected factor. This 
factor is the intention of the attack, which is generated after the process of analyzing 
attack evidence and predicted intention. In other words, the model exploits the data 
that have been analyzed before, and linked the results of factor analysis in order to 
find a similar strategy to new the attack.  

As a result, the maximum weight of similar attacks A6 strategy (SimAS(A6)), 
which is conducted from the metric of similarity attack strategy go to attack A4 from 
the set of predefined attacks {PA} with the value (0.366389) as shown in Fig. 2. That 
means, the attack A4 will be a stated to be the closest ratio of the similarity attack 
strategy with the new attack A6. Moreover, the Figure shows the strength of the 
relationship between the attack intention and the estimated value of similar attack 
strategy. The relation shows that the attack intention effect to identify more accurate 
estimation values for similar attack strategy.  
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Fig. 2. The Maximum Weight of Similar Attacks (A6) Strategy 

6 Conclusions and Future Work 

Attack strategy is a necessity factor needs to be analyzed in network forensics attack 
analysis phase to identify the methodology of the attacker. This paper proposes a new 
model to estimate the similar attack strategy based on the probability of detection 
accuracy of attack intentions. The estimated probability values with similarity of 
attack evidence values need to be combined together to estimate the similar attack 
strategy with the predefined attack strategy. The results prove that the attack intention 
analysis increases the accuracy of estimation values of similarity attack strategy with 
other.    

The current network forensics investigation process, which acts as a reactive 
approach is time consuming, costly and an error-prone process to apprehend the real 
perpetrator. Future research should manipulate the network forensics process in a 
proactive way. Furthermore, the phases of network forensics must be a 
comprehensive and satisfied with the integrity constraints in advance to enhance the 
quality of incident response decision-making. 
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Abstract. At present, considerable amount of work has been done in tele-
monitoring that involves transmission of biomedical signals through wireless 
media. Exchange of bio-signals between hospitals requires efficient and reliable 
transmission. Watermarking is added “ownership” information in multimedia 
content to prove authenticity, verify signal integrity, and achieve control over 
the copy process. The ECG signal is a sensitive diagnostic tool that is used to 
detect various cardio-vascular diseases by measuring and recording the 
electrical activity of the heart in exquisite detail. This paper proposes a method 
of binary watermark embedding into the Electrocardiogram (ECG) signal and a 
self recovery based watermark extraction mechanism using Stationary Wavelet 
Transformation (SWT), Spread-Spectrum and quantization. In this approach, 
the generated watermarked signal having an acceptable level of imperceptibility 
and distortion is compared to the original ECG signal. Finally, a comparative 
study of detected P-QRS-T components is done to measure the diagnostic value 
change as an effect of watermarking. In this approach the generated 
watermarked ECG signal having an acceptable level of imperceptibility and 
distortion is compared to the Original ECG signal based on Peak Signal to 
Noise Ratio (PSNR) and correlation value.  

Keywords: ECG, Stationary Wavelet Transformation (SWT), P- QRS-T 
Components, Quantization, Spread- Spectrum. 

1 Introduction 

Doctors and medical practitioners often exchange medical signal in various diagnostic 
centers for mutual availability of diagnostic and therapeutic case studies. The 
communication of medical data through signals requires authentication and security. 
Embedding of watermarks in signals can cause distortion in the signals. As the signals 
convey information required for detection of diseases, hence any kind of distortion 



348 N. Dey et al. 

can result in erroneous diagnosis. Embedding of watermark [1, 2, 3] in ECG signal 
causes compromise with the diagnostic value of medical signal. Achieving medical 
watermarking is a challenging task. 

An ECG signal is composed of successive repetition of ‘PQRST’ in monotony. In 
the beginning, a crest is generated from the linear signal to form the ‘P’ wave. The 
declining linear wave soon gets a downward deflection labeled as ‘Q’ wave. A sudden 
upright deflection can be observed just beyond the Q wave to form a high cone i.e. the 
‘R’ wave. On its decline a slight downward deflection is the ‘S’ wave. A noticeable 
hinge after the ‘S’ wave is known as ‘T’ wave that marks the end of a segment of the 
ECG signal. [4] 

 

Fig. 1. P, QRS, T Components 

Watermarking is the process of embedding data into a 1-D or 2-D signal for 
security purpose. Blind watermarking scheme does not require the original signal or 
any other data. Watermark insertion is done by using an embedding algorithm and a 
pseudo-random key. Blind-watermarking provides a scope for the authentication of 
the original signal or to provide patient information (Electronic Patient Report).  

In 2-D signal processing, watermarking schemes can be classified either as Spatial 
Domain or as Transformed Domain. Least Significant Bit (LSB) [5] insertion is a 
very simple and common approach to embed information in an image in special 
domain. The limitation of this approach is vulnerable to every slight image 
manipulation. Converting image from one format to another format and back could 
destroy information hidden in LSBs. Watermarked image can be easily detected by 
statistical analysis like histogram analysis. This technique involves replacing N 
number of least significant bit of each pixel of a container image with the data of a 
watermark. Watermark is destroyed as the value of N increases. In frequency domain 
analysis data can be kept secret by using Discrete Cosine Transformation (DCT) [6, 
7]. Main limitation of this approach is blocking artifact. DCT pixels are grouped into 
8x8 blocks that are each transformed into 64 DCT coefficients. A modification of a 
single DCT co-efficient will affect all 64-image pixels in that block. One of the 
modern techniques of watermarking is Discrete Wavelet Transformation (DWT) 
approach [8, 9]. In this approach the imperceptibility and distortion of the 
watermarked 2-D signal is acceptable. Proposed watermarking method deals with a 
stationary wavelet transformation based blind-watermark technique where the 
pseudo-random key for the embedding process is generated from the signal itself.  
 



 SWT Based Self-Recovery of Blind-Watermark from Electrocardiogram Signal 349 

The extraction mechanism of the watermark is self-recoverable. A comparative study 
of detected P, QRS and T components is done to measure the diagnostic value 
changes as an effect of watermarking. 

2 Methodology 

2.1 Stationary Wavelet Transformation 

The wavelet transform describes a multi-resolution decomposition process in terms of 
expansion of an image into a set of wavelet basis functions. Discrete Wavelet 
Transformation (DWT) has its own excellent space frequency localization property. 
Application of DWT in 2D signals corresponds to 2D filter image processing in each 
dimension. The input image is divided into 4 non-overlapping multi-resolution sub-
bands by the filters, namely LL1 (Approximation coefficients), LH1 (vertical details), 
HL1 (horizontal details) and HH1 (diagonal details). The sub-band (LL1) is processed 
further to obtain the next coarser scale of wavelet coefficients, until some final scale 
“N” is reached. When “N” is reached, 3N+1 sub-bands are obtained consisting of the 
multi-resolution sub-bands. Which are LLX and LHX, HLX and HHX where “X” 
ranges from 1 to “N”. Generally, most of the image energy is stored in the LLX sub-
band. 

 

Fig. 2. Three phase decomposition using DWT 

Stationary Wavelet Transform (SWT) [13] is the modification of Discrete Wavelet 
Transform to make it translation-invariant in nature that does not decimate 
coefficients at every transformation level. Translation-invariance is achieved by 
removing the downsamplers and upsamplers in the DWT and upsampling the filter 

coefficients by a factor of  in the th level of the algorithm. It is an inherently 
redundant scheme as the output of each level contains the same number of samples as 
the input. So for decomposition of N level there is a redundancy of N in the wavelet 
coefficients. This algorithm, proposed by Holdschneider is also known as "algorithme 
à trous" which refers to inserting zeroes in the filters. 
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Fig. 3. Three phase decomposition using DWT 

Haar wavelet is not continuous, and therefore not differentiable. This property can 
however be an advantage for the analysis of signals with sudden transitions. 

2.2 Signal Denoising 

Artificially added random noise [10] in the signal is removed by thresholding of the 
SWT coefficients up to level 2 using sym 4 wavelet function. As a thresholding method, 
a soft global threshold δ of an estimated value given by the following Eq. is used. 

 

where the noise is Gaussian with standard deviation σ of the SWT coefficients and L 
is the number of samples of the processed signal. 

Thresholding can be either soft or hard. In soft and hard thresholding, the entire 
signal values zeroes out if the signal values are smaller than δ. In case of soft 
thresholding the subtraction of δ from the signal values is larger than δ. 

3 Proposed Method 

3.1 Processing ECG Signal for Watermarking 

ECG signal is read and the length is calculated followed by the detection of the P, Q, 
R, S and T components [11]. 

Watermark Embedding 

Watermark embedding process is explained in Figure 4. 
   

Step 1. ECG signal is converted into a largest possible square 2-D signal followed 
by decomposition into four sub bands (Ca1, Ch1, Cv1 and Cd1) using SWT. 

Step 2. Ca1 is further decomposed into four sub bands (Ca2, Ch2, Cv2 and Cd2) 
using SWT. 

Step 3. A binary watermarked image is converted into 1D Vector. 

Step 4. The absolute value of approximation coefficient of the ECG Signal is 
rounded off. 



 SWT Based Self-Recovery of Blind-Watermark from Electrocardiogram Signal 351 

Step 5. The rounded off values are quantized into steps as specified by partition 
vector (partitioned into three segments) and encoded based on the 
codebook vector [-1, 0, 1].   

Step 6. Quantized values are converted into 2D matrix. 

Step 7. Random permutation is applied twice on the quantized matrix to generate 
two different pseudo-random sequences (PN_Sequence1, PN_Sequence2). 

Step 8. Ch1 and Cv1 sub bands are modified followed by the modification of Cd2 

accordingly by PN_Sequence1 and PN_Sequence2 depending upon the 
content of the secret 1D image vector to be embedded. 

Step 9. Four sub bands of the 2nd level SWT decomposed 2D signal including 
modified sub bands are combined using Inverse Stationary Wavelet 
Transform (ISWT). 

Step 10. Four sub bands of the 1st level SWT decomposed 2D signal including 
generated resultant 2D signal are combined to generate the Watermarked 
2D signal using ISWT. 

Step 11. Watermarked 2D signal is reshaped into 1D signal. 

 

Fig. 4. Watermark Embedding Process 
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Watermark Extraction 

Watermark extraction process is explained in Figure 5. 

Step 1. The watermarked ECG signal is converted into a largest possible square 
2-D signal followed by decomposition into four sub bands (Ca1, Ch1, 
Cv1 and Cd1) using SWT.  

Step 2. Cd1 is further decomposed into four sub bands (Ca2, Ch2, Cv2 and Cd2) 
using SWT. 

Step 3. The absolute value of approximation coefficient (Ca1) of the 
watermarked ECG Signal is rounded off. 

Step 4. The rounded off values are quantized into steps as specified by partition 
vector (partitioned into three segments) and encoded based on the 
codebook vector [-1, 0, 1].   

Step 5.   Only the size of the watermark image is sent to the intended receiver via 
a secret communication channel. 

Step 6. Watermark image can be recovered from the Ch2, Cv2 components of 
the watermarked 2D signal after 2nd level SWT decomposition using 
correlation function and knowing the size of the modified ECG signal. 

 

Fig. 5. Watermark Extraction Process 

3.2 P, QRS and T Components Detection from Watermarked ECG Signal 

P, QRS and T components detection from Watermarked ECG Signal is explained in 
Figure 6. 
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Step 1. 2-D watermarked ECG Signal is reshaped into 1-D signal. 

Step 2. Signal denoising using soft thresholding method. 

Step 3. P, QRS and T components peaks are detected from the denoised ECG 
signal based on our proposed P, QRS and T components detection 
method. 

Step 4. The time intervals are again calculated considering the positions of two 
consecutive same-labeled peaks.  

Step 5. A comparative study is done for the two consecutive ‘R’-peaks and other 
peaks intervals between original and watermarked ECG signal. 

 

Fig. 6. Comparison between P, QRS and T components Detection from Original ECG Signal 
and Watermarked signal 

4 Result and Discussion 

MATLAB 7.0.1 Software is extensively used for the study of the ECG watermarking 
embedding and extraction process. Concerned images obtained in the result are shown 
in Fig. 7. 

The sample ECG signal analyzed in this method as test cases are rendered by 
Suraha Nursing Home, Kolkata. 

4.1 Peak Signal to Noise Ratio (PSNR) 

It measures the quality of a watermarked signal. This performance metric is used to 
determine perceptual transparency of the watermarked signal with respect to original 
signal: 
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                 (a)                                                        (b) 

                      
                  (c)                                                       (d) 

   
   (e)                          (f) 

      
    (g)                          (h) 

Fig. 7. (a) Original ECG signal(200 sec. long), (b) Plot of ECG signal with P-QRS-T, (c) 
Original Watermark Image, (d) Recovered Watermarked Signal, (e) Recovered Watermarked 
De-noised Signal, (f) Recovered Watermark Image,  (g) Detected P,QRS and T Components 
after Watermark Extraction, (h) Overlay of original and de-noised watermarked ECG signal 

                                         PSNR =  
(1) 

where, M and N are number of rows and columns in the input signal,    is the 

original signal and  is the watermarked signal 

PSNR between the original signal and watermarked signal is 24.7424 as shown in 
Table 1. 
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Table 1. PSNR Value 

Original ECG Signal 
vs. Watermarked Signal 

PSNR 

24.7424 

4.2 Correlation Coefficient 

After secret image embedding process, the similarity of original signal x and 
watermarked signal x' is measured by the Standard Correlation Coefficient (c) as 
follows: 

                              

(2) 

where y and y' are the discrete wavelet transforms of x and   x'. 
Correlation (corr2) between watermark image and the recovered watermark image 

is shown in the Table 2. 

Table 2. Correlation Value 

Correlation  between  
original Watermark image and 
recovered Watermark Image 

 
0.8108 

 
It is observed that the extracted watermark is of good visual quality and the method 

is best suitable for copyright protection technique. 

Table 3. Average R-R Interval Before and After Watermarking 

Interval 
Total  
no. of 

Interval 

Average 
Interval Before 
Watermarking 

Average 
Interval After 
Watermarking 

R-R 10 0.631 0.6400 
 
R-R interval is the inverse of the heart rate. 
Heart Rate=60/Avg. R-R Interval (Beats-per-minute) 

Table 4. Heart Rate Before and After Watermarking 

Heart Rate Before 
Watermarking 

Heart Rate After 
Watermarking 

95.08 93.75 
 
 
Heart rate almost remains unaffected even after applying watermark. 
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Cardiac output can be defined as the blood ejection from the left or right ventricle 
into the aorta or pulmonary trunk per minute. 

 
Cardiac Output = Heart Rate * Stroke Volume 

where, Stroke Volume is defined as the amount of blood pumped by each ventricle 
with each heartbeat (Average 70ml. per beat for the adult at rest). 

Stroke Volume is the difference between end diastolic volume and end systolic 
volume [12].  

Cardiac output remains unchanged as an effect of watermarking. 

Table 5. Average Q-T Intervals, QTC intervals  of Two Consecutive Peaks Before and After 
Watermarking and Average QRS Duration in seconds before and after watermarking 

Sl. No. Interval 
Total no. of 
Interval 

Time Intervals 
Before 
Watermarking 

Time Intervals 
after 
Watermarking 

1 Q-T 10 0.255 0.2600 
2 QTc 10 0.317512131 0.3250 

3 QRS 10 0.055 0.0600 

5 Conclusion 

Since the application of wavelet transformation in electro cardiology is relatively a 
new field of research, many methodological aspects (choice of the mother wavelet, 
values of the scale parameters) of the wavelet technique requires further 
investigations in order to improve the clinical worth of medical signal processing 
technique. Imperative clinical utility is drawn from the innovative application of 
wavelet transformation in electro cardiology.  

Proposed technique of Self-recovery based blind-Watermarking Technique is 
useful in telecardiology applications for authentication of the source of the 
information. In this present work, due to watermark embedding a negligible change 
occurs in the original ECG signal which generates some imperceptibility of ECG 
data. However, owing to strong security aspects this small amount of 
imperceptibility is acceptable. The values of correlation and PSNR are very much 
encouraging regarding the accuracy of the recovered image and quality of 
reconstruction of the ECG signal, respectively. The major advantage of this 
approach is self-authentication technique that eliminates the cumbersome process of 
adjoining the session key or its transfer from sender to receiver end. This has 
reduced the hazardous complexity resulting in imperious telecardiology scope for 
much better and successful treatment. 
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Abstract. Cloud computing is a new hype and a buzz word in today’s business 
computing world due to its pay-as-you-use model. Organizations are at the edge 
of a computing revolution which can change the way traditional enterprise IT is 
run currently. Even with all its benefits, medium to large businesses fear 
migrating to this computing paradigm because of the security nightmares 
associated with it. Organizations fear loss of control over their own data and are 
apprehensive about the cloud vendors’ security measures for the same. This 
paper describes the design roadmap for the architecture of eCloudIDS, a next-
generation security system with innovative hybrid two-tier expert engines, 
namely uX-Engine (tier-1) and sX-Engine (tier-2), approach for cloud 
computing environment. eCloudIDS architecture uses both supervised and 
unsupervised machine learning techniques from artificial intelligence cradle 
which can ease some of the contemporary urgent security threats present in 
today’s cloud computing environment. 

Keywords: eCloudIDS, uX-Engine, sX-Engine, Behavior Analyzer, 
eCloudIDS C3, Cloud VM/Instance Monitor, CIM, H-log-H, Standard Audit 
repository, SAR, Special Permission Audit repository, SPAR, Acute Audit 
Repository, AAR, Warning level Generator, Alert System, two-tier expert 
engine, state-of-the-art cloud computing security taxonomies. 

1 Introduction 

Enterprise IT is abuzz with the notion of cloud computing. It is changing the 
perspective of the business world towards their IT solutions. From renting IT 
resources such as infrastructure to platforms to software, to ubiquitous on-demand 
service, cloud computing has simplified all under its ambit. The end-users need not 
know the details of a specific technology while hosting their applications, as the 
service is completely managed by the cloud service provider (CSP) [1] [2]. Users can 
consume services at a rate that is set by their particular needs while paying relatively 
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cheaper rates and the CSP takes care of all the necessary complex operations on 
behalf of the user. It provides the complete system which allocates the required 
resources for execution of user applications and management of the entire system 
flow. Figure 1, describes the visual representation of the architecture of cloud 
computing. 

 

Source: Madhan Kumar Srinivasan, et al.: State-of-the-art Cloud Computing Security 
Taxonomies – A classification of security challenges in the present cloud computing 
environment. DOI: 10.1145/2345396.2345474, ACM (2012)[1]. 

Fig. 1. Cloud Computing Architecture 

Additionally, this new model has gathered many proponents because of being 
labeled as a ‘Greener computing alternative’ [3]. Analysts say that pooling of 
resources and facilities can help cut significant costs for a company. In addition, this 
also has an extremely positive effect on the environment as an AT&T supported study 
posits [4]. By 2020, the group estimates, large US companies that use cloud 
computing can achieve annual energy savings of $12.3 billion and annual carbon 
reductions equivalent to 200 million barrels of oil. 

Even though, cloud computing carries with it the charm of a win-win situation for 
all stakeholders today in the IT scenario, there are many security concerns that are 
preventing companies from migrating to this modern computing paradigm [1] [5] [6]. 
It is important to understand and address these security gaps by taking into account 
the user privacy and sensitivity of data in critical enterprise applications when it gets 
deployed on cloud, especially in public (and hybrid) cloud environments. 

Security of information systems has become a burgeoning issue of concern with 
respect to present computing needs. We find ourselves paralyzed against not only the 
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growing ways of security breaches from a malicious intruder, but also from insiders 
with whom there is an implicit code of trust. This has caused a major challenge for 
system administrators as increasing vulnerabilities need expensive and more complex 
security mechanisms. The issues of identity theft, unauthorized action in the network, 
access to information, manipulation of this information, rendering a system unreliable 
or unusable [7] are still persistent to this day and age. These threats form the basis of 
all security surveillance and monitoring measures. 

A fast action online intrusion detection system (IDS) is the first line of control to 
detect an intrusion so that provisions can be made to handle it and try to prevent it 
completely, or reduce the harm done by it. The monitoring of a user’s behavior on a 
host is the first important measure that can be taken up by an IDS. The system can 
block access to the network, and isolate the system if a threat is detected so as to not 
let it propagate to other system resources. 

A major challenge of coping with issues of threat and misuse is that only the audit 
trails of an operating system can be of any viable use to the security enforcer. Even 
after vulnerability is handled, it is essential that continuous monitoring of the system 
is done and new threats and unwarranted behavioral patterns of a user can be reported 
immediately. For this reason, it must be assumed that such a monitoring mechanism 
can generate a report or is alive even after a host has been compromised. Even here a 
measure of uncertainty exists, where a user’s normal behavior and abnormal behavior 
cannot be correctly mapped. Such issues will need the IDS to be trained based on 
experience continuously.  

In this paper we propose an innovative security solution titled “eCloudIDS” is a 
next-generation security system which is built based on hybrid two-tier expert engines 
especially for the public cloud computing environment. More specifically, eCloudIDS 
is a prototype hybrid security system that will monitor user behavior and sound alerts 
on intrusions from both inside and outside sources based on artificial intelligence 
machine learning mechanisms [8] (both supervised and unsupervised). eCloudIDS 
works efficient towards security threats related to public cloud computing 
environment; especially with respect to its top three State-of-the-art cloud computing 
security taxonomies [1] such as logical storage segregation & multi-tenancy security 
issues (taxonomy #1), identity management issues (taxonomy #2), and insider attacks 
(taxonomy #3).  

2 Related Work 

Taking into account the current cloud scenario, multi-tenancy issues are fundamental 
to cloud computing. CSPs are able to build their network infrastructure that are highly 
scalable, computationally very efficient and easily rises to serve many customers who 
share the CSP’s infrastructure. This clearly means that tenants share infrastructure 
resources like hardware, servers, computing power and data storage devices. With 
SaaS (Software-as-a-service) tenants are sharing the same application, which means 
their data is likely to be stored in same database and may even share same database 
table [9]. Due to this, the possibility of access to one’s confidential data by other 
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tenants is very high [10]. In order to address this issue, the CSP’s should provide 
proper ways of data isolation and logical segregation [1]. 

Identity Management part of cloud computing needs to be more secure and 
reliable. The “pay as you use” model really needs a sophisticated IdM system to take 
care of the granular provisioning of resources to users. As the identity and access 
management in traditional systems still face  many challenges [11] [12] from various 
aspects such as security, privacy, provisioning of services it clearly needs to be more 
secure and sophisticated in case of cloud computing systems. As stated by [13] an 
IdM module in cloud environment has to manage dynamic composite/ 
decommissioned machines, control points, virtual device or service identities, etc. 
IdM, in cloud, should ideally store a VM’s (Virtual Machine) details till it is active. 
Meanwhile, access to its relevant stored data has to be monitored and granted based 
on the defined access level for that mode as mentioned in the SLA. Traditional IdM is 
not directly suitable for cloud computing due to these features of cloud. Today’s 
cloud requires dynamic governance of typical IdM issues like provisioning/de-
provisioning, lifecycle management, entitlement, synchronization, etc. 

One of the main reasons for customers hesitating to deploy their information on 
cloud is because they lose direct control on their private data. Even though existing 
CSP’s assure that this issue will be taken care of, since the CSPs are outside the circle 
of trust for enterprises, customers are still apprehensive about the security of their 
data in the cloud environment. CSP’s may not be willing to provide information of 
their employees who will have access to the client’s data and the way of monitoring 
their access. [1] [5] categorize “Malicious Insider” as one of the top three security 
threats in the cloud environment. According to an Intel survey’s [14] key findings, 
organizations that have adopted public cloud are facing a higher number of security 
breaches than they experience with their traditional IT infrastructure. As high as 28 
percent of companies, who have migrated to public cloud, have experienced a security 
breach. Gradually, IT experts concur that this number is higher than what they 
experienced with their in premises computing. Finally, this report concludes that 
nearly one-third of the security threats faced by companies come from internal 
sources. In addition, Verizon 2010 data breach report [15] indicates that there is a 
26% increase in the data breaches by malicious insiders accounting to a total of 48% 
of data breaches being carried out by malicious insiders.  Although this number is 
same for both traditional infrastructure and cloud computing, the consequence of such 
a breach in a cloud scenario has far greater implications. It can lead to situations like 
financial impact, brand damage, huge productivity losses, etc. BBC’s research report 
[16] sensitizes that insider attacks are on the rise so even though the cloud provider 
may be trusted, a cloud administrator could potentially be a rogue. 

3 Cloud Security Challenges – Considered and Resolved by 
eCloudIDS 

IT enterprises have significant security concerns about both public and private cloud, 
but research shows that IT professionals are most concerned about the security of the 
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public cloud [14]. In a public cloud environment, the greatest concern is access 
control i.e. the control of corporate data and services to only authorized users. 
Another concern is the lack of control over resources. And the third major concern is 
inadequate firewalling. This situation brings up the following security concerns to be 
adequately addressed by CSP. 

Security Concern #1: Who retains the data ownership and control ownership?  
Security Concern #2: Who maintains the audit records of the data?  
Security Concern #3: What is the mechanism in the delivery of this audit record to 
the customer?   
Security Concern #4: As a real owner of the data, does the CSP allow customers to 

secure and manage access from end-users (customer’s client)?  

To handle such sensitive situations, CSP must ensure proper data isolation. This 
isolation is not only concerned with protecting data (& applications) from threats or 
external penetrations, but also preventing unwanted changes by the CSP employees. 
Hence, providing security to the user data, which is logically segregated, from any 
other user (and/or CSP) in terms of unauthorized access/attacks, isolation of data, and 
maintaining proper compliance & SLAs becomes the order-of-the-day of all cloud 
computing security concerns. 

Our proposed ‘eCloudIDS Architecture’, a next-generation hybrid two-tier expert 
engine-based IDS for cloud computing environment, has been designed taking in 
view of the top three State-of-the-art cloud computing security taxonomies [1] as 
mentioned below (from #1 to #3). The eCloudIDS takes into account the behavioral 
patterns of persons accessing the cloud VMs, and also all abnormalities and 
inconsistencies brought by attackers from CSP’s side, hobbyist hackers accessing 
cloud through Internet, malicious worms, viruses etc. 
The security challenges considered and addressed (up to an extent) by eCloudIDS are 
as follows: 

eCloudIDS Resolved Issue #1: Logical storage segregation and multi-tenancy 
security issues 
eCloudIDS Resolved Issue #2: Identity management issues 
eCloudIDS Resolved Issue #3: Insider attacks 
eCloudIDS Resolved Issue #4: Hacker attacks 
eCloudIDS Resolved Issue #5: Signature based attacks caused by Worms, 
Viruses, Trojans, etc. 

4 eCloudIDS Architecture 

This section details the eCloudIDS architecture. eCloudIDS is primarily designed 
based on its two main subsystems namely uX-Engine and sX-Engine. These 
subsystems are functionally built by unsupervised and supervised machine learning 
algorithms, respectively. Due to the availability of a wide range of these machine 
learning techniques, organizations that implement eCloudIDS, can opt for algorithms 
that are better suited for their business needs. The appropriate selection of these 
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machine learning techniques (single algorithm or combination of algorithms) decides 
the scope, accuracy and efficiency of eCloudIDS as an end product. Fig. 2 depicts 
eCloudIDS reference architecture along with its process workflow.  

Fundamentally this architecture design is targeted for specific singular 
VM/Instance (Virtual Machine) on the cloud IaaS infrastructure. Our motive in 
designing the eCloudIDs architecture was to ensure that the end product of the CSP 
i.e. the VM, which is resourced to the customers for deployment of applications and 
data, is secure. For this reason, an IDS for each resourced VM becomes necessary.  
From the CSPs point of view, based on security the utmost importance must be given 
to: 

1. The underlying infrastructure i.e. cloud infrastructure or IaaS (created on top 
of CSP’s hardware and networking resources) 

2. VM’s (which are created for the purpose of CSP’s customers) 

 

Fig. 2. eCloudIDS Architecture 

These must necessarily be secure for a smooth and hassle free operation between 
the customer and the CSP. For CSPs, infrastructure maintenance is very similar to a 
company’s in premise infrastructure. A CSP need not choose anything new apart from 
the existing list of security products, digital certificates and mechanisms, as they are 
known to be strong and developed for in premises security requirements. In addition, 
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a general belief in industry is that the in-premise computing is safer than cloud (which 
means public cloud). So, this serves as the main reason for companies to look towards 
private or hybrid cloud computing for their highly secure configurations and less 
chances of intrusions. 

Let us consider the VM further. Once the underlying infrastructure is deployed, 
CSP can provide services to other companies using a pay-as-you-use model. CSP will 
segregate his infrastructure logically (but not physically) with the help of 
virtualization through hypervisors. Hypervisors are software tools which help in 
deployment and maintenance of virtual machines based on the customers’ 
requirements. Once a VM has been allocated, the customer can deploy their 
applications and data there. When a VM is up and running, the client and client’s end-
user’s may access the VM/Instance (a running VM is also called an instance) over 
Internet in general case. As the VM is accessible publically over the Internet it can 
attract the attention of attackers and hackers. 

Taking into account the above facts, it is required that the security of the VM be 
given utmost importance. Hence, eCloudIDS attempts to provide solution to this 
scenario. Further, this architecture can be used in handling multiple VM/Instances, 
based on the business requirements of the customer. 

4.1 eCloudIDS C3 

eCloudIDS Configuration & Customization Console (C3) subsystem is used to 
configure and customize the remaining multiple subsystems of eCloudIDS 
architecture with respect to the user’s requirements. C3 allows users to configure the 
file system paths and databases that need to be monitored by the architecture. This 
selective monitoring gives the users an added flexibility to decide which data needs 
greater security. Using C3, users can customize the two-tier subsystems uX-Engine 
and sX-Engine with suitable algorithms and its associated values, etc. This will also 
be used to configure the allowed and non-allowed transactions on their VMs, and the 
action that needs to be taken by the system when tampering of data is found. A 
notification system or an action based system can then be formulated based on the 
policies agreed upon by the users. In general, eCloudIDS C3 includes a huge amount 
of configuration and customization properties and activities in all subsystems of 
eCloudIDS reference architecture. 

4.2 CIM 

Cloud VM/Instance Monitor (CIM) subsystem is responsible for observing the actions 
performed on the user specified virtual machines or instances. It continuously 
monitors the VM on the user specified application-related directories and files, and 
database tables as configured in C3. CIM is responsible for monitoring all the 
activities of both authorized and unauthorized users (hackers) and inform it to H-log-
H for immediate recording of each and every activity for the configured VMs. This 
includes the recording of both normal and anomalous behaviors. CIM might result in 
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heterogeneous audit logs generation based on the nature of item accessed in selected 
VMs by any subject/user, irrespective of whether it is authorized or unauthorized.  

4.3 H-log-H 

Heterogeneous Log Handler (H-log-H) subsystem meticulously associates with CIM 
for recording each and every activity occurred on user configured VMs. Generally, 
files and directory related logs are managed and maintained by the concerned 
Operating Systems in their own formats (for example, UbuntuOS and MacOS audit 
logs are not in the same formats). Similarly, tables and database related logs are 
managed and maintained by different DBMS utilities with differences in formats (for 
example, MySQL’s and Firebird’s audit logs are not in same format). Likewise, 
depending on the type of and number of applications, tools, databases systems, etc. 
configured on VM, it produces multiple type of audit logs to H-log-H. After recording 
these heterogeneous assorted audit logs will be surrendered to Audit Log Preprocessor 
subsystem by H-log-H subsystem, for further process. 

4.4 Audit Log Preprocessor 

Audit Log Preprocessor (ALP) subsystem accepts the input from H-log-H, integrated 
heterogeneous audit logs from multiple types of application, tools, etc. Upon the 
reception of input, ALP rearranges, processes, and converts unstructured audit logs 
into structured data. During this conversion, ALP is expected to utilize numerous 
techniques and mechanisms to handle these dissimilar audit logs. Segregation of these 
heterogeneous audit logs to the corresponding log handling mechanism will help ALP 
in better management of huge amount of logs. ALP’s processed output (i.e. uniformly 
formatted structured audit logs) will be given as input to both the two-tier’s uX-
Engine and sX-Engine. Hence, ALP in eCloudIDS becomes a backbone subsystem 
which demands utmost accuracy in conversion with extreme computation complexity 
in implementation. 

4.5 eCloudIDS Tier-1 

eCloudIDS Tier-1 billets its functionality with two subsystems and its associated audit 
repositories. The tier as a whole verifies the normalcy of the audits being produced by 
the user configured VMs. 
 
uX-Engine. It is an unsupervised machine learning-based expert engine subsystem 
that predominantly focuses on the identification of activities that are allowed on the 
VM. uX-Engine deals with clustering of event logs that form normal day-to-day 
transactions on the user configured VMs. In its initial learning stage, it accepts the 
uniformly formatted structured audit logs as input from ALP, generally through a dry-
run of audit logs in VMs (for the period of 10 days, for example). These logs are used 
during the learning process of the configured unsupervised algorithm (like [8] K-
Mean, SOM [17], GHSOM, etc.) to form clusters based on relative feature mapping 
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and similarity in behavior. From these preplanned audit logs clusters uX-Engine 
learns standard activities with respect to the CIM monitored VMs. After the initial 
learning, those logs used for learning, will be stored in Standard Audit Repository 
(SAR) for future references of uX-Engine. Once the VM, has been deployed, all the 
incoming activities will be monitored by CIM and sent to ALP for preprocessing, 
through H-log-H subsystem. The preprocessed logs will then be used to verify the 
learning of the uX-Engine. The audits will be compared against the clusters formed 
during the initial training. If an audit is not found to be similar to any of the clusters it 
will be sent to the behavior analyzer for verification. Here it is assumed that an outlier 
audit can either be an intrusion attack or a normal activity that the uX-Engine has not 
learned yet.  If the audit is found to be normal it is stored in the SAR (collection of 
normal behavior audit logs).     
 
Behavior Analyzer. Decision making subsystem in eCloudIDS that has abundant 
amount of responsibility built in it. Behavior Analyzer (BA) has a tightly coupled 
association with the Cloud IdP (Identity and Access Management Provider) [11] [12] 
[13] of the specific VMs. This relationship helps BA to take appropriate decisions at 
important situations during the eCloudIDS process workflow. As described above uX-
Engine forwards the outlying, dissimilar audits to Behavior Analyzer subsystem. 
Based on the uX-Engine’s results BA further analyzes the log and classifies it in any 
of the three categories given below. 

 
Category #1 – Normal Behaviour: 

When a new log settles with existing clusters or when a new log doesn’t fit 
with any of the existing clusters due to the dynamic change in user 
configurations (for example, if user admin change some configurations at 
VM but don’t update the eCloudIDS C3) 

Category #2 – Special Permission Behaviour: 
When a new log doesn’t fit with any of the existing clusters and that log’s 
behavioral analysis turn TRUE with the verification of Cloud IdP as 
exceptions/special permissions/temporary provisioning by admin, etc.  

Category #3 – Anomalous Behaviour:  
When a new log doesn’t fit with any of the existing clusters and that log’s 
behavioral analysis turn FALSE with Cloud IdP in all cases 

 
As a result, if the monitored audit log(s) are found under the category #1 i.e. Normal 
Behaviour, then they will be safely sent to the Standard Audit Repository SAR. Those 
found under the category #2 i.e. Special Permission Behavior are moved into Special 
Permission Audit Repository (SPAR). Finally, those found under the category #3, i.e. 
Anomalous Behaviour are directly sent to the eCloudIDS architectures tier-2 
subsystem sX-Engine. 
 
Standard Audit Repository (SAR). It is an audit repository that is tightly-coupled 
with uX-Engine & Behavior Analyzer subsystems. Standard Audit Repository 
contains the category #1 type logs i.e. Normal behavioral activity logs that have been 



 eCloudIDS 367 

analyzed and verified using the Behavior Analyzer. SAR stores only those audit logs 
after the clearance acceptance from Behavior Analyzer. Logs contained in SAR will 
be fed to the uX-Engine for further learning, this ensures that the uX-Engine is up to 
date with activity identification on the VM. It will also help in making the uX-Engine, 
a dynamic learning machine. 
 
Special Permissions Audit Repository (SPAR). It is also an audit repository, which 
will be tightly-coupled with Behavior Analyzer subsystem of eCloudIDS & Cloud IdP 
services. Special Permission Audit Repository contains the category #2 type logs i.e. 
Special Permission Behaviour event logs that are not normal behavior but have passed 
as acceptable through the behavior analyzer after its verification with Cloud IdP 
system services. These activities can be of any sort of special permissions on a 
specific subject/user/object/identity in an organization due to the dynamic nature of 
business requirement fluctuations from time to time. These kinds of exceptional 
permissions can be given at almost all the SDLC phases of both in project and in 
business workflow. Users can customize SPAR to connect it. Warning Level 
Generator and Alert System subsystems through eCloudIDS C3 console depending 
upon their requirements. SPAR will not be used in either uX-Engine or sX-Engine; 
but simply present in the system as repository for auditing and analysis purpose. 

4.6 eCloudIDS Tier-2 

eCloudIDS Tier-2 encompasses a subsystem with its associated audit repository. This 
tier is responsible for classifying the outlying event log, which has been provided by 
the Behavior Analyzer subsystem of eCloudIDS Tier-1, into an appropriate threat 
pattern. Further, this tier helps the Warning Level Generator and Alert System 
subsystems in their respective processes. 
 
sX-Engine. It is a supervised machine learning-based expert engine subsystem that 
principally focuses on accepting the input of eCloudIDS Tier-1 Behavior Analyzer 
subsystem’s category #3 Anomalous Behavior type of outlying audit logs into an 
appropriate threat pattern classification. sX-Engine involves in pattern recognition 
and classification based on its training and testing procedures. An important 
feature/property of sX-Engine is that once the log is categorized as #3, whatever may 
be the case sX-Engine considers it as Anomalous Behavior and create further 
processes till this will be informed to concerned stake holders i.e. appropriate 
customer (Cloud User) and CSP executives. For its training purpose, the corpus 
contains all feasible and quantifiable collection of host/network-based attacks, virus, 
worms, vulnerabilities, threats signatures. Considering the fact that creating such a 
global and vast corpus is a challenging mission, it will require massive human effort. 
After building a corpus of such immensity, the developing organization can choose a 
supervised machine learning technique based on their business requirement. And this 
appropriate selection of suitable algorithm decides the quality and accuracy of sX-
Engine’s overall execution. Now, sX-Engine will be trained using a selected 
algorithm, based on our designed ultra-powerful generous corpus which contains all 
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possible anomalous activities, henceforth referred as Acute Audit Repository (AAR). 
These training phase activities will be accomplished on sX-Engine well before it 
performs the testing on anomalous behavior. In testing phase, the trained sX-Engine 
accepts the category #3 Anomalous Behavior type of outlying audit logs as input from 
Behaviour Analyzer and checks the patterns for classification. Classification will be 
performed based on the features extracted from the input audit logs and the same will 
be compared with the AAR corpus logs features. All those events that could not be 
matched to a class of threats in AAR will undergo a manual inspection so as to assign 
a new class and will be subsequently used to train the sX-Engine dynamically. After 
testing, sX-Engine passes the appropriate classification result as feedback to Warning 
Level Generator subsystem to spawn a suitable warning level. In addition, sX-Engine 
stores back the input anomalous audit log into AAR with generated warning level 
information as label. 
 
Acute Audit Repository (AAR). It is an audit repository that is tightly-coupled with 
sX-Engine subsystem. This is basically a corpus of huge collection of all possible 
attacks, virus, worms, vulnerabilities and threats signatures. This corpus helps sX-
Engine during its training and testing phases. In addition, it stores back the input audit 
log after the testing along with warning level information label. 

4.7 Warning Level Generator 

Warning Level Generator (WLG) subsystem takes the feedback given by the sX-
Engine and works on it further to classify them under priority warning levels based on 
the user configuration of eCloudIDS C3. Events that were mapped as an intrusion 
after classification by sX-Engine will be assigned to a class of threat. Based on the 
class, the warning level generator will make a decision for the type of alert that needs 
to be given. This process helps in making the system to not respond to 
intrusion/attack/anomalous behavior in the same way. WLG involves in segregation 
of different anomalous behavior under various priority warning levels, for example 
high-medium-low, or red-blue-green, etc. In other way WLG helps both CU (Cloud 
User) and CSP in achieving an appropriate SLA process workflow automation.  

4.8 Alert System 

Alert System (AS) is a subsystem in eCloudIDS which takes care of notifying the 
concerned stakeholders at the customer side and at the CSP organization. Once a 
warning level has been generated, the list of concerned stakeholders for the particular 
level of warning will be notified using this module. For example, if the warning level 
for the intrusion is found to be low, then only the CSP and CU admins will be notified 
of the intrusion. For medium and high priority levels, the CU as well as CSP 
stakeholders will be notified of the intrusion. Based on the AS notification, CSP needs 
to provide appropriate solution for the intrusion and explanation to CU. This will help 
maintain transparency between the CU and the CSP at all times. 
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4.9 Summary and Concluding Benefits – eCloudIDS Architecture 

eCloudIDS Architecture is responsible for various security related activities with 
respect to current cloud computing environment. eCloudIDS performs the following 
roles to handle the security of an VM/Instance. 

eCloudIDS Role #1: VM Monitor 
eCloudIDS Role #2: System Auditor  
eCloudIDS Role #3: Intrusion Detection System 
eCloudIDS Role #4: Behavioral Analyzer 
eCloudIDS Role #5: Alert Agent 

Various cloud computing security issues addressed and resolved by eCloudIDS 
architecture are listed in Table 1. 

Table 1. eCloudIDS’s paybacks to present cloud computing security issues 

S. 
No 

Issues Considered & Addressed 
by eCloudIDS Architecture 

eCloudIDS Role(s), Tightly 
Associated in Resolving the Issue 

1 
Logical storage segregation and 
multi-tenancy security issues 

Role #1: VM Monitor 
Role #3: Intrusion Detection System 
Role #4: Behavioral Analyzer  
Role #5: Alert Agent 

2 Identity management issues 
Role #1: VM Monitor 
Role #2: System Auditor 
Role #4: Behavioral Analyzer 

3 Insider attacks 

Role #1: VM Monitor 
Role #3: Intrusion Detection System 
Role #4: Behavioral Analyzer  
Role #5: Alert Agent 

4 Hacker attacks 
Role #3: Intrusion Detection System 
Role #4: Behavioral Analyzer  
Role #5: Alert Agent 

5 
Signature based attacks caused by 
Worms, Viruses, Trojans, etc. 

Role #3: Intrusion Detection System 
Role #4: Behavioral Analyzer  
Role #5: Alert Agent 

5 Conclusion 

It is proven that cloud computing is growing as a destiny of future enterprise business 
computing due to its catchy technical and financial benefits. Considering cloud’s 
exposed public nature, it equally attracts the attention of hackers and attackers which 
intersects more severe security challenges and risks to it. On the other hand, the 
amounts of investment made by these Cloud Service Providers are also significantly 
high. At this juncture, unless CSP’s take some action in reaching more customers 
using cloud services by removing these present security issues/vulnerabilities, they 
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will be in serious trouble. Considering all these facts, this paper presents eCloudIDS, 
a next-generation security system which is built based on hybrid two-tier expert 
engines especially for the public cloud computing environment. eCloudIDS 
architecture answers the top three State-of-the-art cloud computing security 
taxonomies such as logical storage segregation & multi-tenancy security issues 
(taxonomy #1), identity management issues (taxonomy #2), and insider attacks 
(taxonomy #3). This architecture can help build greater confidence in medium to large 
businesses in migrating their applications and databases into public cloud 
environment. For businesses that value security of information over all else, this 
system will give adequate reassurance that their data is safe and they can rely on CSPs 
with greater transparency. The eCloudIDS can utilize a variety of advanced machine 
learning algorithms for uX-Engine and sX-Engine. The greater the learning capacity, 
the greater will be the security. With granular auditing and a holistic feature 
extraction, the system will show better results. 
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Abstract. A Mobile Ad-Hoc Network (MANET) is a self configuring, infra-
structure-less network of mobile devices connected by wireless links. Lack of  
fixed infrastructure, wireless medium, dynamic topology, rapid deployment 
practices and the hostile environments in which they may be deployed, make 
MANET vulnerable to a wide range of security attacks and wormhole attack is 
one of them. During wormhole attack a malicious node captures packets from 
one location in the network, and tunnels them to another malicious node at a 
distant point, which replays them locally. In this paper wormhole attacks 
against various kinds of mobile ad-hoc network routing protocols have been 
studied in detail. We have classified the well known countermeasures against 
the wormhole attack according to their detection and prevention techniques, and 
have also carried out a detailed comparative analysis of these techniques ac-
cording to their relative advantages and disadvantages. 

Keywords: MANETs, Wormhole Attack, Periodic Protocols, On-demand  
Protocols, Local broadcast protocols. 

1 Introduction 

A Mobile Ad-hoc Networks (MANET) is a highly challenged network environment 
due to its special characteristics such as decentralization, dynamic topology and 
neighbor based routing. This type of network consists of nodes that are organized and 
maintained in a distributed manner without a fixed infrastructure. These nodes, such 
as laptop computers, PDAs and wireless phones, have a limited transmission range. 
Hence, routing is essentially multi-hop in case of mobile ad hoc networks. Since the 
transmission between two nodes has to rely on relay nodes, many routing protocols 
[1-4] have been proposed for ad hoc networks. Most of the routing protocols, howev-
er, do not consider the security and attack issues because they assume that other nodes 
are trustable. This lack of security mechanism provides many opportunities for the 
attackers to conduct attacks on the network. And also, the lack of infrastructure, open 
nature of wireless communication channels, rapid deployment practices, and the hos-
tile environments in which they may be deployed, make them vulnerable to a wide 
range of security attacks described in [5-7].  
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In this paper we investigate a specific type of attack, known as wormhole attack. 
Such attacks are relatively easy to mount, while being difficult to detect and prevent. 
During the attack a malicious node captures packets from one location in the network, 
and tunnels them to another malicious node at a distant point, which replays them 
locally, this is illustrated in Fig. 1. 

 

Fig. 1. Wormhole attack in ad hoc networks: (a) Normal link, (b) Wormhole link 

In the ad hoc network in Fig. 1, we assume that S, A, B, C, E, F, D are the legiti-
mate nodes and X and Yare the malicious nodes. S can communicate with D using the 
path S – A – B − C – E – F− D. For conducting the wormhole attack successfully the 
attacker places the malicious nodes X and Y close to S and D. Then the attacker 
makes S and D think that they are neighbours by allowing X to capture the packets 
sent by S and tunnel the packets to Y. Y, further, replays the packets to D. From that 
point on, S and D use the malicious link for communication. Thus, the attacker is able 
to successfully mount the wormhole attack on the network. 

The remainder of this paper is organized as follows: in section 2 we describe 
wormhole attack against ad-hoc routing protocols and local broadcast protocols. In 
section 3, some existing methods for detecting and preventing these attacks have been 
discussed. In section 4, a comparison study has been done on the different  wormhole 
detection and prevention methods and finally, in section 5 we conclude the paper. 

2 The Wormhole Attack in Action 

2.1 Wormhole Attack against Routing Protocols 

Routing protocols for Ad hoc network are classified into periodic protocols [8-10] and 
on-demand protocols [11, 12]. In periodic protocols, every node stores the routing 
paths towards any destination, and to maintain the best network routes, periodically 
updates the stored routing information by exchanging information with its neighbors. 
On the other hand in on-demand protocols, a routing path is discovered only when a 
node wants to send messages to some destination. Wormhole attack can be efficiently 
launched in both categories of routing protocols in the following ways. 

2.1.1 Wormhole Attack on Periodic Protocols 
Periodic protocols are based on the concept of distance vector routing algorithm [13]. 
In this protocol, each node maintains a table containing entries for each possible  
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destination along with the associated routing cost and the corresponding next hop 
information towards that destination. All nodes periodically, or when a network 
change occurs, update their own routing tables by exchanging information with their 
neighbors. 

 

Fig. 2. Wormhole attack on periodic protocol 

Consider Fig. 2 which shows a MANET of 19 nodes. In a MANET connection be-
tween two nodes si and sj is established if the distance between them is less than the 
communication range r. Now consider an attacker establishing a wormhole by using a 
low-latency link between nodes s2 and s7. So, when node s1 broadcasts its routing 
table, node s6 will hear the broadcast via the wormhole and assume it is two hops 
away from s1. Accordingly, s6 will update its table entries for node s1, reachable via 
{s2, s7}. 

2.1.2 Wormhole Attack on On-Demand Protocols 
A wormhole attack against on-demand routing protocols can result in similar false 
route establishment due to some fake route reply message broadcasted by the attacker 
node during the route discovery phase [11,12]. 

 

Fig. 3. Wormhole attack on on-demand protocol 
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For example, in Fig. 3 consider that the attacker establishes a wormhole link be-
tween nodes s2 and s7. Also, assume that node s1 wants to send data to node s6. 
When node s1 broadcasts the route request message, all nodes that hear the message 
will re-broadcast the request until the destination s6 has been discovered. The attacker 
nodes s2 and s7 will forward the request via the wormhole link to node s6. Node s6 
will select the shortest route via the wormhole link. And then s6 will send a route 
reply via the wormhole link between nodes s2 and s7 to node s1. At this point, nodes 
s1 and s6 will establish a route via the wormhole link {s2, s7}. 

2.2 Wormhole Attack against Local Broadcast Protocols 

In some applications nodes need to communicate some information only within their 
neighborhood. For example, consider a wireless sensor network which is used for 
monitoring purpose. The sensor nodes in the network perform monitoring (for exam-
ple monitoring temperature of a region), and broadcast local measurements to a cen-
tral node or cluster head. Then the cluster head takes some action (for example turn 
on the alarm) depending upon the condition estimated by the estimation algorithm. So 
in such applications, false local information broadcasted by the malicious nodes can 
lead to significant performance degradation of the estimation algorithms. 

Region A Region B 
Wormhole Link 

S1

Attacker

Clusterhead

Node

Wireless transmission  

Fig. 4. Wormhole attack on local broadcast protocol 

3 Review of the Countermeasures against Wormhole Attack 

3.1 Location and Time Based Solutions 

3.1.1 Packet Leashes, Temporal [14] 
In [14] authors introduced the notion of a Temporal Leashes which ensures that the 
packet has an upper bound on its lifetime, which restricts the maximum travel dis-
tance, since the packet can travel at most at the speed of light. Detection process for 
wormhole attack by Temporal Leashes can be described as follows: 

• When  sending a packet at local  time ts, in  order to prevent the  packet to travel 
further  than  distance  L, the  sender  needs   to  set  the packet  expiration time to 
te = ts + L / c – ∆ ( All nodes are time synchronized up to a maximum time syn-
chronization error ∆ and c is the propagation speed of wireless signal ). 



376 S. Banerjee and K. Majumder 

• When the receiver gets the packet at local time tr, it further processes the packet if 
the temporal leash is not expired (i.e., tr < te), otherwise it drops the packet. 

3.1.2   Packet Leashes, Geographical [14] 
In [14] the authors also gave the notion of  Geographical Leashes which ensures 
that the recipient of the packet is within a certain distance from the sender. Detec-
tion process for wormhole attack by Geographical Leashes can be described as  
follows:  

(i) When sending a packet, the sending node includes in the packet its own lo-
cation, ps, and the time at which it sent the packet, ts; 

(ii) When receiving a packet, the receiving node compares these values to its 
own location, pr, and the time at which it received the packet, tr. 

(iii) If the clocks of the sender and receiver are synchronized to within ±∆, and 
v is an upper bound on the velocity of any node, then the receiver can com-
pute an upper bound on the distance between the sender and itself, dsr. 

(iv) Given the timestamp ts in the packet, the local receive time tr, the maximum 
relative error in location information δ, and the locations of the receiver pr 
and the sender ps, then dsr can be bounded by dsr ≤  || ps – pr || + 2v (tr – ts + 
∆) + δ.  

A regular digital signature scheme, e.g., RSA [15], or other authentication technique, 
can be used to allow a receiver to authenticate the location and timestamp in the re-
ceived packet. 

3.1.3   Packet Leashes, End-to-End (COTA) [16] 
The end-to-end wormhole detection mechanism proposed in [16] can detect worm-
holes on a multi-hop route. The mechanism consists of the following steps: 

(i) All intermediate nodes will attach their timestamps and positions to the de-
tection packets. But only the destination node can conduct all examining 
operations. 

(ii) If an intermediate node declares its position P1 at its clock time t1, and P2 at 
its clock time t2, then the destination can estimate its average moving speed 
and examine whether it is lying or not.  

   If  || P1 –P2 || - δ / || t1 –t2 || + ∆ > V, then the destination can conclude that 
   the node lies about its position and hence, there is a wormhole in the  
  path. 

(iii) After receiving a detection packet, the destination will check for the fol-
lowing: 
(1) All MAC codes are calculated correctly or not.  
(2) Whether the neighbor nodes are within the direct communication 

range. 
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(3) The average moving speed of a node, between its receiving and for-
warding the packet, does not exceed V. 

(4) The sending and receiving time of the same transmission satisfy || trecv 
– tsend || ≤ ∆+tprop. 

(5) The new <time, position> pair and the previous pairs of the same node 
do not conflict. 

(iv)  If many consecutive detection packets are all lost or a wormhole is de-
tected, then the destination node will broadcast a message notifying the 
source to abort the current route and activate the re-initiation. 

3.1.4   End-to-End Detection of Wormhole Attack (EDWA) [17] 
EDWA is based on the comparison of estimated shortest path and the actual shortest 
path. It is used to determine whether there is a wormhole attack for each received 
route. Based on its own measured position and the receiver’s position, the sender 
estimates the shortest path in terms of hop count. The sender also retrieves the hop 
count value from the received ROUTE REPLY packet and compares it with the esti-
mated value. This method denotes the estimated hop count of the shortest path as he 
and the value from the ROUTE REPLY packet as hr. If the received hop count value 
is smaller than the estimation, that is hr < α.he, the sender predicts a wormhole attack 
and will mark the corresponding route. Since he is the estimated shortest path be-
tween the source and the destination, the source node is expecting that all legitimate 
routes will be at least as long as α times the estimation. α is a parameter adjustable to 
the network. In the simulation the authors have used α= 1. If some shortest routes 
have smaller hop count than the estimated value, it is with high probability that the 
route has gone through a wormhole as a wormhole tends to bring nodes that are far 
away to be neighbors. Once a wormhole attack is detected, the source node launches 
wormhole TRACING procedure to identify the two end points of the wormhole and 
the result is broadcast into the network to warn other nodes. Finally, based on the 
wormhole detection and identification, the source can select shortest route from a set 
of legitimate routes. 

3.2 Hop-Count Analysis Based Schemes 

3.2.1 Multipath Hop-Count Analysis (MHA) [18] 
MHA is a simple hop-count analysis based scheme for avoiding wormhole attacks in 
MANET. MHA uses the observation that the route under the wormhole attack has a 
smaller hop-count than normal. As a result, users who avoid routes with relatively 
small hop-counts can avoid most wormhole attacks. MHA has two phases. In the first 
phase it examines the hop-count values of all routes. Then a safe set of routes is cho-
sen for data transmission. Finally, it randomly transmits packets through safe routes. 
Even if the wormhole can not be not avoided in some severe cases, it can still minim-
ize the rate of using the route path through the wormhole. 
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3.2.2 Delay Per Hop Indication (DelPHI) [19] 
Delay Per Hop Indication (DelPHI) uses delay as a parameter for detecting wormhole 
attack in MANET. The detection mechanism uses the delay/hop value for detecting 
wormhole attacks. The reason is that, under normal situation the delay that a packet  
experiences in propagating one hop should be similar for each hop along the path. 
Whereas, under a wormhole attack, the delay for propagating across false neighbors 
should be unreasonably high since there are in fact many hops between them. There-
fore, we observe that if we compare the delay per hop of a legitimate path with the 
delay per hop of a path that is under wormhole attack, we should find that the de-
lay/hop of the legitimate path is smaller. Hence, if a path has a distinguishable high 
delay/hop value, it is likely to have been subjected to a wormhole attack. 

3.3 Statistics- Based Solutions 

3.3.1 Simple Scheme Based on Statistical Analysis (SAM) [20] 
N. Song et al. [20] proposed another detection technique for detection of the worm-
hole attacks called a simple scheme based on statistical analysis (SAM). They mainly 
considered the relative frequency of each link appearing in the set of all obtained 
routes and calculated the difference between the most frequently appeared link and 
the second most frequently appeared link in the set of all obtained routes. The maxi-
mum relative frequency and the difference are much higher under wormhole attack 
than that in normal system. The two values are used together to determine whether the 
routing protocol is under wormhole attack. The malicious node can be identified by 
the attack link which has the highest relative frequency. Song’s method requires nei-
ther special hardware nor any changes to existing routing protocols. In fact, it does 
not even require aggregation of any special information, as it only uses routing data 
already available to a node. These factors allow for easy integration of this method 
into intrusion detection systems. 

3.3.2 Neighbor Number Test (NNT) and All Distances Test (ADT) [21] 
Two statistical approaches to detect wormhole attack in wireless ad hoc sensor 
networks have been introduced in [21]. The first one, called Neighbor Number 
Test is based on a simple assumption that a wormhole will increase the number of 
neighbors of the nodes (fake neighbors) in its radius. The base station gets neigh-
borhood information from all the sensor nodes, computes the hypothetical distri-
bution of the number of neighbors and uses statistical test to determine if there is 
a wormhole or not. The second one is called All Distance Test which detects 
wormhole by computing the distribution of the length of the shortest paths be-
tween all pairs of nodes. In these two algorithms, most of the workload is done in 
the base station to save sensor nodes’ resources. However, one of the major draw-
backs is that they cannot pinpoint the location of wormhole which is necessary for 
a successful defense. 
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4 A Comparative Study of Wormhole Attack Countermeasures 

Table 1. Comparative study of different wormhole detection and prevention schemes 
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1) 

Packet 

leashes, 

tempor-

al 

 

1. A wormhole is detected between 

two nodes by checking whether 

the packet has traveled too far by 

comparing the traveling time 

and thus detection can be 

achieved using any packet that is 

to be transmitted by a node. The 

network can be checked for the 

presence of a wormhole in the 

RREQ phase of routing (in On-

Demand routing protocols) itself. 

There is no need for a separate 

detection phase for the detection 

of  wormholes. 

2. This solution can be categorized 

with pro-active mitigating solu-

tions for wormhole attack and 

thus prevent wormhole formation. 

3. Is reliable and has a high detec-

tion rate. 

 

1. The nodes require tightly synchro-

nized clocks. 

2. Special hardware is needed to achieve 

tight time synchronization between the 

nodes which makes the set up more 

complex and costly. 

3. Each node requires one to one com-

munication with each of its neighbors. 

4. Overheads may increase as the size of 

the packet is increased due to the use 

of packet leash. 

5. This approach assumes that the packet 

sending and receiving delay are negli-

gible, but in reality this is impossi-

ble. 

6. Each node requires predicting the 

sending time and computing signa-

ture while having to timestamp the 

message with its transmission time. 

7. This solution only prevents closed 

wormholes. 

 

 

2) 

Packet 

leashes, 

geo-

graphi-

cal  

 

1. Time synchronization can be 

much looser. 

2. Attacker can be caught if it 

pretends to reside at multiple 

locations. 

3. Geographic leashes have the 

advantage that they can be 

used in conjunction with a ra-

dio propagation model, thus 

allowing them to detect tun-

nels through obstacles. 

 

1. In certain circumstances, bounding 

the distance between the sender and 

receiver, dsr, cannot prevent worm-

hole attacks; for example, when  

obstacles prevent communication 

between two nodes that would oth-

erwise be in transmission range, a 

distance-based scheme would still 

allow wormholes between the send-

er and receiver. 

2. A network that uses location infor-

mation to create a geographical 

leash can control even these kinds 

of wormholes. To accomplish this, 
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each node has a radio propagation 

model. A receiver can verify that 

every possible location of the sender 

(a δ + v (tr – ts + 2∆) radius around 

ps) can reach every possible location 

of the receiver (a δ + v (tr – ts + 2∆) 

radius around pr). The use of a radio 

propagation model with geographic 

leashes would be extremely expen-

sive. 

3. A clever attacker could defeat the 

entire premise of geographic leashes 

by cleverly choosing their false lo-

cations. 

4. Also, the upper bound on the veloci-

ty of a node would be difficult to 

define. 

5. This solution only prevents closed 

wormholes. 

 

 

3) 

Packet 

leashes, 

end-to-

end  

 

 

1. It can detect the conflicting 

information sent by the attack-

er to different neighbors. 

2. Cross packet examination 

must be adopted by the end-to-

end mechanism.  

3. The end-to-end mechanism 

has a weaker requirement on 

the accuracy of the sending 

timestamp than packet leashes 

4. Every intermediate node 

attaches two <time, position> 

pairs and a MAC code to each 

detection packet. So there is 

not much computation over-

head at the intermediate nodes. 

And they do not need to store 

any information. 

 

1. Since the mobile devices have 

limited resources, the end-to-end 

mechanism, as a security enhance-

ment, must consider the communi-

cation, computation, and storage 

overhead. 

2. A scheme must be designed to 

prevent the destination node from 

being overwhelmed by the over-

head. 

3. The communication overhead 

includes byte overhead and packet 

overhead. The byte overhead will 

increase fast with increasing path 

length. It does not scale well for 

long routes.  

4. Total computation overhead of 

destination node for the m packets 

and l path length will be O (lm + 

lm2), and the required storage space 

will be O (lm). 
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4) 

EDWA 

 

 

1. All above methods can only 

detect wormhole or avoid the 

affection of wormhole attack. 

But EDWA can effectively 

identify wormhole using 

wormhole TRACING. 

2. It is a location-based end-to-

end wormhole attack detection 

technique.    

3. It can identify the location of 

the two end points of a hidden 

wormhole using wormhole 

TRACING. 

 

1. The communication overhead in 

EWDA is caused by the wormhole 

TRACING which involves one 

TRACING message from the source 

and one TRACING-RESPONSE 

message from each intermediate 

node. 

2. The storage overhead is involved in 

identifying the peak increase of hop 

count in wormhole TRACING. 
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5) 

Multi-

path 

Hop-

count 

Analy-

sis 

(MHA) 

 

 

 

1. It is a highly efficient protocol 

which does not require any 

special supporting hardware.  

2. MHA is designed to use split 

multipath routes, so the trans-

mitted data is naturally split 

into separate routes. An at-

tacker on a particular route 

cannot completely intercept 

(and subvert) the content. 

 

 

1. The dynamic information of the 

packets can still be modified. This 

issue can be solved by some crypto-

graphic method. 

2. There can be some attacks anticipat-

ing MHA. For example, attackers 

may add fake nodes to an interme-

diate list so the route has a longer 

distance. 

 

6) 

Delay 

Per Hop 

Indica-

tion 

(Del-

PHI) 

 

 

1. DelPHI is able to detect both 

kinds of wormhole attacks - 

Hidden Attack and Exposed 

Attack.  

2. DelPHI does not require clock 

synchronization and position 

information, and it does not 

require the mobile nodes to be 

equipped with some special 

hardware, thus it provides 

higher power efficiency.  

3. DelPHI can achieve higher 

than 95% in detecting normal 

path and 90% in detecting 

wormhole attack, in the ab-

sence of background traffic. 

 

 

1. It cannot pinpoint the location of a 

wormhole. 

2. DelPHI does not work well when all 

the paths are tunneled.  

3. The message overhead of DelPHI is 

a weak point of it. There is a tra-

deoff between providing reliability 

of DelPHI and minimizing the mes-

sage overhead. 
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7) 

Simple 

scheme 

based 

on 

statis-

tical 

analysis 

(SAM) 

 

1. SAM is successful at detecting 

wormhole attacks and locating 

the malicious nodes. 

2. SAM works well under differ-

ent network topologies and 

node transmission range. 

3. SAM introduce very limited 

overhead. It only needs the 

route information collected by 

route discovery. 

 

1. Statistical analysis is the tool to 

detect routing anomaly as long as 

sufficient information of routes is 

available from multi-path routing.  

2. It cannot directly apply to table 

driven routing algorithms, such as 

AODV.  

3.  If a malicious node behaves nor-

mally during routing, SAM cannot 

detect it.  

4. SAM assumes that nodes have low 

mobility compared to the routing 

period. 

8) 

NNT 

and 

ADT 

 

 

1. Both mechanisms can detect 

the wormhole with high accu-

racy when the radius of the 

wormhole is comparable to the 

radio range of the sensors. 

2. In terms of false alarms, both 

algorithms perform reasonably 

well. 

 

 

1. Both methods can detect only the 

presence of a wormhole, but they do 

not pinpoint its location. 

2. Both mechanisms require few base 

stations, and assume that the base 

stations have no resource limita-

tions, and they can run complex al-

gorithms. 

 

5 Conclusion and Future Work 

Routing protocols in MANET are vulnerable due to the inherent design disadvantag-
es. Many researchers have used diverse techniques to propose different types of detec-
tion and prevention mechanisms for wormhole problem. In this paper, we have first 
summarized the effect of wormhole attack on popular routing protocols in wireless 
mobile ad hoc networks. Then, we have discussed about some of the works available 
in the literature in detecting and preventing wormhole attacks. Finally, we have car-
ried out a detailed comparative analysis of these techniques according to their relative 
advantages and disadvantages.  

Therefore, by going through the current research activities, we see that there is still 
a huge scope of research in the field of wormhole detection and prevention. Accord-
ing to this review work we observed that most of these proposed detection and pre-
vention techniques have suffered from its own weaknesses, e.g. - hardware need, time 
synchronization, communication overhead or need of statistical data. There is no de-
tection technique that can detect wormhole attack completely. The proposed methods 
are not sufficient to detect or prevent all types of wormhole attacks. Time synchroni-
zation based solutions can only prevent closed wormhole attack. Though statistical 
analysis based solutions can detect multiple wormhole attacks but they need low  
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mobility network and enough routing information to be available. Also the reliability 
of hop count based solutions are inversely proportional to the communication over-
head. 

Therefore, after going through the disadvantages of the various schemes and by 
analyzing them we find that there is still a huge scope of work towards the develop-
ment of a new hybrid wormhole detection and prevention scheme which will combine 
the features of both software driven and hardware driven detection techniques thereby 
offering the advantages like low communication overhead and eliminating the need 
for special hardware. The wormhole problem is still an active research area. We hope 
that this paper will benefit more researchers to realize the current state of art rapidly. 
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Abstract. If sensor networks are sparsely populated, the installation
and the investment for central nodes, like data collectors or gateways,
is always a challenge. Collection of data from more sensors than in the
direct vicinity can help to alleviate this problem. The basic modes of
Wireless M-Bus protocol, which is one of the major contenders for lo-
cal metrology networks (LMN) in Europe, supports only single-hop star
topologies. The Q-mode adds algorithms for routing and for time syn-
chronization. This paper reports on a Work-in-Progress implementation
of Wireless M-Bus Q-mode in a model based way employing the real-time
operating system TinyOS. Therefore algorithms, management techniques
and tools for its use in sparsely populated large-scale smart-metering in-
stallations are highlighted.

Keywords: Wireless M-Bus, Q-Mode, Routing, TinyOS, Smart
Metering.

1 Introduction

Smart grids implementations rely on smart metering and on Local Metrological
Networks (LMNs) which accomplish various requirements regarding adaptability,
efficiency, flexibility, sustainability and cost. In order to aggregate these charac-
teristics the Wireless M-Bus protocol, which enjoys wide popularity in Europe,
is used and complemented with additional features to meet these demands. The
Wireless M-Bus protocol enjoys wide popularity in Europe and other regions. It
strives for a reasonable compromise between these requirements and is comple-
mented with additional features. Thus, the Wireless M-Bus protocol according
to EN 13757-4 [1] and EN 13757-5 [2] is a major contender for LMNs in smart
metering and smart grid applications. For flexibility reasons, it is realized in
various different modes (C-, D-, F-, N-, P-, Q-, S- and T-mode), which allow dif-
ferent features and functionalities. One of the latest extensions is the Q-mode,
which enables routing within the Wireless M-Bus networks [2]. In addition it
can be enhanced by extensions from groups, like Open Metering System (OMS)
Group, or national bodies. The aim of the WiMBex project (Remote wireless

S.M. Thampi et al. (Eds.): SNDS 2012, CCIS 335, pp. 385–395, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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water meter reading solution based on the EN 13757 standard, providing high
autonomy, interoperability and range) is to add a powerful set of new features
to the Wireless M-Bus platforms developed by the consortium SMEs, to enable
them to keep pace, and even surpass the needs of the emergent Automatic Water
Meter Reading (AWMR) market in Europe, and also to license the developed
technology. Thus, it tries to make use of the new standard by implementing and
adding state-of-the-art techniques in an embedded system based on Tiny-OS
according to a UML model based design. Hereby one of the main objectives is
the system optimization for ultra-low energy consumption to ensure long-lasting
battery life-time in the range of 5 to 10 years, and even beyond. Therefore an
energy harvesting module will be provided and a TDMA energy-aware routing
protocol will be implemented to avoid mains powering, which would restrict
installation flexibility and would add cost in the context of distributed water
metering. This document is organized as follows: Ch. 2 describes state-of-the-art
wireless communication protocols used for smart metering, ch. 3 describes the
new features given by the Q-Mode, ch. 4 depicts the background of the project,
ch. 5 illustrates the approaches employed for the implementation, ch. 6 describes
the test procedures, ch. 7 gives a conclusion about current results and finally in
ch. 8 the future work is explained.

2 Protocols for Smart Metering

2.1 ZigBee Smart Energy Profile

Various protocols for wireless routed approaches have been defined. Besides the
Wireless M-Bus, ZigBee is another widespread option [3]. While the Wireless
M-Bus is standardized by an European standard (EN) the independent ZigBee
Alliance was founded by a commercial group of currently more than 300 com-
panies. The first standard with regard to smart metering was ratified in 2008
followed by numerous certified products. Currently the new standard ZigBee
Smart Metering 2.0 is under development not only by members of the ZigBee
Alliance but also it is opened for parties outside the organization. ZigBee cur-
rently uses only 2.4 GHz-band, and possibly has the option to also make use of
the 868/915 MHz band, which is already envisaged in the baseline IEEE802.15.4
standard. However, the recently opened 169MHz band is not in the scope [4].

2.2 Wireless M-Bus

The M-Bus protocol is a European standard (Communication system for meters
and remote reading ofmeters) [5] [6] for smartmetering which was extended by the
Wireless M-Bus as an out-of-wire interface in the EN 13757-4 [1] and EN 13757-
5 [2]. While different operating modes are defined the present project deals with
theWireless M-Bus Q-mode defined in section 7 of the EN 13757-5. This approach
regards among others the implementation of a low-power systemwhereas radio re-
ception is only enabled in defined timer intervals. Moreover routing is considered
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Fig. 1. Routing with central node, intermediate node and end node to establish large-
scale communication

by implementing a hierarchical network structure as illustrated in Fig. 1. A cen-
tral node is responsible for the data collection and several intermediate nodes are
used to forward frames to end nodes located outside the ration frequency (RF)
coverage of the central node. Thus the coverage of sparsely populated large-scale
networks is guaranteed. Moreover to establish connections to any present node in
a network a search procedure as well as a networkmanagement protocol is defined.
Communication operates in the 169 MHz frequency band to enable long distance
transmission. In order to avoid data loss an acknowledgement mechanism shall
guarantee the successful transmission at each hop.

2.3 Further Protocols

Apart from these protocols, further protocols and their derivatives, are available.
However, those still try to find their way from proprietary products to open
standards. This is namely Radian, Wavenis [7], and Z-Wave [4]. Practically, all
of the protocols follow some kind of layered approach, which is, however, not
covering all the layers of the ISO-OSI-reference model. Most of the protocols
even define the complete protocol stack from layer 1 through to layer 7, which
severely impedes interoperability, as interfaces (service access points, SAPs) are
very specific [4] [7].

3 Wireless M-Bus Q-mode Extensions

Wireless-M-Bus N-mode foresees operation in the 169 MHz frequency band and
thus ensures long range communication [2]. Since one main objective of this mode
is to allow communication in sparsely populated areas, it is promising to combine
this mode with the Q-mode extension, which comprises routing functionality. For
the support of the Q-mode, an all-new frame structure of the network layer has
been developed, which is shown in Fig. 2.

To guarantee utilization of the optimal path regarding signal strength to any
node a search procedure is defined in the standard. The corresponding strategy
is illustrated in Fig. 3 and based on the signal-to-noise ratio (SNR) of a received
frame. This works as stated below:
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Fig. 2. Protocol of the network frame

Fig. 3. Search procedure of the network layer

1. The requesting node initiates a search procedure by sending a search request
to all nodes within its range.

2. If nodes receiving this search request are not registered yet they respond by
sending the SNR of the received frame as a response message.

3. The recently new detected nodes send another search request to all nodes
within their range.

4. This procedure continues until all nodes within the range of a network, with
a maximum distance of 9 hops or 10 nodes are registered.

5. Conclusively the information about the corresponding addresses and SNR
are forwarded to and stored by the central node since this information builds
the foundation for a routing process [2].

Reducing energy consumption by implementing a protocol supporting precision
timing is realized by adding energy saving (sleep) state. Nodes listen regularly
for a wake-up signal sent ahead of a frame on another bit-rate. While normal
communication takes place at a bit rate of 4.8 kbps a wake-up signal is sent at
a bit rate of 3.12 kpbs. The selection of the relative routing cost is based on
the residual node energy [8]. This consists of four main elements: node residual
energy, energy for transmission process, energy for receive process, replenishment
rate have to be taken into account.

4 Project Background

WiMBex aims to develop a low-cost, low-power and multi-band
(169MHz/868MHz) wireless network for automatic water meter reading
according to the EN 13757 Wireless M-Bus standard in order to employ its new
features. A time-synchronized energy-aware routing protocol based on a Time
Division Multiple Access (TDMA) Media Access Control (MAC) scheduling
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shall be designed and implemented. The WimBex project is financed partly
from the European Commission in 7th Framework Program 3. Besides the
authors’ team two research institutions (Catalonian Research and Innovation
Centre, CRIC, Institut fuer Mikro- und Informationstechnik, HSG-IMIT) are
involved in the development process [9]. Since up to now the usage of traditional
programming techniques are still common in such systems the authors’ goal is
to develop the system on a model-based structure according to UML employing
the generic open source real-time operating system TinyOS.

5 Implementation Approaches

The implementation is accomplished in compliance to the model based approach
described in [10]. Within the SyncSen Project [11], a predecessor project of
WimBex, several mode implementations and driver functionalities for the DLL
are already given on a stable platform. In order to implement the model based
design in the existing system the new code is designed with two different strate-
gies as described below.

5.1 Data Link Layer

The data link layer (DLL) is mainly based on sequential programming paradigms
since it uses algorithms of the previous modes which are implemented without
a model driven architecture in the predecessor project [11]. Therefore the code
is described in state charts illustrated according to the current UML standard
2.4.1. An example is illustrated in Fig. 4. Note that the states displayed in Fig.
4 are arranged in a way, that they behave like flow charts. Different than on the
network layer no events are used but guards are defined to ensure the proper
program flow. The following is implemented so far:

1. The extensions of the Q-mode require a new frame format. The DLL is able
to decode and encode a packet and read the DLL relevant information. The
remaining parts of the packet are handled as payload and might be passed
to network layer based to its content. Furthermore the content is checked
according to the EN 13757-5 standard. In case of a wrong CRC checksum
the packet will be dropped.

2. The DLL adjusts the radio chip with the corresponding mode settings. To
ensure flexibility the DLL is able to support the CC1101 and CC1120 radio
chips [12] [13]. The type of radio chip must be determined via pre-compiler
settings [2].

3. The Q-mode is added to the existing modes such that each mode is available
for transmission. Currently the required mode must be defined before the
program compilation due to lack of memory. Later versions will ensure a
run-time shift between the different modes.

4. The DLL is able to evaluate the address consisting of hardware address,
network address and manufacturer identification. An additional bit configu-
ration enables to define the address type (evaluate destination address).
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5. In case of direct transmissions the DLL of the receiving node compiles and
transmits an acknowledge if desired. This will be done during a defined period
Twait in which every node within the RF range waits for further communi-
cation to ensure a clear channel. The note which initiates the transmission
also switches to the receiving mode for the time period Twait in order to re-
ceive the expected acknowledge. After the expiration of the time Twait every
node within the RF range is allowed to transmit data. This guarantees equal
access times for every node.

6. If a data packet is received an algorithm decides if the packet contains data
which has to be processed by the DLL (dll process).

7. In case of broad- and multicast frames the DLL (dll forward) forwards the
packet and passes the data to the network layer. This part is not implemented
yet and a reliable handling of the forwarding process must be determined
since it is not defined in the Q-mode standard.

8. Some components of the algorithms set a variable named ’packet handling’.
This variable contains information about the frame type and controls the
behavior of the DLL layer regarding the packet. Eventually the variable
determines if there is a necessity to send an acknowledge, to push data to
the upper layer or to drop the data. If the packet is dropped the error type
(wrong address, CRC fail, wrong packet format, etc.) will be stored so that
upper layers can access and process this error information.

5.2 Network Layer

The network layer is based on a model based development approach which is
not adapted from the SyncSen project [11] and thus has a different structure.
The establishment of sequence charts constitutes the communication procedure.
State charts are used to define the detailed handling procedure of the network
layer [14]. For each state machine a common implementation is applied to main-
tain a clear structure which can be changed and extended easily.
Fig. 5 and Listing 1 illustrate a sample state chart and its respective implemen-
tation. This state machine shows the simplified process of receiving data on the
network layer. Depicted are two branches, one for the case of proper data with
further processing and one for incorrect data that creates an error message. The
state chart has four different states: An idle state, a state to check the received
data, one to process the correct data and one to generate an error message.
There are two different events shown (i trig xxx), one to receive data which is
called by the receive event shown in Listing 1 and one that indicates that the
data was checked.

The state machine is implemented as a task, a special construct of TinyOS [15].
A scheduler is part of TinyOS which allows to post tasks that are processed one
after another and can be interrupted by events. Using this functionality allows
to execute different state machines quasi parallel. Since this state machines are
event driven there is no polling involved. This means that events (e.g. a receive
event) set so-called triggers and post the state machine task afterwards. The
state machine depicted in Fig. 5 describes the following steps:



Management of Routed Wireless M-Bus Networks 391

Fig. 4. State chart of an algorithm implemented in the DLL

1. The state machine is in the idle state.
2. The RadioReceive.receive event is called from lower layers.
3. In this event there must be a check if the state machine is already running.

It is possible that a second packet is received while the state machine is
still processing the first one. In this simple example the second packet is
discarded.

4. In case the state machine is not processing a frame the trigger is set and the
state machine is posted.

5. When the task is executed the proper case (s check data) is chosen corre-
sponding to the trigger.

6. In this state an internal event is generated (i trig data checked xxx) and the
task is posted again.

7. Depending on the case the data is processed or an error message is generated.
Since these two states are the last ones they have to set the processing/busy
variable to free respectively zero.
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Fig. 5. State chart example of the model based approach for the network layer

event message_t *RadioReceive.receive( message_t *msg,

void *payload, uint8_t len ) {

i_trigger=i_trig_data_was_received;

post main_sm(); //start the state machine

return msg;

}

task void main_sm(){ // main state machine

switch (i_trigger){

case i_trig_nothing_to_do: //idle state

m_state=s_idle; //set actual state for error handling

break;

case i_trig_data_was_received: //check data state

m_state=s_check_data;

if(data==correct) //check if data is correct and choose branch

i_trigger=i_trig_data_checked_correct;

else

i_trigger=i_trig_data_checked_error;

post main_sm();

break;

case i_trig_data_checked_correct: //s_proceed

m_state=s_proceed;

i_trigger=i_trig_nothing_to_do;

break;

case i_trig_data_checked_error: //s_create_error

m_state=s_create_error;

i_trigger=i_trig_nothing_to_do;

break;

}

}

Listing 1. Code example for the state chart in fig. 5
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5.3 Application Layer

An application layer provides a test environment that is able to transmit several
test cases and establish a connection to the PC which evaluates the received
results.

6 Testing

In order to test the proper functionality of the implemented state charts unit
tests are performed. Based on the corresponding state charts a state transition
table is created. Fig. 1 shows such a transition table for the state chart in Fig.
5. All states and the resulting states based on the possible events/guards are

Table 1. State transition table for the state chart shown in Fig. 5

do nothing data was recieved data checked

data=correct else

s idle s idle s check data – –

s check data – – s proceed s create error

s create error – – – –

s proceed – – – –

listed. In this case e.g. if an i data was recieved event is fired only in the s idle
state changes shall occur. Based on this table a transition tree is designed as
illustrated in Fig. 6. This tree possesses three different paths which at least need
to be tested. Also additional error cases are regarded as e.g. if a an event is
fired but a state should remain. The corresponding test frames are stored in

Fig. 6. Transition tree based on state chart in Fig. 5

arrays and sent by one node. The frames received and processed by another
node are evaluated. Since TinyOS offers weak debug support for the MSP430
which is used in this project, the serial port is utilized to analyze the behavior of
the program and the structure of the received packets. This enables a fast and
simple debugging and investigation and errors can be detected easily.
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7 Conclusion

Work on the DLL layer which is affected by the SyncSen project has so far
resulted in the following:

1. Q-Mode DLL frame structure: The new structure of the Q-Mode DLL frame
is implemented and the different address types are evaluated.

2. Radio-chip: The DLL layer can control transmission as well as reception
employing the CC1101 or the CC1120 radio-chip.

3. Acknowledgment: Sending/receiving procedure of an acknowledgment is im-
plemented. The mechanism to consider a time window in which an acknowl-
edgement should be received is also regarded.

4. Low power listening: Nodes are in a sleep state and wake up after a certain
time interval to check if a wake-up signal is present.

One main objective of the project is to develop a system based on a model driven
design applying TinyOS as an open software platform. On the NWL this intend
can be realized since there is no earlier basis. UML charts are designed and
implemented employing the given means by TinyOS. Therefore the following is
done:

1. Q-Mode NWL frame structure: The frame format given by the Q-Mode is
implemented and tested.

2. State charts: Required functionality is included in the designed state charts.
3. Routing: A simple routing mechanism according to the SNR of a transmission

is implemented and tested.

8 Future Work

In order to complete the design process several steps on the different layers will
be conducted by the development team. This comprises

1. DLL
(a) A delay information needs to be generated indicating the time employed

by a node to process a frame. This information will be stored in the DLL
frame in a field named ”DLY-field”.

(b) A forwarding mechanism for broad- and multicast messages will be im-
plemented. This refers to the fact that these messages carry no network
layer information and thus forwarding can be conducted on the DLL
layer.

2. NWL:
(a) Up to now the implementation of routing based on the SNR is not real-

ized. Therefore, routing algorithms and parameterizations are currently
being designed, and will be subsequently implemented.

(b) The search procedure is already designed in state charts but will also be
implemented in the next step.
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3. APL:
(a) For the application layer several management services are defined in the

standard including for example commands to execute a search procedure.
(b) To fulfill all requirements additional services will be designed.
(c) In addition an interface allowing costumers to access the designed ser-

vices and add costumer services will be implemented.

The unit test procedure described in section 6 will be employed for further imple-
mentations. Therefore proper test functions will be designed and an evaluation
will be conducted.
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Abstract. In the next generation of wireless communication systems, there will 
be a need for the rapid deployment of independent mobile users. Such network 
scenarios cannot rely on centralized and organized connectivity, and can be 
conceived as applications of Mobile Ad-Hoc Networks. A MANET is an  
autonomous collection of mobile users, which is an infrastructure less, self con-
figuring network of mobile devices connected by wireless links. Lack of fixed 
infrastructure, wireless medium, dynamic topology, rapid deployment practices, 
and the hostile environments in which they may be deployed, make MANET 
vulnerable to a wide range of security attacks. The Blackhole and its variant 
Co-operative Blackhole are some of the deadliest security threats in wireless 
mobile ad hoc networks as they are very difficult to handle due to the ineffec-
tiveness of the traditional security mechanisms in case of MANET. In this pa-
per, we have reviewed Blackhole and Co-operative Blackhole attacks in Mobile 
Ad-Hoc networks. An attempt has also been made to thoroughly analyze the 
various existing schemes against the Blackhole attacks and to find out their ad-
vantages and disadvantages. 

Keywords: Mobile ad hoc network, Security, Blackhole, Co-operative  
Blackhole. 

1 Introduction 

Mobile Ad-hoc Networks (MANETs) are different than the wired networks due to 
their special characteristics such as decentralization, dynamic topology and neighbor 
based routing. This type of network consists of nodes that are organized and main-
tained in an autonomous and distributed manner without a fixed infrastructure. These 
nodes, such as laptop computers, PDAs and wireless phones, have a limited transmis-
sion range. Hence, each node has the ability to communicate directly only with  
another node within its communication range. In case of communication with a node 
outside its communication radius, cooperation of the intermediate nodes is required. 
Since the transmission between two nodes has to rely on relay nodes, many routing 
protocols [1-4] have been proposed for ad hoc networks. However, most of them as-
sume that other nodes are trustable and hence they do not consider the security and 
attack issues. This provides many opportunities for attackers to break the network. 
Moreover, the open nature of wireless communication channels, the lack of infrastruc-
ture, rapid deployment practices, absence of clear entry points and the hostile  
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environments in which they may be deployed, make them vulnerable to a wide range 
of security attacks described in [5-7].  

In this paper we investigate some specific type of attacks, known as Blackhole and 
Co-operative Blackhole [8-16]. Such attacks are relatively easy to mount, while being 
difficult to detect and prevent. During the attack a malicious node sends fake routing 
information, claiming that it has an optimum route and causes other good nodes to 
route data packets through the malicious one. On the receipt of data packets, the mali-
cious one simply drops them, instead of forwarding to the destination. 

The remainder of this paper is organized as follows: in section 2 we describe 
Blackhole and Co-operative Blackhole attacks against Ad-hoc routing protocols. In 
section 3 we describe some methods that have been proposed for detecting and pre-
venting these attacks. In section 4 we compare the countermeasures according to their 
corresponding advantages and disadvantages. Finally, in section 5, we conclude the 
paper. 

2 Blackhole and Co-operative Blackhole Attacks on Routing 
Protocols 

2.1 Single Blackhole Attack [8,9] 

In a Single Blackhole attack, a malicious node sends fake routing information, claim-
ing that it has an optimum route and causes other good nodes to route data packets 
through the malicious one. On the receipt of data packets, the malicious one simply 
drops them, instead of forwarding to the destination. 

 

Fig. 1. Single Blackhole Attack 

As an example, consider the following scenario in Fig. 1. Here node S is the source 
node and D is the destination node. Nodes 1 to 5 act as the intermediate nodes. Node 
4 acts as the Blackhole. When the source node wishes to transmit a data packet to the 
destination, it first sends out the RREQ packet to the neighboring nodes. The mali-
cious nodes being part of the network, also receive the RREQ. Since the Blackhole 
node has the characteristic of responding first to any RREQ, it immediately sends out 
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the RREP. The RREP from the Blackhole node 4 reaches the source node, well ahead 
of the other RREPs, as it can be seen from the Fig 1. Now on receiving the RREP 
from node 4, the source starts transmitting the data packets. On the receipt of data 
packets, node 4 simply drops them, instead of forwarding to the destination. Thus the 
data packets get lost and hence never reach the intended destination.  

2.2 Co-operative Blackhole Attack [10] 

In a Co-operative Blackhole attack the malicious nodes act in a group. As an example, 
consider the following scenario in Fig. 2. Here node S is the source node and D is the 
destination node. Nodes 1 to 5 act as the intermediate nodes. Node 4 and node 5 act as 
the Co-operative Blackholes. When the source node wishes to transmit a data packet 
to the destination, it first sends out the RREQ packet to the neighboring nodes. The 
malicious nodes being part of the network, also receive the RREQ. Since the Black-
hole node has the characteristic of responding first to any RREQ, it immediately 
sends out the RREP. The RREP from the Blackhole node 4 reaches the source node, 
well ahead of the other RREPs, as it can be seen from the Fig. 2. Now on receiving 
the RREP from node 4, the source starts transmitting the data packets. On the receipt 
of data packets, node 4 simply drops them, instead of forwarding to the destination or 
node 4 forwards all the data to node 5. Then node 5 simply drops the received packets 
instead of forwarding to the destination. Thus the data packets get lost and hence nev-
er reach the intended destination. 

 

Fig. 2. Co-operative Blackhole Attack 

3 Review of the Existing Countermeasures 

3.1 Watchdog and Pathrater [9] 

S. Marti et al. proposed two methods called Watchdog and Pathrater which can be 
used for detecting and mitigating routing misbehavior. 

Watchdog: 
The watchdog method detects misbehaving nodes. Fig. 3 illustrates how the watchdog 
works. Suppose there exists a path from node S to D through intermediate nodes A, B, 
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and C. Node A cannot transmit all the way to node C, but it can listen in on node B's 
traffic. Thus, when A transmits a packet for B to forward to C, A can often tell if B 
transmits the packet. If encryption is not performed separately for each link, which 
can be expensive, then A can also tell if B has tampered with the payload or the head-
er. The implementation of watchdog requires maintaining a buffer of recently sent 
packets and comparing each overheard packet with the packet in the buffer to see if 
there is a match. If so, the packet in the buffer is removed and forgotten by the watch-
dog, since it has been forwarded on. If a packet has remained in the buffer for longer 
than a certain timeout, the watchdog increments a failure tally for the node responsi-
ble for forwarding the packet. If the tally exceeds a certain threshold bandwidth, it 
determines that the node is misbehaving and sends a message to the source notifying 
it of the misbehaving node. 

 
Fig. 3. When B forwards a packet from S toward D through C, A can overhear B’s transmission 
and can verify that B has attempted to pass the packet to C. The solid line represents the in-
tended direction of the packet sent by B to C, while the dashed line indicates that A is within 
transmission range of B and can overhear the packet transfer. 

Pathrater: 
The Pathrater, run by each node in the network, combines knowledge of misbehaving 
nodes with link reliability data to pick the route most likely to be reliable. Each node 
maintains a rating for every other node it knows about in the network. It calculates a 
path metric by averaging the node ratings in the path and chooses the path with the 
highest metric.  

3.2 Collaborative Security Architecture for Blackhole Attack Prevention [10] 

A. Patcha et al. proposed a collaborative architecture to detect and exclude malicious 
nodes that act in groups or alone which is an extension to watchdog design. The algo-
rithm categorizes nodes into two groups called trusted and ordinary. The first few 
nodes that form a network are trusted nodes. Trusted nodes have previously proved 
their trustworthiness to other nodes. Watchdog nodes that monitor the network are 
selected from these trusted nodes. Watchdog nodes are selected for a given period of 
time according to some criteria such as: 1) node energy, 2) node storage capacity 
available, 3) node computing power. Watchdog tasks exchange between trusted nodes 
after a period of time. Two thresholds are maintained in each watchdog node. 1) 
ACCEPTANCE_THRESHOLD : is a measure of the neighboring node’s good beha-
vior and when exceeded as a result of continuous acceptable behavior of packet for-
warding over specified period of time qualifies that neighboring node as a trusted 
node. 2) SUSPECT_THRESHOLD: is used to count maliciousness of one node for 
packet dropping and after exceeding that limit, enters that node in malicious nodes list 
and announces that node as a Blackhole node to the network.  

3.3 Redundant Route Method and Unique Sequence Number Scheme [11] 

M. Al-Shurman et al. proposed two solutions to avoid the Blackhole attacks in 
MANET. The first solution uses the notation of redundant routes within the routing 
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path for preventing Blackhole attack. The working flow of redundant route mechan-
ism is described briefly as below.  

First, the source node sends a ping packet, a RREQ packet, to the destination. The 
receiver who has a route to the destination will reply to this request, and an acknowl-
edge examination is executed at source node. Then the sender will buffer the RREP 
packet until there are more than two received RREP packets, and transmit the buf-
fered packets after identifying a safe route. The safe route identification procedure 
uses the observation that two or more of these routes must have some shared hops. 
From these shared hops the source node can recognize the safe route to the destina-
tion. If there is no shared node appearing in these redundant routes, the sender will 
wait for another RREP until a route with shared nodes is identified or routing timer is 
expired. After that, the source node recognizes the safe route from the number of hops 
or nodes, and prevents the Blackhole attacks.  

And the second solution is based on the observation that the next packet sequence 
number must have higher value than the current packet sequence number. In this solu-
tion, every node needs to have two additional small-sized tables. One table stores last 
packet-sequence-numbers for the last packet sent to every node. The second table is 
used to keep last packet-sequence-numbers for the last packet received from every 
node. When packet is arrived or transmitted these tables are updated. When a node 
receives reply from another node, it checks the last sent and received sequence num-
bers. If there is any mismatch then an ALARM indicates the existence of Blackhole 
node. 

3.4 Receive Watch and Redirect (REWARD) [12] 

It uses the concept of replication for detection and prevention of Blackhole attack. 
Fig. 4 shows the sequence of multihop transmissions under REWARD. After five 
transmissions the destination receives two packets with identical data. One packet is 
received over the path S−>A−>B−>C−>D and another through S−>B−>D. Each node 
forwards the packet to immediate neighbors, one node forward and one node back-
ward. If a node attempts a Blackhole attack and drops a package, it will be detected 
by the next node in the path. The watcher waits for a specific time period, sends the 
packet for changing the path and also broadcasts a SAMBA (suspicious area, mark a 
black-hole attack) message. The SAMBA message contains the location of the Black-
hole node. 

 

Fig. 4. Two identical packets are sent to the destination 
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3.5 Local and Co-operative Detection [13] 

Proposed mechanism involves both local and co-operative detection to identify any 
malicious node in the network. The mechanism consists of four security procedures 
which are invoked sequentially. The security procedures are: (1) Neighborhood data 
collection, (2) Local anomaly detection, (3) Co-operative anomaly detection, and (4) 
Global alarm raiser. 

 
(1) Neighborhood data collection module: Each node in the network collects the 

data forwarding information in its neighborhood and stores it in a table known as the 
Data Routing Information (DRI) table. 

(2) Local anomaly detection module: This security procedure is invoked by a node 
when it identifies a suspicious node by examining its DRI table. 

(3) Co-operative anomaly detection module: The objective of this procedure is to 
increase the detection reliability by reducing the probability of false detection of local 
anomaly detection procedure. 

(4) Global alarm raising module: This procedure is invoked to establish a network 
wide notification system for sending alarm messages to all the nodes in the network 
about the grayhole node(s) that has been detected by the co-operative anomaly detec-
tion algorithm. It also ensures that the identified malicious node(s) is isolated so that it 
cannot use any network resources. 

3.6 The Distributed and Co-operative Mechanism (DCM) [14] 

Chang Wu Yu et al. proposed a collaborative Blackhole attack detection and preven-
tion mechanism called DCM. This is a distributed and co-operative mechanism. In 
this method the nodes works co-operatively, so that they can analyze, detect, mitigate 
multiple Blackhole attacks. The DCM consists of four sub-modules which are shown 
in Fig.5. 
 
 
 
 
 

Fig. 5. Sub-modules of DCM 

• Local Data Collection:  
With the local data collection step, each node in the network is required to evaluate if 
there is any suspicious node in its neighborhood by collecting information through 
overhearing packets and using the collected information to construct an estimation 
table. The estimation table can be used to identify suspicious Blackhole nodes. If a 
node has not successfully routed any data packets from or through some neighboring 
node, that particular node may be a potential Blackhole node and needs to be in-
spected further. 

Local data 
Collection 

Local Detection Co-operat- 
ive Detection 

Global 
Reaction 
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• Local Detection 
When a suspicious Blackhole node is identified according to the estimation table in 
the local data collection phase, the detecting node, referred to as the initial detection 
node, would initiate the local detection procedure to analyze whether the suspicious 
one is indeed a malicious Blackhole node. 

• Co-operative Detection 
Once the local detection procedure has detected a possible Blackhole node, the co-
operative detection procedure is activated. The Co-operative detection procedure is 
initiated by the initial detection node, which proceeds by first broadcasting and notify-
ing all the one hop neighbors of the possible suspicious node to co-operatively partic-
ipate in the decision process confirming that the node in question is indeed a mali-
cious one. 

• Global Reaction 
As soon as a confirmed Blackhole node is identified, the fourth procedure - the global 
reaction is activated to establish a proper notification system to send warnings to the 
whole network.  

3.7 Secure-ZRP (S-ZRP) Protocol [15] 

ZRP (Zone Routing Protocol) is a hybrid approach that combines advantages of both 
proactive and reactive routing protocol. R. Shree et al. proposed a secure version of 
ZRP called S-ZRP, which can detect and prevent Blackhole attack. 

Authors gave the notion of ‘bluff probe’ packet for detecting Blackhole attack. A 
‘bluff probe’ packet contains the address of destination but in actual this is the address 
of a nonexistent node. When local communication takes place, at that time, originator 
node broadcasts this packet. This massage is called bluff probe request packet. This 
message is received by all direct neighbours. They check their entries in the table and 
if they are not Blackhole nodes then they will forward the message to the next neigh-
bors. If the malicious node is present in the zone, it will give immediate response to 
the source node through the intermediate node. As it gives response, the source node 
catches it as a Blackhole node and blocks the Blackhole node. After this, the source 
node sends information to the direct neighbours for updating their entries. Therefore 
we can see that this algorithm provides an efficient approach for detecting and pre-
venting single Blackhole as well as multiple Blackhole attack in a MANET. 

3.8 Next Hop Information Scheme [16] 

Ping YI et al. proposed this path based scheme for Blackhole and Grayhole detection. 
In this method a node only observes the next hop behavior in current route path and 
need not watch every node in the neighbor. For example, consider Fig. 6, where S is 
the source node, D is the destination node; and A is a Blackhole node. Node S is send-
ing some data packets to node D through the path S−>A−>B−>D. According to this 
protocol node S only watches node A, which is the next hop.  
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Fig. 6. A path based detection scheme  

In this method every node keeps a FwdPktBuffer, which is a packet signature buf-
fer. When a detection node forwards a packet, it adds its signature into its 
FwdPktBuffer. When the detecting node overhears the action that the next hop for-
wards the packet, it deletes the signature from the FwdPktBuffer. At a fixed period of 
time, the detecting node should calculate the overhear rate of its next hop and com-
pare it with a threshold called overhear rate in the Nth period of time, defined as 
OR(N) = total overheard packet number / total forwarded packet number. And if the 
forwarding rate of the next hop is lower than the threshold, the detecting node will 
consider the node as a black or grayhole node. Later, the detecting node would avoid 
forwarding packets through this suspect node. 

4 A Comparative Study of Blackhole Attack Countermeasures  

Table 1. Comparative study of different blackhole attack countermeasure schemes 

Countermeasure Advantages Disadvantages 

 
1) Watchdog 

and Pathrater 
 

1. This is a simple method, where 
one node should just listen to its 
next node in the route.  

2. It has the advantage that it can 
detect misbehavior at the for-
warding level and not just the 
link level. 

 

1. Watchdog's weaknesses are that 
it can not detect a misbehaving 
node in the presence of a) ambi-
guous collisions, b) receiver col-
lisions, c) limited transmission 
power, d) false misbehavior, e) 
collusion, and f) partial dropping. 

2. Source node depends on the other 
node’s information about one 
node’s misbehavior.  

3. During extreme mobility watch-
dog and Pathrater can double the 
transmission overhead percen-
tage. 

4. This method cannot detect Co-
operative Blackhole & Grayhole 
attack. 
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Table 1. (continued) 

 
2) Collaborative 

Security Architec-
ture for Blackhole 
Attack Prevention 

1. This method can successfully 
detect the presence of collud-
ing malicious nodes in the ab-
sence of mobility. 

2. Decreases monitoring over-
head on all the nodes by se-
lecting some trusted nodes for 
monitoring.  

 
 

1. The method assumes that there 
is little or no movement of 
nodes. 

2. If some trusted nodes start to 
drop packets, like Grayhole at-
tack, then the security of the 
whole network will be com-
promised. 

3. The method introduced new 
packet types that significantly 
increases the network overhead. 

4. Though it can successfully 
detect co-operative Blackhole, 
it cannot discover a secure path 
from source to destination. 

 
 
3) Redundant 

Route Method and 
Unique Sequence 
Number Scheme 

1. Redundant Route Method can 
guarantee to find a safe route 
to the destination. 

2. Unique Sequence Number 
Scheme provides a fast and re-
liable way to identify the sus-
picious reply. And no over-
head will be added to the 
channel. 
 

1. In Redundant Route Method 
many RREP packets have to be 
received and processed by the 
source and after that the safe 
route can be found. This pro-
duces large amount of time de-
lay. 

2. Cannot detect Co-operative 
Blackhole and Grayhole at-
tacks. 

 
4) REWARD 

1. It uses the notion of distri-
buted database for detecting 
Blackhole attacks which also 
distribute the overhead among 
the nodes. 

2. REWARD allows striking the 
balance between security ca-
pability and lifetime perfor-
mance. 

3. The method has different 
levels of security which can be 
set according to the local con-
ditions. 
 

1. REWARD declines the net-
work's vulnerability at the ex-
pense of more energy drawn 
from the batteries of the in-
volved nodes. 

2. REWARD is more suitable for 
dense networks. 

 
5) Local and 

Co-operative De-
tection 

1. This mechanism can detect 
malicious grayhole nodes in 
MANETs, which is very diffi-
cult due to their occasional 
misbehavior. 

2. The scheme is efficient in 
terms of communication over-
head. 

1. This mechanism will be par-
ticularly suitable for routing 
protocols like AODV, as nodes 
need to know the information 
regarding its neighboring nodes 
only for routing. 

2. Overhead due to DRI tables and 
probe packets.  
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Table 1. (continued) 

 
6) The Distri-

buted and Co-
operative Mechan-
ism(DCM) 

1. The mechanism is distributed so 
that it can fit with the ad hoc na-
ture of network, and nodes in 
the protocol work co-
operatively together so that they 
can analyze, detect, and elimi-
nate possible multiple Black-
hole nodes in a more reliable 
fashion. 

2. Distribute the overhead among 
nodes. 

3. This method imposes less 
overhead, especially when the 
network is busy. 

1. During the co-operative detection 
procedure, it uses broadcast to no-
tify all the neighbors of the suspi-
cious node, which inevitably in-
creases the network traffic. 

2. Cannot detect Grayhole attack. 

7) Secure-ZRP 
(S-ZRP) Protocol 

1. Security mechanism has been 
associated with ZRP protocol. 

2. This is only detection technique 
that is applicable on both proac-
tive and reactive protocol. 

 

1. Cannot detect Grayhole attack. 
2. Every node has to maintain 

valid route table that imposes 
too much overhead. 

3. Also communication overhead 
for this method is considerably 
higher. 
 

8) Next Hop In-
formation Scheme 

1. In this scheme, each node only 
depends on itself to detect a 
black or gray hole. The algo-
rithm does not send out extra 
control packets so that routing 
packet overhead remains the 
same as the standard DSR 
routing protocol. 

2. This method does not require 
any encryption on the control 
packets.  

3. There is no need to watch all 
the neighbors' behavior. Only 
the next hop in the route path 
should be observed. 

1. It suffers from a high false 
positive probability under high 
network overload if a constant 
threshold is used. 

2. When collision rate rises, dy-
namic detection threshold in-
creases as well, so that some 
gray hole will not be detected. 
This is an unsolved problem in 
the adaptive threshold strategy. 

 

5 Conclusion and Future Work 

Routing protocols in MANET are vulnerable due to the inherent design disadvantag-
es. Many researchers have used diverse techniques to propose different types of detec-
tion and prevention mechanisms for different types of Blackhole attacks. In this pa-
per, we first summarized the effect of Blackhole attack and its variant co-operative 
Blackhole attack on ad hoc routing protocols. Then, we discussed some of the pro-
posed works for detecting and preventing such attacks. Finally, by analyzing pros and 
cons of the existing countermeasures, we presented the open research issues in this 
area.  

According to this review work we observed that most of these countermeasures 
suffer from the following pitfalls: 
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─ In most of the detection techniques, misbehaving node is identified based on the 
information provided by its neighbours, which is not reliable. 

─ Some of them impose huge communication overhead, due to some cross checking 
verification techniques. This wastes the energy drawn from the batteries of the in-
volved nodes. 

─ Many of them cannot detect the Grayhole attack and also do not take into consider-
ation the high mobility requirement of the network.  

─ Some of them use some tables for storing routing related information or some in-
formation related to suspicious nodes. This also imposes storage overhead on the 
mobile nodes. 

After going through the disadvantages of the various existing Blackhole detection and 
prevention schemes and by analyzing them we find that there is still a huge scope of 
work towards the development of a new detection/prevention method which will 
eliminate the pitfalls described above. The Blackhole problem is still an active re-
search area and we hope that this paper will benefit more researchers to realize the 
current state of art rapidly. 
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Abstract. Today’s modern human life-style is in a great uplift with respect to 
anything and everything. The requirement of road transportation and vehicles is 
increasing day-by-day which is proportional to the number of accidents 
happening eventually. At this juncture, building an intelligent vehicle system 
and other safety driven driver assistance systems have become the order-of-the-
day. Despite the fact that considerable research has been carried out in detecting 
and tracking the traffic signs, still there is a huge lack in pertinent traffic sign 
recognition systems, especially in countries like India. This paper designates on 
the implementation of iReSign, next-generation two-tier identity classifier-
based traffic sign recognition system architecture using Zernike and GFD 
algorithms for the future intelligent vehicle systems. Further, this paper details 
the results and its analysis, which is based on 840 images of 28 distinct traffic 
signs of India (collected manually). Using Zernike Moments and Generic 
Fourier Descriptors (GFD) region-based global shape recognition techniques, 
iReSign produced 78.33%, 90% cross validation accuracy and 77.85%, 91% 
testing recognition accuracy respectively. Using our new hybrid approach of 
combining Zernike Moments and GFD, iReSign produced 92% cross validation 
accuracy and 95% testing recognition accuracy. 

Keywords: iReSign, traffic sign recognition, two-tier identity classifier, 
Zernike moments, GFD,  LIBSVM, XPF extraction algorithm, C-CUBE, P-
RESIZER, pattern labeller, pixel value generator, feature extractor, identity 
modeler, identity recognizer. 

1 Introduction 

Traffic sign boards placed on roadside provides safety information to the vehicle 
drivers. With traffic volume increasing day by day, many countries has adopted 
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pictorial sign representations to simplify and standardize their signs to facilitate 
international travelers. This adoption of pictorial representation was mainly to 
overcome the barriers created by language differences, and in general to enhance 
safety in tourism and travel. Such pictorial signs use symbols in place of words and 
are based on international protocols. Such signs were first developed in Europe and 
have been adopted by most of the countries in varying degrees. There are various sign 
conventions being followed across the world. Countries like India, Singapore, Sri 
Lanka, Egypt, Indonesia, South Africa, etc. follows Vienna convention [1]. The traffic 
signs in general are being grouped as priority signs, mandatory signs, directions, 
additional panels, warning or cautionary signs. In India, they are classified into 
cautionary, information and mandatory signs [2].  

In our day to day life, lack of awareness of traffic sign boards and increasing 
number of vehicles has led to more accidents. Hence there is a need to build a system 
that will automatically detect the traffic sign boards, recognize and alert the driver 
thereby assisting him to drive safely. The actual framework of such system involves 
three major subsystems namely detection, tracking and recognition of the traffic sign 
boards. There is considerable research being pursued distinctly in the areas of 
detection, tracking and recognition of the traffic sign boards or at times, together. 
Considering the existing literature on traffic signs, it is clear that the systems are 
implemented with respect to very few traffic signs (mostly speed limit signs) [3] [4] 
[5]. Considerable research has been made for the traffic sign boards in countries like 
Bangladesh [6], Sweden [4] [5], Japan and China [7] etc., but the research on traffic 
sign boards in countries like India, Singapore, Sri Lanka, Egypt,  Indonesia, South 
Africa (where Vienna convention is followed)  is rare when compared relatively with 
the other countries. Hence a better system for recognizing the traffic sign is required 
in these countries. 

In [2] we had proposed a generic system architecture, which is now named as 
iReSign, capable of handling traffic signs of any international conventions. The 
iReSign is a new generic recognition system which uses two-tier classifier 
architecture that would be helpful to build a strong recognition component for the 
intelligent vehicle system and other driver assistance systems. Extending our earlier 
work, this paper showcases the experimental results of iReSign for Indian traffic signs 
through selective region-based shape representation technique along with an attempt 
to a new hybrid approach. The iReSign leverages the LIBSVM tool [8] for 
implementation purposes. 

2 Shape Representation Techniques 

2.1 Selection of Shape Representation Techniques 

In general, shape representation techniques can be categorized as contour-based and 
region-based. Contour-based shape representation techniques [9] will exploit only the 
boundary information of the shape. In region-based techniques, the entire area of the 
shape is taken into account to obtain the representation of the shape. Due to the nature 
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of traffic signs taking different meaning with the change in their orientation, it is ideal 
to choose region-based techniques for traffic sign recognition system design. Further, 
there are two sub-categories in region-based, such as structural and global. As 
detailed in [2], region-based structural techniques have issues like complex 
computation and graph matching. 

Region-based global methods use moment descriptors to describe the shape that 
considers the whole image and the representation is a numeric feature that will be 
used for shape description.  These techniques make use of all the pixel information 
within an image region. Some of the region-based global techniques are Zernike 
Moments, Generic Fourier Descriptors (GFD), Geometric Moment Invariants, 
Algebraic Moment Invariants, Orthogonal Moments, Shape Matrix and Grid 
Methods. Among these techniques, Zernike Moments and GFD exhibit [10] good 
retrieval accuracy, compact features, low complexity and robust performance and can 
be used for real time applications. A detailed study on Zernike had also proved that it 
has reconstruction power compared to other Moments algorithms [11]. Due to simple 
implementation and performance, we had used Zernike Moments technique for 
iReSign implementation in our previous research work [2]. In continuation, we chose 
GFD for iReSign implementation and could able to achieve quantifiable 
improvements in the retrieval of traffic sign results. 

2.2 Zernike Moments 

The Zernike moment of order p with repetition q is defined as follows:  1 , ,  (1)

Where, ,  =  

 ,     =   ∑   , | |  

 

      = 
/ / !/ ! / ! / ! 

 
Since Zernike polynomial is a complete set of an orthogonal basis, it is also called as 
orthogonal moments. 

2.3 Generic Fourier Descriptor (GFD) 

For an input image f(x,y) it is first transformed to a polar image f(r,Ɵ) 
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,  ,  2 2
  (2)

Where r x x y y  

  arc tan y y /x x  

Here, x M ∑ N 1 x       and           y N ∑ M 1 y  

Where   T  

and  0  r  R, 0 ρ R , 0  T 

R = radial frequency 

T = angular frequency 

3 Related Work 

Multi-category SVMs for traffic sign recognition and BP algorithm was used by Liu 
& Zhu [12] for comparing Chinese and Japanese traffic signs. This method had 
computational complexity to be implemented in real time. In other work [6] with 
prime focus on Bangladeshi traffic signs, color segmentation and moment invariants 
were used. Though computational time complexity was improved, robustness was 
missing in case of signs captured under different kinds of atmospheric and luminance 
conditions. 

Shi, Wu, and Fleyeh proposed a robust model for Swedish traffic signs [4] based 
on support vector machines. Prominence was given for a very few categories of speed 
limit signs and traffic signs shades. The results were satisfying; however this method 
would not be ideal for real time application as only few signs were considered for 
recognition. In the work [5], Swedish road signs were again subjected for research. In 
this study the sign borders and pictograms were investigated majorly using Zernike 
moments and fuzzy ARTMAP technique. In this work, the images were normalized to 
36x36 pixels before training using fuzzy ARTMAP. The problem here is time 
required for pre-computation for normalizing or reducing the image size is an 
overhead to be implemented in a real time scenario. 

In the research work of [7] involving Chinese road signs, Color-Geometric Model 
was proposed for recognition. The approach here involved color information and 
shape information and hence addressing the recognition in case of a difference in 
atmospheric or luminance or climate would be a problem. This is due to the fact that 
the color of the traffic sign board may change in case of a climatic change while 
capturing with a camera. Since shape attribute was also focused, addressing the 
problem of occlusion was not investigated. 

Hough transform along with template matching was used for traffic sign 
recognition in [3].  This paper also purely focused on speed limit signs limiting its 
usage to a real time system. This approach also lacks efficiency in terms of 
computational time. Tchebichef moments and support vector machine was proposed 
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in [13]. In this method, the RGB images that were captured by the camera were 
converted into HSV color space. These images were then applied for recognition. 
Even in this method only Chinese traffic signs were concentrated. Pixel based 
approach was often adopted for classification and the traffic signs was determined or 
recognized by cross-correlation template matching [14] [15]. Gao et al [16] used 49–
dimensional feature vectors encoding their local edge orientation and density at the 
arbitrary fixation points to the corresponding vectors computed for the template sign 
images [17].  But in this approach, features were manually selected which is not 
convincing. Bahlmann Et Al. [17] used Bayes classifier. Though only 6% error rate 
was reported, the work was done for narrow subset of signs only. 

Using all the above information as a backbone to this paper we can typically 
perceive that majority of the research works were focused only on a single semantic 
category of traffic signs, mostly speed limits. As stated earlier, research on traffic 
signs in countries like India are rare. One more problem was the complex 
environment of roads and scenes around traffic sign boards. This is because of the 
variations in climatic and light conditions; the illumination geometry would be 
affected. Also some of the existing systems were not invariant to rotational and 
scaling. Analyzing these constraints and lack of such system in India like countries, 
we had already proposed a generic architecture [2] in our previous work. The system 
had addressed the problem of rotational and scaling invariance too. To improve the 
accuracy of the system, the GFD algorithm [18] is chosen for research in this paper as 
it produced good results as compared to our previous work [2] involving Zernike 
moments algorithm. Also the kernel of GFD was quite easy to compute relatively than 
Zernike moments method. In Zernike the shape was to be normalized into a unit disk 
to calculate the moments whereas in GFD it was not required. When large scaling was 
carried out, the spatial distribution changed and using Zernike moments the shape 
features could be analyzed only in circular direction, but GFD proved strong by 
examining the shape in radial directions. More importantly when the number of 
images in training and testing set was increased, GFD proved to be more robust than 
Zernike moments. Further, the easiness in the implementation of Zernike Moments 
algorithm combined with the computational strength of GFD made us to attempt a 
new hybrid approach where both the methods were involved to produce the features 
of the traffic sign images. This reflected significantly in the testing accuracy of 
iReSign implementation. 

4 iReSign Architecture 

Figure 1 depicts ‘iReSign’ system architecture. This architecture is made up of several 
components such as traffic sign C-CUBE, PIS, P-RESIZER, pattern labeller, pixel 
value generator, feature extractor, tier-1 classifier identity modeler and tier-2 classifier 
identity recognizer. The traffic sign C-CUBE (i.e. CCC) is the corpus configuration 
console used to configure the traffic sign convention to be used along with other 
parameters such as the number of traffic signs/classes, number of images per class, 
number of images for training set, number of images for testing set, labeling 
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parameters etc. The PIS, Preliminary Image Source, selects all the raw images that are 
to be considered for the final corpus. The P-RESIZER is the preprocessor and resizer 
that will resize the input images to a constant size, so as to minimize the calculations 
and the time complexity before the corpus is finalized. Based on the configuration 
made in the traffic sign C-CUBE, the corpus will be split into training and testing set. 

 

Fig. 1. iReSign – Next-generation two-tier classifier-based traffic sign recognition system 
architecture 

Due to multiple signs being used in the corpus, to distinguish one from the other, a 
component called pattern labeller is used. Pattern labeller will create a (customizable) 
unique label per sign in the training set. Pixel value generator component will extract 
the color intensity value for each pixel and returns the sum of intensities of an image, 
which has major weightage to form the feature vector. The output of pixel value 
generator will be fed as input to the feature extractor which calculates the features for 
that image using a suitable algorithm. The output of feature extractor would be the 
features in a vector file. This file is compatible to feed to the two-tier classifiers for 
training and testing respectively. The two-tier classifiers, identity modeler and 
identity recognizer, executes the core functionality of the iReSign architecture. 
Identity modeler focuses on training phase of the system where in it accepts the 
features of the images from the repository and produces a model file containing all the 



414 K. Balasundaram, M

 

information about the patte
inputs to the tier-2 classifie
file from the tier-1 classifie
image and classifies it acco

In training phase, the im
value generator and the feat
pixel intensities of the ima
feature selection algorithm 
file from feature extractor 
model file. During the testin
the pixel value generator, 
image feature file. Using th
predict the output by indica

5 Implementation

To train iReSign architectur
investigated on those traff
result, we identified and fin
creating the corpus of the s
2. These images are taken
cameras. After collecting th
we obtain the potential ar
captured the traffic signs in
number of images as 50 pe
and 20 for training and testi

 

Fig. 2.

.K. Srinivasan, and K. Sarukesi 

ern of the input images. This model file will be one of 
er identity recognizer. Identity recognizer takes the mo
er identity modeler along with the features of a new/test
rdingly. 

mages pass through the pattern labeller followed by pi
ture extractor. The feature extractor will take the calcula
age from the pixel value generator. Then it will appl
using these values, to obtain the features. Using the ma
as input, the identity modeler learns them and create

ng phase, the image that is to be tested is passed directly
but the output of the feature extractor would be a u

his vector and model files as input, identity recognizer w
ating the class of the given user input image. 

n 

re we need to design the corpus of the system. Initially,
fic signs that are frequently found in Indian roads. A
nalized upon 28 Indian traffic signs, which in turn used 
system. A sample image in each class is depicted in Fig
n manually by capturing them using a digital and vi
hese images, with the help of our preprocessor subsyst
rea which is necessary for the processing. We random
n various climatic and illumination conditions and fixed 
er each class. These 50 images in each class are used as
ing respectively.  

 

 Sample traffic signs that were considered 

the 
odel 
ting 

ixel 
ated 
ly a 

aster 
es a 
y to 
user 
will 

 we 
As a 

 for 
gure 
deo 

tem, 
mly 
the 

s 30 



 iReSign 415 

 

Having created the corpus with rich collection of 28 traffic signs, we implemented 
the iReSign system (with its core components) using Zernike Moments algorithm. 
The outcome of this experiment pushed us towards choosing GFD due its 
computational forte [18]. As expected, this resulted in better performance and 
accuracy uplift, which inspired us towards merging the benefit of Zernike’s ease of 
implementation and GFD’s extraordinary computational capabilities together. That 
stemmed in our hybrid approach of the above two region-based global shape 
representation techniques. In this process, first the features are captured using the 
Zernike Moments algorithm to form a vector file. Then, with the PF Extraction 
algorithm [2], GFD for the images was acquired and accumulated to form another 
vector file. A third vector file was formed by combining these two vector files using 
Extended PF or ‘XPF Extraction Algorithm’ as shown below. This vector file was 
exposed to the training and testing phase of iReSign Architecture evidencing good 
results. 
 

XPF Extraction Algorithm 

Input: Traffic sign image 

Output: Hybrid Features vectors of the input image 

Step 1: Input image 

Step 2: Obtain width and height of the image  

Step 3: Set low threshold value = 245 

    Set high threshold value = 255 

Step 4: For pixels from (0, 0) to (width, height) 

        Step 4a: Calculate the red, blue and green intensity 

Red  Color of the pixel in RGB value & 0xff0000 >> 16 

Green Color of the pixel in RGB value & 0xff00 >> 8 

Blue Color of the pixel in RGB value & 0xff  

Step 4b: Intensity of pixel(x, y) is given by 

Intensity = 0.299 * red + 0.587 * green + 0.114* blue 

Where red, green and blue are respective values calculated in the previous step 

Step 4c: Store this into data[x][y]  

Step 5: Calculate HM1(data) and store in a vector file a 

Step 6: Calculate HM2(data) and store in a vector file b 

Step 7: Ensemble (vector file a, vector file b) 

Step 8: Obtain the feature vectors 

6 Results and Analysis 

The implementation of iReSign (core components) was carried out using the Eclipse 
IDE 3.4.2 and Java language. This section describes and analyses the obtained results. 
In training set, we had used the mentioned 28 traffic signs/classes and 30 images in 
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each class. All these images were trained using LIBSVM tool with Zernike Moments 
and GFD, both individually and combined (for hybrid approach). A set of images in a 
class that was taken for implementation is been depicted in figure 3. 

 

Fig. 3. Samples from the training set. 

6.1 Results 

To evaluate the performance of iReSign, many experiments using cross fold 
validations have been conducted. To check the consistency of the output we have 
done cross validation which will compute the accuracy rate. The 10-fold cross 
validation first divides the training set into 10-subset of equal sizes. Then one subset 
is tested using the classifier trained on the remaining 9 subsets sequentially. For each 
class it randomly shuffles training set images and divides the images into 10 blocks of 
84 images each. For the first run, first 84 images are used as testing data and the 
remaining images are used for training. In a similar way in the second run the next 84 
images are used for testing and the remaining will be used for training. Similarly 10 
runs of validation are performed. The parameter values c (cost value) and g (gamma 
value) differs for each method depending upon the number of features generated. The 
result of 10-fold cross validation for each run is presented in Table 2. 

Table 1. Results of 10-fold cross validation 

Runs Zernike  
Moments 

GFD Hybrid 

1-Run 77.97% 91.78% 92.02% 
2-Run 79.28% 90.35% 91.42% 
3-Run 79.40% 90.83% 92.50% 
4-Run 77.73% 90.35% 92.73% 
5-Run 77.85% 91.30% 92.02% 
6-Run 77.61% 91.07% 92.26% 
7-Run 78.21% 90.23% 92.02% 
8-Run 78.09% 91.54% 91.90% 
9-Run 78.80% 90.23% 92.61% 

10-Run 78.45% 90.71% 91.78% 
Average 78.33% 90.83% 92.12% 

 
The following graphs (Fig. 4, 5 and 6) are plotted using gnu plot [19] that shows 

the accuracy and the parameter values of GFD and hybrid approach training. 
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Fig. 4. and 5. Cross-validation accuracy obtained through a sample run in LIBSVM using 
Zernike Moments and GFD. 

 

Fig. 6. Cross-validation accuracy obtained through a sample run in LIBSVM using hybrid 
approach. 

6.2 Testing – Analysis  

In testing phase, we had used 20 different images per each class of traffic sign that 
was not used for training. The accuracy obtained by testing is summarized in the table 
below. 

Table 2.   Results of testing phase.  

Method Used Cross Validation Accuracy Testing Accuracy 

Zernike Moments 78.33% 77.85% 
GFD 90% 91% 
Hybrid 92% 95% 

Confusion matrices have been drawn to indicate the number of images that were 
not classified in each class using individual methods as well as the hybrid method. 
The rows and columns represent the respective class labels and the number inside the 
grid represents the classification of the class during the testing phase. For example, 
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the cell [7, 7] represents that about 16 images in class 7 are correctly classified, 
whereas the cell [7, 2] represents that 4 images from class 7 have been is classified as 
class 2. 

Our experiments with Zernike Moments, GFD and hybrid approach clearly 
showcases incremental and convincing results on 28 important Indian traffic signs. 
Our attempt in Zernike and GFD combined hybrid approach results with 95% 
accuracy. This proves the importance of further research attempts in such hybrid 
approaches, especially with respect to traffic sign intelligent system design. Our 
experiment also demonstrates its recognition accuracy of 95% with 28 images, which 
is considerably an appealing number compared to many other existing systems that 
included signs such as speed limits and stop signs. 

Table 3. Confusion matrix for Zernike Moments 

 

Table 4. Confusion matrix for GFD 
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Table 5. Confusion matrix for hybrid approach.  

 

 

      

Fig. 7. and 8. Input and output screens of iReSign system 

7 Conclusion 

This work demonstrates the implementation of iReSign, next-generation two-tier 
classifier-based traffic sign recognition system architecture using Generic Fourier 
Descriptors, a region-based global shape representation technique. In addition, this 
paper also presents a novel hybrid approach for traffic sign recognition by combing 
two region-based global shape representation techniques such as Zernike Moments 
and GFD. This work, specifically, addresses the traffic sign recognition system design 
for countries like India, Singapore, Sri Lanka, Egypt, Indonesia, South Africa, etc. 
which follows Vienna convention. Using GFD, the iReSign produced cross validation 
accuracy as 90% and testing accuracy as 92%, which is superior when compared to 
our previous Zernike Moments results of 78% and 77% respectively. Our new hybrid 
approach produced cross validation accuracy as 92% and testing accuracy as 95%. 
Thus iReSign architecture with the proposed hybrid capability can build the ultimate 
intelligent vehicle system to create an accident free world. 
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Abstract. Neural cryptography is a new way to create shared secret key. It is 
based on synchronization of Tree Parity Machines (TPM) by mutual learning. 
Two neural networks trained on their mutual output bits synchronize to a state 
with identical time dependent weights. This has been used for creation of a 
secure cryptographic secret key using a public channel. In this paper a genetic 
approach has been used in the field of neural cryptography for synchronizing 
tree parity machines by mutual learning process. Here a best fit weight vector is 
found using a genetic algorithm and then the training process is done for the 
feed forward network. The proposed approach improves the process of 
synchronization. 

Keywords: Tree Parity Machine, Neural Synchronization, Genetic algorithm, 
Fitness function. 

1 Introduction 

Cryptography is the science of securing private information from unauthorized access 
for ensuring data integrity and authentication, and for controlling against  security 
threats. It describes methods to transmit secret messages between two partners A and 
B. An opponent E who is able to eaves drop  to the communication should not be able 
to recover the secret message. 

In neural cryptography, both the communicating networks receive an identical 
input vector, generate an output bit and are trained on their mutual output.  This leads 
to a synchronization by mutual learning. The synaptic weights of the two networks 
relax to a common identical weight vector, which still depends on time.[1,2,3]. Thus, 
the generated identical weight vectors are shared and used as a secret cryptographic 
key.  In Tree Parity Machines an interesting phenomenon can be observed: two neural 
networks learning from each other synchronize faster than a third network which is 
eve dropping and listening to the communication. 

In this paper, a genetic algorithm approach is being proposed to find the optimal 
weight vector for training the TPM. 
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The paper is organized as follows. Section 2 describes the training of TPM. 
Generation of secret Keys is explained in section 3. Genetic approach and the algorithm 
are explained in section 4. Section 5 presents the implementation results and comparison 
of genetic and random approach . Section 6 describes the way this genetic approach 
method responds to different security attacks.  The final section concludes this work.  

2 Tree Parity Machine 

A multilayer feed forward neural network so called as Tree Parity Machine (TPM)  is 
shown in Fig.1. The TPM has k hidden units (1 ≤ k ≤ K).Each hidden unit receives N 
different inputs (1 ≤ j ≤ N) leading to an input of size KxN . Each input take binary 
values, Xkj = ±1 and weight associated with inputs Wkj bounded by [L, -L]. The 
binary hidden units are denoted by σ1, σ2 ,… σ k and the output bit τ is the product of 
the state of the hidden units. The communicating partners A and B use a TPM 
network with K hidden units as stated below. 

                        σ i
A

 = sign( Wi
A . Xi ) ;     σ i

B
 = sign( Wi

B . Xi )  i=1…K 

where, Signum function is defined as, 
                  

                                              1     if x ≥ 0, 
                                     sign(x) =       
                                                        -1  otherwise 

 
Wi’s are N-dimensional vectors of synaptic discrete weights and the Xi’s are N-
dimensional input vectors given as, 

                                Wi,j
A/B Є  { - L,- L+1,……..,L-1,L };  Xi,j  Є  { -1,+1} 

The K  hidden bits σ are combined to an output bit τ of each network as follows 
                        τA = Π(σ i

A);     τB = Π(σ i
B )     i=1…K 

If the output bits of the communicating partners differ then synchronization is 
achieved by a  mutual training process. At each training step the two machines A and 
B receive identical input vectors Xi. 

The training algorithm is : 

1.  Initialize random weight values  
2. Execute these steps until the full synchronization is achieved 

a. Generate random input vector X 
b.  Compute the values of the hidden neurons 
c.  Compute the value of the output neuron 
d.  Compare the values of both tree parity machines  

3. Outputs are not same : go to step 2 
4.  Outputs are same: Update  the weights using learning rule. 

In this case, only the hidden unit σi which is identical to τ changes its weights using 
the Hebbian learning rule: 

Wi
+ = Wi + σi. Xi .Ө (σi.τ).Ө(τA τB) 

and the same is applied for the network B. If this training step pushes any component Wi,j 
out of the interval –L, …+L the component is replaced by +L or –L correspondingly. 
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Fig. 1. Tree Parity machine 

3 Generation of Secret Keys 

Mutual learning of tree parity machines, as explained before, leads to synchronization 
of the time dependent synaptic weight vectors wi

A and  wi
B.  Both partners start with 

random weight vectors (3 N random numbers each) and train their weight vectors 
according to the algorithm. At each training step they receive three common random 
input vectors xi. 

It turns out that after a relatively short number of training steps all pairs of weight 
vectors are identical Wi

A = Wi
B. The two multilayer networks have identical synaptic 

weights. Since, according to the learning rule, after synchronization at least one pair 
of weight vector is changed random walk in weight space for each training step, the 
synaptic weights are always moving. In fact, it is hard to distinguish this motion form. 
Therefore the two multilayer networks perform a kind of synchronized random walk 
in the discrete space of (2L+1)3N points. Synchronization of neural networks can 
immediately be translated to key generation in cryptography: The common identical 
weights of the two partners A and B can be used as a key for encryption, either 
immediately as one-time pad, as a seed for random bit generators or as a key in other 
encryption algorithms (DES,AES). 

Compared to algorithms based on number theory, the neural algorithm has several 
advantages: First, it is very simple. The training algorithm is essentially a linear filter, 
which can easily implemented in hardware. Second, the number of calculations to 
generate the key is low. To generate a key of length N one needs of the order of N 
computational steps. Third, for every communication, or even for every block of the 
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message, a new key can be generated. No secret information has to be stored for a 
longer time. But useful keys have to be secure. An attacker E who is recording the 
communication between A and B should not be able to calculate the secret key. 

4 Genetic Approach 

Genetic algorithms [4] [5] are based on the real processes of natural selection and 
survival of the fittest. In biological populations, individuals of every particular species 
are constantly evolving and adapting to the surrounding environment. Such an 
adaptation process represents a biological analogy of the mathematical problem of 
maximizing an objective function, which in the case of Genetic algorithm is referred 
to as the fitness function. 

In genetic algorithms, a set of artificial individuals (models) are used to define a 
population, and as in the case of biological systems, some genetic information is 
transmitted from generation to generation by a relatively simple set of combinatorial 
rules. While this evolution is taking place, the process of natural selection ensures that 
the fittest individuals are the ones with more probability of transmitting their genetic 
information. In this way, with the running of time, the individuals and the population 
are able to get more and more adapted to the environment; even if the environment 
itself changes with time. 

In the evolution of the algorithm, the individuals of a given population interchange 
their genotypes, according to their fitness values and some probabilistic transition 
rules, in order to produce a new generation. In this context, the objective function or 
fitness function provides an artificial selection criterion for giving to the best adapted 
individuals a higher chance to reproduce. 

The genetic algorithm shown in Fig.2, can be described as follows. First, it starts 
with a certain population of individuals selected at random from the model space. 
Then, an iterative procedure follows, in which each of its iterations forms three basic 
steps: selection, crossover and mutation. Finally, the iteration is ended when certain 
convergence criterion is achieved. 
 
Selection: In this step, individuals are selected for crossover according to their relative 
fitness with respect to the others in the population. In this way, those individuals whose 
fitness values are above the population’s average fitness will have more chance to 
reproduce than those whose fitness values are below the average. This selection step is 
implemented in practice by the creation of a mating pool. In the mating pool, certain 
number of copies of each individual is placed according to its relative fitness. The use of 
the mating pool resource enables the use of a uniformly distributed random generator 
during crossover. However, in more complex system, it is always possible to combine 
selection and crossover in a single step by using a properly biased random generator. 
 
Crossover: In this step, the genetic material of the individuals in the mating pool is 
recombined in order to produce a new generation. First, the individuals are picked in 
pairs from the mating pool. This is done uniformly at random. Then, for each pair, it 
is decided if crossover is going to be performed or not according to some probability 
Pc, which is called the crossover rate. If no crossover is required, both individuals are 
included just as they are in the new generation. On the other hand, if crossover is to be 
performed, their genotypes are used to generate a new pair of individuals. 
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In simple crossover, one locus is selected at random dividing the strings in two 
sections. Then, the alleles in one corresponding pair of sections are interchanged 
between the strings. In multiple crossovers, more than one locus is selected at random 
dividing the strings in multiple sections. Then, corresponding non consecutive pairs of 
sections are swapped. 
 
Mutation: In this step, some random alterations are performed to the genotypes of the 
individuals in the new generation. This is done according to certain probability Pm, the 
mutation probability. In general, Pm must be a very small value, such that the order of 
alterations would be around one in every thousand alleles. For every individual in the 
population, it is decided if a mutation must occur or not. Then, if it must occur, one locus 
is selected at random, and the value of its correspondent allele is altered. 
 

 

Fig. 2. Genetic Algorithm 

4.1   Genetic Algorithm Implementation 

Here the weight vector L is taken as 3,4,5,6 for both TPM , the initial population is 
taken as set of random numbers in the range (-L…L).  

Here in this paper an objective function is defined considering a range criterion. 
The fitness function f(x) is given by: 
 

                                                      -L         x < -L 
                                      f(x) =        x2        -L ≤ x < L 
                                                        L         x ≥ L 
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The fitness value for each string in the population is calculated. Based on the 
fitness value, the most fitted strings from the population are selected using Roulette 
Wheel selection method. On the selected string crossover and mutation are performed 
based on the Crossover rate (Pc) and Mutation rate (Pm). This completes one cycle of 
GA process. If the termination condition is met, the iteration is stopped and the new 
population generated will be considered as the optimal solution. Then Fig.3. shows 
how new optimal weights generated by GA are used in the TPM network for mutual 
learning by both the parties. 

 

 

weight 

Input tree 1 Input tree 2 

2 1 

Equal 
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Synchronized? 
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Fig. 3. GA in TPM 
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5 Results 

Implementation of the above algorithm has been carried out in C. For different L 
values say 3, 4, 5, 6 the algorithm is implemented using random weights and genetic 
weights. The observed result is shown in the Table 1.Fig.4. shows the result without 
using the genetic approach i.e., the simple neural key exchange protocol using random 
weights. Here the simple rand function is used for generating the random weights, and 
then neural key exchange protocol is applied to generate key. 
 

 

Fig. 4. key generation using random weights  

 

Fig. 5. key generation using genetic weights  
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After applying genetic algorithm a best fit weight vector is obtained for both A and 
B. With this, the network is trained. It has been noted that, by performing genetic 
algorithm, the synchronization time has got reduced   (i.e. it takes only less number of 
iterations to get synchronized). Fig,5. shows the final key obtained using genetic 
approach. 

The final key obtained is tested for randomness, which is  a probabilistic property. 
Once the key generated passes all these random tests, [6] it can be used for 

encryption purposes. If any of the tests fail, process has to be repeated, until a random 
sequence is obtained.  Result is compared with number of iteration and time taken for 
different range of weights. Table 1 show that number of iterations taken by neural 
network for synchronization is very less when GA weights are used as compared to 
Random weights. 

Table 1. Average number of iterations with different weight range using Random and Genetic 
weights obtained over  102 samples 

No. Of Iterations 

For  
Weight range 

Using 
Random 
weights 

Using 
Genetic 
weights 

3 350 150 

4 547 263 

5 923 300 

6 1185 650 
 
The algorithm complexity, Ο(MN2)  which is higher than the random approach as 

compared to genetic algorithm .  Even though the complexity is high, the use of 
genetic approach will be more secure and powerful when it is used for stream of key 
generation. And also the use of genetic approach takes less number of iteration for the 
network to synchronize. Table 1. shows the average  number of iterations taken to 
generate the key using random weights and genetic weights respectively. The 
experimentations conducted suggest that the genetic algorithm approach reduces the 
number of iteration by nearly 50% as compared to random weight approach. 

6 Security Attacks 

Here primarily Brute Force and Protocol Specific Attack has been considered. 
In Brute force method the attacker has to test all possible keys. Therefore for a 48 

bit key 248 possibilities will have to be checked. Therefore the likelihood for obtaining 
key is very less. 

In Protocol Specific Attack, the attacker has to learn with his own TPM. Then the 
attacker tries to synchronize his TPM with the two parties. Three situations could  
occur  
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• Output(A) ≠ Output(B): No party updates its weights 
• Output(A) = Output(B) = Output(E): All the three parties update weights in 

their tree parity machines. 
• Output(A) = Output(B) ≠ Output(E): Parties A and B update their tree parity 

machines, but the attacker can not  

It has been shown in [7] that synchronization of two parties is faster than learning by 
the attacker. The security of the system can be improved by increasing the synaptic 
depth. In fact, numerical simulations as well as analytic calculations show that an 
attacker E will synchronize with A and B after some learning time. Now using the 
proposed algorithm, it is observed that although A & B synchronize in 500-600 
iterations, but the attacker is not able to learn even after 10,000 iterations. This 
observation leads to conclude that Genetic approach in neural cryptography method 
will be less prone to attacks. 

This is not an exhaustive analysis of all possible attacks. There are some more 
complicated attacks like majority flipping attack [8], which has successfully broken, 
the basic neural cryptography. The current modification is being analyzed against this 
attack. The purpose of this work is to see whether the use of genetic algorithms can 
fasten the process of synchronization of genuine parties in comparison to the attacker, 
so that many attacks, which are generally successful due to lengthy synchronization 
process, can be avoided. More analysis is being done in order to establish the 
advantage of this implementation over others. 

7 Conclusion 

The TPM’s were successfully synchronized using the genetic approach. And the 
neural network was able to synchronize faster because of the best optimal weights 
obtained from genetic process. From the existing literature it can be said that, neural 
cryptography is the first algorithm for key generation over public channels, which are 
not based on number theory. It has several advantages over known protocols: It is fast 
and simple and for each message a new key can be used and no information is stored 
permanently. Thus Neural cryptography promises to revolutionize secure 
communication by providing security based on neural networks assisting the current 
state of  mathematical algorithms or computing technology.Therefore, genetic 
approach in neural cryptography may lead to novel applications in future. 
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Abstract. Cloud computing is becoming more influential as a technical-cum-
business model in the present scenario of enterprise business computing. It 
attracts the customers with its glossy catchphrase ‘pay-as-you-use’. Even after 
knowing all its benefits, many organizations ranging from medium to large 
businesses fear migrating to this computing paradigm because of the security 
issues associated with it. The reason being, today’s business computing world 
breathes solely on users and their data which require sophisticated mechanisms 
to protect it against theft and misuse. Subsequently, due to the public and multi-
tenancy nature of cloud, the security threats and the velocity of consequences 
are higher in cloud, than in in-premises computing. eCloudIDS a next-
generation security system designed with innovative hybrid two-tier expert 
engines, namely uX-Engine (tier-1) and sX-Engine (tier-2), is considered as a 
most suitable security solution for cloud computing environments; precisely 
public cloud. This paper deals with the design and implementation of our 
proposed eCloudIDS architecture’s Tier-1 uX-Engine Subsystem using one of 
the unsupervised machine learning techniques named Self-Organizing Map 
(SOM). This experiment was conducted on the setup with 6 machines which 
had Ubuntu 10.04 LTS 64-bit LTS Desktop edition as native operating system, 
CloudStack 3.0.0 as IaaS platform, XenServer 6.0 as virtualization host, and all 
systems with statically allocated IP addresses. This paper travels through the 
phases and footprints involved in the implementation of proposed eCloudIDS 
Tier-1 uX-Engine subsystem architecture using SOM. Further, our implemented 
system showcases the detection performance rate as 89% with minimal false 
alarm rates, which is considerably substantial for an unsupervised machine 
learning implementation. 

Keywords: eCloudIDS, uX-Engine, Self-Organizing map, SOM, sX-Engine, 
Instance-M, CloudStack, XenServer, Behavior Analyzer, eCloudIDS C3, Cloud 
VM/Instance Monitor, CIM, H-log-H, Standard Audit repository, SAR, Special 
Permission Audit repository, SPAR, Acute Audit Repository, AAR, Warning 
level Generator, Alert System, two-tier expert engine, state-of-the-art cloud 
computing security taxonomies. 
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1 Introduction 

Cloud computing is rapidly becoming an influential technical-cum-business model in 
the present scenario of enterprise business computing. It attracts the customers with 
its glossy catchphrase ‘pay-as-you-use’. While cloud computing reduces the overall 
business cost, it also offers the ultimate computing revolution which is changing the 
way of traditional IT’s each and every functionalities today. Cloud computing has 
simplified all the pieces of business by renting IT resources, on-demand service etc. 
CSP plays an important role in cloud computing as this service is maintained by them. 
The end users or the customers need not know the technology used because the 
service is maintained by the CSP [1].  Customers can pay only for the resources used 
thereby ending up paying cheaper rates. Figure 1 depicts the representation of cloud 
computing architecture. 

 
 
Source: Madhan Kumar Srinivasan, et al.: State-of-the-art Cloud Computing Security 
Taxonomies – A classification of security challenges in the present cloud computing 
environment. DOI: 10.1145/2345396.2345474, ACM (2012) [1]. 

Fig. 1. Cloud Computing Architecture 

In addition, this model is largely being supported because of “Greener computing 
alternative” label [2]. Even after knowing all its benefits, many organizations ranging 
from medium to large businesses fear migrating to this computing paradigm because 
of the security hallucinations associated with it [1] [3] [4] [5] [6]. So it becomes an 
important step in understanding and addressing these security gaps through significant 
consideration towards user privacy, sensitivity of data etc. 
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Security aspect has become a main concern in today’s computing world. We find 
ourselves trapped against the rising security breaches from a malicious intruder as 
well as from organization (insiders) with whom there is code of trust. Today’s 
business computing world breathes solely on users and their data which require 
sophisticated mechanisms to protect it against theft and misuse. Security measures 
that monitor any sort of data handling is the order of the day in both traditional as well 
as cloud computing environments. Considerably, due to the public and multi-tenancy 
nature of cloud, the security threats and the velocity of consequences are higher in 
cloud, than in-premises computing.  

eCloudIDS [3] is a next-generation security system designed with innovative 
hybrid two-tier expert engines, namely uX-Engine (tier-1) and sX-Engine (tier-2), is 
considered as a most suitable security solution for cloud computing environments; 
precisely public cloud. eCloudIDS answers the top three State-of-the-art cloud 
computing security taxonomies such as logical storage segregation & multi-tenancy 
security issues (taxonomy #1) [1] [7] [8], identity management issues (taxonomy #2) 
[1] [9] [10], and insider attacks (taxonomy #3) [1] [11]. This paper deals with the 
design and implementation of our proposed eCloudIDS architecture’s Tier-1 uX-
Engine Subsystem using one of the unsupervised machine learning techniques named 
Self-Organizing Map (SOM) for secure cloud computing environment. 

2 Related Work 

Intrusion detection can be used to identify misuse as well as anomalies. In misuse 
detection the detection engine is trained to identify the known patterns of attack and a 
database of known attacks needs to be maintained to compare with incoming activity 
patterns. In anomaly detection, however, the engine is required to search something 
unusual and deviating from the baseline activity. For this, unlabeled data is used so as 
to enable the engine to detect unknown and new intrusion patterns. 

Hence, neural networks have become a popular choice for problems that concern 
clustering, classification and patterning. For the purpose of designing an intrusion 
detection system that can identify both anomalous and intrusive behaviors, supervised 
learning as well unsupervised learning can be employed. Trusted unsupervised 
learning algorithm to detect anomalies and unusual patterns are K-means clustering, 
self-organizing maps (SOM), growing hierarchical SOM (GHSOM), etc. Based on 
literature survey it has been observed that SOM is a popular choice for an 
unsupervised learning algorithm. 

In [14] SOM algorithm is used to create a topological map of known attacks for 
forensic analysis of suspicious network traffic. SOM is used to create an abstraction 
of the attacks while preserving the topological relationships. Here, SOM is used both 
as a post-mortem tool for analysis of known attacks but also to identify and analyze 
new attacks. 

In [15], Patole et al. used Self-Organizing Maps (SOM) to cluster normal and 
intrusive activity from the patterns in the network traffic. A packet sniffer was 
employed to collect different network packets to collect information on downloading, 
port scanning, surfing, etc. The results of the experiment were represented on the map 
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and were clustered as normal behavior on one part of the map and intrusion on the 
other part. The advantages of SOM are manifold. It does not need prior supervision 
during the training to identify specific attack signatures and clusters similar data 
perfectly. 

In [16] and [17] SOM is used as a clustering tool for network data. The 
implementation primarily focused on Denial-Of-Service (DOS) attacks by collecting 
data about regular IP addresses that accessed the network and corresponding network 
traffic. Even here unsupervised learning algorithm SOM was used as opposed to other 
algorithms for its various merits. 

In [18], self-organizing map is used to give visual representation to network traffic 
as well as to give meaningful clustering technique. The authors used SOM for 
clustering of data and then used a multi-layered perceptron for detection of the attack. 

Literature on IDSs is rife with the implementation of SOM and has posed many 
merits of this algorithm. SOM as an algorithm is easy to understand, maintains 
topology of data while clustering, works on non-linear data-set and has excellent 
capability to visualize high dimensional data onto 1 or 2 dimensional space, making it 
unique for dimensionality reduction [15]. 

In our previous work [3], we have given the design roadmap for eCloudIDS 
architecture, which uses both supervised and unsupervised machine learning 
techniques from artificial intelligence domain. This system is considered as a most 
suitable security solution for cloud computing environments; precisely public cloud. 
In this paper, based on the explored facts, we have implemented the eCloudIDS 
architecture’s Tier-1 uX-Engine subsystem by incorporating the merits of SOM in 
clustering behavioral data in the cloud environment. This implementation witnessed 
the considerably acceptable accuracy as a result. 

3 eCloudIDS Architecture 

Figure 2 shows eCloudIDS Architecture discussed briefly in our preceding paper [3], 
which utilizes machine learning to identify anomalies or security breaches that might 
occur in the cloud ecosystem. The architecture contains various components as shown 
in Figure 2.  

eCloudIDS is a hybrid two-tier expert engine-based IDS architecture. Tier-1 uses 
unsupervised machine learning algorithm in uX-Engine subsystem whereas Tier-2 
uses supervised algorithm in sX-Engine subsystem. The eCloudIDS Configuration & 
Customization Console (C3) subsystem is used to configure and customize the 
remaining multiple subsystems of eCloudIDS architecture with respect to the user’s 
requirements. Cloud VM/Instance Monitor (CIM) subsystem is responsible for 
observing the actions performed on the user specified virtual machines or instances. It 
continuously monitors the VM on the user specified application-related directories 
and files. CIM is responsible for monitoring all the activities of both authorized and 
unauthorized users (hackers) and inform it to H-log-H for immediate recording. 
Heterogeneous Log Handler (H-log-H) subsystem is responsible for recording each 
and every activity occurred on user configured VMs.  
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Audit Log Preprocessor (ALP) subsystem accepts the input from H-log-H, 
integrated heterogeneous audit logs from multiple types of application, tools, etc. 
Upon the reception of input, ALP rearranges, processes, and converts unstructured 
audit logs into structured data. ALP utilizes feature extraction techniques to extract 
useful features from the structured data and then feeds these features to uX-Engine.  
 

 
 
Source: Madhan Kumar Srinivasan, et al.: eCloudIDS – Design Roadmap for the Architecture 
of Next-generation Hybrid Two-tier Expert Engine-based IDS for Cloud Computing 
Environment. Springer-Verlag Berlin Heidelberg (2012) [3]. 
 

Fig. 2. eCloudIDS Architecture 

uX-Engine is an unsupervised expert engine that finds anomaly in the activities 
being carried out on the VM. Behaviour Analyzer (BA) module will analyze the 
outlying and abnormal log activities as indicated by the uX-Engine with the 
organization’s policies set in the C3 console. BA categories the audit logs into 
normal, special permission, and anomalous behaviors. If the abnormality is verified to 
be acceptable based on organizational policies, the log is sent to Standard Audit 
Repository (SAR). If the company mandates special permissions that may be 
temporary the audit is placed in the Special Permission Audit Repository (SPAR). 
However, if the abnormality is verified as an intrusion, the Behavior Analyzer sends it 
to the sX-Engine to classify the intrusion threat.  
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The sX-Engine uses supervised machine learning algorithm [19] [20] to classify 
the outlying activities produced by the uX-Engine and verified by the Behavior 
Analyzer. Acute Audit Repository (AAR) stores all the outlying events classification 
and is used to train sX-Engine continuously. It will be trained to classify class of 
threat based on incongruous user behavior, to identify threats caused due to viruses, 
Trojans, worms, etc. The Warning Level Generator subsystem is used to generate the 
level of warning and is configured by the user at eCloudIDS C3. It gives priority to 
the intrusions and correspondingly generates the alert level. Alert System subsystem 
will finally takes care about sounding the alarm as per the warning level of the threat 
detected.  

It is clear from the architecture shown that the backbone of the eCloudIDS rests on 
the uX-Engine and the sX-Engine subsystems. These together form the core 
components that drive the function of detecting and identifying the intrusion patterns. 

4 Implementation Progress 

This implementation was performed on the setup which had Ubuntu 10.04 64-bit LTS 
Desktop edition as native operating system, CloudStack 3.0.0 [21] as IaaS platform, 
XenServer 6.0 [22] as virtualization host, and all systems with statically allocated IP 
addresses. Due to its vastness and the computational complexity, the implementation 
of the eCloudIDS architecture was taken up in two parallel phases. After the 
successful deployment of Cloud (IaaS) platform using CloudStack 3.0.0 and Citrix 
XenServer 6.0 hypervisor, we have created few VMs with varying requirements. One 
of the Cloud VM was installed with Ubuntu 10.04 32-bit LTS edition (henceforth 
referred as Instance-M). Instance-M was later configured with a model Java 
application deployed with few MySQL database tables. This cloud Instance-M has 
been used for all the further experimental purpose of this study. In the first phase, we 
have created the CIM subsystem which keeps monitor all the activities performed on 
cloud Instance-M. When CIM identifies an activity with respect to file system present 
in Instance-M, H-log-H will immediately records it. In this process, audits logs were 
maintained for all read/write operations carried on the files. The logs produced by the 
H-log-H were directed onto CloudStack Dashboard’s Events tab [21].  

In the second phase, the Audit Log preprocessor (ALP) was implemented which 
worked on the logs produced by cloud VM Instance-M. The ALP was used to gather 
the OS audit logs which are enabled using Zeitgeist Framework which is the default 
logger for Ubuntu 10.04 32-bit LTS edition. For the gathered logs feature extraction 
techniques were implemented so as to produce inputs for the learning phase of the 
uX-Engine. In this paper, we will focus on the Phase-2 implementation of the 
eCloudIDS uX-Engine subsystem. 

5 Self-Organizing Maps 

As mentioned above, SOM is a competitive learning network that can be used to 
visualize high dimensional data in one or two dimensional space. It is a popular 
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choice for pattern recognition and clustering problems. The structure of a SOM 
consists of nodes or neurons that have been organized in a plane that we call a map or 
lattice. 

Each neuron has the exact dimensions of the input data. The neurons are randomly 
initialized .The training of these neurons is on a competitive basis, i.e. ‘Winner Takes 
All’. When an input vector is presented to the neuron map, the neuron weight vector 
that is closest to the input vector is termed as the Best matching Unit (BMU). The 
neurons in the neighborhood of the BMU are then adjusted to make them similar to 
the BMU. As more inputs are fed into the network, the neurons form clusters that are 
representative of inputs. Each cluster is formed by neurons that share similar values 
which are also significantly different from the values of neurons from other clusters. 
The training process of self-organizing maps has been summarized below: 
 

1. The neuron weight vector wi are initialized to small values where 
i=1,2,3..m and m is the number of nodes Nt  in the map. 

2. A random input is chosen from the input set and the Euclidean distance is 
found from all the neurons. The neuron k which has minimum distance 
from the input is taken as winning neuron or the Best Matching Unit. 

|| wk – x || = min || wi – x ||  ,   i є Nt (1) 

3. The weights of all the Nr neurons within the neighborhood radius ŋ of 
neuron k are updated i.e. the value of the neurons are moved closer to the 
value of the BMU. The updating of weights is controlled by the learning 
rate σ which decreases over time. 

wi (t+1):= wi(t) +σ·η (i, k)·(x – wi(t)) (2) 

4. This process is continued until the specified number of iterations is 
reached and the network is said to have converged. Both the 
neighborhood radius and the learning rate decrease with subsequent 
iteration.  

 
After the network as “learned”, the map looks like a topologically ordered 
representation of data. 

6 eCloudIDS Tier-1 uX-Engine – Design and Implementation 

The uX-Engine has been implemented in Java and the software has been mounted on 
Instance-M Ubuntu 10.04 32-bit LTS OS platform. As mentioned above, the CIM 
module has been implemented separately. For the purpose of generating the audit logs 
for the uX-Engine’s initial learning process we have enabled Ubuntu’s default logger, 
Zeitgeist Framework. This framework keeps the logs of all user activities that are 
being carried out in a session using the 4 log files, such as System Log file, 
Authorization Log file, Daemon Log file, and Recently-Used-Files Log file. These 
log files will results in getting authorization logs (i.e. sign in/sign out logs), 
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background processes logs, applications logs, and finally recent activities logs 
performed on files, etc. As and when the customer/end-user accesses the system, logs 
will be generated.  

These logs are not always in the same format i.e. they can be in XML or text 
format. H-log-H is realized through a parser, which is employed to bring together all 
such logs into one format and send it to the Audit Log Preprocessor (ALP). The ALP 
is designed as a data preprocessor that will extract features from the audits and 
convert it into numerical data that will be used in the learning process of SOM for 
uX-Engine implementation. For this experimental purpose, we had executed the dry-
run on Instance-M for 5 days i.e. CIM and H-log-H were continually deployed on 
Instance-M to monitor and gather audit logs for continuous 5 days. During this dry-
run period, we performed only the normal/authorized behavior on Instance-M. This 
was required to prepare the Standard Audit Repository (SAR) with only category #1 
Normal Behavior audit logs for the purpose of uX-Engine’ learning process. 

6.1 Feature Extraction 

The SOM uX-Engine uses the features extracted by the ALP. These features are 
extracted from gathered Instance-M system logs that are produced by H-log-H 
subsystem. We have extracted 10 features and opted for an explicit representation of 
time in the data space. Extracted features are listed below. 
 

1. Time of event 
2. Start time of event 
3. Duration of event 
4. Event concerning (file, application, session) 
5. User activity (modified, created, visited, accessed) 
6. Event severity (INFO, WARN, DEBUG, FATAL, ERROR) 
7. Frequency of the event 
8. Workspace path of the users 

 
Features that comprised of numerals were given as such, and logs with features 4, 5, 6 
were assigned numerical symbols i.e. file=1, application=2, session=3, etc. and 
similarly with user activity and event severity. The workspace path was converted to 
base64 which provided unique numbers to it. 

6.2 uX-Engine Learning 

To extract the features the collection of Instance-M’s dry-run audit logs (of only 
normal activities) were used. After initializing the dry-run, once adequate logs have 
been generated by H-log-H, the audits are passed through the ALP. The ALP 
processed feature vectors are given to uX-Engine for learning. The uX-Engine is 
configured to use the SOM algorithm to cluster the audit logs. This SOM configured 
uX-Engine was made learned using the features that were extracted by the ALP. 
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After the learning process, the uX-Engine will have the clustered audit logs that 
have been topologically represented. The learning process on the uX-Engine has 
rendered it to take the shape of the learning dataset. This allows it to identify those 
data points that are dissimilar to the data-set it represents. Hence, now it can 
differentiate between normal behavior that it has learnt and the abnormal behavior 
that will be presented to it.  

6.3 Cluster Threshold Resolving 

The obtained clusters were recorded and the learning was applied for logs that 
contained both normal and anomalous behavior. For the testing portion we devised 
the following algorithm: 

 
1. Mean μk for all the k-clusters was computed. 
2. The standard deviation from mean of all the neurons within a cluster was 

computed and the maximum was chosen as threshold гk for kth cluster. 

гk = max || μk –wk i|| (3) 

3. The Euclidean distance between the test input and the mean of all clusters 
of computed and compared with the threshold value for all clusters.  

|| μk –xi ||  <= гk (4) 

4. If the distance was within the threshold of any cluster, the input was 
considered a normal behavior, otherwise if the input was beyond the 
threshold of all clusters it was taken as an anomalous behavior. 

 
The system can be made online as the convergence time of SOM has been recorded to 
4 milliseconds. H-log-H subsystem parser will run continuously and collect data from 
the logs and send it to the ALP.  

7 Results 

uX-Engine learning result and the visualization of cluster formation is shown in Fig. 
3. This output was generated using our Instance-M’s dry-run audit logs on SOM 
algorithm implementation of uX-Engine. After the learning, the learning was applied 
on the day to day logs generated by Instance-M. These logs contained both anomalous 
and normal activity data. After inspection of the results and its statistical analysis we 
have come to the performance measure of the SOM uX-Engine module as tabulated in 
Table 1. On examination of the anomalies detected it was found that, the uX-Engine 
was able to detect anomalies pertaining to user login time. Also, the algorithm was 
able to identify when a user changed their workspace folders. In addition to this, 
based on the frequency of access to files/applications, we could detect when a user 
was carrying out an ‘abnormal’ activity. 
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Fig. 3. uX-Engine SOM Cluster Visualization using Instance-M’s Dry-run Audit Logs  

The analysis of the result has shown that the uX-Engine has shown detection of 
intrusion for instances where user was performing normal activities. This constitutes 
to a small percentage of 9% and can be due to the lack of adequate learning logs to 
define normal behavior. It was also seen that a minute fraction of logs (almost 2%) 
were not detected as intrusions at all when we injected it into the system. These 
intrusions were in general those activities that were too similar to the normal behavior 
as learned by the uX-Engine. 

Table 1. eCloudIDS Tier-1 uX-Engine SOM Implementation Performance Result 

Detection Rate False Negative Rate False Positive Rate 

89% 2% 9% 

 
Further, our implemented SOM uX-Engine showcases the detection performance 

rate as 89%, which is considerably substantial for an unsupervised machine learning 
implementation. The system detects anomalies but has been seen to give false 
negatives and false positive in some experimental runs. To get enhanced detection 
rate, SOM needs still better feature extraction. Currently we are trying to implement a 
improve feature extraction algorithm, which is targeted to give better results for SOM 
uX-Engine. 

8 Conclusion 

eCloudIDS architecture targets at offering security assurance for companies which 
value the security of their data over everything else in public and hybrid cloud 
computing environments. This paper explores the internal design details and 
implementation steps for eCloudIDS architecture’s Tier-1 uX-Engine subsystem. 
eCloudIDS at its core uses VM/Instance-based IDS which is considered the most 
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promising technology for security in cloud computing environment. The key task in 
the architecture is identifying intrusion attacks that are broadly taken as anomaly as 
well as misuse detection in the VM environment. This architecture utilizes Self-
Organizing Maps (SOM) in its uX-Engine which detects intrusion based on anomalies 
by clustering the audits. The access to applications and files under workspaces will 
account for normal behavior, but access outside the workspace or trying to get root 
privileges can be noted by the system. This will greatly help in identifying malicious 
insiders within an organization. Our implementation of uX-Engine using SOM returns 
in 89% as the performance detection rate, which is likely to be better result at this 
initial stage of eCloudIDS employment. The greater the learning capacity, the greater 
will be the security. With granular auditing and a holistic feature extraction, the 
system will show better results. 
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Abstract. Distributed Computing and Network Communication has 
revolutionized the face of modern computing. But this includes serious security 
concerns like verifying the integrity and authenticity of the transmitted data. 
The sender and the receiver communicating over an insecure channel 
essentially require a method by which the information transmitted by the sender 
can be easily authenticated by the receiver as “unmodified” (authentic). 
Techniques such as Encryption can protect against passive attacks like 
eavesdropping but for active attack like falsification of data, Message 
Authentication Code (MAC) is needed. A modern technique that relies on a 
related family of functions called Hash Functions provides message 
authentication. Cryptographic Hash Functions have many applications such as 
Digital Signatures, Time Stamping Methods and File Modification Detection 
Methods. MD6 is one such modern well-known cryptographic hash function. In 
the subsequent sections we shall analyze the software implementation of MD6 
and its performance in various scenarios. 

Keywords: Message Authentication Code (MAC), Avalanche Effect, Message 
Digest, Modification Detection Code (MDC), Hash Function, Keyed Hash 
Function, Un-keyed Hash Function, Merkle Tree Structure, Compression 
Function, Random Oracle (RO). 

1 Introduction 

A cryptographic hash function [1][6] is an algorithm that takes an arbitrary block of 
data as input and returns a fixed-size bit string, the “hash value” as output. The hash 
function is designed in such a way that a change (accidental or intentional) to the data 
will (with very high probability) change the hash value. This phenomenon of small 
change(s) in the source input drastically changing the output is known as “Avalanche 
Effect”. The data to be encoded is often called the "message," and the hash value is 
sometimes called the “Message Digest” or simply “Digests”. One such hash function 
is MD5. But it is not collision resistant and thus not suitable for applications like SSL 
Certificates or Digital Signatures that rely on this property. For all these reasons Ron 
Rivest and his team at MIT started working on MD6. MD6 hash algorithm, proposed 
by Ronald Rivest, is a provably secure, efficient, simple, robust, flexible hash 
algorithm enabling immense parallelism by using Merkle Tree-like structure. It allows 
parallel computation of hashes for very long inputs at ease. 
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This algorithm hence has a potential of exploiting the high speed of future 
processors with tens and thousands of cores instead of the conventional uni-core or 
dual-core systems and providing an impressive performance enhancement. Thus MD6 
seems to have a bright future ahead. 

2 Message Authentication and Hash Function 

A message, file or a document is said to be authentic when it satisfies all the 
following conditions [1]: 

 The contents of the message are not being altered.  
 The source of the message is authentic.  
 The message has arrived in time (i.e. it not artificially delayed or replayed).  
 The message is in correct sequence relative to the sender and the receiver.  

Authentication can be of 2 types [1]: 

 Authentication using Conventional Encryption,  
 Authentication without Message Encryption (using Hash Function).  

2.1 Authentication without Message Encryption (using Hash Function) 

This method does not rely on encryption but on a related family of functions called 
hash functions. This is specifically useful in the following scenarios [1] 

 When the same message is broadcast to a large number of recipients.  
 An exchange of information in which one side (sender or receiver) is 

experiencing a heavy load and so cannot afford to perform encryption for 
authentication. 

2.2 Hash Function and Its Properties 

 A hash function H, is a transformation that takes a variable-size input “m” and 
returns a fixed-size string, which is called the” hash value” or “message digest” of n 
bits(say).Hash Functions have the following 6 important properties [1][2].  

 
 H can be applied to a block of data of any size.  
 H produces a fixed length output.  
 H(x) is relatively easy to compute for any given value of x, making both 

hardware and software implementations practical.  
 For any given code m, it is computationally infeasible to find x such that 

H(x) = m. This implies that for a given fixed size output value; it must be 
computationally infeasible to find the input data to the function that 
generated that value. This is known as “One Way Property or First Pre-
image Property”. 

 For any given block x, it is computationally infeasible to find y! = x with 
H(y) = H(x). This is known as “Second Pre-image Resistant Property”. 
Given a fixed input value, second pre-image resistance implies that it should 



446 A. Chowdhury and U.K. Ray 

 

be infeasible to find another input value that results in the same hash as the 
first input value. It is also known as “Weak-Collision Resistance 
Property”.  

 It is computationally infeasible to find a pair (x, y) such that H(x) = H(y). 
This sixth property is known as “Strong Collision Resistant Property”. It 
means that it must be computationally infeasible to find two differing input 
values which hash to the same output value. 

The first five properties guarantee that an alternative message hashing to the same 
value as a given message cannot be found. The hash function that satisfies the first 
five properties in the list is referred to as a weak hash function. If the sixth property is 
also satisfied then the hash function is known as a strong hash function. The sixth 
property protects against a sophisticated class of attacks known as Birthday Attack. 

2.3 Different Types of Hash Function 

 Simple Hash: The input (message, file, etc.) is viewed as a sequence of n-bit 
blocks. The input is processed one block at a time in an iterative fashion to 
produce an n-bit hash function .One of the simplest hash functions is the bit-
by-bit exclusive OR (XOR) of every block. This can be expressed as 
follows:  
Ci = bi1 ⊕ bi2 ⊕ ... ⊕ bim  ……………………………….….....1 
Where, 
Ci = ith bit of the hash code, where 1<=i<=n m = number 
of n-bit blocks in the input 
bij = ith bit in jth block 
⊕ = XOR operation   
This   operation   produces   a   simple   parity   for   each   bit position and is 
known as a longitudinal redundancy check.  

 Iterated Hash Function: Iterated hash function was first proposed by 
Merkle [1979] and is the structure of most hash functions in use today 
including MD6.The hash function takes an input message and partitions it 
into L fixed-sized blocks of b bits each. If necessary, the final block is 
padded to b bits. The final block also includes the value of the total length of 
the input to the hash function. A typical hash function involves repeated use 
of a compression function, f that takes two inputs (an n-bit input from the 
previous step, called the chaining variable, and a b-bit block) and produces 
an n-bit output. At the start of hashing, the chaining variable has an initial 
value that is specified as part of the algorithm. The final value of the 
chaining variable is the hash value, often, b > n and hence the term 
compression. The hash function can be summarized as follows: 

 
CVo = IV = initial n-bit value………………………………..2 
CVi = f (CVi-1, Yi-1)………………………………………...3  
Where 1<=i<=L 

                   H (M) = CVL…………………………………………………4 
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The input to the hash function is a message M, consisting of blocks Y0, Y1 …YL-1. 
Thus if the compression function is collision resistant, then so is the resultant iterated 
hash function.  

 

Fig. 1. The figure shows the working principle of an Iterated Hash Function which accepts the 
“original input x” fed to the hash function “h”. 

 Keyed Hash and Un-keyed Hash: Hash functions can be split into two 
classes: Un-keyed [6] Hash Functions, whose specification dictates a single 
input parameter (a message); and Keyed Hash [6] Functions, whose 
specification dictates two distinct inputs, a message and a secret key.  

 MDC and MAC: A Modification Detection Code (MDC) is a message 
digest that can prove the integrity of the message. It is also known as 
Message Integrity Code or MIC. A Message Authentication Code (MAC) 
ensures the integrity of the message and the data origin authentication. The 
difference between an MDC and a MAC is that the second includes a secret 
between sender and receiver i.e. the key. 

3 Mode of Operation, Specification and Compression Function 
of MD6 

MD6 [2] is thus simple, robust MAC algorithm that uses Merkle’s Tree-like structure 
for enabling sufficient parallelism. It follows the structure of a 4-ary tree. It is capable 
of operating both in as sequential as well as a tree-based mode. It can be keyed or un-
keyed .It can accept input message of bit length 2^64 which is large enough to suit 
increased data communication requirements. It can produce hash digest of any length 
between 1 to512. 

MD6 [2] is resistant to Differential Cryptanalysis, Linear Cryptanalysis, SAT 
Solver’s Attack, Cut and Paste Attack and Multi-Collision Attack. In addition is 
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computationally infeasible to break the preimage resistance and collision resistance 
properties of MD6. 

3.1 Mode of Operation of MD6 

There are primarily 2 modes of operations of MD6 - Hierarchical Mode of Operation 
[2] and Sequential Mode of Operation [2]. 

 Hierarchical Mode of Operation: This is the tree-based standard mode of 
operation of MD6 [2]. But the disadvantage is it requires storage at least 
proportional to the height of the tree. Since some very small devices may not 
have sufficient storage available, MD6 provides a height-limiting parameter L. 
When the height reaches L + 1, MD6 switches from the Parallel 
Compression Operator (PAR) to the Sequential Compression Operator 
(SEQ). The MD6 mode of operation is thus optionally parameterized by the 
integer L, 0<=L<=64, which allows a smooth transition from the default tree-
based hierarchical mode of operation (for large L) down to an iterative mode 
of operation (for L = 0).When L = 0, MD6 works in a manner similar to that 
of the well-known Merkle-Damgard method. MD6 makes up to L “parallel" 
passes over the data, each one reducing the size of the data by a factor of 
four, and then performs (if necessary) a single sequential pass to finish up. 
The default value of L is 64 and the default MD6 is fully tree-
based/hierarchical/parallel. This tree structure works in bottom-up, level by 
level manner. Thus the leaf nodes in the Merkle Tree run the compression 
function which takes successive blocks of input and compress it down to a 
chaining value. These chaining values are then fed into a parent node, which 
uses the same compression function to produce its own chaining value, and 
so on up to the root node. Thus due to the tree structure, the function is 
highly parallelizable, and scales almost linearly with the number of CPU 
cores available. With a single core, it is not super-fast. MD6-256 on a 64-bit 
CPU is 77 MB/sec and MD6-512 is 49 MB/sec. But the performance 
drastically improves with the increasing number of cores. We shall provide a 
detailed discussion and illustration on this in the subsequent sections. 

 

Fig. 2. Hierarchical Mode of Operation of MD6 [2] 

 Sequential Mode of Operation: Fig. 3 describes the Sequential Mode [2] of 
operation of MD6 (where L= 0). The computation proceeds from left to right 
only. Here level 1 represents processing by SEQ.The hash function output is 
produced by the rightmost node on level 1. This is similar to standard Merkle-
Damgard processing. The white circle at the left on level 1 is the 1024-bit all-
zero initialization vector for the sequential computation at that level. Each node 
has four 1024-bit inputs: one from the left, and three from below. 
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Fig. 3. Sequential Mode of Operation of MD6 [2] 

 Merkle Structure followed by MD6: This structure is followed by MD6 for 
an intermediate value of L (L = 1). Here the computation proceeds from 
bottom to top and left to right; level 2 represents processing by SEQ. The 
hash function output is produced by the rightmost node on level 2. The white 
circle at the left on level 2 is the all-zero initialization vector for the 
sequential computation at that level. Where: 

• Q - a constant vector of length q = 15 words. (Giving an approximation 
to the fractional part of the square root of 6)  

• K - A “key” of length k = 8 words containing a supplied key of 
“keylen” bytes. (Serving as salt, tag, tweak, secret key etc.)  

• U - A one-word “unique node ID".  
• V - A one-word “control word".  
• B – A data block of length b = 64 words 

 
Fig. 4. Sequential Mode of Operation of MD6 [2] 

3.2 MD6 Specification and Compression Function 

 MD6 Specification: MD6  has 2 mandatory inputs while the other 3 inputs to 
MD6 are optional 

• M - Message to be hashed (mandatory).  
• d - Message digest length desired, in bits (mandatory).  
• K - Key value (optional).  
• L - Mode control (optional).  
• r - Number of rounds (optional). 

       The only mandatory inputs are the message M to be hashed and the desired 
message digest length d. Optional inputs have default values if any value is 
not supplied. 



450 A. Chowdhury and U.K. Ray 

 

 MD6 Compression Function: A hash function is typically constructed from 
a “Compression Function” [2] which maps fixed-length inputs to shorter 
fixed length outputs. A mode of operation then specifies how the 
compression function can be used repeatedly to hash inputs of arbitrary 
nonnegative lengths to outputs of fixed lengths. The compression function f 
takes as input an array N of length n = 89 words. It outputs an array C of 
length c = 16 words. Here f is described as having a single 89-word input N, 
although it may also be viewed as having a 25-word “auxiliary" input 
(Q||K||U||V) followed by a 64-word “data" input block B. Where 

• Q - a constant vector of length q = 15 words. 
• K - a “key" (serving as salt, tag, tweak, secret key, etc.) of length k = 8 

words containing a supplied key of  “keylen” bytes. 
• U- a one-word “unique node ID".  
• V- a one-word “control word". 

        

 
Fig. 5. Compression Function of MD6 [2] 

 Output of MD6: The output of MD6 is a bit string D of exactly d bits in 
length. D = Hd, K, L, r(M). 

Table 1. Comparison of MD5 and MD6 

Sr. No Featutes MD5 MD6 
1. Initial Input Length 0 <=m < =264 

 
0 <=m < =264 
 

2. No. of Rounds 4 Variable(Default for 
Un-keyed=40+[d/4], 
for Keyed=max(80, 
40+[d/4])) 

3. Structure Merkle Damgard Merkle Tree 
4. Length of the Digest(in bits) 128 0 < d <=512 
5. Can be implemented in machine 

having word size(s) in bits 
32 targeted for 64 but 

can run on 8, 32 

6. Internal chaining values for the 
Compression Function(in bits) 

128 1024 

7. Input Data Block(in words) 16 64 
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4 Security Aspects of MD6 

 MD6 Compression Function: After 11 rounds it is in-differentiable from 
Random Oracle (RO).  

 Collision Resistance, Preimage Resistance, Second Preimage Resistance 
provided.  

 MD6: Resistant against Differential and Linear Cryptanalysis.  
 Combats general Algebraic Attacks and SAT Solver’s Attack.  
 Mode of operation of Hash Function is secured due to the secured compression 

function.  
 Wide pipe Strategy: Multi-Collision Attack is defeated.  
 Secure against Length-Extension Attack and Cut-Paste Attack. 

5 Performance Analysis of MD6 

This section describes in details the inputs, outputs, experimental results and graphical 
analysis of implementation of MD6 under various conditions. Our chief objective is to 
show the performance improvement that the parallel processing brings about.  

All the experiments are performed on the following hardware and software 
platform and the experimental results are recorded with the best possible precision 
and accuracy under the laboratory experimental setup. 

 Hardware Configuration: 
•              Intel(R) Core(TM) 2 Quad CPU 
•              Q8400 @2.66GHz 
•              2.65GHz, 3.24GB of RAM 
•              Physical Address Extension 

 Operating System: 
• Fedora release 11(Leonidas) 

 Software Configuration: 
•  Language Used : C  
• Compiler: gcc (GCC) 4.4.0 20090506(Red Hat 4.4.0-4) 

5.1 Test Results for Single Thread Implementations 

Here “L” is the mode of control of MD6 which is an optional input to the Hash 
Function. When L = 0, the mode of operation is purely sequential and when L = 64, 
the mode of operation is purely hierarchical (tree based/parallel). Fig6.clearly shows 
that for varying rage of input (1MB, 10MB, 100MB and 1000MB) the time taken in 
hierarchical mode (L = 64) is either equal to or greater than the time taken in 
sequential mode (L = 0). Ideally, when L= 64 the performance of MD6 must be better 
than when L = 0. But when L= 64, the performance decreases to a certain extent due 
to the additional processing overhead incurred in hierarchical mode. 
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Fig. 6. Time vs. Data Size Plot for Un-keyed Sequential Mode MD6 with, L = 0 and L = 64, r = 
168, d = 512 

5.2 Test Results for Single Processor and Multiple Thread Implementations  

We know that a Tree based MD6 or Hierarchical MD6 provides a scope for huge 
parallelism. Fig 7.shows as the no. of threads increases the time taken by the Hash 
Function to execute also increases owing to the additional processing overhead.  
 

 

Fig. 7. Time vs. Data Size Plot for Un-keyed Tree Based (Hierarchical/Parallel) MD6 with, L = 
64, r =168, d=512 and k = 0 

5.3 Test Results for No. of Processors vs. Time 

Fig.8. shows the behavior of parallel MD6 for 4 different size inputs (1MB, 10MB, 
and 100MBand 1000 MB). Here we can see as the size of the data increases (for 
1000MB) the performance of MD6 increases (as seen in the graph as the execution 
time decreases). Thus MD6 has a huge potential of performance improvement for 
substantially larger inputs in a multiprocessor environment. 
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Fig. 8. Time vs. No. of Processors Plot for Unkeyed Tree Based (Hierarchical/Parallel)MD6 
with, L = 64, r =168, d=512 and k = 0 

5.4 Test Results for No. of Processors vs. Speedup 

Fig.9 shows the speedup attained by using multiple processors. Speedup is given by 
dividing time taken by sequential implementation by that of parallel implementation. 
It is actually a representation of how much effective the multithreaded approach can 
be. Speedup=Tseq/Tpar, where Tseq and Tpar are time needed for sequential and 
parallel implementation respectively. 

 
Fig. 9. Speedup vs. No of Processors Plot for Unkeyed Tree Based (Hierarchical/Parallel) with, 
L=64, r=168, d=512 

Theoretically its value should be 4 for implementation using 4 processors and we 
see in the Fig.9. that it is really very close to the desired result.  

The slight deviations seen in Fig.9 for 100MB input and 1000MB input(for 1,2 and 
3 processor systems) is mostly due to the thread creation and maintenance overhead 
compared to the input size. So we infer that to fully exploit the parallelism input size 
must be big and the coding must support more parallelism. 

5.5 Test Results for No. of Processors vs. Efficiency 

Efficiency=Speedup/No of Processors 
Ideally the value of Efficiency is 1 but practically it sinks below the desired mark as 
no of processors increases. Fig.10 follows the same trend. We can see in Fig.10 that 
the ideal value of efficiency i.e.  1 is achieved for larger input such as 1000MB. 
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Fig. 10. Efficiency vs. No of Processors Plot for Parallel MD6 with, L=64, r=168, d=512  
and k = 0 

5.6 Test Results for Variation of No. of Rounds 

The variation in number of rounds affects the time needed for MD6 implementation. 
Since this is a user provided specification (optional), it can be freely varied to 
optimize trade-off between time taken and security constraints. Each compression 
function implements the specified number of rounds. Hence lesser the number of 
rounds, lesser is the time taken. As a matter of fact number of rounds can vary 
between 1 to 168.Fig. 11 shows the result. 

 

Fig. 11. Time vs. Number of Rounds Plot for Tree-Based MD6 with, L=64, d=512 and k = 0 

 
Fig. 12. Time vs. Digest Length Plot for Tree-Based MD6 with, L=64 
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5.7 Test Results for Variation of Digest Length 

Although digest length has nothing to do with the time required for computing MD6 
hash digest but it has a direct effect on the no of rounds that is specified for the 
compression function. 
Number of Rounds=40+floor (digest length/4) 
So lesser the number of bits in hash digest (unless otherwise stated by user) number of 
rounds gets lessened accordingly and thus the time required to compute the hash 
digest is also reduced. Fig.12 shows the time vs. digest length plot for variation data 
input sizes and with L=64. 

6 Conclusion 

Thus from the above discussion we can conclude that MD6 is simple, robust, flexible, 
efficient hash algorithm. It can act as an un-keyed as well as secure, keyed hash 
function producing hash digests of various lengths like 160,224,384,512 etc. The 
mode to be used solely depends on the security requirements of the user. It accepts 
data size up to (2^64 - 1) bits. It acts both as MDC and MAC It follows Merkle’s tree 
structure forming a 4-ary tree and hence enabling parallelism and exploiting the 
increased speed, storage and processing capacities of modern computers especially in 
a parallel processing environment to its fullest. Apart from scaling well for multi core 
and parallel processors, it can switch to a traditional, iterative, sequential Merkle-
Damgard mode of operation requiring minimal memory, thus marking a balance 
between parallelism and memory requirements. 

Interestingly, MD6 shows better performance for a substantially larger input in a 
parallel processing environment. This makes the hash function MD6 one of the most 
suitable candidates for multi-core processor architecture. 
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Abstract. In this Paper, we present the design and implementation of location 
estimation tool that provides the location of mobile for a known mobile number. 
During emergency, persons who are in deep trouble should be located concisely 
and accurately due to the critical importance. With any tracing mechanism of least 
delay, culprits could be caught by authorities. In such kind of scenarios, our 
location estimation tool detects the location of the person carrying the mobile. This 
tool works at either Base Station Controller (BSC) or Mobile Switching Centre 
(MSC) at mobile network side.  Location estimation tool works based on neighbor 
BTS and serving cells signal strength information.  At MSC, Signal strength values 
are to be collected from signal dump file of mobile number. Tool gives the location 
of a mobile as latitude, longitude values on Google maps in different cases. 

Keywords: GSM architecture, CDMA architecture, Base Transceiver Station 
(BTS), Base Station Controller (BSC), Mobile Switching Centre (MSC). 

1 Introduction 

There are so many websites available to give the location of a mobile for a given 
mobile number. But the result of those websites are not up to the mark, at most they 
will give good result as location of serving BTS. Theoretically BTS can cover a 
maximum of 70 KM diameter range, but in practical it can cover up to 25 KM range 
based on remoteness of the area. Even we know the location of BTS, it is very 
difficult to find out correct location of mobile within that 25 KM diameter range of 
area.  We have designed location estimation tool which gives the exact location of 
mobile in the wide range covered by BTS. 

Location estimation tool gathers neighbour BTS signal strengths information, base 
station identity code (BSIC), location area identity (LAI), cell Id (CID) and frequency 
values from signal dump file of a given mobile number. Location estimation tool uses 
hata model to calculate distance (BTS to mobile) from signal strength. This tool uses 
Google map API to give location of mobile as point on Google map with longitude 
and latitude values. We present design and implementation of our tool in GSM 
environment [1], [2], [3], [4] here, but the same design and algorithms can be used for 
CDMA network [6], [7] also. Location estimation tool has been designed in three 
different cases based on information in input signal file [5], [13].  
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2 Literature Study 

Mobile Networks have always been an area of research. Location finding of a mobile 
is an important issue under which so much research work is going on. The following 
are some of the related research work [8], [9], [10], [11] carried out to find the 
location of a mobile. 

Karim Y. Kabalan, Jinane I. Mounsef addressed the problem of determining the 
position of GSM cellular mobiles in a cost- efficient way, i.e. without any change in 
the infrastructure or the handset [10]. It uses the signal strength technique as a major 
tool to solve the mobile location problem. James Caffery, Gordon Stuber investigated 
subscriber radio location techniques for code-division multiple-access (CDMA) 
cellular networks [11]. Two methods are considered for radio location: measured 
times of arrival (ToA) and angles of arrival (AoA). The ToA measurements are 
obtained from the code tracking loop in the CDMA receiver, and the AoA 
measurements at a base station (BS) are assumed to be made with an antenna array. 

Christopher Drane, Malcolm Macnaughtan, and Craig Scott have proposed 
methods for positioning GSM telephones [8]. They have examined the ability to 
derive position information from GSM signals, based on their May 1996 achievement 
of accurate position measurements using GSM. They also explained about self-
positioning, remote positioning and indirect positioning techniques.  

From the above literature survey, we understood that we do not have any software 
that gives the location of mobile without adding any extra hardware either at network 
side or at mobile side. We have designed such software which is a network based 
positioning tool, to give the location of mobile. 

3 Methodology 

Location estimation tool has to work in three different cases based on the information in 
input signal file. In all the cases, we have used hata model empirical formulae to get the 
distance of mobile from BTS with the help of BTS BCCH signal strength (RxLev) and 
some other factors like tower height, antenna gain, transmission power etc. This model 
is being considered for use by ITU-R in the IMT-2000 standards activities. 

According to Hata model [12], pathloss is given by 

∆P (dB) = 69.55 + 26.19 * log10fc - 13.82 * log10hBTS - a(hms) + (44.9-6.55 * 
log10hBTS) * log10d.  

Where fc is carrier frequency, hBTS is height of BTS in meters, d is distance 
between ms and BTS in km, a(hms) is correction factor to compensates the antenna 
variations of the ms, and is given by  

a(hms) =  (1.1 * log10fc - 0.7) * hms - (1.56 * log10fc - 0.8) in small or medium 
sized cities,  

a(hms) =  3.2 * (log10(11.75 * hms))2 - 4.97 in large cities.  

Generally path loss ∆P can be obtained as follows, 
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∆P = transmitter power – RxLev + 110.5 + antenna gain. 

Hence distance can be obtained as 

d = 10(∆P - (69.55 + 26.19 * log10fc - 13.82 * log10hBTS - a(hms)))   / (44.9 - 6.55 
* log10hBTS). 

The design of the tool can be explained well by algorithms designed in all the cases.  

3.1 Number of BTS Signal Strength Values > 2 

In this case more than two Base Transceiver Stations (BTS) are available in the 
nearby neighborhood location of the mobile. Hence MSC will have the received 
signal strength information from each BTS for the corresponding mobile. This 
information at MSC is used to detect the exact location of the mobile. The algorithm 
for the same is given below. 

Algorithm: Location estimation of mobile. 
Input: Signal dump file of a given mobile number in xml format which has the 

rxlev information of at least 3 BTS. 
Output: Location of a mobile in Google maps with latitude and longitude values. 
Procedure 
1. Identify the serving BTS based on the BSIC value obtained by parsing the 

given input file. Treat serving BTS as currentBTS 
2. Locate the currentBTS position on the map with its latitude and longitude 

values. 
3. Calculate the distance between MS and currentBTS with the help of hata 

model using rxlev value and required parameters of currentBTS. 
4. Draw the circle around the currentBTS with obtained distance in step3 as 

radius. This circle will be the locus of our location. 
5. Repeat from step2 for all uncovered neighbour BTS as currentBTS. 
6. Finally the intersection point of all the circles will be the location of MS. 

 

Fig. 1. Location estimation of mobile in more than two BTS signals strength values case 

As discussed in algorithm, the process involved in this case is shown in Fig. 1. 
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3.2 Number of BTS Signal Strength Values = 2 

In this case exactly two Base Transceiver Stations (BTS) are available in the nearby 
neighborhood location of the mobile. Hence MSC will have exactly two received signals 
strength information of each BTS for the corresponding mobile. This information is used 
to detect the exact location of the mobile. The algorithm for the same is given below. 

Algorithm: Location estimation of mobile. 
Input: Signal dump file of a given mobile number in xml format which has the 

rxlev information of exactly 2 BTS. 
Output: Location of a mobile in Google maps with latitude and longitude values. 
Procedure 
1. Identify the serving BTS based on the BSIC value obtained by parsing the 

given input file. Treat serving BTS as currentBTS. 
2. Locate the currentBTS position on the map with its latitude and longitude 

values. 
3. Calculate the distance between MS and currentBTS with the help of hata 

model using rxlev value and required parameters of currentBTS. 
4. Draw the circle around the currentBTS with obtained distance in step3 as 

radius. This circle will be the locus of our location. 
5. Identify the sector based on the BCCH carrier frequency corresponding to 

currentBTS rxlev value. Now only that sector part of the circle will be the 
locus of location. 

6. Identify the neighbour BTS which has rxlev information in input file. Treat 
neighbour BTS as current BTS and repeat process from step2. 

7. Now those two sectors either intersect at one point or at two points. If two 
sectors intersect at two points go to step 9. 

8. The intersection point of two sectors will be the location of a mobile. 
9. Here to find the location among two locations, we need to apply 

CellSignalInfo_VirtualBTS algorithm.  

As discussed in algorithm if two loci intersect at only one point then that point will be 
the location of MS. If two loci have two intersection points, we have to apply 
CellSignalInfo_VirtualBTS algorithm to find out correct location of mobile. Fig. 2 
shows possible scenarios in this case. Figure 2(a) shows two sectors intersect at only 
one point, so the intersection point is location of mobile. Figure 2(b) shows two sectors 
intersect at two points, so location will be any one of these two intersecting points. 

 

Fig. 2. Two possible scenarios in exactly two BTS signal strength values case 

3.2.1 CellSignalInfo_VirtualBTS Algorithm 
This algorithm is mainly used to find the exact location among two locations that are 
obtained by previous algorithm. 
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Each BTS have three or more cells, and each cell covers one sector. Hence input 
file may have different rxlev for each cell in a single BTS. 

Algorithm: CellSignalInfo_VirtualBTS 
Input: Signal dump file which is such that after Location estimation in Two BTS 

RxLev case, we end up with two sectors intersecting at two points. 
Output: Location of a  mobile in Google maps with latitude and longitude values. 
Procedure 
1. Identify the serving BTS based on the BSIC value obtained by parsing the 

given input file. 
2. Check whether any of two BTS has more than one cell rxlev information or 

not. If yes follow the steps, otherwise go to step 5. 
3. If serving BTS has 2 cells rxlev information (1serving+1neighbor cell) the 

location of the mobile will be the location which is nearer to the neighbor cell 
for which rxlev information is available. 

4. If serving BTS has 3 cells rxlev information (1serving+2neighbor cells) the 
location of the mobile will be the location which is nearer to the neighbor cell 
for which rxlev value is high. 

5. As shown in Fig. 3 , virtually move the serving BTS (if this transformation is 
first time)/ new BTS (second time onwards) from “a” to “e” by 100 meters 
(movement “l”) in 600 to the edges of sector abc. This is technically called 
transformation of BTS from old BTS location (a) to new BTS location (e). 
Draw the new sector efg at new BTS location (e). 

6. Edges of new sector efg cut the sector abc arc at two points (h and i) as shown 
in Fig. 3. The distance (eh or ei) from any one of these points to new BTS is 
calculated as distance d (between MS and BTS) – movement l (how much 
distance new BTS moved from original BTS) /2 + small distance (in most of 
the times negligible). Name this distance as deciding_length. 

7. Predict RxLev value of mobile station from new BTS (Virtually) location. For 
prediction we have used series of RxLev values those are measured by mobile 
station at regular intervals from original BTS. 

8. From the predicted RxLev value calculate distance between new BTS and MS. 
If this distance is less than deciding_length (eh or ei), then we can say mobile 
is inside the edges (eh or ei) of new sector. Hence we can eliminate two 
regions (bh or ic) on original sector arc which are outside the new BTS edges. 
In this case we have to go back to the step5 (to move BTS further by 100 
meters virtually). This cycle stops when if condition fails or we end up with 
the inside original sector arc length of less than 200 meters. 

9. If that distance is more than deciding_length, then we can say mobile is 
outside the edges of new sector. In this case we end up with two regions (bh or 
ic) of length nearly 100 meters.  

10. So finally either we end up with two regions of length 100 meters or one 
region of length less than 200 meters. We have already obtained two locations 
from earlier algorithm. Among these two obtained locations, the location 
which is inside any one of these two regions (if we end up with two) or the 
location which is inside the region (if we end up with one) is the original 
location of the mobile. 
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3.3 Number of BTS Signal Strength Values = 1 

In this case only one BTS is available in the nearby neighborhood location of the 
mobile. Hence MSC will have only serving BTS signal strength information. This 
information is used to detect the exact location of the mobile. Following algorithm is 
the basic algorithm that our tool follows before apply the BTS replacement procedure. 
The output of the algorithm will be sector arc as a locus of the location of a mobile. 
Further improvement in location will be done based on BTS replacement procedure 
and CellSignalInfo_FermatPointReplace algorithm. 

Algorithm: Location estimation of mobile. 
Input: Signal dump file of a given mobile number in xml format which has the 

rxlev information of only serving BTS. 
Output: Sector arc as Locus of the location of a GSM mobile in Google maps. 
Procedure 
1. Identify the serving BTS based on the BSIC value obtained by parsing the 

given input file. 
2. Locate the BTS position on the map with its latitude and longitude values. 
3. Calculate the distance between MS and BTS with the help of hata model using 

rxlev value and required parameters of BTS. 
4. Draw the circle around the BTS with obtained distance in step3 as radius. This 

circle will be the locus of our location. 
5. Identify the sector based on the BCCH carrier frequency corresponding to 

serving BTS rxlev value. Now only that sector part of the circle will be the 
locus of location. 

3.3.1 BTS Replacement Procedure 
Here to get more accurate point of location, we will assume transformation on the 
location of BTS from “a” to “e” (we will move BTS for 100 meters in 600 to the both 
sector edges ab and ac as in Fig. 3). Edges of new sector efg cut the sector abc arc of old 
one at two points “h” and “i”. If we are able to calculate the distance between MS and 
BTS after replacement, we can eliminate unwanted location from previous obtained 
location by comparing the distances as in algorithm CellSignalInfo_VirtualBTS. By 
moving BTS further and further we will eliminate unwanted sector area. Fig. 3 shows 
proposed method to reduce the arc length to give minimum possible location of the 
mobile as discussed above. So after apply the above method we have possibility to end 
up with two scenarios. Either we end up with two locations or with only one location 
(near to 100 meters). If we end up with one region of length less than 200 meters  
that will be the final location of the mobile, otherwise we need to apply  
 

 

Fig. 3. Proposed method to reduce arc length for getting minimum range of accurate location 
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CellSignalInfo_FermatPointReplace algorithm to find out correct location among two 
regions of length 100 meters. 

3.3.2 CellSignalInfo_FermatPointReplace Algorithm 
This algorithm is mainly used to find the exact location among two locations that are 
obtained by BTS replacement procedure. 

Algorithm: CellSignalInfo_FermatPointReplace. 
Input: Signal dump file which is such that after BTS replacement procedure we 

end up with two regions of length 100 meters. 
Output: Location of a mobile in Google maps with latitude and longitude values. 
Procedure 
1. Identify the serving BTS based on the BSIC value obtained by parsing the 

given input file. 
2. Check whether serving BTS has more than one cell rxlev information 

(including serving cell). If yes follow the steps, otherwise go to step 5. 
3. If serving BTS has 2 cells rxlev information (1serving+1neighbor cell) the 

location of the mobile will be the location which is nearer to the neighbor cell 
for which rxlev information is available. 

4. If serving BTS has 3 cells rxlev information (1serving+2neighbor cells) the  
location of the mobile will be the location which is nearer to the neighbor cell 
for which rxlev value is high compared with other neighbor cell. 

5. Find out the fermat point of the triangle formed with new BTS and the two 
points where the new BTS edges meet the old sector region. If the angle 
between two edges is 1200, the fermat point will be new BTS location itself. 

6. Replace fermat point for some distance say 80meters with an angle of 3300. 
After replacement triangle tilts such that one vertex is in one of the locations, 
other vertex will go outside and that will be in omitted region. We are able to 
calculate rxlev values at the vertex which is in considerable region, if those 
rxlev values are giving considerable results then the location where vertex of 
the tilted triangle is there will be the final location of the mobile.  

7. To find out rxlev values do the following. Calculate distance from original 
BTS location to replaced fermat point. Based on that distance calculate rxlev 
of MS at fermat point. 

8. Also calculate the distance between replaced fermat point and point where new 
BTS edge cuts the old sector. Calculate rxlev from obtained distance. This 
time calculation of rxlev slightly depends on direction also (one of the variable 
in path loss calculation depends on the direction).  

9. If these two obtained rxlev values are approximately equal then location will 
be the location where vertex of the tilted triangle is there, otherwise other 
location will be the position of the mobile station. 

4 Results 

There are three different cases to be considered to give the location of a mobile. Here 
we present some of the results obtained in all the cases. We also show comparison of 
our results with GPS system in all cases. 
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4.1 Number of BTS Signal Strength Values > 2 

We have created sample signal dump file from our lab (lab coordinates are 13.011287, 
74.79232). This signal dump file has shown three neighbour BTS signal strength values. 
We have used our tool to calculate the location of mobile by giving this signal file as 
input. Our tool has applied “More than one neighbour BTS signal strength value 
availability” case and given output coordinates as 13.013877, 74.791891.   There was 
290 meters error in distance compared with original location. We have also taken values 
from GPS installed mobile, the coordinates obtained from that mobile are 13.0215852, 
74.792406. GPS itself is saying, it will give location of mobile with an accuracy of 2500 
meters range. But practically our tool will not give more than 550 meters error in 
distance. This is possible, because we are comparing the obtained distance (from 
serving BTS to MS) with TA value (of serving BTS).  Table 1 explains the comparison 
of errors in original location by our software and GPS system. 

Table 1. Error comparison table in three BTS case 

 Co ordinates 
Error (in meters) 

from original 
location 

Original location 13.011287,74.79232 0 

Location Obtained from our tool 13.013877,74.791891 290 

Location obtained from GPS system 13.0215852,74.79240 1145 

 
The output of location estimation tool in this case is shown in Fig. 4. Output is 

shown as location of a mobile with latitude, longitude values in Google map.  
 

 

Fig. 3. Google map shows the location of a mobile 
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4.2 Number of BTS signal strength values = 2 

We have modified the sample signal dump file which we have created from our lab, 
such that it has only one neighbour BTS signal strength value (we have removed other 
two neighbour BTS signal strength values manually). We have given this modified 
sample file as input to our tool. By following “Exactly one neighbour BTS signal 
strength value availability” case our tool has given coordinates as 13.013980536, 
74.79227122. Table 2 shows error comparison table of locations given by our tool and 
GPS system with original location. 

Table 2.   Error comparison table in two BTS case 

 Co ordinates 
Error (in meters) 

from original 
location 

Original location 13.011287,74.79232 0 

Location Obtained from our tool 13.013980,74.7922712 299.5 

Location obtained from GPS system 13.0215852,74.79240 1145 

4.3 Number of BTS Signal Strength Values = 1 

We have modified the sample signal dump file which we have created from our lab; 
such that it has only serving BTS signal strength value (we have removed neighbour 
BTS signal strength values manually). We have given this modified sample file as 
input to our tool. By following “No neighbour BTS signal strength value availability” 
case our tool has given coordinates as 13.0085741, 74.79586000708969. Table 3 
shows error comparison table of locations given our tool and GPS system with 
original location. 

Table 3. Error comparison table in one BTS case  

 Co ordinates 
Error (in meters) 

from original 
location 

Original location 13.011287,74.79232 0 

Location Obtained from our tool 13.008574,74.79586 487.9 

Location obtained from GPS system 13.0215852,74.79240 1145 

5 Conclusion and Future Work 

Finding location of a mobile is an interesting area under which so much research 
work has been carried out and is still going on. Our location estimation tool is the first 
tool that works at network side, to give the exact location of mobile by using signal 
file information at MSC. As our tool is network based positioning tool, it works 
irrespective of mobile station model. If mobile got signal from even a single BTS, it is 
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possible for our tool to locate that mobile provided we knew the mobile number. In 
India GPS is giving mobile location with an accuracy of 2500 meters range. At any 
case our tool will not give error more than 550 meters range in location; this is 
possible because we are using TA values for comparison of distances. We do not 
require any extra hardware either at network or at mobile side, to make our tool 
working. Our tool is a light weighted program which requires connections with BTS 
information (BTS tower location, height, transmission power) providing databases. 
With our software we are successful to give exact location of the mobile in all the 
cases. 

We have designed our tool in GSM network; it will work in all the cases in GSM. 
But whatever the techniques and algorithms used for GSM can be used for CDMA 
also. The only difference is we will read signal strength values based on BCCH 
channel in GSM, we have to get signal strength from pilot channel in case of CDMA. 
Due to unavailability of CDMA signal files, we haven’t implemented our tool on 
CDMA network. As a future work we can extend the functionality of our tool for 
CDMA network as well.  
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Abstract. Cloud Computing is the recent buzz word in computing which has 
enormous potential to revolutionize the IT industry. Cloud opened up new 
computing scenarios coupled with many significant benefits, however they also 
turned to become new avenues of attacks and exploits. This paper proposes a 
unique Distributed Intrusion Detection System (DIDS) based on a novel 
combination of two variant trends in intrusion detection-the behavior based and 
knowledge based intrusion detection mechanisms. The behavior based approach 
facilitates improved detection in the dynamic cloud environment and the 
knowledge based approach supports the detection scheme with its definitive 
rule base. The functionality of both these approaches has been improved by the 
addition of an adaptive approach which helps to significantly assist in lowering 
the false positives. In addition to this, another  novel and the striking advantage 
of the proposed detection scheme is the alert clustering and analyzing facility 
thereby helping all cooperating nodes in detecting false alarms from any 
malicious nodes. DOS attacks in one node can be sent as alerts to help other 
cooperating nodes in updating themselves about new attack patterns leading to 
early detection and prevention of attacks. This scheme collectively helps to 
make the underlying cloud infrastructure more immune to attacks and continue 
to provide services to users.  

Keywords: Cloud Computing, Distributed Intrusion Detection System, 
Knowledge-based and Behavior-based, Adaptive nature. 

1 Introduction 

Cloud is the most remarkable computing paradigm in the evolution of IT. The 
potential impact of cloud computing is amazing as it allows users to access 
applications that actually reside at a location other than our computer or other 
Internet-connected device; most often it will be a distant datacenter. But this 
promising area of IT is also prone to almost all the security attacks that a conventional 
network environment has. Some of the attacks jerking the foundation of the cloud 
technology are flooding or Denial of service attacks, authentication based attacks, side 
channel attacks [1] and malware attacks. Most of these arise due to the weakness in 
the protection mechanisms used. As it is seen, a Cloud is inherently a multi-tenant 
infrastructure, so an attack against a single customer is actually an attack against all 



 An Adaptive Distributed Intrusion Detection System  467 

 

customers in that Cloud or at least a significant proportion of those customers. This is 
because they are sharing not only common network infrastructure but also a common 
computing infrastructure. Hence the potential for damage is extremely high and in 
light of this Cloud service providers need to ensure that they have proper security 
controls installed well in place.  

Among the various security controls, Intrusion detection systems (IDS) are an 
essential component of defense measures protecting computer systems and network 
against harm or abuse [2]. In general, IDS collects network traffic, analyzes these 
traffic, and makes response or alerts the network if there is an intrusion taking place. 
Thus, the aim of the IDS is to alert or notify the system that some malicious activities 
have taken place. 

According to the method of the collection of intrusion data, all the intrusion 
detection systems can be classified into two types: host-based and network-based 
IDSs. Host-based intrusion detection systems (HIDSs) analyze audit data collected by 
an operating system about the actions performed by users and applications; while 
network-based intrusion detection systems (NIDSs) analyze data collected from 
network packets.   

Based on the way in which the attack is detected, there are two types of intrusion 
detection systems: knowledge-based or signature based and anomaly based or 
behavior based. The behavior-based method dictates how to compare recent user 
actions to the usual or the standard behavior where as the signature based approach 
monitors the ongoing network traffic and various activities against a known rule set. 
Both of the above approaches have their own pros and cons thus a combined approach 
would be preferable. 

However we should also remember the intricacies in the deployment of the IDS and 
the way in which it can perform intrusion. The ability to perform Intrusion Detection in 
the cloud is heavily dependent on the model of cloud computing that is being used. In 
cloud computing, three kinds of services are provided: Software as a Service (SaaS) 
systems [3] , Infrastructure as a Service (IaaS) providers, and Platform as a Service 
(PaaS). When SaaS is used, the responsibility to perform intrusion detection relies on 
the cloud provider and similarly in PaaS the installation of an IDS and monitoring for an 
intrusion is again the responsibility of the service provider. However when IaaS is used 
the customer has the flexibility in the deployment of the IDS. 

Another significant point of concern about the use of IDS in cloud is whether 
single IDS installed either at the customer or provider is capable enough to detect and 
notify the attacks. The Cloud infrastructure has massive amount of data and traffic 
hence the IDS must be robust and reliable to handle such a traffic flow. The 
traditional host based and network based IDSs are not efficient enough to detect the 
sophisticated and distributed attacks. Thus it is worthy to rely on a distributed IDS 
installed on various key points in the cloud. This motivated us to think on the 
distributed approach of IDS and the various ways in which the existing approaches 
can be improved. 

A distributed IDS [4](DIDS) consists of multiple Intrusion Detection Systems 
(IDS), all of which communicate with each other, or with a central server that 
facilitates advanced network monitoring, incident analysis, and instant attack data.  
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In this paper we propose a Distributed Intrusion detection mechanism for Cloud 
Computing using a behavior-based and signature-based approach. A key feature of 
our approach is the ability to detect false alarms from malicious nodes and the 
adaptability to changing network scenarios thereby being able to considerably reduce 
the false positives. It also helps in updating the cooperating nodes about new attack 
patterns which helps in early detection of attacks. 

The remainder of this paper is organized as follows:  Related work in this field is 
discussed in section 2, where we have tried to bring out a comparative study of 
various researches and work in this direction. In section 3 the proposed scheme is 
discussed in detail and in section 4 the relative merits of our scheme is outlined, 
followed by conclusion and future scope in Section 5. 

2 Related Work 

Several efforts have been made in the area of Intrusion Detection systems for Cloud 
Computing environment, but many attacks still prevail. In [5], the authors discuss an 
implementation of IDS in Cloud environment which is responsible for monitoring the 
utilization of resources for the virtual machine using data acquired from virtual 
machine monitors. All monitoring operations are done outside the virtual machines so 
the attacker cannot modify the system in case of a breach. However, some intrusions 
such as an authorized abnormal activity will be detected as an intrusion which can 
significantly degrade the performance of the IDS. 

On the other hand, [6] researchers like Chi-Chun Lo, Chun-Chieh Huang and Joy 
Ku have brought out the co-operative intrusion detection model for the grid and cloud 
computing in which the IDS are distributed among the nodes of the grid and alert 
other nodes when an attack occurs. Indeed, this approach made a giant leap over other 
models for the same as this helps other nodes in avoiding the same attacks from 
occuring. This system also helps in preventing single point of failure since the IDSs 
are distributed across the cloud. 

Another important work which can be considered as an enhancement to the above 
work is done by Westphal and his team where they have proposed Grid and Cloud 
Computing Intrusion Detection System (GCCIDS) [7] which is designed to cover the 
attacks that network- and host-based systems cannot detect. Their proposed method 
used the integration of knowledge and behavior analysis to detect specific intrusions. 
However, the proposed prototype cannot discover new types of attacks or create an 
attack database which can be adaptively updated according to changing network 
conditions. We have attempted to bridge the above gaps and have added other crucial 
and pertinent features for a cloud IDS in our work. 

Another related work which has made a remarkable contribution is the multi-
threaded NIDS approach. In [8], the authors proposed an efficient model that used 
multithreading technique for improving the performance in the cloud computing 
environment to handle large number of data packet flows. The researchers have 
conducted experiments to perform the performance evaluation of their proposed 
method relative to the single thread approach. They have used parameters like 
processing time and execution for their comparative study. 
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The work of Guangsen Zhang and Parkar [9] in the area of DDOS detection in 
network environment have provided us key insights for our  thoughts. In the proposed 
approach, “Cooperative Defence against DDoS Attacks” DDoS defence systems are 
deployed in the network to detect DDoS attacks independently. A gossip based 
communication mechanism is used to exchange information about network attacks 
between these independent detection nodes to aggregate information about the overall 
network attacks observed. Using the aggregated information, the individual defence 
nodes have approximate information about global network attacks and can stop them 
more effectively and accurately. This work has led us to the idea that a cooperative 
defense approach can also be extended for the DDOS mitigation. 

In view of all the above works and some of its inherent drawbacks, we have proposed 
an integrated IDS which combines the features of behavior based IDS and knowledge 
based IDS and integrates it with the cloud. The highlight of our proposed method over 
other methods is that they can reduce false positives to a significant extent and also verify 
the authenticity of a newly received alert before adding to the rule base. 

3 Proposed Scheme for Intrusion Detection 

3.1 Overview of the Scheme  

The proposed scheme uses a distributed approach in intrusion detection combining a 
knowledge based system and behavioral based scheme. This is in turn supplemented 
by an innovative feature termed as a surveillance agent in our paper which helps in 
bringing out the adaptive nature in IDS functionality. The knowledge base component 
of our scheme has the knowledge regarding the previous attack signatures which 
forms the definitive rule base against which all attempts of access can be matched. On 
the other hand, Behavior-based intrusion component creates a model of normal or 
valid behavior extracted from reference systems collected by various means. An 
intrusion can be detected in this scheme by observing a deviation from normal or 
expected behavior of the system or the users. Along with these two approaches which 
works in a scheme which can be rightly called a hybrid model of IDS, a surveillance 
agent also works hand in hand which continuously monitors the node behaviors so 
that an adaptive line of detection is done. This is explained in more detail in the 
architectural description of the proposed scheme. 

The IDSs are distributed in the cloud framework and every node will be monitored 
by the respective IDS installed in them. When a potential attack is detected by an IDS, 
it issues alerts to other nodes in the framework. In this way every node updates attack 
patterns which are set as rules within themselves and also helps in updating other 
nodes also about new attack patterns. Thus the effectiveness of the proposed system is 
boosted by the coordinated alert mechanism from peer cloud nodes.  

3.2 Architecture and Working of the Proposed Scheme 

The architecture of proposed distributed IDS can be best described with the help of its 
components viz IDS service Agent, Alert Agent and Storage Agent. They 
communicate among each other and with the peer nodes as shown in Fig.1. 
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Fig. 1. Architectural diagram of proposed DIDS showing various agents and its components 

The details of the different modules of the DIDS are given below:    

A. IDS Service Agent   
The IDS Service agent monitors connection requests and resources of the node. It also 
facilitates communication with other nodes. The IDS service agent maintains logs of 
various user requests and services. When a new access request comes, it consults the 
Alert Agent and Storage Agent to detect whether it is an intrusion or an authorized 
access request.  

B. Alert Agent 
The functioning of the alert agent can be best described using its components which 
are as follows: 

a) Alert Cluster: This module collects alerts that are sent by other IDSs when 
they are suffering from severe attacks. Each IDS in every node exchanges 
their alerts and upon receiving an alert it passes this to alert analyzer. Alerts 
sent to other nodes are organized in a format which helps other nodes in 
formulating rule bases to update their knowledge base. 

b) Alert Analyzer: Alert Analyzer analyses the incoming alerts to evaluate the 
trustworthiness of the alerts. When a new alert is received at a node the alert 
analyzer will keep the alert in observation and analysis stage, till a decision 
is taken regarding whether to accept it for new rule formation. The receiver 
nodes arrive at a decision based on two parameters: 
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      • Previous acquaintance and trust about the sender. 
      • A majority function. 
       If the receiver is having the sender listed among its trusted peers, the alert 
      will be passed to the new rule formation stage and eventually would get   
      added to its rule base. If the alert is from a new node it executes a majority 
      function described as follows; 
 
      Let number of IDSs sending the same alert messages = NIDSA       
      Let Number of IDSs in the cloud computing = NIDSC 
      If NIDSA / NIDSC > 0.5 then: the alert analyzer detects it as a legitimate  
      alert and passes the message to IDS service agent and storage agent.   
c) Alert Generator: Alert Generator initiates new outgoing alert when new 

attack is detected by respective IDS in a node. IDS Service Agent facilitates 
in issuing outgoing alerts to other nodes. 

C. Storage Agent 
This module holds the attack rules that the IDS Service must analyze. It is 
implemented as a combination of knowledge-based and behavior-based storage agent 
and is supported by the use of one more crucial component called surveillance agent. 
This component plays a key role in the effective implementation of the adaptive 
feature of our proposed approach. 

a) Behavior based: Behavior based approach uses the technique of studying the 
normal behavior of the system in terms of network traffic, logged in users, IP 
connections. We focus here on identifying user behavioral patterns and 
deviations from such patterns. A template of existing normal behavior is 
formulated and stored in the behavior based component of the storage 
service agent. Every node notes the deviation from the expected behavior 
and detects the malicious activities. The approach of detecting the attack 
with statistics of usage and behavior can sometimes lead to more false 
alarms. The functionality of the behavior based agent is supplemented by the 
usage of the surveillance agent. The functionality of this agent is described 
as follows: Surveillance agent has been implemented as part of the storage 
service agent. This agent is pre-configured with the various observed normal 
values of parameters like number of users connected, log in time of users, 
bandwidth utilization, incoming and outgoing traffic flow, various connected 
ports, protocols and IP addresses used in incoming received requests. With 
the normal values set, the agent runs in the back ground and then observes 
continuously the values of these parameters. Any abnormal spurge in the 
values of any of these parameters can be noted and can be monitored further 
in a quarantine manner, so that its aberration can be confirmed as a changed 
normal behavior or a purely abnormal activity. If the observed deviation is a 
part of a recent genuine modification of the system configuration then the 
template of the expected behavior in the behavior based storage service agent 
is updated. 
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b) Knowledge based: Knowledge based intrusion detection is the most often 
applied technique in this field because it results in a low false alarm rate and 
high positive rates. This is also called signature-based as attack patterns are 
stored as signatures or rules. Thus every access patterns are compared 
against these rules to detect an attack. Using this behavior-based approach, a 
malicious behavior can be detected and can be added as a rule to the 
knowledge-based storage agent. 

As described in the overview of the proposed approach the combined working of the 
knowledge based and behavior based schemes with support of the surveillance agent 
significantly improves the performance of the IDS scheme. 

3.3 Deployment 

Our proposed scheme can be deployed on the virtual network and the Virtual machine 
as it facilitates homogenous and compatible communication mechanisms between 
various nodes. This would allow us to monitor and analyze communications between 
VMs, between host system and VM and within the virtual network. This method of 
IDS installation can be very effective as it helps in effective detection both in the VM 
host and the virtual network so that majority of traffic and activity are under check. 
The network administrators can wisely choose to install the IDS in various critical 
choke points of the virtual network in a way that it facilitates easier exchange of the 
alerts among the peer nodes. 

4 Relative Merits of Proposed Approach 

The proposed scheme for intrusion detection combines the inherent advantages of the 
both behavior based and a knowledge based approaches for IDS. The behavior based 
scheme in its native form has a disadvantage of generating lot of false alarms which 
can significantly deteriorate the performance of the scheme. However our approach 
has successfully mitigated this drawback with the introduction of the surveillance 
agent and adaptively updating the behavioral parameters. Thus, in short our system 
will learn to detect an unusual authorized activity as normal and will not generate 
false alarms thus bringing down false positives. The behavior based module supported 
by the surveillance agent offers an adaptive capability to consider a changed normal 
behavior of a system as an expected behavior by carefully examining the behavior 
change for its non malicious nature. 

As it is a hybrid scheme, this approach also gets the advantages of signature based 
detection. Our scheme has an alert analyzer component which ensures the trust 
worthiness of alerts received at every node so that fake alerts are not added to the rule 
base. In addition to this, due to cooperative alert exchanging the proposed method 
also has the benefit of knowledge about new attack patterns detected in other nodes so 
that any attack of its kind can be avoided. 
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5  Conclusion and Future Work 

In this paper we propose a distributed cooperative intrusion detection system for 
cloud computing network in which IDSs are distributed in every node. This scheme 
detects new alerts using behavior based learning techniques and known alerts using 
knowledge based system. DOS attacks in other nodes are sent as alerts to other 
cooperating nodes to help them know about the new attack patterns. By co-operating 
among the cloud nodes an early detection and prevention is implemented. This 
scheme using its adaptive approach can also bring down the number of false alarms. 
We are doing our experimentations with CloudSim simulator integrated with Snort 
IDS.  

As a future scope we could further revise the adaptive approach by including 
expert system based techniques. We would also envision the development of the 
scheme by incorporating data mining techniques and decision trees as databases of 
attack patterns grow. This can be done by matching patterns extracted from a simple 
audit set with those referred to warehoused unknown attacks. With data mining it is 
easy to correlate data related to alarms with mined audit data, thereby considerably 
reducing the rate of false alarms, thus our scheme can be improved further. 
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Abstract. Last two decades have witnessed tremendous growth of internet and 
it acts as a centrifugal force for a whole new array of applications and services 
which drives the e- business/ commerce globally. Millions of application has 
been designed to reach out to the end-user to provide necessary information. 
The users who are participating in various activities over internet are exposed to 
public network which is vulnerable to the ever growing threats like never before 
due to the fascination and value of information/ transaction involved. So 
concern about security of computer systems is justifiable, and to overcome/ 
prevent these threats has resulted in the development of various security 
concepts and products such as Firewalls, Intrusion Detection Systems (IDS) and 
Intrusion Prevention Systems (IPS). Lately it has been witnessed that there lies 
a huge potential in biological algorithms and methods to solve complex real 
world problems, we just need to relate and model the solution based on these 
biological theories. This paper critically reviews the information that is 
available on the internet as one has to spend a considerable amount of time to 
search it, also it explores the possibilities of development of a biologically 
inspired computer security system to overcome the ever growing complex 
security challenges. 

Keywords:-Computer Security, IDS, IPS, HIS. 

1 Introduction.  

Definition of "Computer Security" is not easy as difficulty lies in a definition that 
should be broad enough to be valid regardless of the system being described, yet 
specific enough to describe what Computer Security really is. In a generic sense, 
security is "freedom from risk or danger."[3, 5] In the context of computer science, 
security is the prevention of, or protection against [1], 

(I) Access to information by unauthorized recipients, and 
(II) Intentional but unauthorized destruction or alteration of that information. 

Computer security is frequently associated with the perspective of three keywords 
which are: 
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• Confidentiality -- Ensuring that information is not accessed by unauthorized 
persons. 

• Integrity -- Ensuring that information is not altered by unauthorized persons 
in a way that is not detectable by authorized users. 

• Authentication -- Ensuring that users are the persons they claim to be. 
 
The reliance of the world's infrastructure on computer systems is immense as 
computers and is used in every domains of life [4,8] and participation can be through 
any of the methods such as electronic  communication,  e-commerce  over  the 
Internet [1, 4]. Networks and the number of users are increasing all the time leading to 
the introduction of more naive users [5, 7].  Some of them are unknowingly causing 
many security gaps which can be explored to take advantage to get inside the target 
network [7].  All  the information sent or shared on the public network so the potential 
chances of  misuse  is  enormous as it is exposed to unauthorized “hackers”  also  
[5,6]. Its pervasiveness makes “Network/ Computer Security" an issue of great 
importance and value since it has become a necessity in the digital age [6, 7]. All 
these points indicate and highlight the challenges and the need for the development of 
a computer security system [5, 6, 8] which will be competent for the highly dynamic, 
unorganized, imperfect, uncontrolled and open network environments. 

AIS (Artificial immune System) [14, 15] are modeled after HIS (Human Immune 
System) which enables every organism to survive from the various threats posed by 
the environment. Immunity is the mechanism that is used by the body for its 
protection from different environmental threats. The way  the  human  body  reacts  to  
these different  threats  and  attacks  encourages  the  researchers  to model computer 
security system after Human Immune System as its survives under very demanding 
circumstances efficiently[16,17]. 

Swarm Intelligence and optimization is a machine-learning technique loosely 
inspired by birds flocking in search of food. It consists of a number of particles (birds) 
that collectively move on the search space in search of the global optimum [18]. Some 
Intrusion Detection techniques have already been proposed using swarm behavior 
metaphors because these paradigms can adapt seamlessly to today’s complex 
computing environments and provide a solution to the badly needed adaptability 
requirement of computer security using the self organizing principle [23]. 

Ant colony optimization (ACO) takes inspiration from the behavior of ants. These 
ants deposit pheromone on the ground in order to mark some favorable path that 
should be followed by other members of the colony [22]. ACO algorithms are not 
guaranteed to find the shortest path in complex, high-dimensional graphs, theyfind the 
satisfactory solutions with relatively little computation. 

Section 2 highlights the background information of computer security, Section 3 
contains literature about currently available tools, Section 4 explores the perspective 
of a biologically inspired security system, and Section 5 concludes the discussion. 

2 Background Information 

Attacks, intrusions identified at the user level as classified by Harmer et al. [3, 5, 8, 20] 
are as: 
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(1) Misuse/abuse: unauthorized activities by authorized users.  
(2) Reconnaissance:findings of systems and services that may beexploitable. 
(3) Penetration attempt: unauthorized activity to gain access to computing  
       resources. 
(4) Penetration: successful access to computing resources by unauthorized  
        users. 
(5) Trojanization: presence and activity of unauthorized processes. 
(6) Denial of service: an attack that obstructs legitimate access to computing. 

A cyber-attack [1, 2] is an attempt to get inside the system without formal permission, 
on the basis of activity attacks can be categorized into:   

(1) Passive: which is aimed at gaining access to penetrate the system without 
compromising IT resources. 

(2) Active: which results in an unauthorized state change of IT resources. 

In terms of the user access, attacks are categorized [2,5] as:   

(1) Internal, coming from own enterprise’s employees or their business partners 
or customers.   

(2) External, coming from outside, frequently via the Internet.    
 
Security arsenal and awareness of threat is growing with each passing day but the threat 
perception has neither been eliminated nor mitigated. Motives of these crimes are 
changing from mere fun and bragging to high financial gains, information gathering for 
information warfare and terrorism.  CSI survey 2009 [4] reported big jumps in incidence 
of financial fraud (19.5 percent, over 12 per-cent last year); malware infection (64.3 
percent over 50 percent last year); denials of service (29.2 percent, over 21 percent last 
year), password sniffing (17.3 percent, over 9 percent last year); and Web site 
defacement (13.5 percent over 6 percent last year). A primary reason for this increase is 
that the network protocols and Internet were never developed with security in mind. 
Additionally, building absolutely secure systems of this magnitude is unlikely anyway 
due to the complexity of these systems and likelihood of human errors in implementing 
these systems. The increase in dependence on computer systems and the corresponding 
risks and threats has revolutionized computer security technologies. Due to these risks 
and we need new concepts and paradigms to be developed and adopted to look after the 
security concerns. 

3 Current Available Tools 

3.1 Firewalls 

These are the first-line of defense for any network and is responsible to permit, deny 
or proxy data to a computer network [1,2]. Packet filter firewalls worked on the 
principle of inspecting the "packets" which is transferred between the source and 
destination on the network [5].Second-generation firewalls are called Circuit level 
firewalls worked up to transport layer of the OSI model. These worked on the 
principle of maintaining records of the entire are passing through the firewall and then 
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tried to find whether a packet is the start of a new connection, a part of an existing 
connection, or is an invalid packet [3]. An application firewall is the third generation 
of firewall, it covers all the seven layers. It inspects all the packets for malicious 
content, and then based on the definition it restrict or prevent the spread of 
any malicious content to the network [10].  

Firewalls are not always effective against the numerous intrusion attempts. Since the 
Firewalls are deployed for a network which monitors the incoming traffic to the network 
but it fails to addresses the attacks which comes or launched from within the organization 
[5,6]. It also does not have a proactive approach to counter any new threat [10]. 

3.2  Intrusion Detection System (IDS) 

Intrusion detection System can be defined as the tools, methods, and resources to help 
identify, assess, and report unauthorized or unapproved network activity [1, 10, 12]. It 
works on the principle of the principle that the behavior of the intruder will be 
different from that of a legitimate user that can be quantified. Preprocessing, Analysis, 
Response and Refinement are the key phases of IDS [5]. Based on its deployment it 
can be have three categories [10,12] which  are as: 

A. Host-based intrusion-detection system (HIDS): Deployed on the host it 
scans all the host activity within the secure data base and check that the event 
occurred matches with the malicious event or not. 
B. Network-based intrusion-detection system (NIDS): Deployed on the host it 
is inline with the network, it analyzes the network packets that are looking for 
attacks. It receives all the packets by taps or port mirroring, then it reconstructs the 
streams of traffic to analyze them for patterns of malicious behavior.  
C. Hybrids of the two: A hybrid IDS combines a HIDS, which monitors events 
occurring on the host system, with a NIDS, which monitors network traffic. 

 

 

Fig. 1. Block Diagram of IDS 
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There are two basic classifications of intrusion detection techniques:  
 

A. Misuse detection: It is also called Rule-Based Detection or signature detection 
technique. This technique is based on what’s wrong. It contains the attack  
patterns  (or  “signatures”) [10,11] and  match them  against  the  audit  data  
stream,  for evidence  of  known  attacks.  

B. Anomaly based detection: It is also referred as profile-based detection; the 
basic assumption of anomaly detection is that attacks will be different from 
normal behavior [10, 11]. This detection technique compares desired behavior 
of users and the applications with the actual ones by creating and maintaining a 
profile system that flags any events that strays from the normal pattern and 
passes this information on to output routines [1,3].  

 
Intrusion detection systems have its own problems, such as false positives, operational 
issues in high-speed   environments, and the difficulty of detecting unknown threats. In 
addition, intrusion prevention is still in its infancy. Most of the problems with intrusion 
detection are caused by improper implementation and misunderstanding of what the 
technology can and cannot do[12]. It also fails to provide adequate protection due to the 
fact that they cannot detect and respond to all intrusions in real-time [8]. 

3.3 Intrusion Prevention System (IPS) 

These are proactive defense mechanisms [7, 9] which sits inline on the network and 
monitors the traffic, if it detects malicious packets within normal network traffic then 
takes measures to stop the intrusions by blocking the incoming traffic automatically 
before it does any damage rather than simply raising an alert as, or after the malicious 
code has been delivered.[3,9] 

 

 

Fig. 2. Block Diagram of IPS 
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Based on its deployment it can be classified into of two types [7,9]: 

A. Host based Intrusion Prevention System (HIPS): It monitors data streams and 
the environment specific to a particular application, relies on agents installed 
directly on the system that needs to be protected [7,9]. 

B. Network based Intrusion Prevention System (NIPS): User actions should 
correspond to actions in a predefined knowledge base as it sits inline so all the 
packets have to pass through it [7]. Therefore the moment a suspicious packet 
has been detected it takes proactive measures and that packed is stopped or 
contained [9]. 

An IPS also generates false positives that can create serious problems if automated 
responses are used, it becomes expensive, also these are slow in reaction time and 
consume lots of recourses [7, 9]. All the current solutions for network security are 
based on static methods that collect, analyze and extract evidences after attacks. Lack 
ofself-learning and self-adapting abilities contribute in failure of detecting unknown 
and new attacks [10].  

All these solutions still face the challenges of inherent system flaws, OS bugs, and 
social engineering attacks. All the system which currently looks after the network/ 
computer security lacks in addressing the additional and advanced requirements such 
as false positive, single point solution, reactive approach to tackle threat, 
distributedness and robustness and thus performance suffers heavily on these 
parameters.Based on the review of the current prevailing security solutions the 
requirements of a computer security system that have been identified are as: 

4 Biological Perspective in Computer Security 

4.1 Artificial Immune System 

AIS are a computational systems inspired by the principles and processes of the 
biological immune system [14, 15]. The  biological immune system is a  robust,  
complex,  adaptive system which defends the body  from  foreign pathogens. It is able to 
categorize all cells (or molecules) within the body as self-cells or non-self-cells. It does 
this with the help of a distributed task force that has the intelligence to take action from a 
local and also a global perspective using its network of chemical messengers for 
communication [16].  

Human immune system has the ability to detect foreign substances and to responds 
properly. It is distributed, fault tolerant and has the capability to distinguish own body 
cells from foreign substances which is also referred as self/non-self discrimination. 
Immune system is constituted by central lymphoid whose purpose is to generate and 
mature immune cells, bone marrow and thymus do the task and peripheral lymphoid 
organ which facilitates the interaction between lymphocytes and antigen. Thymus 
procedures mature T cells, beneficial T- cells are kept whereas the remaining ones are 
discarded and then released into blood stream to perform different immunological 
functions [16]. 

4.1.1 Negative Selection Algorithm 
Negative selection provides tolerance for self cells and it deals with the immune 
system's ability to detect unknown antigens while not reacting to the self-cells 
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[13,20]. A lot of variations of negative selection algorithms have been frequently 
proposed, but the crux remains the same [15,16] is to build self profile once it has 
been built, non self patterns are randomly generated. If the random pattern matches a 
self pattern then it is removed, otherwise it becomes a detector pattern and monitors 
newly arriving patterns.Forrest [17] was the first to apply the idea of negative 
selection, Detectors, inspired by T-cells, represented in binary strings. A detector 
string match an antigen string if the two strings shared the same characters in an 
uninterrupted stretch of r bits; this is known as the r-contiguous bits matching rule. If 
the detector matches any new pattern, then it has detected an anomaly and becomes a 
memory cell which is stored for future attacks. 
 

 

Fig. 3. Hofmeyr & Forrest representation of NSA 

Zhang et al [24] proposed a novel distributed intrusion detection model based on 
immune agents (IA-DIDM) which is inspired by Negative Selection paradigm 
lymphocyte’s working in the BIS.The system by Okamoto and Ishida [25] focused on 
anomaly detection in user behavior. Immunity based anomaly detection system with a 
new mechanism of diversity generation is discussed inspired by the mechanism of 
positive and negative selection in the thymus. Negative Selection algorithm proposed 
by Forrest et. al. [15] has been improved with mutation by Zhongmin et al. [26], in 
design of agent for detecting and analyzing data in intrusion detection based on 
immune principle.  

4.1.2 Clonal Selection Theory 
Clonal selection theory elucidates the proliferation of immune cells when activated in 
the presence of an antigen. Detection of an antigen by lymphocyte can be viewed as a 
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random event as it is selected from a large repertoire of lymphocyte receptors. Once 
activated these lymphocytes proliferates through the process called cloning. The main 
properties of clonal selection are: 

• Elimination of self-reacting clones. 
• Proliferation and differentiation of mature lymphocytes through antigenic 

simulation. 
• Restriction of one pattern to one differentiated cell and retention of this pat-

tern by clonal descendants. 
• Generation of new random genetic changes subsequently expressed as 

diverse antibody patterns by a form of accelerated somatic mutation. 

4.1.3 Immune Network Theory 
The “immune network (IN) theory” was proposed by Niels K. Jerne [16] makes an 
effort to describe the mechanism of formation of immune memory. The concept 
hypothesized that the immune system acts as a regulated network of antibodies and 
anti-antibodies, which is called an “idiotypic network,” which recognizes one another. 
Aickelin et al. [27] introduced client/server architecture which can be used to 
implement AIS algorithms. The libtissue client provides input to the algorithms. 

4.1.4 Danger Theory 
Self in Danger Theory model is considered as harmless to which the body develops 
tolerance, many a times the immune system becomes tolerant to antigens that are not 
same as self, but to those which do not pose any danger.[27] In DT, the immune 
response is determined by the presence or absence of alarm signals these signals 
trigger an immune reaction and in response APCs are activated. 

According to Matzinger in (1994) [16], the immune system is activated on receipt 
of molecular signals, which indicate damage (or stress) to the body rather than by 
pattern matching of “nonself” versus “self.” She states that our bodies are never 
completely tolerant. As long as the thymus and bone marrow are producing new B 
and T cells, there will be a few new circulating self-reactive lymphocytes.  

The distressed cells and tissues transmit danger signals, which results in capturing 
antigens by antigen-presenting cells (APCs) such as macrophages, APCs then travel 
to the local lymph node and present the antigen to lymphocytes [27].  

Table 1. Modelling of Immunological terms in Computational Models 

Immunological Terms Computational Modelling Terms 

T cells, B cells, and antibodies Detectors, clusters, classifiers, and 
strings 

Self-cells, self-molecules, and immune 
cells 

Positive samples, training data, and 
patterns 

Antigens, pathogens, and epitopes Incoming data, verifying data samples, 
and test data 

String-matching rule Complementary 
rule and other rules 

Distance and similarity measures 
Affinity measure in the shape–space 
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4.2 Swarm Intelligence 

Swarm Intelligence (SI) is another example of the powerful phenomenon of learning 
and adaptation observed in many natural systems (social insects and birds). A swarm 
is defined as a ‘‘set of (mobile) agents which are liable to communicate directly or 
indirectly with each other [15]. Particle swarm optimization (PSO) is a machine-
learning technique loosely inspired by birds flocking in search of food[20]. Particle 
swarm optimization has been used with success in several do-mains ranging from 
regulation of power plants to the class of traveling salesman problems proposed by 
Kennedy and Eberhart [21]. Swarm optimization searches the problem space in 
parallel with a population of candidate solutions. In Foukia and Hassas [18] and 
Foukia [19] a mobile agent based Intrusion Detection and Response System (IDRS) is 
proposed using the AIS and SI approaches. 

4.3 Ant Colony Optimization 

Ant colony optimization (ACO) is another family of optimization algorithms, these 
algorithms were originally conceived to find the shortest route in traveling salesman 
problems. In ACO several ants travel across the edges that connect the nodes of a graph 
while depositing virtual pheromones. Genetic Algorithm & Optimization Ants that travel 
on the shortest path will be able to make more return trips and deposit more pheromones 
in a given amount of time. Consequently, that path will attract more ants in a positive 
feedback loop. A major advantage of ACO over other algorithms for path finding is that 
virtual ants discover and maintain several short paths in addition to the best one. 

5 Conclusion 

It has been quite a substantial amount of time from the first theory has been proposed 
as an Intrusion Detection System inspired by the Human Immune System. 
Combination & fusion of the concepts of biological algorithms will lead and foster the 
development of Computer security solutions that will be very efficient counter the 
challenges posed in imperfect, uncontrolled and open scenario. The resulting 
computer security system will beDistributed, Multilayered, Diverse, Disposable, 
Autonomous, Adaptive, and have self-learning, self-configuringcapabilities. The 
resulting CSS will address the problems that remained unanswered by the various 
different security solutions; also research on immune inspired techniques in the future 
may follow many directions. One of these may be unified architecture that will mimic 
natural defense mechanisms by integrating a set of heterogeneous immune 
components. Despite the successes of AIS in modeling many techniques, still there 
remain some issues that are unaddressed. Self-configuration mechanism needs to be 
introduced as many a time security system unnecessarily consumes resources. The 
most important limitation of the analogy is that it is not concerned of protecting 
secrets, privacy, or other issues of confidentiality, this needs to be addressed and 
lastly we should must keep in mind how to apply our knowledge of immunology to 
overcome the problems in computer security.  
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Abstract. The huge growth of mobile and handheld devices has immensely 
popularized the ad hoc networks, which do not require any wired infrastructure 
for intercommunication. The nodes of mobile ad hoc network operate as the 
routers as well as the end hosts. The communication occurs in single hop and 
multi-hop paths. Due to explosive growth of mobile devices, the user’s desires 
for real time applications are increasing day by day providing the new 
challenges in the design of protocols for mobile ad hoc networks. Support for 
quality of service (QoS) like delay, bandwidth, energy, hop-count etc. are 
necessary to face the challenges and to enable real time applications for Mobile 
Ad hoc network. In particular, it is important that the routing protocols 
incorporate the QoS metrics in route finding and maintenance to support the 
end-to-end QoS. In this paper we have studied the issues and challenges 
involved with the existing QoS-aware routing schemes and the use of 
biologically inspired ant colony optimization technique for QoS-aware routing 
in MANET. In addition to this, we have carried out a thorough comparison 
study of the existing ant colony based QoS-aware routing schemes in order to 
analyze the strengths and weaknesses of these schemes. Finally the future 
scope, which is inferred from the comparison study of existing protocols have 
been discussed. 

Keywords:  Mobile ad-hoc network, Ant colony optimization, QoS Routing. 

1 Introduction 

Routing in MANET is a Dynamic Optimization Problem as the search space changes 
over time. Due to the time varying nature of the topology of the networks, traditional 
routing techniques such as distance-vector and link-state algorithms that are used in 
fixed networks, cannot be directly applied to mobile Ad hoc networks. Centralized 
algorithms have scalability problems, static algorithms have trouble keeping up-to-
date with network changes, and other distributed and dynamic algorithms have 
oscillations and stability problems. Ant based routing provides a promising alternative 
to these approaches. Ant-based routing utilizes mobile software agents (Ants) for 
network management. These agents are autonomous entities, both proactive and 



486 D. Sensarma and K. Majumder 

 

reactive, and have the capability to adapt, cooperate and move from one location to 
the other in the MANET.  

Ant colony [1-9] provides a number of advantages [10] due to the use of mobile 
agents and stigmergy (a form of indirect communication used by ants in nature to 
coordinate their problem-solving activities). It provides scalability, i.e. the population 
of the agents can be adapted according to the network size. It is fault tolerant, i.e. it 
does not rely on a centralized control mechanism. Therefore, loss of a few nodes or 
links does not result in catastrophic failure. Besides this, it provides adaptation, where 
agents can change, die or reproduce according to the network changes. Speed is 
achieved, because change in network can be propagated very fast. Agent acts 
independently of other network layers, so it gives modularity. Also, little or no human 
supervision is required. So, it provides autonomy. Lastly, it provides parallelism, i.e. 
agents operate inherently in parallel. These properties make Ant Colony very 
attractive for MANET. However, one of the biggest difficulties with ant colony 
algorithms applied in network routing area is that multiple constraints often make the 
routing problem intractable [11]. 

The rest of this paper is organized as follows. In section 2, the issues and 
difficulties for QoS support in MANET has been discussed. Ant colony optimization 
is described in brief in section 3. Section 4 presents a review of the existing works on 
ant colony based QoS routing in MANET. We have done a comparative study of 
these existing schemes in section 5. Finally in section 6, after analyzing the 
weaknesses of the existing schemes, we present the future scope of research and 
conclude the paper. 

2 QoS Support in MANETs -  Issues and Difficulties 

Quality of service issues play a very important role for multimedia and real time 
applications. To achieve better efficiency, some attributes such as delay, bandwidth, 
probability of packet loss, energy, jitter etc are necessary to be taken into account for 
routing in MANET and for providing uninterrupted communication between the 
source and the destination. These are called QoS metrics. There are many difficulties 
with QoS-aware routing in MANET. These issues are described as follows. 

Unpredictable and Unreliable Wireless Channel: MANET is unpredictable as well 
as unreliable. Here packet collision can occur, signal can fade, interference can occur 
and multi-path cancellation may exist. These make the measurements of delay, 
bandwidth unpredictable. A node in the path may be malicious in a MANET and 
finding malicious nodes in a MANET is a very difficult problem.  

Lack of Centralized Control: The ad-hoc network can be formed spontaneously at 
anywhere any time and the topology can change dynamically. The ad hoc network has 
no centralized control mechanism. It operates in completely distributed manner. This 
increases the algorithm’s overhead and complexity as QoS requirements have to be 
considered for the real time and multimedia applications. 
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Node Mobility: Node mobility creates dynamic topology. The nodes move 
independently and randomly and the topology information is not fixed. It must be 
updated frequently to allow the proper delivery of data packets to the destination. 

Heterogeneous Nature of MANET: The data rates of links in MANET are not same. 
If a node with high data rate forwards more traffic to a node with low data rate, then 
there is chance of congestion, which leads to queuing delay in routers. So, hop by hop 
congestion control is necessary. 

Limited Battery Life: Mobile devices have finite battery sources. So, the QoS 
routing must consider the battery power and the rate of battery consumption as a QoS 
constraint and all the QoS routing must be power-aware and power-efficient. 

Security: Security is a very important attribute in case of MANET. Without security 
many unauthorized access can occur and it may violate QoS negotiation.  

3 Ant Colony Optimization 

The ant colony optimization (ACO) meta-heuristic is a generic problem 
representation and it adopts real ant’s foraging behavior. Ants initially start random 
walk when multiple paths exist between nest to food. They lay a chemical substance 
called pheromone during their food searching trip as well as their return trip to the 
nest. Pheromone serves as route mark, which the ants follow. Newer ants will take 
that path which has higher pheromone concentration and also the pheromone 
concentration of that path will increase by the time. This is an autocatalytic effect and 
this helps the solution to be emerging quickly [1]. 

Figure 1 illustrates the behavior of ants. A set of ants moves along a straight line 
from their nest S to a food source D (Figure 1a). At a given moment, an obstacle is 
put across this way so that side (A) is longer than side (B) (Figure 1b). Now, the ants 
have to decide which direction they will take: either A or B. The first ones will choose 
a random direction and will deposit pheromone along their way. The ants taking the 
way SBD (or DBS), will arrive at the end of the obstacle (depositing more pheromone 
on their way) before those that take the way SAD (or DAS). So, pheromone intensity 
of route SBD becomes greater than that of route SAD. Hence, the ants choose the path 
SBD (Figure 1c).  
 

                                                           
             (a)                                        (b)                                             (c)            

Fig. 1. Behavior of ants for searching the food from S to D 
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In most cases, an artificial ant will deposit a quantity of pheromone represented by 
Δτi,j only after completing their route and not  in an incremental way during their 
advancement. This quantity of pheromone is a function of the found route quality. 
Pheromone is a volatile substance. An ant changes the amount of pheromone on the 
path ( i, j) when moving from node  i  to node j  as follows:  

τi,j = σ.τi,j + Δτ i,j (1) 

Where σ is the pheromone evaporation factor. It must be lower than 1 to avoid 
pheromone accumulation and premature convergence. At one point i , an ant chooses 
the point  j  (i.e. to follow the path ( i, j)) according to the following probability:  

Pi,j = 
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Where, τi,j: is the pheromone intensity on path ( i, j).  
ηi,j: is the ant’s visibility field on path ( i, j)(an ant assumes that there is food at the 
end of this path).  
α and β : are the parameters which control the relative importance of the pheromone 
intensity compared to ant’s visibility field.  
C: represents the set of possible paths starting from point i (( i,k ) is a path of C). 

4 Review of Existing Works 

4.1 Ant Colony Based QoS Routing Algorithm for Mobile Ad Hoc Networks [1] 

P.Deepalakshmi, Dr.S.Radhakrishnan proposed an on-demand QoS routing algorithm. 
This algorithm is highly adaptive in nature and mainly reduces the end to end delay in 
high mobility cases.  

This is a good routing scheme when node mobility is high. Here in route discovery 
the minimum QoS requirements in terms of bandwidth, delay and hop count are 
considered. But the other QoS constraints i.e. other network layer or link layer metrics 
like energy, jitter, link stability etc. are not considered here. Furthermore, here link 
failure is not handled properly. One disadvantage of TCP is that, it treats the link 
failure as congestion in the network. This phenomenon is not taken into account here. 
MANETs are heterogeneous in nature, so data rates are different for each link. Thus, 
when the source node sends Route_Request_Ant to all its neighbors, it does not take 
the data rate into account. Hence, flow control between the nodes is not considered 
here which might cause congestion in the network. Nodes in MANET communicate 
with each other through a shared medium. Thus, packet collision can occur in  
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MANET. As a result, packet loss rate is increased, which degrades the throughput. 
Moreover, interference of channel is not considered separately and admission control 
is not taken into account which is useful for proper resource utilization.  

4.2 Route Failure Management Technique for Ant Based Routing in  
MANET [2] 

S.B.Wankhade, M.S.Ali proposed this on demand routing algorithm. This algorithm 
is inspired by the ant colony routing algorithm. Route failure management is the main 
key of this algorithm. Authors have shown that it has good maintenance scheme and it 
supports good packet delivery ratio (PDR) with less packet drop and can achieve less 
delay in comparison with ANTHOCNET.  

In this technique, at the time of route discovery, only delay, bandwidth, hop count, 
PDR are taken into account but other network layer metrics or link layer metrics like 
throughput, jitter,  node buffer size etc. are not taken into consideration. Here, in route 
updation phase, multiple routes are found and in maintenance phase, fuzzy logic is 
used to find Link Stability Coefficient. So, a small overhead is involved with route 
updation in some time interval. Furthermore, here flow control is not handled 
explicitly, so when source generates HANT it does not takes into account the data rate 
of the link in heterogeneous MANET. Packet collision and channel interference also 
are not considered. The computation of fuzzy logic in the node may cause premature 
death to the nodes due to the limited energy of the nodes. For real time and 
multimedia communication only improvement of packet delivery ratio is not 
sufficient, because end to end delay, processing delay at each node and also other 
QoS constraints affects the throughput. 

4.3 Ant Colony Based Routing for Mobile Ad-Hoc Networks towards Improved 
Quality of Services [3] 

B. Roy, S. Banik, P. Dey, S. Sanyal and N. Chaki proposed this new QoS on-demand 
routing algorithm for mobile ad hoc network. This algorithm is based on link state 
routing and supports multimedia communication with both reactive and proactive 
components.  

As it is a hybrid technique, so there is a significant amount of overhead involved. 
Furthermore, it only considers the QoS metrics like delay, bandwidth, but other 
network layer or link layer metrics are not taken into account. Here the individual 
nodes require more power and they have greater overhead for processing and storing. 
As here proactive strategy is used for continuous monitoring of the path, overhead is 
increased. In this work, packet loss rate is not taken into account, which is extremely 
necessary for multimedia applications. As it uses proactive procedure, so, the 
resources may not be utilized properly. This affects the admission control.  
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4.4 Ant Based Dynamic Source Routing Protocol to Support Multiple Quality 
of Service (QoS) Metrics in Mobile Ad Hoc Networks [4] 

R. Asokan, A. M. Natarajan and C. Venkatesh have proposed this method. Here the 
QoS requirements such as delay, jitter and energy are taken into account. It performs 
well in route discovery phase with dynamically changing topology and produces 
better throughput with low delay variance.  

This algorithm performs well in case of dynamically changing topology. But it 
considers only some of the network layer metrics like delay, jitter, energy and 
throughput. But, only these constraints are not sufficient for real time applications as 
other network layer or MAC layer metrics are also necessary. In this routing protocol 
the packet header size is increased with increasing route length due to its source 
routing nature. Consequently, the routing overhead is also increased. Again flooding 
of route request may potentially reach all nodes in the network, so bandwidth wastage 
increases and efficiency degrades. Besides this, it is a collision and contention prone 
routing protocol. Thus, packet delivery ratio decreases, congestion increases and 
throughput also become very poor in case of multimedia communication. 

4.5 An Optimized Ant Colony Algorithm Based on the Gradual Changing 
Orientation Factor for Multi-constraint QoS Routing [5] 

Hua Wang, Zhao Shi, Anfeng Ge, Chaoying Yu have proposed this method. This 
concept deals with the problem of QoS routing by adding an orientation heuristic 
factor to the conventional ant colony algorithm, which enables the ant to get rid of the 
blindness at the initial stage of path searching. The ant in the modified algorithm not 
only makes use of the previous search findings, but also reduces the misguiding effect 
of pheromones on the irrelevant paths, thus overcoming the problem of slow 
convergence. This algorithm modifies the ant colony optimization algorithm by 
adding gradual changing orientation factor and applies this to solve multi constraint 
QoS-aware routing problem.  

It is a very complex routing algorithm which involves the complex calculation of 
the gradual changing orientation factor. Here route failure problem in TCP is not 
taken care of. Congestion is only taken into account in terms of packet delivery ratio. 
The most important is the node processing power, as this protocol requires complex 
calculations. But it does not take into account the individual nodes energy to obtain 
optimal energy. Furthermore, flow control of the heterogeneous MANET is not 
considered separately here. Admission control in terms of resource utilization is not 
stated and also contention, collision and interference are not considered. Therefore, it 
is not sufficient for achieving better throughput for real time applications. 

4.6 Ant Colony Optimization for Routing in Mobile Ad-Hoc Networks [6] 

S. Kanan, T. Kalaikumaran, S. Kartik and V. P. Arunachalam proposed this method. 
It is a multi agent ant based routing algorithm for MANET. This is a new technique 
which increases the connectivity of the nodes during high node mobility and for this 
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the QoS constraints like delay is decreased and packet delivery ratio (PDR) is 
increased.  

It mainly focuses on the node mobility by only supporting QoS requirements like 
delay, PDR etc. which is not sufficient for multimedia application. Other network and 
link layer metrics have to be considered. There are various other issues. This 
algorithm uses both proactive and reactive routing. Paths are monitored always, so the 
overhead is increased in routing. It does not take into account the heterogeneous 
MANET behavior, where the data rate of each link can be different, so flow control is 
necessary, which is not noticed here. Consequently, there is a lack of Congestion 
control. Moreover, in MAC layer as nodes communicate through the shared medium, 
hence, there is a chance of collision, contention and interference. These problems are 
not taken into account in this algorithm. Furthermore admission control is not tackled 
properly for better throughput and efficiency. 

4.7 The Efficient Ant Routing Protocol for MANET [7] 

Srinivas Sethi and Siba K.Udgata proposed this novel meta-heuristic on-demand 
routing protocol Ant-E, using the Blocking Expanding Ring Search (Blocking-ERS) 
to control the overhead and local retransmission for improving the reliability in terms 
of packet delivery ratio (PDR). This algorithm offers improved efficiency, robustness 
and reliability by using blocking-ERS and local retransmission by reducing the QoS 
constraints like end to end delay, packet delivery ratio (PDR).  

This is an efficient routing technique in terms of route discovery, but it only 
considers the QoS requirements – delay and PDR, which cannot give better 
throughput without considering the other network layer or MAC layer QoS metrics. 
Besides this, it does not use proactive routing and if route failure occurs, then source 
need to reinitiate the route discovery procedure, which is a time consuming 
procedure. Congestion control is taken care of in terms of PDR, but flow control is 
not taken into account, which can increase congestion in the link and degrade the 
network performance. Here, admission control is also not handled properly. Besides 
this, the problem of TCP where link failure is treated as congestion, is not overcome 
properly.  

4.8 Multipath Dynamic Source Routing with Cost and Ant Colony Optimization 
for MANETS [8] 

It is a concept to support the reliability as a QoS metric through multipath routing. 
The Enhanced Multipath Dynamic Source Routing (EMP-DSR) is improved with 
fuzzy cost mechanism. Here the QoS constraints like bandwidth, hop count, delay and 
energy are considered during route discovery process. The system provides the user 
choice-based route discovery.  

As this is a multi-path routing, it supports the dynamic topology and it is highly 
adaptive. But it only takes care of the QoS constraints such as delay, energy and 
bandwidth, whereas other metrics of network layer or link layer are not considered. 
Here route failure problem in TCP is not taken care of. Fuzzy logic is used as 
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improvement in routing protocol, but implementing fuzzy logic requires more 
processing delay in the nodes. The most important is the node processing power, as 
this protocol requires complex calculations. Moreover, flow control of the 
heterogeneous MANET is not considered separately and admission control in terms of 
resource utilization is not stated. So, it is not sufficient for achieving better throughput 
for real time applications. 

4.9 An Ant Colony-Based Multi Objective Quality of Service Routing for 
Mobile Ad Hoc Networks [9] 

P. Deepalakshmi and S. asundaram Radhakrishnan proposed AMQR, an ant-based 
multi-objective on-demand QoS routing algorithm for mobile ad hoc network. Here 
QoS metrics like delay, bandwidth and hop count are considered during route 
discovery. Link failure can be detected quickly as node uses updated view of the 
network with positive and negative feedback.  

As it is a multi-path routing algorithm, therefore, it supports node mobility in a 
better way. The main drawback of this approach is, at the time of route discovery, it 
only considers delay, throughput and jitter as the QoS metrics but other network layer 
or MAC layer metrics are not considered for achieving more stable route and high 
throughput. Furthermore, congestion issues like flow control in the network are not 
considered and packets may be lost due to the absence of proper flow control 
mechanism. Also, admission control and resource utilization are not taken into 
account. Lastly, the MAC layer collision is not considered, which causes the 
degradation of efficiency of the network. 

5 Comparative Study of the Existing Schemes 

MANET is dynamic in nature and its topology is not fixed. So, for supporting real 
time or multimedia applications, demand of QoS-aware routing is increasing. Hence, 
the routing algorithms have to support all possible QoS constraints for achieving 
better throughput. But this increases the overhead of the routing protocols. It is very 
hard to manage or balance all the constraints. Algorithm [1] is highly adaptive and it 
performs well in the high mobility cases. In comparison, algorithm [9] also guarantees 
good performance in the high mobility cases along with positive and negative 
feedback and randomness in routing. Thus, in addition, it ensures quick link failure 
prediction, although they both use same QoS metrics. Algorithm [1] and algorithm [8] 
both are highly adaptive, but the plus point of algorithm [8] is that, node energy is 
considered here and fuzzy logic is used for route selection and cost estimation of the 
route. Algorithms [6, 7] consider PDR as QoS metric but do not take into account the 
hop count and bandwidth. Algorithm [2] uses fuzzy logic for link failure management 
but does not take into consideration the energy of the nodes. Whereas algorithm [7] 
uses fuzzy logic in route discovery phase and additionally considers individual node 
energy for increased network lifetime. On the other hand, in algorithm [9] link failure  
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Table 1. Use of different QoS metrics by the existing ANT based QoS routing schemes 
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is detected quickly by using the positive feedback, negative feedback and 
randomness. Algorithm [3] uses optimized link state routing and basically maintains 
stable route between source and the destinations. It considers link expiration time 
which is a very important parameter that the other algorithms do not consider. 
Algorithm [4] is based on ADSR and it considers throughput. But in case of this 
approach, packet header size increases with the route length as source routing is used 
and bandwidth is lost due to flooding. Other algorithms do not suffer from this 
problem. Also this algorithm is more contention and collision prone in comparison to 
other algorithms. Algorithm [5] is based on ACO meta-heuristics like other 
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algorithms but the difference is that it calculates gradual changing orientation factor 
which guarantees the quick convergence. But here greater node processing capacity is 
required and for this, energy of nodes plays a vital role. But the energy metric is not 
taken into account here like algorithm [4, 8]. Algorithm [6] and algorithm [7] both 
consider the metric delay and PDR. Algorithm [6] emphasizes only on node mobility 
and connectivity of dynamic MANET whereas algorithm [7] emphasizes on 
reliability, robustness and efficiency by using blocking-ERS. They both do not 
consider the other QoS metrics which are necessary for the real time communication. 
Algorithm [8] is multi-path DSR based on fuzzy logic. Here energy is taken into 
account for optimizing the power and path is selected based on cost factor, which is 
different from the other algorithms. But other QoS metrics are not considered here in 
comparison to the other routing algorithms. Lastly, algorithm [9] is nearly the same as 
algorithm [1] except that it guarantees quick discovery of link failure but here also the 
other necessary QoS constraints are not considered. 

6 Conclusion and Future Work 

Algorithm [1] is suitable for high node mobility scenario. But it uses only bandwidth, 
delay and hop count as the QoS constraints which are not sufficient for real time and 
multimedia communication. So, other QoS constraints can be incorporated into this 
algorithm to make it more efficient. Besides this, as TCP considers link failure as 
congestion, therefore, it is a big problem to distinguish between congestion and link 
failure. Hence, we need to introduce a new mechanism to avoid this problem. 
MANETs are heterogeneous in nature, i.e. data rate cannot remain same for all the 
links. Thus, if a high data rate node forwards more traffic to a low data rate node, 
there is a chance of congestion. This increases queuing delay which needs to be 
avoided. Hence, proper flow control is necessary. In order to handle this, data rate, 
buffer queuing delay, link quality and MAC overhead can be taken into consideration. 
The node buffer space is another important factor which plays a vital role for 
congestion control in the network, because if a node’s buffer in an active routing path 
is overflowed by the packets then packet loss increases, which degrades the 
throughput of the network. Hence, this also needs to be taken into consideration. 
Besides this, link stability can be considered, because for multimedia communication, 
a stable connection is necessary. In addition to this, other network layer, link layer 
and MAC layer metrics can be taken into account to avoid packet collision, 
contention and interference problem. Along with this, a proper admission control 
facility can be incorporated to enhance resource utilization.  

Algorithm [2] emphasizes link failure management and fuzzy logic is used to 
maintain the path. Here congestion control is tackled with the metric PDR, but it 
alone is not sufficient for better throughput. Data rate, buffer queuing delay, node 
buffer space etc. can be incorporated within this algorithm for better flow control. In 
this approach, nodes need high processing power; therefore, energy metric can be 
incorporated to optimize the power for increased system lifetime. In addition to this, 
other network layer and MAC layer metrics can be added to avoid collision, 
contention and interference. Admission control must also be taken into account.  
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Algorithm [3] is a hybrid routing algorithm. Here a stable path is always 
maintained considering the metrics delay, bandwidth and link expiration time. But 
these are not sufficient for achieving better throughput and efficiency. So, other 
network layer and link layer metrics need to be incorporated. For example, in order to 
control congestion - node buffer space and queuing delay can be considered. Proper 
flow control mechanism is also necessary due to the heterogeneous nature of the 
network. Besides this, the MAC layer problems like channel contention, packet 
collision and interference need to be tackled.   

Algorithm [4] is an on demand routing algorithm based on DSR. Here delay, 
energy, jitter and throughput are taken into account. But, only these constraints are 
not sufficient for better efficiency. So, other metrics need to be incorporated. The 
problem with DSR is that here flooding is used and consequently the bandwidth 
wastage increases, so, some mechanism to control the flooding should be 
incorporated. Besides this, the protocol is collision and contention prone. Hence, 
some of the MAC layer metrics can be considered here to reduce the problems. Link 
failure management can be made better and congestion and flow control mechanism 
can be incorporated considering PDR, buffer space etc.  

Algorithm [5] is based on ACO and it calculates gradual changing orientation 
factor to achieve quick convergence. It considers delay, bandwidth, jitter and packet 
delivery ratio (PDR) as QoS metrics. For better congestion control and flow control, 
metrics like data rate, buffer space and queuing delay can be considered. Link failure 
management also needs to be made better. Admission control can be improved and 
other network layer or MAC layer metrics can be included to tackle the problems of 
MAC layer and for achieving better throughput.  

Algorithm [6] emphasizes on the connectivity of the nodes in high mobility cases. 
As a result, the overhead increases. Here, only delay and PDR are considered but 
these are not sufficient and other network and MAC layer metrics need to be included 
to avoid the MAC layer collision, contention and interference problem. Energy of 
individual nodes have to be considered because this algorithm has high overhead of 
performing five steps. Congestion can be controlled using the PDR but other metrics 
like the buffer space of node and data rate can be incorporated also for better flow 
control. Proper resource utilization also needs to be ensured.  

Algorithm [7] uses blocking-ERS to increase efficiency, reliability and throughput. 
It only considers end to end delay and PDR as QoS constraints. But the problems of 
congestion control, flow control and admission control need to be considered here by 
incorporating other QoS metrics. Besides this, link failure management can be 
improved by tackling the drawback of TCP. MAC layer problems also can be avoided 
by including the MAC layer metrics in this protocol.           

Algorithm [8] is a multi-path routing algorithm. Route discovery of this algorithm 
is based on fuzzy cost estimation and here delay, bandwidth, energy and hop count 
are taken into account as the QoS metrics. Links are continuously updated according 
to the dynamic topology and in case of high mobility scenarios, the routing overhead 
increases due to its multi-path nature. This problem can be tackled by using reactive 
mechanism. Here link failure management can be improved also by using fuzzy logic 
and congestion can be controlled by considering PDR, node buffer size, data rate etc. 
which also controls the flow of packets in the network. Resource utilization can be 
handled properly by incorporating admission control.  
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Algorithm [9] is a multi-path routing algorithm which considers only delay, 
bandwidth and hop count and here link failure is detected very quickly. But like 
algorithm [1] it has some deficiencies which can be avoided by considering the other 
QoS metrics of network and link layers, improving congestion control, flow control, 
admission control and by controlling the MAC layer problems of contention, collision 
and interference.   

In this paper, we present a review of the current research related to the provision of 
QoS in an ad hoc networking environment. We discuss issues involved in providing 
QoS in an ad hoc network.  From the above discussion regarding the existing and 
recent works, we can conclude that although, many techniques have been proposed 
based on ant systems for QoS routing in ad hoc network, still, there are many 
weaknesses in the above mentioned schemes. Therefore, further research needs to be 
done in order to eliminate these weaknesses and for designing a new and more 
efficient QoS based routing algorithm for MANET. 
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Abstract. Mobile Ad Hoc Networks (MANETs) are vulnerable to having their 
optimality in variety of operations and calculations, compromised by various 
challenges. After an analysis on MANET routing, a load balancing and resource 
aware routing protocol is proposed which evaluates the routes with node’s 
residual energy, load information and computes delay along multiple paths for 
different service classes of the network? In this paper the evaluation results are 
presented that demonstrate the operation of Efficient Weighted innovative 
Routing Protocol (EWiRP) in mobile ad hoc environments. Simulations with 
EWiRP over AODV (single path) and MAODV (multipath), shows that the 
proposed scheme has a potential to improve performance significantly with 
respect to the aggregated throughput, jitter, end to end delay and delivery ratio. 
The proposed EWiRP algorithm intended for a variety of scenarios without 
much control overhead as the simulation study is performed by taking 25 and 
50 nodes over different grid areas.   

Keywords: Mobile Ad-hoc Networks (MANETs), Load Balancing, EWiRP, 
Clustering, Authentication. 

1 Introduction to MANETs 

Advances in mobile processing platforms, small sized equipments and wireless 
technologies have stimulated mobile ad-hoc NETworks (MANET) where without the 
requirement of a statically deployed network infrastructure, MANET units can 
autonomously organize in a peer-to-peer mode. These special features 
of MANET bring great opportunities together with severe challenges like routing 
efficiency, trustworthiness, security, effective resource utilization being the primary 
challenges to be met.  In such environments, it is desirable to adopt a routing scheme 
which can dynamically disperse traffic load, provide security and efficient routing to 
the network by effectively utilizing the network vital resources.  

With this insight, our protocol has put emphasis on three factors:  First is, the 
malicious, selfish and unauthenticated entities violate the protocols and disrupt the 
communication either actively or passively. To avoid such scenarios the identity of a 
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node must be verified before allowing it to participate in the network operations. 
Secondly, to support diverse applications, it is an absolute essentiality for mobile ad 
hoc networks to have a quality of service mechanism, efficient resource usage and   
utilization of the available limited amount of energy in deploying the network in the 
most efficient way .The network performance might be improved if the network is 
clustered more proficiently by grouping together nodes that are in close proximity via 
efficient clustering scheme. Thirdly, the lifetime of a network is a key design factor of 
mobile ad-hoc networks (MANETs). To prolong the lifetime of MANETs, there is a 
requirement to attain the tradeoff of minimizing the energy consumption 
and load balancing. [1,2,4] 

2 Related Work 

Efficient Weighted innovative Routing Protocol (EWiRP) begins with search for 
multiple paths in the view of balancing load, by effectively using the bandwidth of the 
connections through Bw_Req and Bw_avl fields in routing packets. The EWiRP_RnR 
table reduces the overhead and stores this bandwidth information at a node. The 
allocation and reservation mechanism imparts QoS to the overall scheme. The 
preference and quality of all the feasible paths b/w a source and destination pair is 
computed using time delay (TDP), residual energy (REP) and network interface queue 
status (NIQSP) along a path P, as the basic parameters, which  makes the overall 
approach, a weighted approach. The weight of a path will be high if the nodes on it 
possess high energy, cause lesser delay and have larger queue space available. The 
various concepts, i.e. the effect of type of data entering the network on path selection, 
switch to secondary paths when primary degrades, EWiRP_RnR table at nodes give 
an advanced view of MANET routing. [1,3,13] 

2.1 EWiRP Packets and RnR Table [3]: 

 

Fig. 1. (a-e) The packets used to establish paths and for communication between source and 
destination. (f.) RnR table to be maintained at every node, to store the available bandwidths of 
nodes in vicinity and categorize them as reliable (R) and unreliable (nR). 
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2.2 EWiRP (Efficient Weighted innovative Routing Protocol): Proposed 
Protocol [3] 

 
 
Multiple feasible paths with acceptable weight values will be stored in a 
Priority_queue at destination, according to their preference (higher the weight, high 
will be the preference). Degradation factor (Df) is used as a path evaluator, to estimate 
worth or quality of the active path. So the source node will opt for a secondary path if 
primary breaks or degrades. A node effectively utilizes the link bandwidth by using 
the links as per the available and required link bandwidth instead of selecting the 
paths randomly. EWiRP_RnR Table guarantees the optimum use of bandwidth and 
ensures efficient use of node’s energy by selecting the most pertinent link for 
communication. Whenever a request for a path arises, it carries its bandwidth 
requirement with it. [1,3] 
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2.3 EWiRP (Efficient Weighted innovative Routing Protocol): Process 

 

Fig. 2. Flow diagram of EWiRP [3] 

3  Simulation 

Efficient Weighted innovative Routing Protocol (EWiRP) is simulated on Network 
Simulator II (NS2), version 2.34 over Linux Operating System. To analyze the 
feasibility of EWiRP for all possible MANETs environments, it is simulated under 
two network scenarios, one network consists of 25 nodes and other consists of 50 
nodes. Protocols used for both networks scenario are AODV (single path) and 
MAODV (multipath) with grid areas for each scenario are 1000*500 and 1000*1000. 

Fig. 3 shows the simulated network scenario of EWiRP consists of 25 nodes under 
grid area 1000*500. This network illustrates how formation of clusters can be done; 
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process of packets sent, received and dropped; formation of multipath along with 
clusters on the bases of calculated weight for each path with mobility of nodes. 
 

 

Fig. 3. Simulation Scenario of EWiRP with 25 nodes and 1000*500 grid area 

Fig. 4 shows the simulated network scenario of EWiRP consists of 25 nodes under 
grid area 1000*1000. This network illustrates how formation of clusters can be done; 
process of packets sent, received and dropped; formation of multipath along with 
clusters on the bases of calculated weight for each path with mobility of nodes. 
 

 

Fig. 4. Simulation Scenario of EWiRP with 25 nodes and 1000*1000 grid area 
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Fig. 5 shows the simulated network scenario of EWiRP consists of 50 nodes under 
grid area 1000*500. This network illustrates how formation of clusters can be done; 
process of packets sent, received and dropped; formation of multipath along with 
clusters on the bases of calculated weight for each path with mobility of nodes. 
 

 

Fig. 5. Simulation Scenario of EWiRP with 50 nodes and 1000*500 grid area 

Fig. 6 shows the simulated network scenario of EWiRP consists of 50 nodes under 
grid area 1000*1000. This network illustrates how formation of clusters can be done; 
process of packets sent, received and dropped; formation of multipath along with 
clusters on the bases of calculated weight for each path with mobility of nodes. 
 

 

Fig. 6. Simulation Scenario of EWiRP with 50 nodes and 1000*1000 grid area 

From the above snapshots of simulated networks for EWiRP, it is analyzed that 
Efficient Weighted innovative Routing protocol is adaptable and can work under all 
possible mobile ad hoc networks.  
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4 Results and Important Findings 

Results calculation and evaluation of EWiRP is done by taking some network 
parameters i.e. throughput, jitter, packets sent and packets drop and after introducing 
clustering, authentication and load balancing scheme in EWiRP, it is analyzed that 
EWiRP gives optimal results in the form all network parameters discussed above. 

Graph 1 shows results of network parameters (Throughput, Jitter, Packets sent and 
Packets drop) for the network of 25 nodes with 1000*500 grid area.  
 

 

Graph 1. Results for the network of 25 nodes with 1000*500 grid area 
 

Graph 2 shows results of network parameters (Throughput, Jitter, Packets sent and 
Packets drop) for the network of 25 nodes with 1000*1000 grid area.  
 

 

Graph 2. Results for the network of 25 nodes with 1000*1000 grid area 

Graph 3 shows results of network parameters (Throughput, Jitter, Packets sent and 
Packets drop) for the network of 50 nodes with 1000*500 grid area. 
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Graph 3. Results for the network of 50 nodes with 1000*500 grid area 
 

Graph 4 shows results of network parameters (Throughput, Jitter, Packets sent and 
Packets drop) for the network of 50 nodes with 1000*1000 grid area.  
 

 

Graph 4. Results for the network of 50 nodes with 1000*1000 grid area 
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5 Conclusion 

In this paper we presented and discussed a simulation study of proposed load 
balancing mechanism called EWiRP, which applies adaptive load balancing to utilize 
network resource more efficiently and minimizes congestion. EWiRP can co-operate 
with different routing protocols i.e. with single path (AODV) as well as with 
multipath (MAODV). The simulation results show that performance gains are 
significant in terms of aggregated throughput, jitter, end to end delay and delivery 
ratio which considerably prove the routing strength and optimality of EWiRP in 
MANETs. The proposed protocol is load, energy and delays aware, so can evenly 
distribute traffic, minimizes delay and improves node lifetime. To evaluate the 
validity of the proposed protocol it is implemented with AODV and MAODV. From 
the simulation results obtained, EWiRP yields robustness, availability and reliability 
that best suit any scalable and dynamic mobile ad hoc environment. 

6 Future Scope 

Under Water Mobile Networks could be an area where the deployment of mobile ad 
hoc networks will set new trends in technology. Till now, the research in the field of 
mobile ad hoc networks (MANETs) has mainly focused on wireless medium in air 
wave only. The study of wireless communication underwater poses several 
challenges. The future approach will be to study those factors like error rates, 
collision interference, bandwidth constraints, and power limitations which pose new 
challenges in network control.  

Mobile ad-hoc networks can use mobile routers to provide Internet connectivity to 
mobile ad-hoc users. So, Access to Internet through EWiRP is the future area of 
research, especially in the design of higher level protocols for routing and in 
implementing applications with quality of service requirements and to implement test 
studies. Ensuring security in MANETs require the Study/Detection of all the 
Unknown Threats. The deployment of such networks in different environments and 
identifying different, undetected attacks gives a scope for future work. 
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