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Abstract. Interface theories provide a formal framework for component-
based development of software and hardware which supports the in-
cremental design of systems and the independent implementability of
components. These capabilities are ensured through mathematical prop-
erties of the parallel composition operator and the refinement relation
for components. More recently, a conjunction operation was added to
interface theories in order to provide support for handling multiple view-
points, requirements engineering, and component reuse. Unfortunately,
the conjunction operator does not allow independent implementability
in general.

In this paper, we study conditions that need to be imposed on in-
terface models in order to enforce independent implementability with
respect to conjunction. We focus on multiple viewpoint specifications
and propose a new compatibility criterion between two interfaces, which
we call orthogonality. We show that orthogonal interfaces can be refined
separately, while preserving both orthogonality and composability with
other interfaces. We illustrate the independent implementability of dif-
ferent viewpoints with a FIFO buffer example.

1 Introduction

Component-based design is a common design methodology, where complex sys-
tems are developed by assembling individual components. It usually involves a
combination of bottom-up and top-down design techniques. In bottom-up design,
the designer assembles the overall system by integrating already available com-
ponents. Top-down design starts from the specification of the overall system that
is decomposed and refined into requirements for the subsequent design stages.
Interface theories [6] were developed as a formal framework that supports both
bottom-up and top-down approaches in component-based design. An interface
is an abstract specification that describes the interaction of a component with
its environment. In particular, an interface captures both the assumptions that
the component makes about its environment, and the guarantees that the com-
ponent provides when used in the intended design context. In order to support
bottom-up design, interface theories provide a composition operator that satisfies
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the incremental design property. Two interfaces are compatible for composition if
their port types match and there exists a design context in which they can inter-
act without violating their mutual guarantees. Incremental design requires the
possibility of checking the compatibility of two interfaces and composing them,
without considering the precise design context in which the composition will be
used. The composition operator is both associative and commutative, thus ensur-
ing that compatible interfaces can be developed independently and composed in
any order. In top-down design, the notion of refinement plays a central role. This
design flow starts with a system-level interface that is iteratively decomposed
and refined into sub-system interfaces, until implementations of respective com-
ponents are obtained. Top-down design, illustrated in Figure[ll is subject to the
independent implementability property, that requires the possibility of refining
compatible interfaces separately, while still maintaining compatibility between
them.

Fig. 1. Top-down design

The properties of the composition operator and the refinement relation, pro-
vide necessary basic support for bottom-up and top-level design in interface
theories. However, composition alone does not cover all the aspects that are
encountered in component-based design, such as:

1. Specification of component’s multiple viewpoints, where each viewpoint is
modeled as an interface, and specifies a particular (behavioral, timing, power
consumption, etc.) aspect of the component;

2. Requirement engineering, by formal modeling of requirement documents that
consist of a conjunction of individual requirements;

3. Component reuse in different parts of a design.
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In order to provide additional support for the above aspects of component based
design, the conjunction operator was introduced in [g], in the context of stateless
and Moore interfaces [4]. The conjunction is a partial function defined on pairs
of interfaces and is the most general refinement of individual interfaces, i.e. the
greatest lower bound in the refinement lattice on interfaces. The conjunction
between two interfaces is defined if they are consistenﬂ i.e. if their input vari-
ables do not overlap with the output variables and the output guarantees do
not contradict each other. The conjunction operator was subsequently added to
modal interfaces [I0], assume/guarantee contracts [2] and synchronous relational
interfaces [12]. Top-down design with conjunction is illustrated in Figure [ in
the context of multiple viewpoints and component reuse, where components can
be reused in different parts of a design, without being restricted to be trees of
components, but they can also be directed acyclic graphs.

Functional Timing Power
Specification Specification Specification

M,y M, My

My NM5 A My

My, B U My N My

(2) (b)

Fig. 2. Top-down design with conjunction for: (a) component reuse, and (b) multiple
viewpoints

The conjunction of specifications plays an important role in top-down de-
sign. A natural requirement for the conjunction operator would be to support
independent implementability and allow separate stepwise refinement of indi-
vidual interfaces. Unfortunately, conjunction does not satisfy the independent
implementability property, in general. We illustrate this point with the following
example.

Ezample 1. Let M, M’ and N be three stateless interfaces shown in Figure Bl
The input variables of M and N do not overlap with their respective output
variables. Furthermore, the output guarantees of M and N do not contradict,
i.e. there always exists an output (y = 2), such that both the guarantees of M

! In [8], consistency is called shared refinability.
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and N are satisfied. It follows that M and N are consistent. Moreover, M’ refines
M because the two interfaces accept the same inputs and the output guarantee of
M’ implies the output guarantee of M. However, M’ and N are not consistent,
because the conjunction of their output guarantees is unsatisfiable, hence the
conjunction of M’ and N is not defined. It follows that M and N cannot be
refined independently, given that the consistency property is not preserved by
refinement.

) innz : B ) innx : B ) innz : B

M VA out: y : N M - VA out: y : N N - VA out: y : N
A: TRUE A: TRUE A: TRUE
Gy<2 Gy<2 Gy>2

Fig. 3. Single-state interfaces M, M’ and N: M and N are consistent, M’ refines M,
but M’ and N are not consistent

In this paper, we study sufficient conditions that need to be imposed on
stateless and Moore interfaces, in order to guarantee their independent imple-
mentability with respect to the conjunction operator. We focus in particular on
the context where conjunction is used to combine multiple viewpoints of the
same component. Independent implementability of viewpoints is a highly desir-
able requirement of an interface theory, because different aspects of a component
are often specified and developed by different design teams, and are not effec-
tively combined until a late stage in the design process. We first observe that
different viewpoints of a component usually specify non-overlapping aspects, and
the guarantees that are provided by individual viewpoints are rarely conflicting.
It follows that the notion of consistency is not well adapted to conjunction of
viewpoints. We instead propose a different criterion, that we call orthogonality,
for conjunction of two interfaces to be defined. We say that two interfaces are or-
thogonal if their input variables do not overlap with their output variables, and
if the intersection of their output variables is empty. While this condition is not
realistic for specifying multiple requirements of the same view of a component,
we believe it is reasonable for expressing multiple view requirements. We show
that for every two interfaces that are orthogonal, they can be refined separately,
while maintaining orthogonality between them.

2 Stateless Interfaces

A stateless interface consists of a set of input and output variables, an input
assumption predicate and an output guarantee predicate.
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Definition 1 (Stateless interface). A stateless interface M = (X1, X© ¢, )
consists of the following components:

— X1 and X© are disjoint sets of input and output variables. We define X =
XTIy XO,‘

— ¢ is a predicate over X' called input assumption; and

— 4 is a predicate over X© called output guarantee.

We require the stateless interface to be well-formed, i.e. to accept at least one
input value and generate at least one output value.

2.1 Connection, Composition and Refinement

In this section, we define standard connection and parallel composition operators,
as well as the refinement relation, as in [7], and recall the incremental design
and independent implementability properties that are supported by stateless
interfaces.

A connection consists of a set of interface variable pairs and defines which
variables in an interface are interconnected after application of the connection
operator. For all pairs, the first component is an output and the second compo-
nent an input variable of the stateless interface to which the output is connected.
Formally, we have the following:

Definition 2 (Connection). A connection 6 is a set of pairs (z,y), consisting
of a source variable x and a target variable y, such that for all pairs (z,vy), (z',y’)

€0, if v £, theny #y'.

We denote by Sy the set of source variables in 6, by Ty the set of target variables
in 0, and by pg the predicate A\, ) cp(z = y).

We say that a connection 6 is compatible with a stateless interface M, if the
following conditions hold: (1) the source variables in 6 are all output variables of
M; (2) the target variables in 6 are all input variables in M; and (3) when source
variables are connected to target variables, there exists a valuation of remaining
input variables in M for which the assumption ¢ of M is satisfied for all values
of output variables of M that satisfy the guarantee ¢ of M.

Definition 3 (Compatibility for connection). A stateless interface M =
(X1, XO 1) is compatible with a connection 0 if the following conditions hold:

- 89 - XO;
_ 7’0 C XI;
— the predicate p = VXONTy.((¢¥ A pg) — ) is satisfiable.

Given an interface M and a connection ¢ such that M is compatible with 6, the
result of applying 6 to M is the stateless interface M6 = (X!, X, 1)), where
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_ ):(I:XI\%,
— )A(O:XOU%; and
— = (¥ Apo)

Example 2. The application of a connection 6 to a stateless interface M is il-
lustrated in Figure El In this example, § = {(z,2)} and the predicate ¢ =
(Vz,2)((z < 2Nz =1x) = (x < 3Ay # 0)) is satisfiable and can be simplified to

y # 0.

ar: intz,y : N ar- intz : N

VA out: z : N "lout:y,z : N
M : MO :

Atz <3ANy#0 A:y#0

G:z<2 G z<2Nz =2

Fig. 4. Stateless interfaces M and M6, where 6 = {(z,z)}

Theorem 1 ([7]). Let M be a well-formed stateless interface and 6 be a con-
nection. If M is compatible with 8, then M6 is a well-formed stateless interface.

Parallel composition operator supports combination of compatible stateless in-
terfaces. We say that two stateless interfaces are compatible for parallel compo-
sition if (1) their output variables are disjoint; (2) the input variables of each
stateless interface are disjoint of the output variables of the other stateless in-
terface; and (3) the conjunction of their guaranteed is satisfiable.

Definition 4 (Compatibility for composition). Two stateless interfaces M =
(XL, XS, o, ) and N = (X5, XQ, on,¥n) are compatible for parallel com-
position if

- XyNXY=XyNX§ =0; and

— oM N\ pnN is satisfiable.

Formally, parallel composition of two compatible stateless interfaces is defined
as follows:

Definition 5 (Parallel composition). Given two stateless interfaces M =
(XL, XS om,¥m) and N = (XL, XQ, on,¥n) which are compatible for paral-

lel composition, their parallel composition is the interface M || N = (X!, X0 ¢,
V), where

- X' =xl,uxL;

- X0 =X UXy;

- @ = (pm AN on); and
Y= (Ym AYN).
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Theorem 2 ([7]). Let M and N be two well-formed stateless interfaces. If M
and N are compatible for parallel composition, then M || N is a well-formed
stateless interface.

We say that a stateless interface N refines the stateless interface M if it has
more permissive assumption and more restrictive guarantees.

Definition 6 (Refinement). Given two well-formed stateless interfaces M =
(XL, X om, ) and N = (XL, XQ, on,0n), we say that N refines M,
denoted by N < M, if

- (X UXE) N (X[ UXE) =0;
— yp — on is valid; and
— YN — Y is valid.

Following definitions of refinement, compatibility for connection, connection,
compatibility for composition and parallel composition, we have that stateless
interfaces satisfy the independent implementability with respect to both connec-
tion and composition, as stated in the following theorem.

Theorem 3 ([7]). Let M and N be two well-formed stateless interfaces and 6
be a connection. If N < M and M is compatible with 6, then N is compatible
with 6 and N6 < M6.

Let M, N and S be three well-formed stateless interfaces such that XyNXg C
Xpy- If M and S are compatible for composition and N < M, then N and S are
compatible for composition and N || S <M || S.

2.2 Conjunction

The conjunction M A N of two stateless interfaces M and N was introduced
in [8] as an interface meant to work in two environments based on separate
descriptions of each environment. The interface M AN allows inputs that satisfy
assumptions of either M or N, and provides the guarantees of both M and N. In
order to ensure that the conjunction of two interfaces is well-formed, the notion
of consistency was introduced. Two stateless interfaces are said to be consistent
if (1) the input variables do not overlap with the output variables and (2) their
output guarantees do not contradict each other.

Definition 7 (Conjunction). Given two consistent stateless interfaces M =
(XL, XS onr, ) and N = (XL, XQ, on,¥n), the conjunction of M and N
is the stateless interface M AN = (X1, XO ¢, 1)), where

- X'=x},uxt;
X0 =X{UXg;
¢ = (pm Von); and

— = (pm ANpN)-



Independent Implementability of Viewpoints 387

Theorem 4 ([8]). Let M and N be two well-formed stateless interfaces. If M
and N are consistent, then M N N is a well-formed stateless interface.

The conjunction of two stateless interfaces subsumes all behaviors of the given
interfaces, as stated in the following theorem.

Theorem 5 ([8]). Let M and N be two well-formed stateless interfaces. If M
and N are consistent, then MAN <X M and MAN =X N, and for all well-formed
stateless interfaces S, if S < M and S X N, then S < M AN N.

Unfortunately, conjunction does not support independent implementability of
stateless interfaces, as demonstrated in Figure Bl The reason comes from the
consistency condition between two stateless interfaces, that is not preserved by
refinement. Given consistent stateless interfaces M and N, the output guaran-
tees of M and N do not conflict by definition. However, another interface M’
that refines M may strengthen its guarantees in a way that makes the output
guarantees of M’ and N conflicting. Thus, stateless interfaces M’ and N may not
be consistent. However, we observe that in the case that the conjunction opera-
tor is used to combine multiple viewpoints of the same component, the output
variables of the individual viewpoints are usually disjoint, hence their output
guarantees cannot contradict each other. In fact, the consistency between two
stateless interfaces is not preserved by refinement. Following this observation,
we propose a new condition between two stateless interfaces, that we call or-
thogonality.

Definition 8 (Orthogonality). Let M and N be two well-formed stateless
interfaces. We say that M and N are orthogonal if (X1, UXI)N(X{uUXQ) =0
and XN XY =0.

We believe that in the context of multiple viewpoint specifications, the orthog-
onality is a realistic requirement. Note that while the output variables of two
orthogonal interfaces are disjoint, the two interfaces are interacting with each
other through common input variables. In the following lemma, we show that
orthogonal interfaces are consistent.

Lemma 1. Let M and N be two well-formed stateless interfaces. If M and N
are orthogonal, then M and N are consistent.

Proof. Assume that M and N are well-formed and orthogonal. It follows that
both s and ¥ are satisfiable. By definition, we have that ¥, is a predicate
over XAO/[ and Yy is a predicate over Xﬁ, and by assumption we have that
X§ N X = 0. It follows that there exists a valuation over X§; U X§ that
satisfies both s and ¥y, hence 1[} is also satisfiable.

O
Following Lemma [l we are ready to state the result that establishes the inde-
pendent implementatibility property for the conjunction operator between or-
thogonal stateless interfaces.
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Theorem 6 (Independent implementability of conjunction). Let M, N
and S be three well-formed stateless interfaces such that XQNXg = XyNX§ =
0. If M and S are orthogonal and N =< M, then N and S are orthogonal and
NAS=<MAS.

Proof. Assume that M and S are orthogonal and N < M. By Lemmal[ll M and
S are consistent, hence M A S is defined.

We have by definition of a stateless interface that (1) X, NX{ = XInX§ = 0.
By the assumption that XQ N Xg = 0 and Xy N X§ = 0, we have that (2)
XENXE = X{nXL = 0.By (1) and (2), it follows that (X LUXL)N(X{NXE) =
0.

Furthermore, by the assumption that X{ N Xg = 0, we have that X{NX§ =
(. Tt follows that N and S are orthogonal, hence by Lemma [I consistent, and
N A S is defined.

By the assumption, we have that (3) N < M and by Theorem [ we have that
(4) NAS = N.By (3) and (4), we have that (5) NAS < M. By Theorem [{ we
have that (6) N AS < S. Finally, by (5), (6) and Theorem [5] we can conclude
that NAS<MAS.

]

Ezxample 3. Consider stateless interfaces M and N shown in Figure Bl The two
interfaces do not share output variables, hence they are orthogonal. Stateless
interface N’ refines N, by constraining its guarantee predicate. It is not hard
to see that the conjunction M A N’ refines M A N, illustrating the independent
implementability property of the conjunction operator.

ar: intz : B ar: intz : B ar: intz : B
vat: out:y : N VA out: z : N VA out: v,z : N
N : M AN :

M : : :
A: TRUE A: TRUE A: TRUE
Gy<2 G:z>0 Gy>2A2z2>0
ar: in:x : B ar: intx : B
N VA Yout: 2 + N MAN - var: out:y,z : N
’ A: TRUE ' A: TRUE
G:zmod2=0 Gy<2Azmod2=0

Fig. 5. Stateless interfaces M, N and N’: M and N are orthogonal, and N’ < N,
hence M and N’ are orthogonal and M A N' < M AN

3 Moore Interfaces

In this section, we consider Moore interfaces, a synchronous interface model,
that was first introduced in [4]. Moore interfaces have internal states, that are
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decorated with assumption predicates over input variables, and guarantee pred-
icates over output variables. We consider Moore interfaces with deterministic
transition relation, where transitions are guarded by predicates over input and
output variables of the interface.

Definition 9 (Moore interface). A Moore interface M = (X1, X° Q. 4, ¢,v, p)
consists of the following components:

— X! and X© are disjoint sets of input and output variables. We define X =
XTuXxo;

— @ s a finite set of locations, and ¢ € Q is the initial location;

— @ is a labeling that associates with each location g € @ an input assumption
predicate over X!;

— 1 is alabeling that associates with each location q € @) an output guarantee
predicate over X©;

— p is a transition guard that associates with each pair of locations q,q' € Q a
predicate p(q,q") over X.

Given a set X of variables, a valuation v over X is a function that assigns to
each x € X, a value v(z) of the appropriate type. We denote by V[X], the set
of all valuations v over X. Given a predicate ¢ on X, we write v = ¢ if the
valuation v satisfies .

An ezecution of M is a sequence qo, Vo, q1, - - -, qn, Un, qnt1 Of states ¢; € Q
and valuations v; € V[X] such that: (1) go = § is the initial state of M, and (2)
vi |E o(qi) ANp(q) A p(gi, ir1). We say that the sequence vo, ..., v, is the trace
of M, and that the states qo, ..., gn+1 are reachable in M.

The Moore interfaces can in general be non-deterministic, or even block in
some executions. Thus, we consider only well-formed interfaces, where the well-
formedness criterion is defined as follows:

Definition 10 (Well-formedness). A Moore interface M = (X!, X9 Q,
g, p, 0, p) is well-formed if for all states q that are reachable in M: (1) both
©(q) and ¥(q) are satisfiable; (2) (p(q) AN (q)) — 3. p(q,q') is valid, and (3)
((pla,q") N (plg,q"))) = ¢ = q" is valid for all ¢',q" € Q.

Well-formedness ensures that the interface is non-blocking by conditions (1) and
(2), and deterministic by (3).

3.1 Composition and Refinement

In this section, we define standard parallel composition operator and refinement
relation in the lines of [4], and recall the incremental design and independent
implementability properties that are supported by Moore interfaces.

The parallel composition is a partial function on pairs of Moore interfaces,
that is defined if the two interfaces are compatible. We say that two interfaces
are compatible if their variable types match and if there exists a design context
in which the two interfaces can interact in a way that preserves their individual
guarantees.
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Definition 11 (Compatibility and parallel composition). Given two Moore
interfaces M = (XL, X$, Qur,dnr, oar, ar, pu) and N = (X5, XQ, Qn, 4w,
ONsUN, pN ), let XO = X$ U X, X = (XL, U XINXO, Q = Qu x Qn,
4 = (Gm,qn), and for all q,q" € Qpr and 7" € Qn, Y(q,7) = VYar(q) N on(r)
and p((¢,q"), (r,7")) = pam(q,q') N pn(r,1"). We say that M and N are com-
patible, if XJ\O/[ N Xﬁ = (), and there exists a labeling ps such that for all ex-
ecutions (o,70), 0 - - -, Vn—1, (¢, ™) of (X1, X°.Q,4,¢s,¥,p), we have that
vi E (o (qi) Npn(r;)) for all 0 <i<n.

The parallel composition P = M || N is defined if and only if M and N are
compatible, in which case P = (X1, X© Q,qo,p,,p), where o is the weakest
labeling that satisfies the above conditions.

The parallel composition operator is associative, thus supporting incremental de-
sign, i.e. ensuring that the compatible interfaces of a system can be put together
in any order.

Theorem 7 ([4]). Given three Moore interfaces M, N and S, either M ||
(N || S) and (M || N) || S are both undefined, or they are both defined and
equal.

The refinement of two Moore interfaces is defined as an alternating simulation
relation R, and we say that R is a witness for N < M.

Definition 12 (Refinement). Given two Moore interfaces M = (XL, X§},

QManMaQOMv,(/JMva> and N = <XJI\/7XJ%QN7QNMPN’¢N’PN>; we say that N
refines M, denoted by N < M, if

1 (XL,uxi)n(XGuxQ) =0, and

2. there exists a relation R C Qpr X Qn such that: (1) (Gar,dn) € R, o (q) —
on(r) is valid; (2) ¥n(r) — Yam(q) is valid, and (3) for all ¢ € Qn and
€ Qn, if eu (@) NON(r) A par(a,q') A pn (r,1') is satisfiable, then (¢',1") €
R.

Following definitions of refinement, compatibility and composition, it follows
that Moore interfaces satisfy the independent implementability requirement, as
stated in the following theorem:

Theorem 8 ([4]). Let M, N and S be three well-formed Moore interfaces such
that Xy N Xs C Xpr. If M and S are compatible, and N < M, then N and S
are also compatible and N || S < M || S.

3.2 Conjunction

The conjunction M A N of two Moore interfaces M and N was also introduced
and defined in [§] as the weakest interface that refines both M and N, similarly
to the stateless case. In the context of a conjunction of Moore interfaces M and
N, as long as the inputs satisfy both the assumptions of M and N, the outputs
must satisfy both the guarantees of M and N. If the assumption of M (N) is
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violated, then the conjunction interface does not need anymore to satisfy the
guarantees of M (N) and jumps to a copy of N (M). The conjunction does not
allow inputs that violate both assumptions of M and N.

Definition 13 (Conjunction). Given two Moore interfaces M =

<X]I\43X]\O/[>QMaq]W>90Ma'l/}]WapM> and N = <X]I\/aX18aQNan390Na'l/}NapN>7 let
P be the Moore interface (X1, X9 Q,q,p,,p), where

~ X=X uxk

~ X0 =X9UXQ

- Q=QuxQN)UQnUQRN

— ¢ =(qm,qn)

— @ and ¢ are defined for all ¢ € Qpr and r € Qn, by

)
r)
"€ Qpy and T, € Qn, by

|
)
-
»
g
=)
3
D
.
Y
3
=}
=
Q
»Q

p(q,7),(d' ")) = (orm (@) Non (1) A pani(a,q') A pn(r,1'))
p((g,7),q") = (pm(q) A—pn(r) A pm(g,q'))

p((g;r), ") = (mem (@) Apn(r) A pn(r, 1))

p(a,q") =pm(q,q")

p(r,r'") = pn(r,7")

pla,(d'sr"))  =p(r, (¢ ) =1

We say that M and N are consistent if: (1) X1 1N X© = 0, and (2) ¥(q) is
satisfiable for all states q that are reachable in M A N.

When M and N are consistent, the conjunction M A N is the well-formed
Moore interface P.

Theorem 9 ([8]). Let M and N be two well-formed Moore interfaces. If M and
N are consistent, then M AN < M and M NN = N, and for all well-formed
Moore interfaces S, if S X M and S < N, then S < M A N.

In Section [l we have seen that the conjunction operator does not support inde-
pendent implementability in general, and hence similarly to the stateless inter-
face case, we introduce the same orthogonality condition for Moore interfaces.

Definition 14 (Orthogonality). Let M and N be two well-formed Moore in-
terfaces. We say that M and N are orthogonal, if (X1, UXI)N(X$UXQ) =0
and XN XY =0.

In the following lemma, we show that two orthogonal Moore interfaces are also
consistent:

Lemma 2. Let M and N be two well-formed Moore interfaces. If M and N are
orthogonal, then M and N are consistent.
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enq = deq enq = deq eng = deq
—-— eng A deq eng A deq
enq V deq u u TRUE u 4 enq V deq
ent =0 — ent =1 — cent =2
eng A deq eng A deq
i‘\‘r
eng A deq

eng V deq

eng A deq

eng A deq
Fig. 6. FIFO buffer - functional specification M and functional/power consumption
specification NV

Proof. The proof is identical to the one of Lemma [Il

O
Following Lemma[2] we are ready to state the result that establishes the indepen-
dent implementability property for the conjunction operator between orthogonal
Moore interfaces.

Theorem 10 (Independent implementability of conjunction). Let M,
N and S be three well-formed interfaces such that X{ N Xs = Xy N Xg = 0.
If M and S are orthogonal and N =< M, then N and S are orthogonal and
NAS<MAS.

Proof. The proof follows the same line as the proof of Theorem [l O

4 FIFO Buffer Example

We illustrate independent implementability of viewpoints with a FIFO buffer
example. The FIFO buffer specification consists of two interfaces, M and N
that describe two different aspects of the buffer. These two specifications are
extensions of the example presented in [§], and are depicted in Figure

The interface M specifies a buffer of size 2. M has two Boolean input variables
enq and deq, that model the enqueue and dequeue operations and one integer
variable cnt that gives the current number of items that are stored in the buffer.
The assumption (guarantee) predicates are depicted in the upper (lower) part
of locations, and transitions are labeled by their guards. Initially, the buffer is
empty, hence cnt = 0. Every exclusive enqueue (dequeue) operation increases
(decreases) the cnt variable by one. However, in the initial state, the buffer is
not allowed to dequeue, and in the state where the buffer is full (¢nt = 2), the
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eng A deq

enq V deq

eng A deq

eng A deq

eng A deq eigNdeq  @ANded  epgadeq g A deq

cnt = 0N
pc=10

eng N\ d?q
eng Ndeq| |eng A deq

eng A deq

eng A\ qu eng A\ @

enqg V Eq

eng A deq c <5 N eng A deq

enq/\qu mq/\@q

eng A deq eng A deq
eng A deq
4 L« TrUE
— cnt = —
eng A deq eng A deq
eng = deq eng = deq enq = deq

Fig. 7. FIFO buffer - conjunction M A N

buffer is not allowed to enqueue new items. Note that simultaneous enqueue and
dequeue operations are allowed, but have no effect.

Interface N specifies a power consumption and another behavioral aspect
of a FIFO buffer. It has the same input variables as N (eng and deq), and
an integer output variable pc that models the power consumption of a buffer.
This interface forbids two consecutive enqueue or dequeue operations to happen.
Additionally, it specifies the power consumption needed to process enqueue and
dequeue requests. We can see that the absence of enqueue/dequeue requests
results in no power consumption. On the other hand, any combination of the
presence of enqueue and dequeue operations is bounded by 5 power units.

The interfaces M and N are naturally combined by the conjunction operator.
The two interfaces are consistent, hence their conjunction M A N is defined and
is shown in Figure [l To obtain the conjunction M A N, we need additional
transitions leaving the dashed line box when the assumptions of M (N) are
violated, and from then on only assumptions and guarantees of N (M) need to
be satisfied.
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M
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eng N deq

engAdeq SN W _____

Fig. 8. FIFO buffer - functional specification M’ and functional/power consumption
specification N’ such that M’ < M and N’ < N

Interfaces M and N may be under-specified for many applications. For ex-
ample, a designer may need to use a buffer that can store more than two items.
Moreover, the interface N does not distinguish between the power consumption
of enqueue and dequeue operations, that may have different resource require-
ments to be processed. Hence, M and N may need to be refined. Refining the
requirements directly on the conjunction M AN can be highly impractical, given
the relative complexity of M A N with respect to M and N. This can be appre-
ciated by comparing Figures [6] and [7

In this example, interfaces M and N are not only consistent, but also orthog-
onal. In fact, their output variables are disjoint, that is the number of items
in the buffer does not depend on its power consumption, and vice versa. The
orthogonality of M and N allows us to postpone taking an explicit conjunction
of M and N, and to refine them separately and independently. In Figure 8 we
show two interfaces, M’ and N’, where M’ refines the interface M, and N’ re-
fines the interface N. M’ specifies a buffer that can store up to three elements.
It provides the same guarantees as M, while the number of items in the buffer is
bounded by two, but is also able to process an additional enqueue request and
store a maximum of three items.

On the other hand, the interface N’ refines the power consumption guar-
antees, by distinguishing between the presence of an exclusive enqueue or de-
queue request, that consumes exactly 2 power units, and a simultaneous en-
queue/dequeue request that requires up to 4 power units. We leave to the reader
the exercise to checking that M’ and N’ are indeed orthogonal and that M’ A N’
refines M A N.
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5 Conclusion

In this paper, we proposed orthogonality as a new condition between two Moore
interfaces that ensures the independent implementability with respect to the
conjunction operator. We believe that the orthogonality is the right notion when
considering conjunction of multiple viewpoints. We demonstrated the stepwise
refinement property of orthogonal interfaces with an example of a FIFO buffer
that combines behavioral and power consumption specifications.

The power consumption specification of the FIFO buffer corresponds to a
pure threshold resource interface in [5], but it was encoded as a Moore interface
in our example. We believe that the next important step would be to study
conjunction of fully heterogeneous interface models, a problem closely related to
heterogeneous composition [I}[3]. In particular, we are interested in models where
the non-functional properties are expressed as Biichi threshold, pure energy and
reward energy interfaces from [5] or real-time interfaces [9L11].
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