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Abstract. Camera oscillations and slight movements are typical in the
video based parts of the Intelligent Transportation Systems, especially
in the cases when the cameras are mounted on the high pylons or pillars,
similarly as some street lamps. The influence of strong wind and some
vibrations caused by some heavy vehicles may result in some shifts of
the images captured as the consecutive video frames. In such situations
some typical background estimation and removal algorithms based on
the comparison of corresponding pixels of each video frame may lead to
significant errors. The influence of such camera motions increases serio-
usly for high focal length corresponding to tracking of distant objects.
In order to minimize the influence of such movements the background
suppression algorithm using the camera motion estimation is proposed
in the paper increasing the stability of the estimated background which
is further used in the vehicle tracking algorithm.

Keywords: background suppression, vehicle tracking, motion
estimation.

1 Introduction

One of the main purposes of the Intelligent Transportation Systems (ITS) is
allowing the improvement of many traffic parameters, such as reduction of the
number of traffic jams, shortening the travel time, reduction of toxic emissions
by vehicles as well as the reduction of the number of disturbing events (e.g. traffic
accidents). Such systems consist of three major subsystems: measuring (acqui-
sition of the traffic data), controlling (containing the traffic control algorithms)
and executive (directly affecting the road users). A crucial part is the measu-
ring subsystem containing many road sensors [1]. The most typical ones are the
induction loops, WIM (Weight in Motion) sensors or radar sensors (Doppler
based) allowing the measurements at a specified fragment of a road regardless of
weather conditions. Such measurements can also be conducted at more locations
but their cost increases significantly. Furthermore, not all parameters can be re-
vealed using such sensors, so an interesting supplement for them can be video
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Fig. 1. The illustration of the image shifts introduced by the camera motion

based measurements. Using the cameras located near the roads many motion
and traffic parameters can be measured simultaneously but the working range of
video systems and their measurement capabilities strongly depend on weather
conditions.

The cameras used in the ITS solutions are typically mounted on dedicated
pylons, high pillars, gates or, in some cases, at the buildings’ walls. Installations
of cameras on the street lamps are rather not used because of their elasticity
causing noticeable wavings on the wind affecting the stability of acquired images.
In such case the camera’s vibrations may significantly influence its working area
and range. Such changes are of great importance especially for the cameras with
narrow angle lenses, since the acquisition of the video data corresponding with
distant objects may be troublesome because of the wind’s influence.

Each change of the visible area influences the results of tracking [2], also using
the high dynamic range approach [3], especially on the background estimation
results, since the commonly used algorithms for such purposes can be applied
assuming the constant location of the camera without any motions. Each motion
of the camera can be interpreted as the motion of the objects causing the inten-
sity changes of some pixels so further detection is more difficult. Additionally,
such motion influences the tracked vehicles’ location on the consecutive images
acquired by the camera, introducing the changes of objects’ velocities both in
horizontal and vertical direction. Considering the issues addressed above, a great
importance of the image stabilisation leading to the elimination of the wind’s
influence in the ITS solutions can be noticed. An exemplary illustration of the
possible results of the camera motion on the stability of the acquired images
is shown in Fig. 1 where the translations can be easily noticed at the image
boundaries (only two vehicles are in motion). Fig. 2 contains the results of the
background estimation [4,5] for two methods discussed in detail in some ear-
lier papers [6,7,8]: exponential smoothing (with smoothing parameter α = 0.95)
and median algorithm together with the differences between the “ground truth”
background and its estimates. The images have been generated as synthetic using
the captured sequence of images for the static camera in order to determine the
reference background image. As illustrated both algorithms converge to the re-
ference background image, especially for low density traffic, but the character of
the absolute estimation errors during the first phase is different for both methods
(global for the exponential smoothing and local for the median algorithm).
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Fig. 2. The exemplary results obtained for two different background estimation algo-
rithms (median algorithm and exponential smoothing)

Captured video frames

Masked video frames

Averaged image with logical sum of masks 

Zoomed fragment used for the shift estimation 
(average of two images is shown for better visualisation)

Fig. 3. The idea of masking applied for the image shift estimation

2 Methods for Estimation of the Image Shifts

Estimation of the shifts between a pair of images requires the knowledge about
the area where the vehicles can move. It is essential for the elimination of the in-
fluence of the vehicles’ motion, visible as changes of their locations in consecutive
video frames, on the results of the shift estimation. It is necessary to determine
a mask covering the representations of some physically moving objects on the
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image plane. This can be conducted “by hand” with necessary human assistance
or automatically using a dedicated algorithm e.g. using shape classification for
each video frame [9] in order to determine the possible fragments of images re-
presenting the vehicles. Without such masking the impact of the vehicles’ shifts
relative to the whole image can lead to significantly disrupted results of camera
shift estimation. The idea of such approach is illustrated in Fig. 3.

Image matching algorithms may utilise the camera motion model. The appli-
cation of some estimators, such as Benedict-Bordner, Kalman or Bayes filters [10]
allows the reduction of the amount of calculations due to the prediction of the
possible camera positions. Since the scene is roughly static and the motion range
is limited, such solutions can be replaced by some simplified algorithms based
on the image matching for a specified possible motion range.

Image stabilisation methods are based on two approaches:

– image matching according to the characteristic points,
– image matching according to the whole image plane.

The first solution is characterised by the reduced amount of calculations. It
is typically applied for the image matching supervised by humans. Its main
advantage is probably the robustness to the presence of some strong distortions
in the image. The second approach is more sensitive to the preence of noise but
the results are obtained using more informations from the larger area of the
image.

One of the most typical matching criterions can be expressed as:

E(kx, ky) =
√∑

x,y

[I(x − kx, y − ky) − R(x, y)]2 =
√∑

x,y

d(x, y, kx, ky)2 (1)

where E is the matching function, kx, ky are the horizontal and vertical shifts,
I denotes the input image, R is the reference image and x, y are the pixels’
coordinates. Nevertheless, this criterion takes into account only the translations
without rotations and scaling (which is typically not used). The solution is:

E(kest
x , kest

y ) = arg min
kx,ky

E(kx, ky) (2)

The translation causes the change of the image area used for the comparison, so
the obtained result should be corrected considering the number of pixels used
for the comparison:

E∗(kest
x , kest

y ) =
1
N

E(kest
x , kest

y ) (3)

where N is the number of pixels used in the comparisons considering the thresh-
olding and binary masks applied for both images.

The comparison of images is conducted with some errors being the result of
noise and light fluctuations. For those reasons a modified criterion using the
threshold T can be applied as:
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Fig. 4. The idea of image matching with up-sampling and nearest neighbour interpo-
lation
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Fig. 5. The idea of the background estimation with sub-pixel image matching for ca-
mera motion estimation

E∗(kest
x , kest

y ) =
1
M

√∑
x,y

d(x, y, kx, ky)2 · [d(x, y, kx, ky) > T ] (4)

where M is the number of pixels fulfilling the thresholding condition (for which
the difference between the compared pixels exceeds the threshold T ) and d is
defined as shown in equation (1). The purpose of this operation is the decrease
of the influence of noise on the matching results.

The image matching operation is conducted typically with the assumption
of integer values of the translations kx, ky corresponding to the coordinates of
the image pixels. Nevertheless, for the images acquired from the real cameras
can be characterised by sub-pixel translations. In such case the image matching
can be conducted using up-sampling with nearest-neighbour interpolation as
illustrated in Fig. 4. The idea of the backgorund estimation using the camera
motion estimation is shown in Fig. 5.

Since the images acquired from the camera during its vibrations may be con-
sidered as the observations from slightly different locations, a negative wind
phenomenon can be utilised for increasing the resolution of the acquired im-
ages. For this purpose the super-resolution algorithms [11,12] can be successfully
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Fig. 6. The idea of the super-resolution background estimation based on the camera
motion estimation
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Fig. 7. The idea of the background estimation based on the camera motion estimation
and edge detection (without masking)

applied leading to increase of the image resolution based on the series of shifted
images. The idea is illustrated in Fig. 6.

Another solution may be based on the image matching based on some charac-
teristics points on the image plane. Nevertheless, some lighting changes between
two images can influence on the result of matching, so the method should be
independent on such changing lighting conditions. For this purpose some edge
detection algorithms may be applied, such as e.g. Prewitt, Sobel, Scharr or Canny
filters, allowing detection of image fragments with rapid intensity changes, equi-
valent to the results of high-pass spatial image filtering, assuming no presence on
noise. The idea of such system is illustrated in Fig. 7. Nevertheless, for simplicity,
the masking operation is not included in figures.
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Fig. 8. Illustration of the exemplary results obtained for two different background
estimation methods with the super-resolution camera motion detection

3 Results and Conclusions

In order to verify the properties of the discussed methods and their proposed
modifications some experiments has been conducted using the implemented al-
gorithms for the background estimation. Analysing the obtained results the ad-
vantages of using the methods utilising the super-resolution technology for the
image shifting can be easily noticed. The greatest benefits can be observed for
the super-resolution background estimation where the details of the obtained
image are quite smooth.

Comparing the absolute errors presented on the right side of Fig. 8 for the
frame with two vehicles visible on the road, an interesting property of the super-
resolution background estimation algorithm can be observed. The largest errors
resulting from the presence of vehicles are similar but the errors related to the
background area are different for both methods. For the standard method some
modified pixels can be observed, which occupy relatively big area of the image.
Nevertheless, the corresponding fragments of the image affected by errors are
much smaller so their influence on the overall result of the background estimation
is also reduced. In this case only the sub-pixels are changed and for the standard
method the whole pixels are changed as the smallest possible parts of the image.

The application of the super-resolution background suppression algorithm
based on the super-resolution camera motion estimation can be applied as an
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effective pre-processing step of the video based vehicle tracking in the ITS solu-
tions. A promising direction of further research seems to be the verification of
this algorithm in the sophisticated tracking systems for small objects e.g. using
Track-Before-Detect approach [13], which is especially useful for tracking distant
objects in the presence of a strong noise.
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