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Preface

Welcome to ISoLA 2012, the 4th International Symposium on Leveraging
Applications of Formal Methods, Verification and Validation, that was held in
Heraklion, Crete (Greece) during October 14-18, 2012, endorsed by EASST, the
European Association of Software Science and Technology.

This year’s event followed the tradition of its forerunners held 2004 and 2006
in Cyprus, 2008 in Chalkidiki, and 2010 in Crete, and the series of ISoOLA Work-
shops in Greenbelt (USA) in 2005, Poitiers (France) in 2007, Potsdam (Germany)
in 2009, and in Vienna (Austria) in 2011.

As in the previous editions, ISoLA 2012 provided a forum for developers,
users, and researchers to discuss issues related to the adoption and use of rigor-
ous tools and methods for the specification, analysis, verification, certification,
construction, test, and maintenance of systems from the point of view of their
different application domains. Thus, since 2004 the ISoL A series of events serves
the purpose of bridging the gap between designers and developers of rigorous
tools on the one hand, and users in engineering and in other disciplines on the
other hand. It fosters and exploits synergetic relationships among scientists, en-
gineers, software developers, decision makers, and other critical thinkers in com-
panies and organizations. By providing a specific, dialogue-oriented venue for the
discussion of common problems, requirements, algorithms, methodologies, and
practices, ISOLA aims in particular at supporting researchers in their quest to
improve the usefulness, reliability, flexibility, and efficiency of tools for building
systems, and users in their search for adequate solutions to their problems.

The program of the symposium consisted of a collection of special tracks
devoted to the following hot and emerging topics

e Adaptable and Evolving Software for Eternal Systems (R. Hahnle, 1. Schéfer)

e Approaches for Mastering Change (M. Leucker, M. Lochau, I. Schéfer)

e Bioscientific Data Processing and Modeling (J. Kok, A.-L. Lamprecht,
F. Verbeek, M. Wilkinson)

e Formal Methods for the Development and Certification of X-by-Wire Control
Systems (A. Fantechi, F. Flammini, S. Gnesi)

e Handling Heterogeneity in Formal Development of HW and SW Systems
(Y. Ait-Ameur, D. Mery)

e Learning Techniques for Software Verification and Validation (E.M. Clarke,
M. Gheorghiu Bobaru, C. Pasareanu, D. Song)

e Model-Based Testing and Model Inference (K. Meinke, N. Walkinshaw)

e Processes and Data Integration in the Networked Healthcare (A. Braun v.
Reinersdorff, T. Margaria, C. Rasche)

e Process-Oriented Geoinformation Systems and Applications (H. Asche)

e Quantitative Modeling and Analysis (J.-P. Katoen, K.G. Larsen)

e Runtime Verification: The Application Perspective (Y. Falcone, L. Zuck)
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e Software Aspects of Robotic Systems (J. Knoop, D. Schreiner)
e Timing Constraints: Theory Meets Practice (B. Lisper, J. Nordlander,
P. Quinton)

and of the following four events

e LearnLib Tutorial: From Finite Automata to Register Interface Programs
(F. Howar, M. Isberner, M. Merten, B. Steffen)

e The RERS Grey-Box Challenge 2012: Analysis of Event-Condition-Action
Systems (F. Howar, M. Isberner, M. Merten, B. Steffen, D. Beyer)

e Linux Driver Verification Workshop (D. Beyer, A. Petrenko)

e ITSy Day 2012 (T. Margaria, B. Steffen)

The ISoLLA Symposium was itself part of the ISOLA Week, which signaled the
steady growth of the community and included the following four co-located
events:

e STRESS 2012 — International School on Tool-Based Rigorous Engineering
of Software Systems (P.Chalin, J. Hatcliff, Robby, T. Margaria, B. Steffen)

e SEW 2012 — 35th IEEE Software Engineering Workshop (M. Hinchey,
J. Bowen, H. Zhu)

e Graduate/Postgraduate Course on Soft Skills for IT Professionals in Science
and Engineering (B. Floyd)

e FRCSS 2012 — 2nd Future Research Challenges for Software and Services
(T. Margaria)

We thank the track organizers, the members of the Program Committee and
their subreferees for their effort in selecting the papers to be presented, the
Local Organization Chair, Petros Stratis, and the Easyconference team for their
continuous precious support during the week as well as during the entire two-
year period preceding the events, and Springer for being, as usual, a very reliable
partner in the proceedings production. Finally, we are grateful to Horst Voigt
for his Web support, and to Maik Merten, Johannes Neubauer, and Stephan
Windmiiller for their help with the online conference service (OCS).

Special thanks are due to the following organization for their endorsement:
EASST (European Association of Software Science and Technology), and our
own institutions — the TU Dortmund, and the University of Potsdam.

October 2012 Tiziana Margaria
Bernhard Steffen
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Linux Driver Verification
(Position Paper)

Dirk Beyer!' and Alexander K. Petrenko?

! University of Passau, Germany
2 ISPRAS, Moscow, Russia

Abstract. Linux driver verification is a large application area for
software verification methods, in particular, for functional, safety, and se-
curity verification. Linux driver software is industrial production code —
IT infrastructures rely on its stability, and thus, there are strong require-
ments for correctness and reliability. This implies that if a verification
engineer has identified a bug in a driver, the engineer can expect quick
response from the development community in terms of bug confirmation
and correction. Linux driver software is complex, low-level systems code,
and its characteristics make it necessary to bring to bear techniques from
program analysis, SMT solvers, model checking, and other areas of soft-
ware verification. These areas have recently made a significant progress
in terms of precision and performance, and the complex task of verifying
Linux driver software can be successful if the conceptual state-of-the-art
becomes available in tool implementations.

1 Overview

The Linux kernel is currently one of the most important software systems in
our society. Linux is used as kernel for several popular desktop operating sys-
tems (e.g., Ubuntu, Fedora, Debian, Gentoo), and thus, the seamless workflow of
many users depends on this software. Perhaps even more importantly, the server
operating systems that currently dominate the market are based on Linux. Al-
most all (90 % in 2010) supercomputers run a Linux-based operating system.
Increasingly many embedded devices such as smart phones run Linux as kernel
(e.g., Android, Maemo, WebOS). This explains an increasing need for automatic
verification of Linux components.

Microsoft had identified the device drivers as the most important source of
failures in their operating systems. Consequently, the company has significantly
increased the reliability of Windows by integrating the Static Driver Verifier
(Spv) into the production cycle. The foundations were developed in the SrLam
research project [I]. The Spbv kit is now included by default in the Windows
Driver Kit (WDK).

For Linux, an industry-funded verification project of the size of Spv does
not exist. But the development community is increasingly looking for automatic
techniques for verifying crucial properties, and the verification community is us-
ing Linux drivers as application domain for new analysis techniques. During the

T. Margaria and B. Steffen (Eds.): ISoLA 2012, Part II, LNCS 7610, pp. 1-B] 2012.
(© Springer-Verlag Berlin Heidelberg 2012



2 D. Beyer and A.K. Petrenko

last years, three verification environments were build in order to define verifica-
tion tasks from Linux drivers: the Linux Driver Verification project] [23], the
AVINUX project [27], and the DDVERIFY project? [32].

The Linux code base is a popular source for verification tasks [17,22124][25].
Linux drivers provide a unique combination of specific characteristics that at-
tract researchers and practitioners to challenge their tools. The most impor-
tant benefits of using the Linux code as source for verification tasks are the
following:

e the software is important — many people are interested in verification results;

e every bug in a driver is potentially critical because the driver runs with
kernel privileges and in the kernel’s address space;

e the code volume is enormously large (10 MLOC) and continuously increases;

e the verification tasks are difficult enough to be challenging, but not too
complex to be hopeless; and

e most Linux drivers are licensed as open source and therefore easy to use in
verification and research projects.

Although many new advancements in the area of software verification have been
made, it requires a special effort to transfer them to practice and make them
applicable to complex industrial code such as Linux device drivers. The recent
competition on software verification (SV-COMP’12)[ [3] showed that even mod-
ern state-of-the-art tool implementations have problems analyzing the problems
in the category on device drivers.

2 Research Directions

Pointer Analysis and Dynamic Data Structures. Many safety properties
of device drivers depend on a precise analysis of pointers and data structures
on the heap. The analysis of pointers is well understood, but due to the low-
level code that is used in system programming, the analysis concepts are dif-
ficult to implement. The LDV project has made a significant progress on this
topic with implementing a more precise pointer analysis into the software model
checker Brast [29]. This improved version of the original software model checker
Brast [5] is the SV-COMP’12 winner on the verification tasks that were derived
from the Linux kernel [28].

The analysis of data structures is still an ongoing research topic, with signifi-
cant progress in the last years; however, there is no large set of open benchmark
verification tasks to practically compare the different implementations. The tool
PREDATOR is an example of a state-of-the-art static analyzer with the ability to
check data structures and memory safety [16].

! mttp://linuxtesting.org/project/ldv
2 http://www.cprover.org/ddverify
3http://sv-comp.sosy-lab.org
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Symbolic Verification. Due to the progress in SMT solving, formula-based
symbolic representations of abstract states are nowadays effective and efficient.
Microsoft’s Spv and Stam [1], and several current research tools are based on
predicate abstraction [BL[8,[12,[I8]. Several tool implementations integrate the
concepts of counterexample-guided abstract refinement (CEGAR) [L1], various
kinds of shape analysis, abstract reachability trees [5], lazy abstraction [21],
interpolation [20], and large-block encoding [4,[@]. Also bounded model check-
ing [I0] is a technique of practical relevance and with impressive results in the
verification competition [T141[30].

Not yet sufficiently addressed in research projects are the problems of de-
termining the interpolants (there is a wide range between weak and strong in-
terpolants), block-sizes (which criterion should be used to determine the end
of a block that is completely encoded in one post operation), and traversal or-
ders (coverage-directed verification, BFS, DFS, etc.). Another important and
promising technique that has been largely ignored in software verification is the
possibility to encode abstract states and transition relations completely as bi-
nary decision diagrams (BDD). There was some progress on this topic, e.g., the
extension of CPACHECKER and JAavA PATHFINDER to using BDDs to represent the
state space that boolean variables span in code of product-line simulators [31].

Explicit-State Verification. Some explicit-state model checkers are successful
in their application domain (e.g., SPIN and JAva PaTHFINDER). In order to apply
this technology to the verification of driver software in a scalable manner, it
would be interesting to incorporate state-of-the-art techniques that are successful
in symbolic verification. For example, CEGAR should be used to automatically
create an abstraction, and Craig interpolation for explicit-value domains could
identify which parts of the state space are necessary to be analyzed.

Combination of Verification Techniques. In the past, several combination
techniques have been proposed for assembling new analyses that are created by
parallel combination of different existing analyses [7,[15]. This is extremely ef-
fective and should receive more attention and be used in practical applications.
The practical application of parallel combinations is hindered by technical bar-
riers: the two analyses have to use the same traversal algorithm, have to be
implemented in the same programming language and in compatible tool envi-
ronments, and need to run on the same machine at the same location (e.g., not
distributed in a computing cloud).

Sequential combination using conditional model checking is an effective solu-
tion to this problem [6]. Different tools and techniques can be run one after the
other, and try to solve the verification task using the various strengths. A condi-
tional model checker is instructed when to give up (by an input condition). The
input conditions represent a flexible way of bounding or restricting the verifica-
tion process. Output conditions represent the state space that was successfully
verified already. A successive verifier can use such conditions of previous runs to
not perform the same verification work again, but concentrate on applying its
strengths to the remaining task.
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Termination Analysis. An area that needs more attention is termination
analysis. There are a few tools for termination checking (most prominently,
ArMc [26]) but the technology is not yet as wide-spread as it should be. The
technology has been adopted and further improved by Microsoft’s TERMINATOR
project [13].

Concurrency. Due to the increasing availability of multi-core machines, the
verification of multi-threaded software becomes an important research direction.
Checking for race conditions and deadlocks is an essential quality assurance
means that needs to be applied to Linux driver software as well. The verification
community actively invents new concepts and implements new tools to approach
this problem (for example, Essmc [14], SATaBs [2], THreEADER [19]). It is inter-
esting to observe that the best tool for checking concurrency problems in the
last competition was a bounded model checker [I4].

3 Conclusion

We outlined the motivation for considering Linux device drivers as application
domain for verification research. It is important to develop verification tools that
are efficient and effective enough to successfully check software components that
are as complex as device drivers. The benefits are twofold: for the society it is
important to get such crucial software verified; for the verification community it
is important to get realistic verification tasks in order to tune and further develop
the technology. We provided an overview of the state-of-the-art and pointed out
research directions in which further progress is essential.
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With more than 200 different types of “-omic” data [I] spanning from sub-
molecular, through molecular, cell, cell-systems, tissues, organs, phenotypes,
gene-environment interactions, and ending at ecology and organism communi-
ties, the problem and complexity of bioscientific data processing has never been
greater. Often data are generated in high-throughput studies with the aim to
have a sufficient volume to find patterns and detect rare events. For these high-
throughput approaches new methods have to be developed in order to assure
integrity of the volume of data that is produced. At the same time efforts to
integrate these widely-varying data types are underway in research fields such
as systems biology. Systems-level research requires yet additional methodologies
to pipeline, process, query, and interpret data, and such pipelines are, them-
selves, objects of scientific value if they can be re-used or re-purposed by other
researchers.

This ISoLA 2012 special track focuses at the various topics concerned with the
discovery and preservation of knowledge in the biosciences. The track comprises
four papers, of which three are concerned with algorithms for image analysis,
and one with a new workflow management methodology. The following gives a
brief overview of these two thematic areas and of all the papers in the track.

Algorithms for Image Analysis

Although imaging and bioinformatics are research fields in their own right, there
exists a quite substantial overlap between these two areas. On the interface
of these two fields we find typically with image analysis as well as with the
study of interoperability of image information to other bio-molecular information
resources. In the life-sciences image analysis spans quite an application area
ranging from molecular biology to interpretation of areal imagery for ecology.
Then there is medical imaging focussed on patients and health care. Here we
focus on the imaging from the molecules to (small) organisms; the imaging device
is the microscope and the field is pre-clinical research.

T. Margaria and B. Steffen (Eds.): ISoLA 2012, Part II, LNCS 7610, pp. 7-[[T] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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In microscopy imaging, at least, three issues are important, the first being
obtaining and organizing the images, then analyzing the images and reducing
the scene to numbers so that patterns can be found and analyzed, next, the
information in the image needs to be represented properly. The analysis of images
requires images to be acquired in large volumes so that patterns are statistically
meaningful. Moreover, large volumes are required to detect rare events. A trend
in life sciences research is, therefore, to approach problem with a high-throughput
workflow. This puts demands in the acquisition phase, that need be largely
automated but also on the processing phase. The latter requires algorithms that
are robust and reproducible; here we present two examples on different levels
of resolution, one on the organismal/tissue level [2I3] and one at the cellular
level [dlJ5]; application of high-throughput to cellular systems is also referred to
as cytomics. The specific algorithms that are presented here are designed and
evaluated with the specific requirements for high-throughput analysis in mind.

Further processing of the features extracted from the images requires frame-
works for pattern recognition specific to the data at hand [4J6l2]. However, we
need to be able to integrate images as well as the resulting analysis in systems
that include a reference model. Such systems are now being made on the level
of the model system: e.g. mouse [7], the zebrafish [8/9], but also on the level of
the organ. The brain is a good example for that, the rodent brain is used as a
model for the human brain and specific reference systems for integration are be-
ing developed for the rodent brain [7]. The integration requires intelligent use of
reference systems on the semantic level [4U10]. Therefore well maintained ontolo-
gies will be extremely important to maintain and disclose the large amounts of
data that are currently produced. Ultimately, resources for genomic and molec-
ular research will be integrated with image based resources. The challenge for
the scientific community is to do this right.

The first paper of this ISoLA track, Using multiobjective optimization
and energy minimization to design an isoform-selective ligand of the
14-3-3 protein (Hernando Sanchez-Faddeev, Michael T.M. Emmerich, Fons J.
Verbeek, Andrew H. Henry, Simon Grimshaw, Herman P. Spaink, Herman W.
van Vlijmen and Andreas Bender) [11], presents an approach for de novo design
of protein ligands based on evolutionary multiobjective optimization. It shows
that multiobjective optimization with evolutionary algorithms can be success-
fully employed in selective ligand design.

The paper Segmentation for High-throughput Image Analysis: Water-
shed Masked Clustering (by Kuan Yan and Fons J. Verbeek) [12] is concerned
with high-throughput analysis of images of cells. It describes a new segmenta-
tion algorithm for high-throughput imaging, which is in particular suitable for
image analyses in the fields of cytomics and high-throughput screening. The al-
gorithm has been used with good results in a number of studies and is reported
to perform better than previous algorithms for this task.

In Efficient and Robust Shape Retrieval from Deformable Templates
(Alexander E. Nezhinski and Fons J. Verbeek) [13] an algorithmic framework for
the automated detection of shapes in images through deformable templates is
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presented. For demonstration purposes, it is applied to a biological case study,
namely to high-throughput screening images of zebrafish larvae, and the algo-
rithm is reported to be particularly accurate and robust.

Workflow Management

In recent years, numerous software systems have been developed for specifically
supporting the management of scientific workflows (see, e.g., [14/15] for surveys).
Research in this comparatively new field is currently going into many different
directions. At the previous ISoLA in 2010, we focused on workflow management
for scientific applications in the scope of a symposium track on “Tools in sci-
entific workflow composition” [16], which comprised papers on subjects such as
tools and frameworks for workflow composition, semantically aware workflow
development, and automatic workflow composition, as well as some case studies,
examples, and experiences.

Particularly interesting and challenging in the field of scientific workflow man-
agement is currently the research concerned with the use of semantics-based
methods for automating workflow composition (see, e.g., [L7/18]). Some examples
of concrete systems which have lately been applied for semantics-based, (semi-)
automatic workflow composition in the bioinformatics domain are the Bio-jETI
framework [T9)20021] that makes use of workflow synthesis techniques to trans-
late abstract, high-level workflow specifications into concrete, executable work-
flow instances, the JORCA [22|23] system that automatically creates pipelines
of web services given the desired input and output data types, the SADI and
SHARE frameworks [24J25] that facilitate on-the-fly service discovery and exe-
cution based on OWL-annotated data, and the Wings (Workflow INstance Gen-
eration and Selection) [26] extension for the Pegasus [27] grid workflow system
that provides functionality for (semi-) automatic workflow creation based on
semantic representations and planning techniques. Some of these systems have
also been presented in the scope of the ISoLA 2010 track.

In this context, and as a continuation of the ISoLA 2010 paper on semantics-
guided workflow construction in the Taverna workbench [28], the fourth paper of
our track addresses the problem of workflow sharing and re-purposing in bioin-
formatics: In OWL-DL domain models as abstract workflows (Ian Wood,
Ben Vandervalk, Luke McCarthy and Mark D. Wilkinson) [29], the authors dis-
cuss the growing popularity of formal analytical workflows, and the associated
difficulty in re-using these workflows due to their rigidity. To overcome these
issues, they present an original approach where a domain-concept, modeled in
OWL-DL and based on the SADI and SHARE frameworks, can be used dy-
namically as a workflow template, which is then concretized into a Web Service
workflow at run-time. Moreover, the semantics inherent in these domain-models
can act as a form of workflow annotation. The authors propose that, over time,
these abstract workflows may be easier to share and repurpose than conven-
tional “concrete” workflows. The paper demonstrates the approach by automat-
ically reproducing a published comparative genomics analysis through creating
an OWL-DL representation of the biological phenomenon being studied.
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Over vast timescales, nature has optimized the genetic material to account for survival
of organisms that are better adapted to the immediate, local environment [1]. The
interplay of genetic variation and natural selection is the driving force of DNA evolu-
tion that, for instance, determines the function of all proteins encoded by the genome.
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Abstract. Computer simulation techniques are being used extensively in the
pharmaceutical field to model protein-ligand and protein-protein interactions;
however, few procedures have been established yet for the design of ligands
from scratch (‘de novo’). To improve upon the current state, in this work the
problem of finding a peptide ligand was formulated as a bi-objective optimiza-
tion problem and a state-of-the-art algorithm for evolutionary multiobjective
optimization, namely SMS-EMOA, has been employed for exploring the search
space. This algorithm is tailored to this problem class and used to produce a Pa-
reto front in high-dimensional space, here consisting of 23%* or about 10°° poss-
ible solutions. From the knee point of the Pareto front we were able to select a
ligand with preferential binding to the gamma versus the epsilon isoform of the
Danio rerio (zebrafish) 14-3-3 protein. Despite the high-dimensional space the
optimization algorithm is able to identify a 22-mer peptide ligand with a pre-
dicted difference in binding energy of 291 kcal/mol between the isoforms,
showing that multiobjective optimization can be successfully employed in se-
lective ligand design.
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Evolutionary algorithms (EA) seek to mimic this process on an algorithmic level [2].
Starting from an initial population of candidate solutions, the application of variation
(mutation and recombination) operators and selection operators adapts the solutions to
its environment (the fitness function).

In EAs the adaptation to the environment is given by a user-defined fitness func-
tion, which determines the likelihood of new genotypes for survival recombination
and/or selection; equivalent to reproductive fitness in nature [2]. The defining differ-
ence is that fitness functions can be used to optimize the same type of molecules that
have been created in the process of evolution with a user-defined objective in mind.

Taking into consideration the complexity of molecular interactions and the promis-
cuity of those interactions observed in nature [3,4], it is often not sufficient to have
only one optimization goal; rather, when designing a ligand for a protein, it is impor-
tant to make sure it is selective for the target(s) of interest, relative to other, possibly
very similar targets [3]. As in the natural environment multiobjective EAs can deal
with several conflicting objective functions at the same time and select trade-off solu-
tions that are better suited for both objectives; however, it will favor those solutions
which are superior to all others in at least one way (they are the ‘non-dominated’
solutions) [5].

The desired activity profile for a set of targets is relevant both for efficacy of a
compound in a biological system, as well as to avoid adverse side effects such as in
case of drugs that are applied to humans [3]. Given the current huge amount of bioac-
tive data we are becoming aware of the suitability of a ligands with a bioactivity pro-
file of interest, with areas such as ‘chemogenomics’ and ‘proteochemometrics’ gain-
ing increasing importance [6,7,8].

We have applied structure-based multiobjective ligand design to the family of 14-
3-3 proteins, which are present in multiple isoforms in all eukaryotic organisms. Giv-
en that this protein is also of large biomedical interest such as in cancer research, and
the requirement for a ligand to prefer some 14-3-3 isoforms over others, we chose this
case study for the in silico design of isoform-selective peptide ligand design.

14-3-3 proteins participate in many biological processes including protein kinase
signaling pathways within all eukaryotic cells, being involved in progression through
the cell cycle, initiation and maintenance of DNA damage checkpoints, regulation of
mitosis, prevention of apoptosis, and coordination of integrin signaling and cytoskele-
ton related dynamics [9]. Current studies have demonstrated the important role that
14-3-3 plays in cancer [10], particularly leukaemia as described by Dong et al.[11],
and Alzheimer’s disease as reported by Jayaratnam et al.[12]. The 14-3-3 proteins are
intensively studied in many animal species such as zebrafish, mouse and human.

We recently reported on the 14-3-3 protein isoforms in zebrafish (Danio rerio) that
are encoded by eleven genes named after their Homo sapiens homologues [13], while
the human isoforms v, B, € and 8 each possess two homologue isoforms in zebrafish.
Zebrafish isoforms are the subject of this study due to their similarity to the human
isoforms, as well as to be able to validate the predictions later directly by means of in
vitro experiments.
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The differential expression of various isoforms in different tissues and diseases
suggests that different isoforms possess different functionality, which implies differ-
ent binding preferences for particular ligands [14]. However, only little is known on
the differences in the binding specificities to 14-3-3 proteins. Given the large number
of isoforms of 14-3-3 and their different roles, the design of specific ligands is impor-
tant to achieve; yet it is a task that is not trivial in practice. Given recent advances in
molecular modeling as well as computational optimization techniques, this study now
aims at merging the best of both worlds in order to establish advanced computational
methods for 14-3-3 y1 isoform specific ligand design.

A recent review [15] outlines the opportunities and challenges in the application of
computer tools to design peptide based drugs, an area of which we present an applica-
tion of particular interest. Several previous studies have focused on in silico peptide
screening for potential new therapeutic entities [16,17,18,19,20,21,22,23,24]; howev-
er, in those cases only existing peptides were screened virtually and evaluated with
respect to their ability to bind to a protein of interest. The approach taken in this work
is rather different, however: instead of screening a library of known peptides and
scoring the best solutions, this study focuses on mutating the peptide in a step-wise
optimization process, in order to achieve better affinity and to access novel chemical
space, in a ‘de novo’ peptide design approach.

Relating this to previous work, Li et al. [25] analyzed peptide binding to the p53—
MDM2/MDMX interface by randomly mutating and evaluating affinities using com-
putational methods. Our random mutation process is similar, except for the fact that
Li et al. [25] used a single objective function, so no other protein interactions other
than the one with the intended target were taken into account.

However, in this work we emphasize both the de novo, as well as the multiobjec-
tive nature of peptide ligand design. We do so by trying to identify a peptide with
high binding affinity for the yl isoform, as compared to the €1 isoform. €1 and 7yl
isoforms have been selected as they have been suggested to have different biological
functions, namely y1 has a specialized function in adult physiology, and €1 is highly
expressed during the embryonic stage [13,26,27].

Multiobjective optimization is meant to find good compromises (or “trade-offs”),
rather than a solution that is optimal in a single objective function only. If the number
of conflicting objectives is low, a well-established approach is to approximate the
Pareto front of the problem, i.e., the set of non-dominated optimal solutions, or reph-
rasing the above a set of optimal “trade off” solutions [28,31]. With two objectives
minimization the solution is “Pareto-optimal” if there exists no other solution which
improves the one of the objective function values without causing a simultaneous
deteriorating of the other objective function value. This is visualized in Figure 1A,
which contains a Pareto-optimal set of solutions that were generated in this study.

Multi-objective optimization is not easy to perform in high-dimensional spaces due
to the sheer size of the hypothesis space. EA, due to their population-based search
concept and high number of generated solutions, lend themselves very well for the
task of generating and maintaining Pareto-optimal solutions in higher-dimensional
spaces [29]. Pareto optimization hence recently received increasing attention in drug
design problems [19,20,30] and bioinformatics [31], besides other application fields.
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Fig. 1. Binding energy of peptides to the y1 and €1 isoforms of the 14-3-3 protein as a function
of the number of optimization iterations using the SMS-EMOA algorithm. The X-axis shows
the potential energy of interaction with y1 (which was desired) while the Y-axis shows the
inverse of the potential energy of interaction with €1 (which we attempted to ‘design out’ of the
peptide). The solutions that belong to the Pareto front are represented by circles. The interme-
diate solutions rejected during the SMS-EMOA run are represented by crosses. It can be seen
that already after 100 iterations partially selective peptides are obtained, while after the full
number of 1,189 iterations even peptides with no affinity to the €1 isoform, but 335 kcal/mol
binding energy to the y1 isoform could be identified. Hence, our optimization can be considered
successful even in this 22-dimensional search space.

This study intends to use EA with multiobjective optimization to find a binding
peptide with relative high binding affinity for the y1 isoform, as compared to the €l
isoform [32]. We use multiobjective EA as implemented in SMS-EMOA [28,33], a
state-of-the-art Pareto optimization algorithm for this purpose as described in the
following.

2 Methods

2.1  Sequence Data

The nucleotide sequences of 14-3-3 isoforms in zebrafish were described by Besser
et al. [13]. They performed a phylogenetic analysis of the 14-3-3 family together with
microarray expression analysis; the results provided the basis for the choice of 14-3-3
isoforms analyzed in this study.
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2.2  Homology Modeling

Zebrafish 14-3-3 homology models were generated via the Molecular Operating Envi-
ronment [34]. Table 1 displays the PDB templates used for homology modeling and
the sequence similarity with the corresponding zebrafish isoforms. The high sequence
identity of 96% allowed a construction of highly reliable models. An RMS gradient
of 0.1 was employed to build intermediate homology models and an RMS gradient of
0.01 was used for generating the final models. AMBERO99 (default) distance-
dependent force field parameters were applied in energy minimization after homology
modeling.

Table 1. Templates used for homology modeling of the 14-3-3 isoforms

Zebrafish nodekdreside | PDBtenphate Sequerce

Tsoforns range (resolution) Idertity[ %] Evalie
Bpsilor 1 30232 2br9A (1.754) %5 1798114
Game-1 210234 2005A (2.55A) %.1 7.16E111

2.3  Starting Complex of Protein and Ligand

The starting point for generating peptide ligands was 22 amino acids long in order to
allow interaction both with the binding groove as well as the regions immediately
outside to achieve selectivity. This length has also been chosen based on the location
of variable regions of 14-3-3 as well as low energy desolvation sites identified pre-
viously [14]. 23 possible amino acids could be selected in each position, namely the
20 natural amino acids as well as phosphorylated tyrosine, serine and threonine. The
reason for also including phosphorylated amino acids in the study was that in particu-
lar phosphorylated serines and threonines are known to be of relevance for peptides
interacting with the 14-3-3 protein from previous work [14].

Homology models of both isoforms were aligned sequentially using the Blosum62
matrix and subsequently structurally aligned using the MOE protein alignment tool.
The ligand template formed by 22 alanines in an extended conformation was posi-
tioned inside the binding groove, with sufficient space to prevent clashing at posterior
mutation steps and optimization (the resulting structure can be found in the supporting
material). In this orientation the peptide extends from the binding groove to the re-
gions that have been identified as possible interaction sites due to their low desolva-
tion energy to allow peptide selectivity to be achieved in the optimization step [14].

2.4  Estimation of Peptide Binding Energy

The MOE Protonate 3D function was used to assign ionization states and position
hydrogen atoms in the macromolecular structure. Subsequently the MM function
of MOE was employed to perform potential energy minimization by use of
the AMBERY9 force field. Finally, the Potential function was used to evaluate the
resulting potential energy of the complex.
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2.5  Molecular Search Space and Landscape Analysis

In combinatorial search correlated landscapes neighborhoods are typically induced by
a set of small mutations. However, not all neighborhoods can be explored with an EA
that uses consecutive mutations to find better fitness value. An important requirement
for EA to work is the correlation between parent solutions and offspring solutions in
fitness space, called the ‘causality requirement’. Using landscape analysis it is possi-
ble to get indications on the causality of the search space and the difficulty for optimi-
zation [35]. This requirement was assessed empirically in a preliminary study.

In our case the set of configurations or solutions is the set of all sequences of a 22-
mer peptide sequence that can be built from 23 possible amino acids, and neighbors
are given by solutions that differ in only one amino acid. The correlation and other
properties such as ruggedness of the molecular landscape was assessed with the MOE
forcefield fitness function in combination with random walks on this surface, based
on previous work [29,35]. This study indicated a positive correlation of the fitness
function and the proximity of solutions in search space, measured as Hamming dis-
tance. A positive correlation was observed up to thirty random steps, which indicated
a causal relation between parents and offspring fitness for the given mutation type.
Hence it could be seen as promising to perform evolutionary optimization in this
search space.

2.6  Multiobjective Optimization

The SMS-EMOA algorithm was used as a multi-objective evolutionary optimization
algorithm [28,33]. The instantiation of this algorithm consisted of ten parents and one
offspring ((10+1)-SMS-EMOA). A population of ten peptides was maintained
throughout the run. In each of the iterations a new sequence was generated by mutat-
ing the least recently changed peptide from this population. The new peptide was
generated by randomly replacing a residue of the peptide at a random position with a
random new amino acid. The potential energy of the complex of the ligand with the
v1 isoform was considered as a first objective function, and the inverse of the poten-
tial energy of the complex of the ligand with the €1 isoform was considered as the
second objective function. The inverse was taken since binding against this isoform
was not desired and the standard implementation of SMS-EMOA aims at minimiza-
tion of objectives.

The acronym SMS-EMOA stands for S-Metric Selection Evolutionary Multiobjec-
tive Optimization Algorithm. As indicated in the name, its selection is based on the S-
Metric, a metric for measuring the quality of a Pareto front approximation which does
not require a-priori knowledge of the true Pareto front. The S-Metric is nowadays
more commonly referred to as the hypervolume indicator. It measures the size (area in
two dimensions, hypervolume in higher dimensions) of subspace that is dominated by
a Pareto front approximation and cut from above by a reference point. A high value of
the hypervolume indicator corresponds to a good approximation to the Pareto front.
The hypervolume contributions are also positively correlated with the distance be-
tween neighbors. Hence its maximization promotes diversity of solutions on the
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Pareto front. In its selection, either a dominated solution or otherwise one with lowest
hypervolume contribution is removed from the population [33]. While the SMS-
EMOA specifies the algorithmic details for the selection step, it is generic in terms of
search space representation and variation operators. SMS-EMOA is well suited for
Pareto front approximation in large search spaces and small population sizes, where
the goal is to find well spread Pareto front approximations with relatively few evalua-
tions, such as in the present problem. The reason for this is that SMS-EMOA concen-
trates the distribution in the so-called ‘knee-point’ regions of the Pareto front, where
good compromise solutions are found, while representing regions with an unbalanced
trade-off with a decreased density of points.

The structural energy minimization and evaluation of potential energy of the iso-
form complexes with the mutated template took on average 4 minutes per complex (8
minutes per iteration for both isoforms). The computational overhead of the internal
operations performed in SMS-EMOA is negligible in case of two and three objective
functions. More precisely, all hypervolume computations for a single iteration require
only subquadratic time. Hence the computational effort is essentially determined by
the number of objective function evaluations.

3 Results

The SMS-EMOA implementation in the Molecular Operating Environment (MOE)
(available from the authors on request) evaluated 1,089 random mutations (and evalu-
ations of the objective function) after one week of processing time on four Xeon 2.5
GHz processors machine with Scientific Linux. 1,089 mutations correspond to 1,089 /
23722 x 100 = 1.19954208 x 107-25 per cent of all possible solutions; however even
with this small number of evaluations the Pareto front (X/Y axes: potential energy of
interaction with y1/ €1) took its characteristic J-shape (a line bending towards the
optimizing direction) after about 100 iterations (Figure 1A).

To evaluate the behavior of the algorithm properly it is important to present the de-
velopment of peptide fitness as a function of time. Figure 1A hence visualizes the
Pareto front obtained after 100 iterations of the algorithm. For the 10 peptides that
formed part of the Pareto front the number of substitutions of the initial alanine amino
acids varied from one to seven while the energy of the complex varied from the origi-
nal -142 to -196 kcal/mol for the y1 isoform. The solution of the first Pareto front
already shows considerable improvement over the starting point clearly a big ad-
vancement since already after eight replacements of alanine amino acids a difference
in binding between the isoforms of 49 kcal/mol was obtained (detailed numbers re-
garding the evolution of the Pareto front are given in the supplementary material).

Figure 1B contains the corresponding Pareto front after 700 evaluations. At this
point most of the alanine residues from the initial template were replaced. The poten-
tial energy difference of the complex with the 14-3-3 y1 isoform, compared to the €1
isoform, varied from 7 kcal/mol to 291 kcal/mol in this case while he best potential
energy upon binding the y1 isoform has reached -282 kcal/mol.
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Finally, at the end of our SMS-EMOA run, Figure 1C displays the potential energy
along the Pareto front after a total of 1,189 iterations. We observe a set of 9 Pareto-
optimal solution and 1 dominated solution with energy of the complex ranging from -
138 to -335 kcal/mol for y1 and 125 to -284 kcal/mol for 1. Hence, the algorithm was
successful in navigating a very high-dimensional (22-dimensional) search space to
arrive to peptides of interest for both optimization criteria.

Figure 2 and Table 2 show the energy differences for €1 and y1 isoform binding for
the final Pareto front. Throughout all solutions, at least an energy difference of about
40 kcal/mol is maintained, which grows to 291 kcal/mol in case of the most selective
peptide listed at position 9. The solution at position 7 might be the one most relevant
in practice, since it exhibits only minimal binding to the €1 isoform (free energy of 23
kcal/mol), while binding relatively tightly to the yl isoform (free energy of 247
kcal/mol).
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Fig. 2. Potential energy of peptide binding to the €1 and y1 isoforms of the 14-3-3 protein after
1,189 iterations of the SMS-EMOA algorithm. The x axis corresponds to the ligand position on
the final Pareto front approximation from the leftmost to the rightmost solution in Figure 1C
while the y axis represents the potential energy of the complex. It can be seen that multiple
trade-offs between affinity and selectivity can be chosen, with solution 7 representing probably
a solution of relevance in practice; high selectivity while at the same time high affinity to the y1
isoform is maintained.
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Table 2. Sequence and potential energy of the final solutions obtained after 1,189 iterations of
the SMS-EMOA algorithm, optimizing the difference in the potential energy between the €l
and y1 isoforms. The ligand position corresponds to the order from the leftmost to the rightmost
solution in Figure 1C on the final Pareto front, with all binding energies also visualized in
Figure 2.

Aminoacid Sequence ligand# gammal epsilonl difference
PHE ILE TPO ARGSEP GLY TYR SER TPO TRP ASP ASN ARG ARG TYR ARG TYR SEP ASN ASN ALA ALA 1 -335 -269 67
PHE ILE TPO ARGSEP GLY GLY SER TPO ALA ASP ASN ARG ARG TYR LEU TYR MET ASN ASN ALA ALA 2 -39 -266 43
PHE ILE TPO ARGSEP GLY TYR SER TPO ALA ASP ASN ARG ARG TYR ARG TYR VAL ASN ASN AlA ILE 3 -308 -254 54
PHE ILE TPO ARGSEP GLY TYR SER TPO ALA ASP ASN ARG ARG TYR LEU TYR IVET ASN ASN ALA ALA 4 -306 -154 152
LEU TRP TPO ARGSEP GLY TRP ASNTPO ALA ASP ASN PRO ARG GLU ARG TYR IVET ASN ASN ALA ALA 5 -283 -126 157
LEU PHE TPO ARGSEP GLY TRP ASNTPO ALA ASP ASN PRO ARG GLU ARG TYR IVET ASN ASN ALA ALA 6 -269 -123 147
LEU PHE TPO CYS SEP GLY TYR ASNTPO ALA SER ASN LEU GLN GLU ARG ALA IVET ASN ASN ALA ALA 7 -247 -23 24
ALA VAL ALA CYS SEP GLY TRP ASNTPO ALA SER ASN ALA ALA GLU ALA ALA IVET TPO ASN ALA ALA 8 -202 5 207
LYS TRP ALA ALA ALA TRP ALA ALAALA ALA ALA PRO ALA ALA LEU ALA ALA ALA ALA ALA ALA ALA 9 -166 125 291
LYS TRP ALA ALA ALA TRP ALA ALAALA ALA ALA PRO ALA ALA LEU PHE ALA ALA ALA ALA ALA ALA 10 -139 -69 69

Fig. 3. Ligand interaction plot of solution 7 from the Pareto front with the y1 isoform of 14-3-3.
Salt bridges between the phosphoserine residue in the peptide and Lys69 are formed, which is
in agreement with interactions seen in crystal structures for 14-3-3 ligands. A charge interaction
between Glul18 and an arginine residue in the peptide ligands results in strong interactions.
These are supplemented by hydrogen bonds between an asparagine residue in the ligand and
Lys50 and Asn178 in the protein. The resulting free energy of binding is -247 kcal/mol.

Among the most frequent interactions present in the solutions are those with
Arg61, Lys69, Asnl78 and Asp218. This is in agreement with literature since Arg61
and Lys69 are located above the commonly accepted binding pocket, and Asp218 is
located below the binding pocket at the sites predicted by other studies of human 14-
3-3 [14]. Asnl78 on the other hand is located very close to the binding pocket and
may also be involved in recognition of natural ligands as well.

In order to understand ligand selectivity better, the interactions for solution 7 from
the final Pareto front shall be discussed here in more detail.

As can be seen, in the ligand complexed with the y1 isoform of 14-3-3 (displayed
in Figure 3) salt bridges between the a phosphoserine residue in the peptide and
Lys69 are formed, which is in agreement with interactions seen in crystal structures
for 14-3-3 ligands, as well as a charge interaction between Glul18 and an arginine
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residue in the peptide ligands, resulting in strong interactions. These are supplemented
by hydrogen bonds between an asparagine residue in the ligand and Lys50 and
Asnl78 in the protein, resulting in a free energy of binding of -247 kcal/mol. On the
other hand, binding interactions with the €1 isoform (Figure 4) are much weaker,
leading only to a free energy of binding of -23 kcal/mol. While the salt bridge of
Lys609 to the phosposerine is retained, Glul18 is not able to form an electrostatic inte-
raction with the arginine residue of the ligand anymore. Additional hydrogen bonds
such as the one to Asp216 are formed; however they are on average weaker than those
in the y1 complex, resulting in a decrease in binding affinity.
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Fig. 4. Ligand interaction plot of solution 7 from the final Pareto front with the ¢l isoform of
14-3-3. As compared to the y1 isoform (Figure 3) interactions are much weaker, leading only to
a free energy of binding of -23 kcal/mol. While the salt bridge of Lys69 to the phosposerine is
retained, Glul18 is not able to form an electrostatic interaction with the arginine residue of the
ligand anymore. Additional hydrogen bonds such as the one to Asp216 are formed, but they are
on average weaker than those in the y1 complex, resulting in a decrease in binding affinity.

Hence, by analyzing binding interactions we can also rationalize peptide ligand se-

lectivity, leading to an increase of the trustworthiness of the optimization algorithm
applied in this work to design isoform-selective ligands for the 14-3-3 protein.

4 Conclusions

By employing evolutionary multiobjective optimization in the form of an SMS-
EMOA algorithm we were able to design, de novo, peptide ligands of the y1 isoform
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of the 14-3-3 protein with predicted selectivity over the €1 isoform. Given the 22-
dimensional nature of the search space, this is a practical application of this type of
algorithm which will be experimentally validated in the near future.
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Abstract. High-throughput microscopy imaging applications represent an im-
portant research field that is focused on testing and comparing lots of different
conditions in living systems. It runs over a limited time-frame and per time step
images are generated as output; within the time-range a resilient variation in the
images of the experiment is characteristic. Studies represent dynamic circums-
tances expressed in shape variation of the objects under study. For object ex-
traction, i.e. the segmentation of cells, aforementioned conditions have to be
taken into account. Segmentation is used to extract objects from images and
from objects features are measured. For high-throughput applications generic
segmentation algorithms tend to be suboptimal. Therefore, an algorithm is re-
quired that can adapt to a range of variations; i.e. self-adaptation of the segmen-
tation parameters without prior knowledge. In order to prevent measurement
bias, the algorithm should be able to assess all inconclusive configurations, e.g.
cell clusters. The segmentation method must be accurate and robust so that re-
sults that can be trustfully used in further analysis and interpretation. For this
study a number of algorithms were evaluated and from the results a new algo-
rithm was developed; the watershed masked clustering algorithm. It consists of
three steps: (1) a watershed algorithm is used to establish the coarse location of
objects, (2) the threshold is optimized by applying a clustering in each wa-
tershed region and (3) each mask is reevaluated on consistency and re-
optimized so as to result in consistent segmented objects. The evaluation of our
algorithm is realized by testing with images containing artificial objects and
real-life microscopy images. The result shows that our algorithm is significantly
more accurate, more robust and very reproducible.

Keywords: High-Throughput Imaging, Segmentation, Watershed, Fuzzy
C-means clustering, Fluorescence Microscopy, Systems Biology.

1 Introduction

Image segmentation is an image analysis method that separates pixels into characte-
ristic groups. For high-throughput image analysis, image segmentation is quintessen-
tial in obtaining precise per-object information that need be analyzed. Generic
segmentation methods cannot always obtain optimal results. Often we have to tune
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the generic segmentation method with heuristics to get the result with which further
processing will be possible. The methodology described in this paper is used in a
biomedical setting; i.e., in a workflow which measurements are extracted from images
to support the understanding of indigenous phenomena in the images. Segmentation is
but one step in this workflow towards the understanding of the image content by
means of pattern recognition. Notably, such understanding can only be retrieved in
the context of the application; often in the process of image segmentation, heuristics
from the domain at hand are included. Thus, assuring that the understanding is based
on correctly measured features makes the segmentation step crucial.

In this paper, we focus on segmentation in the high-throughput (HT) imaging as
applied to the study of cell systems. High-throughput applications are often related
with high-content applications, here we restrict to high-throughput as for the under-
standing of the development of our algorithm it suffices. This study is motivated by
the consideration that in the field HT-imaging the current segmentation algorithms
perform inadequate. In order to explain the development of a new algorithm we brief-
ly introduce the application field. Subsequently, we introduce typical pitfalls of HT-
imaging and thereby formulate requirements that are important to the development of
our algorithm. Underlying this introduction is the workflow in HT-imaging that starts
with image acquisition and through a pipeline of image processing ends with image
understanding achieved through pattern recognition.

1.1  High-Throughput Cell Imaging

The application of HT-imaging is of increasing importance in the study of cell sys-
tems. In the past decades, there has been a considerable progress in imaging tech-
niques and molecular engineering. Consequently, this progress has been addressed to
make the study of cell systems feasible. Starting point for the imaging is the com-
pound microscope that is adapted to study cell systems in vitro. That is, as cell cul-
tures in small containers specifically suitable for microscopy imaging. These systems
are studied under a range of different conditions including duplicates and controls in
the same experiment. This requires a specific setup which is commonly referred to as
a high-throughput screening (HTS) [6, 20, 31]. The aim of a screen is to capture and
quantify the unique cellular and/or molecular phenotype of a particular cell line under
different conditions. The cells are cultured in a 96-well culture plate [20, 31] in which
each well represents an experimental condition; some wells are used for duplicates
and control groups.

In order to accomplish a quantification of the phenotype by accurate descriptors, a
robust image analysis pipeline must be configured. This pipeline receives time-lapse
image sequences as input. These time-lapse sequences are captured with a micro-
scope/camera setup and comprehend a complete HTS experiment. The pipeline
includes acquisition, preprocessing, segmentation, object labeling, tracking, measure-
ment and classification [4, 5, 28]. From the results of machine learning, conclusions
can be formulated that are meaningful and comprehensive in the context of biology.
The critical step in the processing pipeline, however, is the extraction of individual
objects, i.e. cells, as precise as possible. This requires a robust segmentation algorithm
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that produces accurate and reproducible results over the large amounts of images from
the HTS. A typical screen requires large volumes of data to be processed; e.g. an expe-
riment for drug-target discovery produces more than ten 96-well plates. Assuming
acquisition of three time-lapse image sequences per well, with a length of 150 frames
(5 min/frame over 12 hrs), will then result in over 400K images per experiment. Each
image contains 50-200 objects (cells), which, normally, cover approximately 10% of
the cell population in a well. So, in the application domain of HTS, we have to take
into account the conditions under which images of the objects are acquired. There are
limitations that need be accounted for in terms of heuristics in the algorithm that is
devised for such applications.

Typically, fluorescence microscopy [26, 29] is the microscope modality in HTS
imaging and it requires the application of fluorophores to the object under study,
a.k.a. fluorescent staining or ‘labeling’. Fluorescent staining is based on a class of
dyes that have the capacity to emit light under excitation [26]. The major advantage of
fluorescence microscopy, over phase contrast or bright field microscopy is that differ-
ent stains can be simultaneously applied to functional components or protein com-
plexes within the cell, which may reveal underlying phenotypic correlations between
cell migration and protein complex localization. Each specific staining can be visua-
lized in a separate channel of the microscope through the use of bandpass filters. The
image capture is achieved with a CCD camera mounted on the microscope [4, 5, 28].
The CCD characteristic of a linear response to the amount of light, even at low doses
[29], is important in fluorescence microscopy. The amount of fluorophore, through
specific binding per object, however, is subject to per-object variation and experimen-
tal bias (cf. Fig. 1).

In the 96-well plate, the substrate of each well to which the cells are adhered, is
slightly concave toward the center of the well. This complicates the imaging, and
contributes in uneven density distribution in the cells. The lens cannot correct for this,
it is a trade-off between higher numerical aperture, i.e. resolution [29], and focal
depth. As accuracy in the description of the shape is required, a sufficient numerical
aperture needs to be chosen for the imaging thus compromising in focal depth. We
have to acknowledge these conditions to contribute to the quality of imaging and hen-
ceforth might affect the quality of the segmentation result.

1.2  Evaluation of Segmentation Algorithms in HT-Imaging

As indicated, HTS experiments cover dynamic events and therefore images are
acquired in time-lapse. This result in large amounts of images, a typical experiment
can account for 100K to 500K images per screen; consequently, computational load
has to be considered. Moreover, as conditions may differ, the parameters for segmen-
tation cannot be applied over a global set but have to be determined in local environ-
ments. In addition, over all images the algorithm needs to cope with situations that
may result in erroneous outcome of the features. The crux of the segmentation algo-
rithm is therefore to prevent errors in the measurements that would otherwise intro-
duce misclassification and misinterpretation. The objective is to find all objects and
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extract morphological features/descriptors from these objects. A major complication
is that the signal, i.e. the fluorescent labeling, is not evenly strong in all objects (cf.
Fig. 1b). This is an experimental flaw that needs to be taken into account.

Given the consideration on the segmentation algorithms, a possible candidate is the
fuzzy C-means segmentation algorithm, which is derived from the fuzzy C-means
clustering algorithm [3]. Similar to Otsu [23], it provides an intensity threshold that is
used to separate background and foreground pixels. The disadvantages are similar to
those found in the Otsu algorithm. Therefore, we aim at a local approach of a cluster-
ing application and we need to consider methods to regionalize the image. Finding
such regions can be dealt with through a seeded watershed approach [2, 14]. Via the
combination of fuzzy C-means algorithm and watershed algorithm, we derive an in-
novative form of segmentation, namely watershed masked clustering (WMC).

The WMC algorithm consists of three steps and at each step the segmentation re-
sult is further refined. It first finds several coarse regions; each region is considered a
rough mask that requires further optimization. Next, a more precise mask is obtained
from each coarse region. In the final step, the masks are assessed and, if necessary,
corrected using multiple criteria. Following this principle, the WMC algorithm con-
verts a multimodal optimization problem into a simpler collection of several optimiza-
tion problems while each is guaranteed unimodal.

The WMC is designed to be a robust and dedicated solution to the particular ap-
plication of the image segmentation in large high-throughput screens to study cell
systems. Compared to currently used segmentation approaches, WMC is very sensi-
tive to regional variation of intensity values in images (cf. Fig. 1b); specifically for
images of cells with fluorescent labeling.

The remainder of this paper is organized as follows; in section 2, the structure of
the WMC algorithm is explained in detail. Subsequently, the performance of the
WMC algorithm is illustrated, at the same time the algorithm is compared to a number
of other segmentation approaches, i.e. Otsu [23], Bernsen local adaptive thresholding
[13], hysteresis edge-based thresholding [9] and level-set methods [30]. Finally, we
present our conclusions and discuss our developments and results in broader context.

2 Watershed Masked Clustering Algorithm

In Figure 2, the outline of the algorithm is depicted. In the discussion of the algo-
rithm, we will refer to this figure and its corresponding details for each of the subparts
of the algorithm. For an algorithm to be suitable for high-throughput screening the
following requirements must be satisfied:

1. Adaptive to local variations in intensity

2. Capable of processing large amount of images without parameter recalibration
3. Capable of finding a separation between objects

4. Computationally efficient



Segmentation for High-Throughput Image Analysis: Watershed Masked Clustering 29

This can be translated to the three main features of the segmentation approach that we
propose:

1. Divide the image in intensity regions
2. Find object(s) in each intensity region
3. Check integrity of each object

The intensity regions in the image are established using watershed segmentation. For
our algorithm, this is a preprocessing step, as it will not sufficiently separate all ob-
jects. Next, in each of the regions a clustering is applied to find the objects with a
highest possible precision. In the case, that the preprocessing has split objects that
actually should be considered as one object, a correction will follow in the last step of
the algorithm. In this step re-evaluation over the objects is applied to get the best
possible output. For this re-evaluation, a special form of watershed object segmenta-
tion is designed. In Figure 2 the overall pseudo code is given. In the next sections,
each of the steps of the algorithm is described in detail.
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(a) Fluorescence microscope image of cancer (b) Indication of typical variation in the inten-
cells with fluorescent label (GFP) sity of the fluorescence in one image

Fig. 1. Image (512x512) from a HTS of cancer cells visualized with a fluorescence microscope
(20x). In order to better render intensity differences the inverse LUT of image 1a is used in 1b.

2.1  Region Selection

The implementation of the maxima-seeded watershed masking is based on research
by Pinidiyaarachchi [2]. In this flavor of the watershed algorithm, the growing of the
watershed region is initialized from a pixel with the highest intensity compared to its
neighboring pixels: this particular pixel is referred to as the local maximum. In order
to define a valid local maximum, the intensity of such a pixel must exceed the sur-
rounding pixel intensities by a threshold value /&, where / is an estimated level of
noise tolerance in terms of intensity (cf. Fig. 3); h is commonly referred to as the h-
maximum [2]. A higher value of & provides a less sensitive watershed separation and
vice versa. In practice, a higher value of 4 often leads to incomplete separation of the
objects in the image and moreover, objects that occur in clusters are often not suffi-
ciently separated (cf. Fig. 3b). We can derive the range for the value of £, since the A-
maximum is considered a reference relative to the intensity value of the pixels. Let Iy
be the maximum intensity in the dynamic range of the sensor, and I, the maximum
intensity in the region under study, the h-maximum is typically in [1, (Iy-Inao)]. In
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Figure 3, the results of the maxima-seeded watershed for different values of i are
depicted. From empirical observations in HTS images (Iy;=255), a value h=20 pro-
vides satisfactory watershed regions.

/

§2.3

\

Discard image

false

Final maks

fa—true 0

fal

false

labeled p

Object mask
combined and

A

true

Needs merging

Object

optimization

—,

Label m objects
into p objects

For each label m

A

do

§2.1

~

Y

Watershed (local
max seeded)

»
>

. | For each region in
label n do

Each object is
labeled m

./
/822 N\

loop.

v

Weighted fuzzy C
mean clustering

Fig. 2. A workflow diagram illustrates of the three main steps of the Watershed Masked Clus-
tering Algorithm. As part of the automation process, at completion of the loop there is always a
quality check Q to prevent wrongly processed images to be part of the analysis.

(a) Original image with watershed lines, h=20

(b) Original image with watershed lines, h=50

Fig. 3. It contains results from the watershed algorithm illustrating the effect of the value of h.
The (a) and (b) illustrate the watershed cutting lines of Fig. 1b for h=10.
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2.2  Object Segmentation

The application of the watershed method provides coarse regions. Given these coarse
regions, starting point for the next step in our algorithm follows from the intrinsic
features of the watershed method; it is guaranteed that:

1. In each watershed region, the intensity landscape is always unimodal [2, 14].

2. Seeded watershed implements a restriction on the possible starting point of path
searching. An empty region usually does not contain valid seed, thus no watershed
region will be formed in an empty region.

In order to find the object in each region, an approach is required that is capable of
establishing a local adaptive threshold while being computational finite. Such can be
accomplished by a weighted fuzzy C-means clustering algorithm (WFCM). This clus-
tering is applied sequentially in each of the regions to search an optimal value for
thresholding in the region. Consequently, each region has its own threshold value
taking into account local conditions, i.e. the local variation in image intensity.

In addition, the WFCM method has a set of weighting factors o that allows the in-
troduction of prior probability of the pixel membership in clusters. The definition of
such a weighting factor is similar to the reversed version of the prior probability in
Bayesian theory. A smaller weighting factor is assigned to the cluster having, poten-
tially, a larger standard deviation and vice versa. The sum of all weighting factors is
always one. The weighting factor @ can be directly derived from the data [15, 21]
however, with a known type of image data, commonly, a preset value is used. The
WFCM method is formalized as:

-1
k=1
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where u; denotes the membership matrix, ¢ is the jth cluster, x; is the data vector i
and wj; is the weighting factor for cluster j. Empirically, it has been established that
for cell imaging a value of ® = 0.2 for the foreground and a value of ® = 0.8 for the
background is sufficient. This should be interpreted as: (1) there is an 80% chance a
certain pixel is belongs to the foreground and (2) there is a 20% chance that a certain
pixel is belongs to the background. By increasing the weighting factor for the fore-
ground, less intense structures, such as cell protrusions or objects with a low overall
intensity, will be discarded. In this manner, the weighting factor works similarly to

the parameter for the degree of sensitivity in the fuzzy c-means clustering algorithm
[21]. Along with eq.1, the clusters are formalized as:
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where u;; denotes is the membership matrix at step k and m is the, so called, fuzzy
coefficient that expresses the complexity of the model, by default m=2. In our algo-
rithm, we strive at a quick convergence of the WFCM and therefore the initial seeds
for ¢ are defined as follows:
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where L, I, denote the minimum/maximum intensity in the image I, Idenotes the
mean of the intensities in image I, o(I) denotes the standard deviation in the intensi-
ties of the image I and nb denotes the dynamic range of the intensity expressed in
number of bits. In the standard case of unsigned 8-bit images nb=8.

This approach provides a robust solution to address the complexity in the HTS im-
ages regarding variation in foreground and background intensities. The application of
this step results in a binary object in each of the regions of step 1 (cf. §.2.1), if correct,
shape features can be derived. However, the watershed method might have introduced
some irregularities in the establishment of the coarse regions, which requires an addi-
tional evaluation; this evaluation is elaborated in the next section. Examples of the
application of this step of the WMC algorithm are worked out in the section 3.

2.3  Object Optimization

At onset of our algorithm, the watershed segmentation is applied resulting in regions
that are individually processed. Depending on the variation in the data, the watershed
algorithm is known to result in an overcut of the segmentation; overcut is referred to
as the situation in which the watershed segmentation produces more regions than
actually present in the image [12]. This overcut might affect the individual objects,
because of which the objects need be split or merged (cf. Fig. 4). Therefore, the last
step in our algorithm is to compensate for the possible overcut caused by the water-
shedding. This process is an object optimization as we evaluate the results obtained in
the object segmentation. In this procedure, only the objects that share a border with a
watershed line are evaluated, as these objects are the candidates for overcut.
The solution for the object optimization is a merging mechanism that uses multiple
criteria; currently, two criteria are implemented, i.e.:
1. Evaluation of the strength of watershed line; the objects are merged based on a lo-
cal difference in maximum and average intensity in the object.
2. Evaluation of the orientation of the objects; the object are merges based on assess-
ment of the difference in orientation of their principal axes.
For criterion 1, we implemented an intensity-based merging algorithm so as to esti-
mate the necessity of merging the objects through the evaluation of the strength of the
watershed lines. In this function all watershed lines are evaluated. This criterion can
be generalized with the evaluation function K:

(61 8,
K () » min <—,—> > Ty, )
Ty T2
where the /; denotes the i"™ watershed line, 8, denotes the difference between the aver-
age intensity under the watershed line and maximum intensity of object on one side of
the watershed and similarly, &, represents the object on the other side of the watershed
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line; where T, and T, denote the difference between the maximum and minimum
intensity value within one object on either side of the watershed line /. A valid wa-
tershed line should fulfill the condition given in eq. 5. If K(/;) exceeds a threshold T}
then the objects on either side of the line are merged to one and the watershed is neg-
lected. In Figure 4a the intensity-based merging criterion is illustrated.

For criterion 2, we implemented an orientation-based merging algorithm [10, 11,
25], which provides a unique possibility to split/merge large structure complexes or
elongated objects. At watershed line /; we consider the principal axis of the objects on
either side of the line. A two component Boolean function is designed so that, when
true, i.e. both components are true, the objects will be merged and the watershed line
will be neglected. This function P is written as:

P(l) 5 |91 - 92' < Tp
¢ |91_9m|+|92_9m| < Tp'

where 6, denotes the angle between the horizontal image axis (x-axis) and the
principle axis of object 1, similarly 8, is defined for the object on the other side of
watershed line /.. The 6, is the angle between the horizontal image axis and the line
crossing the centers of mass of the two objects (cf. Fig. 4b). The components in P(l;)
are separately evaluated; so, if the principle axis of each individual object spans a min-
imum angle T, while the line crossing the centers of mass of the two objects lies within
the angular wedge T, of the two principle axes, only then these two objects will be
merged. In Figure 4b, the orientation-based merging is illustrated by two cases.

0 Not Merge

(6)

Merge Not Merge
o;}z ogz
ah}1 i obj1 /1)
T e = it T = a
. [ & edge \? 6\ { AT
/) \ T Nedgel | |
Background Backgrgnd orientation (obj1) Line (-) 01 62

orientation (objz) Dash (- -)
orientation between obj1 and obj2 Dot (. .)

(a) Two typical cases of intensity based merg- (b) Two typical examples of orientation
ing; (left) merge realized and (right) merge not based merging; (left) merge realized and

realized using K(li) (eq. 5) (right) merge not realized using P(li) (eq. 6)
v ’
¥ ;
(c) Sample object (d) Overcutting from step 1 (e) Merging from step 3

Fig. 4. Illustration of the merging of objects based on a combination of criteria; in (c,d,e) a
specific case for one object (cell) is illustrated

Once the object optimization is applied, one can be certain that all objects are cor-
rectly extracted and these can be subject to a shape characterization. For the specific
case of HTS time-lapse images, both shape and intensity profile of the object are
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measured. The intensity profile of an object is derived by applying the binary mask to
the original image. A large range of features can be used [25] so that features can be
used to discriminate between experimental conditions that are applied [18, 19, 31].

3 Performance of the WMC Algorithm

In this section the performance of our segmentation algorithm will be addressed. In
order to get a good impression of its robustness, we employed two tests: i.e., a test
with artificially generated images and a test with images from real HTS experiments.
Each artificial image contains a number of generated ellipsoid objects. Each HTS
image contains in vitro cells that are fluorescently labeled. The performance estima-
tion for each algorithm is derived from the comparison between the binary mask ob-
tained by the algorithm and the corresponding ground-truth binary mask for each
image. In the generation of the test images, the ground-truth masks are for the artifi-
cial test images are explicitly constructed. The usage of such artificial image provides
an image test set with an unbiased ground-truth and controllable noise, allowing the
emulation of a worst scenario in fluorescence microscopy imaging.

The pixel-level mismatch of the comparisons is calculated for all algorithms. The
rationale behind this test is to simulate the typical data processing workflow for HTS,
therefore the parameters used for each of the algorithms are optimized only once and
henceforth applied to the whole image set in the experiment. For none of the algo-
rithms in the experiment an individual tuning is applied. The parameters for all
algorithms were obtained from the HT screening literature [1, 4, 5, 16, 28].

Segmentation algorithms are often considered simplified versions of linear classifi-
ers trained in intensity space [13, 23, 24]. Similar to the error estimation for a classifi-
er, the error test normally covers both type I (False Positive) and type II (False
Negative) errors. Often the performance of a segmentation algorithm is assessed using
the number of correct and incorrect segmented pixels [21]. Only covering the type 1
error may lead to an overtraining of the algorithm [3]. For a balanced conclusion we
take into account both type I and type II error. Furthermore, instead of just using the
two errors types, we introduce the F1-score [7]. The two types of errors for different
algorithms are defined in terms of the true positive and true negative. True positive
(TP) is defined as the ratio of pixel overlap between the ground-truth mask and the
segmented mask by each algorithm, expressed as:

MnM
=
where M’ is the set of pixels belonging to the foreground of binary mask provided by
the algorithm and M is the set of pixels belonging to the foreground of the ground-
truth mask. In similar fashion, the true negative (TN) is calculated from:

y =AM ®)

M
In this way, TP represents the percentage of correctly segmented foreground pixels
whereas TN represents the percentage of correctly segmented background pixels.
Form the values of TP and TN, the false positives (FP) are derived, i.e. FP = 1-TP
(percentage of incorrectly segmented foreground pixels), and likewise the false

TP )
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negatives (FN) are derived, i.e. FN = 1-TN (incorrectly segmented background pix-
els). From these values, the sensitivity and specificity the [8] are calculated by:

sensitivity = (L) ©)
TP + FN
TN
specificity = (FP-I-—TIV) (10)

Given the results, the specificity and the sensitivity for all of algorithms of a particular
set of test images can be computed. The results are shown in Table 3. In addition,
from the specificity and sensitivity, the F1-score is derived by:

specificity - sensitivity

F1=2- — (11)
specificity + sensitivity

An ideal segmentation algorithm should yield the highest F1-score but this only oc-
curs when both specificity and sensitivity are approaching 100%.

In the next sections, we tested for 5 algorithms, i.e. Bernsen local adaptive threshold-
ing, Otsu thresholding, Level-set segmentation, Hysteresis edge-based segmentation,
and our WMC algorithm. We have included Fuzzy C-means clustering (FCM) to the
tests to illustrate the enhanced performance of our approach. All algorithms have
claimed the intrinsic capacity of performing well under noisy conditions typical to HTS
imaging [4, 5, 16, 25, 28]. For the algorithms, open-source plug-ins implementations
available in ImageJ [32] and CellProfiler [1] have been used without modifications.

3.1  Artificial Objects and Test Images

The intended application for our segmentation algorithm is high-throughput cell im-
aging. In order to understand and verify the behavior and performance of our algo-
rithm, ground-truth images with objects resembling the shapes which are normally
found in time-lapse cell imaging, are constructed (cf. Fig. 5a). Each image consists of
a number of ellipsoid objects and each object has a unique intensity profile. The in-
tensity profile (landscape) is generated through an exponential decay function that is
initiated at the centre of each object. The minimum and maximum value of an intensi-
ty profile of an object is generated using a uniform distributed random generator and
scaled in the range of [20, 255] — in this way sampling to an 8-bit image is simulated.
In addition, the orientation of each of the objects is varied by applying a rotation to
each of the object in the range of [-30°, 30°] using the center of mass as the pivot; the
rotation angle is selected from a uniform random generator. The original binary image
with all the objects is kept as the absolute ground-truth mask for the segmentation so
that error estimation can be applied over a range of test images that are subjected to a
range of different conditions of noise. In this test, a total amount of 30 images is gen-
erated. To simulate image noise typical to HTS and fluorescence microscopy, Poisson
noise is generated and applied to the images.

3.2  Performance Test with Artificial Images

All algorithms are applied over the same 30 test images (cf. Fig. 5). The F1-scores are
listed in Table 1. The object merging accuracy in WMC is also tested using the same
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image set. An overcut object is defined as a group of objects obtained by segmenta-
tion algorithm share the same object in ground truth mask. A total amount of 238
overcut objects are detected in this image set. Using object optimization, the WMC
recovers 202 out of 238 overcut objects, i.e. approximately 85%.

3.3  Microscope Images

In order to test the performance of the WMC in the images it is designed for, we have
selected two sets of images from the application domain. The intention of the test is to
illustrate the performance in a typical setting and compare the performance with re-
spect to the same selection of segmentation algorithms used in the artificial test im-
ages; the test is completely similar to the test with the artificial test images. We will
make use of two different image sets. The first image set is known as the “Human
HT29 Colon Cancer” dataset [16] (cf. Fig. 6) containing 12 images of human HT29
colon cancer cells. The samples were stained for the nucleus (Hoechst) and the cytop-
lasm (phalloidin) in two separate channels. The second image set is a time-lapse im-
age sequence, i.e. a dynamic process, which is an MLTn3 cell line [17, 19] used to
study migration in live cancer metastasis processes (cf. Fig. 7). It consists of 96 time-
lapse image sequences, each of 75 frames. Each sequence portrays an in vitro cell
migration pattern typical in HTS experiments. The cytoplasm is stained through green
fluorescent protein (GFP). For the performance tests, we will only use the first 14
images of the sequence to reduce the size of the image set to reasonable for propor-
tions for this test. In addition, for this image set also a ground-truth image is required.
The MTLn3 ground-truth images were obtained by manual segmentation performed
by biologists through tracing on a digitizer tablet (WACOM Cintiq). In contrast to the
artificial image set, manual segmentation may contain observation bias between and
within observers. To that end the manual segmentation is replicated a few times to
reduce observer effects.

We will further refer to the first image set as the HT29 set and the second set as
the MTLn3 set. The HT29 set is captured at significant higher resolution compared to
the MTLn3 set. These two sets are considered a reasonable representation of the
scope of the images which are typical input for the WMC algorithm.

3.4  Performance Test with Microscope Images

For the two sets the results are presented in two tables and examples of the segmenta-
tion are given in two figures. In Table 2 and 3, the results of the experiment for this
set are presented. The sensitivity and specificity are used as the performance indica-
tors. From the result we can conclude that WMC has the best overall performance. It
produces stable and robust results for the HT29 set (cf. Table 2). Compared to WMC,
the standard FCM algorithm is similar in sensitivity but lower in specificity; the Otsu
segmentation is higher in specificity but significantly lower in sensitivity; the Hyste-
resis segmentation has a similar performance as the WMC. At this point, it is
important to realize that the quality of the HT29 set (cf. Fig. 6) is not, in all case, rep-
resentative for the real high-throughput screens, especially if we consider the dynamic
behavior common to live-cell imaging (cf. Fig. 7).
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Table 1. Specificity and sensitivity of segmentation efficiency using artificial images
Performance WMC FCM Bernsen Otsu Level-set Hysteresis
Specificity 95.40% 98.11% 78.42% 86.02% 98.38% 79.78%
Sensitivity 96.62% 91.73% 90.14% 98.22% 71.52% 85.16%
F1 Score 95.99% 94.50% 84.60% 91.83% 74.98% 82.95%
Table 2. Specificity and sensitivity of the segmentation algorithms in the HT29 image set
Performance WMC FCM Bernsen Otsu Level-set Hysteresis
Specificity 98.59% 97.81% 99.84% 98.75% 70.68% 97.57%
Sensitivity 98.78% 98.64% 83.10% 89.67% 53.43% 97.88%
F1 Score 98.68% 98.23% 92.11% 93.40% 31.29% 97.73%
Table 3. Specificity and sensitivity of segmentation algorithms in MTLn3 image set
Performance WMC FCM Bernsen Otsu Level-set Hysteresis
Specificity 84.80% 95.76% 99.63% 90.60% 59.10% 82.82%
Sensitivity 91.45% 74.16% 59.25% 80.64% 56.35% 88.13%
F1 Score 88.05% 78.27% 47.63% 83.79% 53.33% 85.81%
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Fig. 5. (a) noise-added artificial test image, (b) ground-truth masks for the object, (c) to (h) are
binary images obtained by corresponding segmentation algorithms. These results are used to
compute the errors listed in Table 1.
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Fig. 6. (a) Original HT29 image acquired with a 10x lens; image size is 512x512 pixels, 8 bit.
(b) Ground-truth masks and (c-h) masks obtained by the segmentation algorithms. These results
are used to compute the errors listed in Table 2.
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Fig. 7. (a) Original MTLn3 image acquired with a 20x lens (NA 1.4), image size 512x512
pixels, 8-bit (b) ground-truth masks and (c-h) masks obtained by the segmentation algorithms.
These results are used to compute the errors listed in Table 3.

The MTLn3 test set is, de facto, undersampled in terms of temporal resolution, but
a good representation of a HT'S with in vitro cell migration (cf. Fig. 7a). When finding
ground-truth segmentation through manual methods, the variance of the intensities
over the whole image set is indicative for the complications that will be faced in au-
tomated methods. In Table 3, the results of the experiment with the MTLn3 set are
shown. It is immediately clear that the overall performance is much lower compared
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to the other test set. However, also in this test the WMC still shows the highest per-
formance. Compared to the WMC algorithm, the FCM algorithm is higher in specific-
ity but significantly lower in the sensitivity. Hysteresis still portrays a good and stable
performance. Compared to the previous experiment (cf. Table 2), the WMC algorithm
performs quite stable under the different circumstances. In conclusion, from Table 2
and 3 it can be established that the WMC algorithm outperforms the other algorithms,
which confirms its applicability for this area of bio-imaging research.

4 Conclusions and Discussion

We have proposed a segmentation algorithm for high throughput imaging that
performs better than algorithms that have been used for this purpose so far. The algo-
rithm consists of three steps, a watershed region selection followed by a fuzzy
C-means clustering and if necessary followed by a correction for oversegmentation.
The algorithm is particularly suitable for imaging in the domain of functional cytom-
ics and high-throughput screenings. We have compared the WMC algorithm with five
others and the results of the evaluation convincingly demonstrate the performance
WMC algorithm. Over all tests, the WMC algorithm has the best recall (F1-score)
without excessive increase in computation time. In the domain of cytomics, analysis
is performed post hoc; and thus computation time is not a critical component of the
analysis but segmentation robustness is. In practice, WMC is now used and we are
obtaining high precision results that are understood in biological context [19, 20, 31].

The major advantage of the WMC algorithm is that it can deal with variations in
staining intensity typical for bio-imaging and specific to high-throughput in vitro
experiments. The local intensity variations in the image limit application of Otsu
segmentation; it requires a global optimum for the threshold, which may not be possi-
ble. Along the same line, the level-set method is not suitable as it presumes a consis-
tent intensity for the objects in the image. The regional approach in WMC followed
by a local clustering transforms the segmentation to a local problem so that threshold
levels can be found efficiently. For segmentation in cytomics edge based methods are
noise susceptible, therefore intensity variations necessitate region based approaches.
This is confirmed from our findings comparing Hysteresis segmentation to WMC,
especially with more artificial noise (cf. Table 1) or staining variations in the image
(cf. Table 3).

The WMC consists of three independent steps and if we consider these individually
further improvements can be formulated. In step 1, the watershed algorithm, the initia-
lization of the watershed algorithm is currently based on local maxima; other schemas
must be investigated to render a better initialization. Now, a priori knowledge is not
used whereas this might facilitate a better estimate for the initialization. In step 2, fuzzy
weighted C-means clustering is used, however, other clustering approaches can be
probed; similarly to step 1, a priori knowledge on the intensity distribution might be
supportive in finding a better clustering approach. Regarding step 3, we implemented
only a few of situations of oversegmentation (cf. §.2.3). This particular step of the
algorithm can be adapted to experimental conditions, i.e. a priori knowledge can be
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tuned with respect to the experiment so as to overcome certain imperfections of earlier
steps. In future research this will be elaborated, however, the global idea of the WMC
algorithm will stand its case (cf. Table 2 & 3).

The WMC has been successfully applied to other experiments in the domain of
bio-imaging, e.g. detection of small vessels [18] and chromosomes. With further ge-
neralization, the algorithm can be engaged in a broader scale of imagery. The future
research on the tuning of the subsequent steps of the WMC algorithm will contribute
to this generalization.
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In this paper we focus on the problem of object detection and localization in digitized
images for structures that are deformed instances of an archetypal shape (Verbeek,
1995); as an extension to the case of single instance we have investigated the effect of
the presence of more than one instance, intersecting or otherwise obscured. In all
cases instances need be properly separated from the other content in the digital image.

In order to accomplish the detection in a robust and reproducible manner, we
present a framework consisting of two steps for the recognition and annotation of
the deformed instances of a predefined shape. Annotation is required so as to be able
to compare different instances of objects in a comparable (reproducible) manner.

Efficient and Robust Shape Retrieval
from Deformable Templates

Alexander E. Nezhinsky and Fons J. Verbeek

Section Imaging and Bioinformatics,
Leiden Institute of Advanced Computer Science, Leiden University,
Niels Bohrweg 1, 2333CA, Leiden, The Netherlands
{anezhins, fverbeek}@liacs.nl

Abstract. Images with known shapes can be analyzed through template match-
ing and segmentation; in this approach the question is how to represent a known
shape. The digital representation to which the shape is sampled, the image, may
be subject to noise. If we compare a known and idealized shape to the real-life
occurrences, a considerable variation is observed. With respect to the shape,
this variation can have affine characteristics as well as non-linear deformations.
We propose a method based on a deformable template starting from a low-level
vision and proceeding to high-level vision. The latter part is typically applica-
tion dependent, here the shapes are annotated according to an ideal template and
are normalized by a straightening process. The underlying algorithm can deal
with a range of deformations and does not restrict to a single instance of a shape
in the image. Experimental results from an application of the algorithm illu-
strate low error rate and robustness of the method. The life sciences are a chal-
lenging area in terms of applications in which a considerable variation of the
shape of object instances is observed. Successful application of this method
would be typically suitable for automated procedures such as those required for
biomedical high-throughput screening. As a case study, we, therefore, illustrate
our method in this context, i.e. retrieving instances of shapes obtained from a
screening experiment.

Keywords: Content-based Indexing, Search, and Retrieval, Object detection
and Localization, Object Recognition.
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Therefore as part of our solution we also elaborate a straightening normalization of
the shape according to a predefined template. Our framework will be applied to a case
study in biology, i.e. high throughput screening of zebrafish larvae.

A large number of context based image retrieval systems have been described
(Zhong et al., 2000). These can be divided in the free-form and the parametric ap-
proaches. A popular approach for shape retrieval is the Active Contour, a.k.a. the
active snake, (Kass et al., 1987) which is a typical free-form model (Jain et al., 1996).
Free form models require a correct global initialization in the image and optimize the
local shape. Free-form class models do not have global shape limitation, but focus
mainly on attraction towards certain image features (Jain et al., 1996). In our ap-
proach we focus on the cases in which a global shape is known and therefore we do
not consider active snake as a possibility.

In research dealing with recognition of known shapes (Garrido et al., 2000; Ng
et al., 2006; Felzenswalb, 2003(1,2)) the use deformable templates is emphasized.
Deformable templates typically, are parametric class models; they start from a set of
predefined parameters. The representation of the parameters might differ, but often a
template is used, consisting of a set of contour points to which the basic shape outli-
neis approximated. So, if the basic shape that is looked for is known, it still needs be
localized in the images. Therefore the prior knowledge can be exploited by choosing
the parametric deformable shape template matching method as a basic approach
(Bronkorsta et al., 2000, Jain et al., 1996, Zhong et al., 2000, Felzenswalb, 2003(1)).

Such approach is used in the segmentation of cells in a microscope images (Garri-
do et al, 2000). In this application the Hough transform approach is reformulated to
be used as a deformable template. However, if the shapes are more complex than a
circular shape like object, it is difficult to adapt to this approach.

An example of a more complex shape is the segmentation of the masseter on the
basis of a predefined template (Ng et al., 2006); locally deformed instances of the
template can be successfully extracted from input images.

On the basis of this approach we propose a further generalization with which it is
also possible to deal with multiple objects in one image as well as with global defor-
mations; e.g. bending of the entire object.

Based on silhouettes or boundary representations of prototype templates a consi-
derable amount of research has been completed (Felzenswalb, 2003). Usually the
silhouettes are defined by contour points and make up the template. These templates
can then be deformed by a set of parametric transformations, including both local and
global transformations (Zhong et al, 2000). We have taken this traditional representa-
tion as a starting point; however, we have replaced the contour points in the silhouette
by a contour area (cf. Figure 2). The reason for using this representation is that we
would like to allow multiple overlapping instances of the object in one input image
and therefore we have to accommodate for missing contour points.

In addition to the template matching, we also address the problem of shape norma-
lization; in particular for applications of biological objects. The combination of shape
localization and normalization has been successfully applied for the round worm, i.e.
C.elegans (Peng et al., 2007). It is known as the BDB+ method. On the basis of the
object boundary a straightening is applied so as to ease the further analysis of the
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objects. In our application, however, this method cannot be used; it starts from a pre-
defined shape and then straightens the shape assuming the boundary has already been
extracted. We want to investigate the recognition and straightening of more complex
elongated shapes and, as indicated, account for the presence of multiple instances in
one image.

The framework that we have elaborated consists of two steps. First, a preprocess-
ing step including a segmentation of an input image in order to separate the object(s)
of interest from the background is applied. Segmentation alone, however, does not
give satisfactory results, as we are not only interested in separating background from
foreground, but we also want to recognize position and best possible representation of
the object. This is realized in the second step consisting of a matching of a deformable
template to the segmented image. This step is the main focus of this paper. Finally, a
post-processing step includes shape normalization through straightening of the ex-
tracted shape. Such is possible from contextual information about the object in the
image that we have gained. Deformations are known and therefore deformations can
be normalized according to the template. The framework was implemented in C++
using the OpenCV graphics library (http://opencv.willowgarage.com).

2 Method

The starting point of our algorithm is variation; i.e. a shape has variation, it can be
inflicted with noise and it can be deformed or partially occluded. Our framework
detects deformed instances of a predefined structure by means of Deformable Tem-
plate Matching and these are subsequently extracted from an input image. In Figurel,
an overview of the process is presented.

The method consists of two steps: the preprocessing step and the template match-
ing step. First, during the preprocessing step, the input image is converted to a strict
binary representation. In the main process the deformable template matching is ap-
plied in the binary image obtained from the preprocessing. This entails looking for the
best match of a prototype template in the image. If a match is found the result is anno-
tated according to the prototype template and henceforth, straightened.

2.1  Pre-processing

The first step in the analysis is retrieving foreground and background: i.e. an opera-
tion that converts an input image to a binary representation by marking the pixels
which belong to foreground objects 1 and the background pixels 0. Different binariza-
tion methods are described in the literature; i.e. based on the usage of global or adap-
tive threshold methods, color or edge based segmentation. The choice of the method
depends on the input image at hand, its properties and quality (Gonzales et al., 2001).
In the cases where prior spatial information is known this given can be exploited and
the threshold value set can be based on this given.
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Fig. 1. Proposed framework for automatic shape retrieval and straightening

2.2 Deformable Template Matching

After separation of foreground and background in the image, the contextual informa-
tion still needs to be retrieved in order to recognize the objects of interest.

Prototype Template. The initial contour sketch of the object of interest is defined by
the prototype template 7}, . The construction of 7}, is based on prior knowledge and is

an approximate representation of how a typical object contour should look like and
represents a contour location area. In Figure 2 a few examples are shown.

—7
=

Fig. 2. Some examples of prototype templates of different objects. Gray area represents the
space where connected component boundaries might be located.
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A contour location area represents the region of interest within which the local tem-
plate contour can exist and may change. In doing so, local deformations become li-
mited by evaluating only at the pixels that are located within the contour location area
(depicted in grey in Figure 2). Introducing a limitation to the template boundary loca-
tion of the deformed template is necessary to predict image boundary location in cases
where it is missing, incomplete or overlapping. As a result of this representation only
global deformations are remaining, which will be described in the next subsection.

Parametric Transformation. Biological shape instances are often bended and ro-
tated. In order to cope with these global deformations 7 is distributed in n smaller
sub-templates; these are hereafter referred to as slices ¢ (Nezhinsky and Verbeek,
2010):

T, =ty,t,,t, (1)

A single slice can be seen as a rectangular matrix 7(Z, j) , consisting of binary values.

This is shown in Figure 3.

Fig. 3. An example of matrix (i, ] ) representing a template slice. Fields with value 1 are
marked with grey color. Other fields have the value 0.

The horizontal medial axis of the slice O is defined at [i/2,*], and the slice

origin as O at [i/2, j/2]. Within the whole template the slices can rotate around their
origin O to allow matching against a rotated shape. The origins are linked together as
a chain (Figure 4); at any deformation of the total shape the distance between sequen-
tial slice origins remains the same.

AT e -
L R w-origin O,

Fig. 4. A prototype template as a chain of slices and a deformed instance. All shape bounda-
ries that fit in the grey area fit the template. Black lines represent two example shapes that fit
these templates.

horizontal ®
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A deformed template T’ is derived from T, and is represented as:

(T, 2

A deformation f of the slice chain is encoded by the following state-sequence:

§=(x,y,050,051,..,05n) 3)

x is the shift in the X-axis, y the shift in the Y-axis direction of the first slice #, and

¢, the angle of rotation of each slice f;. Due to the proposed slice based representa-

tion our deformable template approach is very suitable for use with elongated shapes.

Objective Function. The fitness of a template matching of an input image is meas-
ured by an objective function (Jain et al., 1996). In the C.elegans application (Peng et
al., 2008) a parametric representation is used in which the algorithm marches along
the backbone of a representation to calculate the objective function.

A similar approach is applied, by comparing simultaneously the matrix S (i, j) of
binary slices to a selected image region of the same size, i.e. the binary matrix
R(i, j) (Figure 5a,b). First, the matrix is considered in which both the template and
the image region have overlapping foreground pixels, which are the result of

R(@, j)- S(@, j) (Figure Sc).

Prototype template T,

=
SGi) RE) SGJ)-R() extreme (S(i)-R(ij)

Fig. 5. An example of template matching of a template slice S(i,j) and a region R(i,j)

During this step the shape is a filled binary object, therefore matches that are far-
thest from the slice center but still in the silhouette contour area, are assumed to define
the object. In order to get the actual border, the algorithm then marches along the

horizontal medial axis of R(i, j)-S(i, j) iterating over 0 till j. Each orthogonal

image plane pixel columns p;, (iterating from 0 to i) is compared to the template. It is
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assumed that the silhouette has only one silhouette pixel in the top and the bottom of
each column. Therefore, per column, the two extreme points that are of value 1 (as
measured from the horizontal medial axis) remain 1, all other values are set to 0
(Figure 5d). The result thus obtained is considered an intermediate result. The quality,
i.e. the objective function, of this result is then measured by the length of the
retrieved border. Objective function is 1 if all pixels of the silhouette have been re-

trieved. To that end the objective function for a slice S (i, j) is defined as:
. . 05 .. ..
¢<S(z,m=7<Z(S(z,1>-R(z,J>» 4)

A template consists of n slices of the same size, and therefore F' (7, f ) depends on

the fitness function of each slice:
1 ..
F(T,§)= ;Z@ N )
=0

Matching the Template to the Input Image. In order to check all possible occur-
rences, 1, must be transformed, rotated and deformed by all possible parameters. To
find the best solution there is a need to retrieve the global maximum of the fitness
function (cf. Eq. 5) for the input image. That is, to compare each S (i, j) to all possi-
ble regions R(i, j) within the image.

A global search is computationally complex (Kim et al., 2007), especially when the

search space image is large. To that end Genetic algorithms (Tagare et al., 1997) and
dynamic programming approaches (Liu et al., 2000), have been used for optimization.

2.3  Post-processing: Straightening the Template

After a sequence of slices is found, the shape can be normalized through straightening
by back-rotation of slice found. Since each deformed template 7 has a deformation

defined by & =(x, V,0,y,Q,..,Q, ) each of its slices ?;is rotated back by the angle
slice - &; . In this manner the global deformation of the deformed template can be

reverted to the prototype template 7, .

3 Case Study

The framework was developed in the context of high throughput imaging applica-
tions. Therefore, as a case study we will elaborate on shape analysis and retrieval of
the zebrafish larvae (Stoop et al., 2011). Typically, zebrafish are employed in high
throughput studies to investigate new factors for mycobacterial infection. Such
approach requires a screening of thousands of larvae.

The shapes of zebrafish larvae are similar, yet each individual (instance) is little
different. Moreover, shapes are often slightly bent and rotated. Without proper
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localization and annotation of the regions in the shapes, the measurement of features
within each instance is severely hampered.

The framework that we present fulfills the need for solutions in high-throughput
applications in which shapes can be recognized in images and subsequently annotated
in such way that these can be compared to other retrieved shapes.

The images for this case study were acquired using Leica MZ16FA light microscope
as 24-bit color images with a size of 2592x1944 pixels. On average, each image contains
up to 3 larvae. The orientation of the instances in the images is random; however they are
not touching the image border. Given the experimental set-up we can assume that the
images only contain zebrafish larvae and some incidental noise/debris.

3.1 Pre-processing

Because of uneven illumination, global threshold methods applied on gray-scale
converted images of the zebrafish larvae will not produce satisfactory results. We,
therefore, employ an edge map based method to the input image. Edges define the
boundaries between objects and background without strong dependency to flaws in
the illumination. There exist several algorithms to create an edge map. After creation
of the edge map a threshold is applied to select for the strong edges.

The determination of the threshold value of an edge map can be a cumbersome
task. To set the threshold automatically without prior spatial relationship knowledge
of the image, the Otsu segmentation (Otsu, 1979) might be applied.

However, as we have prior spatial relationship knowledge of our particular dataset,
we can exploit this for our border based method; i.e. the objects in the image are al-
ways located at some minimal distance d from image border. This characteristic is
utilized. We can assume that a sheet of thickness d on the outside of an image con-
tains only background pixels and some incidental noise. Of this sheet we retrieve a
number of local maximal pixel values. Of all the collected values we take the median
value to determine the threshold value for the edge map.

In order to select the best preprocessing approach we compare the performance of
different simple edge detectors, i.e. Sobel gradient, Roberts gradient (Gonzales &
Woods, 2001) in combination with Otsu segmentation (Otsu, 1979) and our border
based method on 233 images. We count the number of objects in the segmented im-
age. If the number of objects equals the number of objects in the original image we
mark the prediction as correct. Both gradient methods in combination with our border
method outperformed thresholding based on Otsu segmentation. Out of the images
incorrectly segmented in 17 cases the zebrafish shapes were touching each other and
thus connected. In all of these cases both edge detectors predicted 1 or 2 fish instead
of 3 due to this connection.

After basic segmentation is completed, mathematical morphology operations are
applied to get rid of noise and close up unwanted gaps. The closing operator is ap-
plied to connect small regions and close holes, then connected components labeling
(with filling up holes) is applied to obtain the closed shapes. In order to eliminate re-
maining noise we use the fact that we know the minimal area covered by a zebrafish.
This area size can be automatically retrieved from the template size. Thus we remove
all objects smaller then this minimal area. We do not remove objects that are larger
than the maximal area, since larger object might be intersecting zebrafish shapes.
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3.2  Main Process: Deformable Template Matching

Prototype Template. Our initial zebrafish template (cf. Figure 6) is created from
averaging a test set of training shapes (Cootes er al.,1994); here the template is
created by averaging a set of 20 zebrafish larvae shapes.

Zebrafish larvae tend differ in length. Therefore, the length of the template is not
fixed, but can vary between some minimal (mmin) and maximal (max) number of slices

t.,and 7 . If the number of found slices is smaller than min or larger then max we

assume the shape is not found. All the slices f, with min< x < max are thus optional

slices. In Figure 6 this is depicted. The max and min are set based on the length of the
longest and shortest encountered zebrafish.

e \Minimal slices —1__optional j

slices

Fig. 6. Minimal slices and optional slices in a prototype template. The template is compared to
an example of a short and a long larvae shape.

Objective Function for the First Slice. The described objective function is applica-
ble for slices in which the important information is located above and below the slice
center. While most of the zebrafish larvae template applies to this condition the very
first slice, in which the head is located, does not. This is due to the fact that its shape
is close to half circular. This is depicted in Figure 7. To cope with this case, instead of
retrieving extreme values above and below the median axis extreme values are re-
trieved in a circular way as shown in Figure 7.

| | | Prototype template T,
Lol ol ol

Pixel column Pixel column

Fig. 7. Marching direction for the first slice depicted in the image pixel matrix
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Matching the Template to the Shape. In order to obtain a global optimum a
top-down dynamic programming approach is applied with a hash table saving for
intermediate result. In our case study the larvae shapes are located in approximately
vertical positions in the input image. This fact is used to reduce the search space by
assuming that each slice can rotate between -45 to 45 degrees as measured from the
image horizontal axis. Additionally, a discrete set of deformation angles for each slice
is used.

To further reduce the search space a Multi resolution algorithm (Leroy, 1996) is
used. First the solution is located on a low resolution template and a low resolution
input image. Then, the solution is used for initialization in a higher resolution.

4 Experiments and Results

An evaluation of our algorithm is performed on a dataset consisting of 233 images
which were obtained from a running experiment. Out of the images 177(76%) con-
tained 3 larvae, 33(14%) contained 2 larvae and 23(10%) 1 larva.

A first basic test is to check for how many of the tested images the number of lar-
vae is predicted correctly: for all images (100%) the number of the larvae shapes (1,2
or 3 larvae, even if overlapping) with in the image was correctly retrieved.

The correct prediction of the number of shapes in an image is promising, however
only retrieving the number of shapes is not sufficient for a proper analysis. To that
end we also tested the accuracy of the algorithm, that is, how precise the shapes were
retrieved. In Figure 8 representative results of retrieved shapes are depicted. We show
shapes that are deformed in different way as well as shapes touching each other. The
template in Figure 6 was used for the creation of all these images.

Fig. 8. Automatic localization of the zebrafish shapes using deformable template matching. The
white line defines the shape as found by the algorithm. The white dots represent the slice cen-
ters found. In the right image the shapes are slightly touching each other, which complicates the
recognition. These result were created using the same template as the left image; the black
regions in each larva depicts a bacterial infection.
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Methods that can be used for automated retrieval predefined shapes from images
without an initialization have not been described, and therefore we have compared the
resulting shapes of each retrieved zebrafish larva shape against ground truth images of
the same shapes as annotated by experts. A comparison of human to automatic re-
trieval is regularly used for validation procedures (Peng et al., 2008).

In order to have manageable proportions in the evaluation, we reduced our test set
to a total of 104 zebrafish shapes (distributed over in 35 images, containing up to 3
shapes per image). Four experts (test-persons T1, T2, T3, T4) were asked to delineate
the outline of the zebrafish larva. Drawing the shapes was realized with an LCD-
tablet (Wacom) using the TDR software (Verbeek et al., 2002).

Next, the precision of our method is compared by applying it to the same input data
(algorithm output A). The accuracy of our shape retrieval algorithm is measured by
the equation proposed in (Ng et al., 2006):

NM, NS

, )
ared area 1007
NM. )+ N(S ]X ’ ©)

accuracy = 2><[

area area )

We have compared the accuracy of our algorithm to T1, T2, T3 and T4. The average
accuracy was established as 96.71 (o= 1.27). Note, that this accuracy could not be
achieved by the segmentation step alone, as 35 (of the 104) shapes used for this test
were touching each other and their boundary could only be derived through the tem-
plate matching.

Table 1 presents the results of the comparison of the accuracy of our algorithm
with the test persons. In addition the inter-observer variation is analyzed.

Table 1. Accuracy comparison of our algorithm TO and the test subjects T1, T2, T3, T4. The
matrix is symmetrical, yet we have shown all the values for viewing convenience

TO T1 T2 T3 T4
TO - 96.85 97.19 96.29 96.47
T1 96.85 - 97.61 97.21 96.81
T2 97.19 97.61 - 97.17 97.46
T3 96.29 97.21 97.17 - 96.68
T4 96.47 96.81 97.46 96.68 -

As can be seen from the table the accuracy between our algorithm and each test
person is as close to the accuracy of the test persons to each other. This indicates that
the algorithm retrieves shapes as good as or comparable to manual retrieval.

In the last part of the experiment the objects, i.e. zebrafish, are normalized; a
straightening operation. This is accomplished using a template with a straight top
border in order to align the slices found with their top to a horizontal line. In Figure 9
and Figure 10 the results are shown.

To retrieve and straighten a single zebrafish shape from a 2592x1944 image took
our application about 35s CPU time on an Intel Dual Core 2.66 Ghz, 1.00 Gb.
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Fig. 9. Results showing the automated straightening of zebrafish larvae. Image (left) is the
input image. Image (right) is the normalization result.

Fig. 10. Results of the automated straightening zebrafish larvae. Image (a) shows the retrieved
shapes projected on the input image. Image (b) shows the automated normalization result.

5 Conclusions

In this paper we have described a framework for automated detection of archetypal
object shapes in an image. Once detected a post-processing by straightening of each
object on the basis of a predefined template is applied.

In our framework, the prototype template is represented as a bitmap and can easily
be adapted to the needs of the application while the same algorithm is used.

The algorithm we propose does not rely on initial localization of the shape and
therefore does not require any manual intervention or analysis.

The framework was applied in an experimental set-up for high throughput screen-
ing with a read-out in images. In the application to zebrafish screening average accu-
racy of about 96 percent has been achieved.

The framework can be easily adapted to work with other shapes, be in the life
sciences or in other fields that require accurate and robust shape retrieval.

Further analysis of the validation and the precision in object straightening is part of
the future work.

Acknowledgements. This work is partially supported through the Smartmix program.
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Abstract. Workflows are an increasingly common way of representing and
sharing complex in silico analytical methodologies. Workflow authoring systems
such as Taverna and Galaxy precisely capture the services and service
connections created by domain experts, and these workflows are then shared
through repositories like myExperiment, which encourages users to discover,
reuse, and repurpose them. Repurposing, however, is not trivial: ostensibly
straightforward modifications are quite troublesome in practice and workflows
tend not to be well-annotated at any level of granularity. As such, a "concrete"
workflow, where the component services are explicitly declared, may not be a
particularly effective way of sharing these analytical methodologies. Here we
propose, and demonstrate, that a domain model for a given concept, formalized
in OWL, can be used as an abstract workflow model, which can be automatically
converted into a context-specific, concrete, self-annotating workflow.

Keywords: OWL-DL, ontologies, workflow, workflow modeling, SPARQL,
Semantic Web, Semantic Web Services.

1 Introduction

Scientific workflows represent important "units of thought" that contain, implicitly or
explicitly, both the detailed hypothesis of the researcher as well as the precise materials
they utilized and methodology they undertook throughout their investigation.
Unfortunately, these core elements of repeatable and reproducible science are, to date,
still primarily shared as blocks of sometimes unclear narrative [1]. Though still quite rare,
even for in silico science, formal workflows are starting to be adopted as an accepted unit
of both publication and collaboration, allowing the precise representation of both
resources and processes underlying complex in silico analytical methodologies [2].
Workflow authoring systems such as Taverna [3] and Galaxy [4] are used, usually
by bioinformaticians or other technically-oriented personnel, to precisely capture the
services and service connections that represent the evaluation of a biological
hypothesis of a domain expert. The resulting workflow is then captured in some
standard language. As of this writing, >76% of the 1839 workflows in myExperiment
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© Springer-Verlag Berlin Heidelberg 2012
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[2] are in some version of Taverna's SCUFL language, with the other 24% being spread
over 8 other workflow languages, with the second most-common language being
RapidMiner (198 Workflows). Importantly, because these workflows are designed to
be used directly by some Orchestration Engine (e.g. Taverna) they are rigidly tied to
specific web services (or other components).

Such workflows may then be shared through repositories like myExperiment which
encourages users to discover, reuse, and repurpose them. Repurposing, however, is not
trivial [28] specifically because the workflows are so tightly tied to a specific set of
services and resources. Ostensibly straightforward modifications, such as executing a
bioinformatics analysis, functionally unaltered, between one species or another, may be
quite troublesome in practice as many of the underlying databases and algorithms for
different model organisms will not expose the same interface, despite the overall
analytical process being effectively identical. Moreover, scientific workflows tend not
to be well-annotated at the macro level, and tend not to be annotated at all at even a
modest level of granularity. This makes repurposing even more difficult as the
workflow editor must divine the intent of each inter-service connection created by the
original author, and what data element(s) that connection will contribute to the final
output.

For these reasons, and others, a "concrete" workflow, where the component services
are explicitly declared, may not be a particularly effective way of sharing analytical
methodologies. What is required is a layer of abstraction, where the overall objectives
of the workflow are described, without being tied to a specific concrete set of resources
until such time as the context of the Workflow execution is known.

The workflow orchestration language BPEL [5] could, in principle, act as a type of
abstraction by making sharable, functionally-meaningful combinations of
internally-interoperable services, which then might be easier to interchange in a
modular manner; however in practice BPEL is not widely used by the scientific
community [6]. Scientific workflows are composed of (mainly) scientific services, and
these are known to be, by and large, stateless and data-centric [6-9]. BPEL, on the other
hand, is primarily a process-centric description language, and thus modeling scientific
workflows in BPEL is somewhat un-natural and, moreover, provides little value to the
workflow author. As such, it does not seem a promising approach to the abstraction we
are trying to achieve.

GenePattern [10], a popular application for building genomics analysis workflows,
provides a certain amount of abstraction in that their algorithms are organized
hierarchically. For example, under the "Clustering" node are such values as "KMeans",
and "Consensus", which may have a variety of concrete instantiations as services. To
date, however, GenePattern has not expanded beyond the scope of genomics, and
provides access only to the ~150 analytical tools in its repository. Thus it is not
immediately suitable for the wider ecosystem of web services.

A considerable amount of effort has been invested in the creation of a semantic
workflow abstraction/templating layer for the Wings [11] workflow system, which has
resulted in a highly expressive set of OWL axioms and concepts [12] that enable the
creation of linked-data documents that explicitly describe an abstract workflow. This
includes the ability to enumerate both datasets and the analytical resources that
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make-up the workflow and the connections between them; to semantically type data,
datasets, and tools in the abstraction; and to describe how to handle "sets-of-sets" (e.g.
the cross-product of two datasets) at any point in the workflow. These abstract
workflows have been demonstrably capable of being concretized (by the Wings
orchestration engine) under a variety of conditions and, importantly, concretized by
non-expert users, for example in the domain of text-mining [11,13].

A significant amount of research on the abstract specification of workflows has also
been done outside of the biology domain. In particular, several frameworks [21-23]
have been developed to specify workflows using constraints expressed in Linear
Temporal Logic (LTL) or some variant thereof. While these systems are often designed
to guide human processes, such as the activities of a hotel customer service clerk [21],
the work can be readily adapted to web service workflows, as demonstrated by [23]. A
key strength of the LTL-based workflow systems is that they are able to leverage
existing algorithms for model-checking [24]. Model-checking algorithms allow
automated detection of workflow errors such as dead activities (unreachable nodes),
deadlocks, or any other type of error condition that can be expressed in LTL.

Of importance to this work are two inter-related observations about the Wings /LTL
workflow abstractions which differentiate their approaches from what we describe
here. First, both of these workflow abstractions take the form of distinct documents that
describe only the workflow, and the semantics of that workflow. Second, the
abstractions are constructed independently -as a separate engineering event -from the
expert domain-knowledge (e.g. biological question) that the workflow relates to. While
neither of these issues are negative or detrimental, they result in a slightly higher
curatorial burden due to the need to maintain an additional resource (the abstraction) in
parallel with changes in the domain knowledge. Thus, in light of our development of
the SADI Semantic Web Service design patterns [14] and the SHARE system for
resolving queries over SADI services [15], we have pursued an investigation of
whether the posing of a domain-model, and the construction of a corresponding
workflow to evaluate that model, can be more tightly linked -perhaps into a single,
unified event.

We propose that a domain model for a given concept, formalized in OWL (i.e. an
ontological Class), can itself be used as an abstract workflow model, which can be
automatically converted into a context-specific concrete workflow as-needed by a
semantic orchestration engine (SHARE [15]). Similar to the Wings abstraction, this has
the advantage that the concrete representation of the workflow is constructed at
run-time, based on the nature of inputs and other metadata, and does not require
difficult and error-prone manual re-wiring of workflow components. Second, and
unique to this approach, is that the metadata that explains each service and service
connection is inherent in the semantics of the OWL domain model itself, making this
representation largely self-annotating. We demonstrate our proposal by duplicating an
existing, published bioinformatics analysis which we model as a domain concept in
OWL. We use this OWL model to show how a variety of valid workflows can be
automatically generated by simply changing the species of interest.
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2 Materials and Methods

2.1  Technologies Used

SADI: Semantic Automated Discovery and Integration

SADI is a set of design patterns for Semantic Web Service publishing that differs from
other projects in that it requires Web Service publishers to (a) consume and produce
RDF natively; (b) model their input and output as OWL-DL classes, fully elaborated
with the property-restrictions expected of incoming and output data; and

(c) explicitly model the semantic relationship between input and output data through
properties in the output class.

SHARE: Semantic Health And Research Environment.

SHARE is a specialized SPARQL-DL query engine that finds instances of an OWL
class by recursively mapping property restrictions to SADI service invocations. For
example, if a class called Homolog is defined using the value restriction (‘is
homologous to’, uniprot:Q9UKS3), SHARE will discover instances of Homolog by
invoking SADI services that i) make ‘is homologous to’ statements about their input
URIs, and ii) have an input OWL class matches an rdf:type of uniprot:Q9UKS3.
Building on this example, a class called InteractorOfHomolog could be defined using
the value restriction (‘interacts with’, Homolog), and SHARE would resolve this class
by i) finding instances of Homolog, then ii) using the discovered instances of Homolog
as input to SADI services that make ‘interacts with’ statements. It is important to note
that SHARE can only find instances of OWL classes that are defined using necessary
and sufficient conditions. In addition, as SHARE currently utilizes reasoners that
operate under the Open World Assumption (OWA) [29], certain types of property
restrictions are not ‘discoverable’. For example, SHARE cannot find instances of a
OneHomolog class defined using the maximum cardinality restriction (‘is homologous
to’ max 1), because it is not possible to prove the truth of a maximum cardinality
restriction under the OWA, only the falsehood.

2.2  Target, Peer-Reviewed and Published Workflow

We selected the comparative genomics analysis and workflow of [16] as our target for
abstraction, as diagrammed in Figure 1. The overall purpose of the workflow is to
predict previously unknown protein-protein interactions [25], which are valuable for
understanding the structure, signaling, and metabolic processes that occur within cells.
The workflow predicts protein interactions by mapping known or probable interactions
in one or more comparator species to a target species. The general principle is that if a
particular pair of proteins is known to interact in one species, and two homologous
(evolutionarily related) proteins exist in another species, then the latter pair of proteins
is likely to interact as well. If homologous pairs of proteins exist in more than one
comparator species, then the confidence of the prediction increases. In biology,
homology is usually inferred from sequence similarity, and thus sequence comparison
tools such as BLAST [26] or HMMer [27] represent important components of the
workflow.



60 1. Wood et al.

Protein of Interest

(ING1)
o Multi u
1 o' Multiple Sequence
Pairwise * Databases = Alignment
Alianments S (ING family proteins)
9 Yeast Gene -
to Yeast Database Domain(3) E
(ING-family homologs (SGD) : I i ) 5
YNG1, YNG2, PHO23) : entification .2
Human © (LZL, PCR, NLS, PHD, PIM) %
Reference - Py (=)
S Gene Set Domain(4) 3§
5 (via RefSeq) Model Creation <
S ' R —— (iterative Hidden
= : : : Markov Models A
2 /éRemeve ~ Reference v ) :O:
L rors | Gompe Compare') S
< Interactors domains to MOs S
S (107G YNG: oo Yeast (3 Fly ING-like genes) 3
c interactors) ; Interactome i (7]
8 (ageam sl Retrieve MO @
S \ . | Other Model : interactors /g
S Pairwise ~ Organism (MO) (36 Fiy e L) ®
S 3 Alignment ... l?tgri;cgmef : interactors) %
» (T via FlyBase ¥
2 (3/8 } ?’f\l.:;:;g?arlrors F ainhies %
S , : > Ali
'~ w/ human homologs) T Align ment_/..,\‘ ©
% (7)Pairwise - to Yeast (7) §
g “Alignment’ (5 Fly ING-like interactors 43
> to Human w/ yeast homologs) &
L
(3 Fly ING-like interactors w/ R
8\ . human & yeast homologs) £

Identify human

Genes w/ interestin ; ;
homolog set from ) ) v g Biochemical
alignments » Interaction networks ~ Validati
(hRPC155, pakib, Q) in human HIGaRar

MEKK4, p38a, GSPT1)  (STRING: MEKK4, p38a) ~ (Co-IP with INGT)

Fig. 1. Diagram of the conceptual workflow underlying the comparative genomics analysis of
Gordon et al., taken directly from their publication (with permission) [16]. The workflow
describes a bioinformatics analysis aimed at predicting protein-protein interactions in a
lesser-characterized species based on comparison of protein sequences and interactions in a
well-characterized species.

The workflow of Figure 1 was constructed by the original authors specifically for
predicting interactors of the ING family of human proteins, but is generalizable for use
with other proteins and species. In the first step, the human ING proteins are mapped to
homologous proteins in the comparator organisms, yeast and fruitfly, which represent
the two vertical branches of the diagram. In the left branch (yeast), the mapping of
human proteins to homologs occurs in Step 1, whereas in the right branch (fruitfly) the
mapping occurs in Steps 2-5. A detailed description of the semi-automated methods
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used for identifying homologs in each species is beyond the scope of this paper;
however, for the purposes of this study, we will consider BLAST to be a suitable
substitute, though likely at the cost of some sensitivity. After identifying homologs in
the comparator species, probable interactors for the homologs are obtained from
existing experimentally-derived interaction datasets for yeast and fruitfly (Step 6).
Finally, the human homologs of the probable interactors are identified by sequence
similarity (Steps 7 and 8), producing the predicted interactors for the human ING
proteins. Step 9 is an optional filter step in which the scientist manually explores
existing literature about the predicted interactors in order to select the best candidates
for experimental validation.

In the following sections, the authors describe how the experimental environment
was set-up to ensure that all necessary resources would be available to the automated
workflow generation system (SHARE). We also ensure that the environment is
generalized such that the workflow described above could be executed on any choice of
input protein, target species, and two comparator species.

2.3  Selection and Deployment of Services

We first, in discussion with the author, delimited which analytical tools/algorithms
were used in their original analysis with the goal of ensuring that corresponding SADI
services were available. For those steps that did not exist as SADI services, services
were written, deployed, and registered in the public SADI registry.

Figure 2A diagrams our hypothetical workflow for each comparator species; i.e., the
workflow we anticipate our automated system will have to create. Each box represents
a type of data, and each edge represents an algorithm and/or data source/species from or
through which that data will be derived. Note that this workflow diagram does not
simply describe the data-type based on its "nature" (e.g. "protein sequence", "dna
sequence") but rather describes the data based on its "semantics" -its role in the overall
workflow from the perspective of the domain-expert. This is important because we will
now go on to explicitly model the semantics of each of these data elements -an
undertaking that makes our approach to workflow abstraction distinct from any prior
work of which we are aware.

Figure 2B shows the semantic model for the concept of a "Potential Interactor" -the
semantic data-type that would result if the hypothetical model workflow in 2A were
executed. This semantic model is then formalized into OWL-DL. The model shown in
2B is highly schematized for readability, as concepts within the model (e.g. homology)
are extremely difficult to represent compactly (the OWL-DL model for BLAST-based
homology was designed during the 2011 BioHackathon [17] as a collaboration between
the SADI, SIO, and UniProt participants and can be viewed in its entirety here: [18,19]).
Each component of the workflow was modeled in OWL-DL, and as such, at each step in
the model it is only necessary to describe the relationship between the newly derived
concept, and the concepts upon which it is based -as is typical in well-formed OWL,
individual concepts are "modular" and "layered" [20]. In Figure 2B, however, we
expand these more modular definitions somewhat to assist in showing the full semantics
of the concept being modeled. Importantly for our discussion, the class-names are
chosen to be familiar and meaningful to a biologist end-user, thus carrying semantics
both in their class-names as well as in their more formal logical definition.
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Fig. 2. The generalized workflow and (simplified) logical model. The generalized workflow in
(A) describes how we migrate into, and out-of, each comparator species to determine likely
interactors in the species of interest based on interactors in the comparator species. In (B) we
show a highly simplified logical model that describes what a "Potential Interactor” is. It is a
protein from a given organism that has homology to a protein in another organism, where the
gene that codes for that protein has been annotated as interacting with the protein product of
another gene, which has homology to a protein of interest.

Probablelnteractor:

has homology to (
protein from ModelOrganism1... # similarly to Potential Interactor above
protein from ModelOrganism2... # similarly to Potential Interactor above

)

Fig. 3. A subclass of Potential Interactor (Fig. 2) that requires homologous pairs of interacting
proteins to exist in both ModelOrganism1 and ModelOrganism2.

To achieve the comparative workflow from Gordon et al, it would be necessary to
take the intersection of two "runs" of the workflow in Figure 2A to obtain only those
results common to both comparator species, since this was a filtering step in the
original analysis. In our study, we accomplish this by defining an OWL class called
Probablelnteractor that is the intersection of two versions of the abstract Potential
Interactor class, each referencing its own symbolic ModelOrganism class
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(ModelOrganism1 and ModelOrganism?2), but both referencing the same symbolic
OrganismOfInterest class (Figure 3).

The components of our experiment, therefore, include an OWL model describing
“the biology” of a Potential Interactor, in a generalized manner; and a set of SADI
Semantic Web Services capable of generating the properties that define Potential
Interactors.

3 Results and Discussion

To run the experiment, we created a small data-file containing the name of a protein of
interest, and a set of target species, and the SPARQL query shown in Figure 4.

PREFIX interactions: <http://sadiframework.org/ontologies/InteractingProteins.owl#>
SELECT ?protein
FROM <file:/local/directory/workflow.input.n3>
WHERE {
?protein a interactions:MyPotentiallnteractor .

}

@prefix interactions: <http://sadiframework.org/ontologies/InteractingProteins.owl#>.
@prefix uniprot: <http://purl.uniprot.org/uniprot/> .

@prefix sio: <http://semanticscience.org/resource/> .

@prefix taxon: <http://lsrn.org/taxon:> .

taxon:9606 a interactions:OrganismOfInterest . # human
uniprot:Q9UK53 a interactions:ProteinOfInterest . # INGL
taxon:4932 a interactions:ModelOrganisml . # yeast
taxon:7227 a interactions:ModelOrganism2 . # fly

Fig. 4. The SPARQL query (top) that results in the workflow shown in Figure 5 and the local
RDF/N3 data file referenced in the query (below), which specifies the organism and protein of
interest and the 2 comparator model organisms

This SPARQL query was introduced to the SHARE client, and it was allowed to
automatically build a workflow to resolve that query. SHARE finds instances of
Probablelnteractor by loading data that binds the symbolic classes
OrganismOfInterest, ProteinOfInterest, ModelOrganism1, and ModelOrganism2
to the desired values via the SPARQL FROM clause (Figure 4). The result of SHARE
execution is the workflow shown in Figure 5, which was synthesized automatically,
and then executed by SHARE, populating a transient triple store, which was then used
to resolve the SPARQL query itself. Of particular interest are the two distinct BLAST
services selected near the beginning of the workflow -these were selected by SHARE
based on precisely the same OWL model. The difference in selection for each branch
of the automatically-synthesized workflow is the result of the data-set loaded at
run-time. The ability of SHARE to derive distinct workflows from the same OWL class
is based on its perception of the value of ModelOrganism1 and ModelOrganism?2 in the
query, and the relationships in the Probablelnteractor class. For example, when
ModelOrganism1 has the value taxon:7227, the look-up in the SADI registry becomes
contextually constrained to only finding services related to Drosophila. In this way,
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OWL has acted as an abstract workflow model, where the concretization of that
workflow is decided depending on the context in which that Class finds itself at
run-time; all that is required to adapt the workflow to a different protein of interest or a
different model organism is to change the starting data.

Protein of Interest

(H. sapiens)
blastp/S.cerevisiae blastp/D.melanogaster
YeastHomolog FlyHomolog
(S. cerevisiae) (D. melanogaster)
uniprot2gene, uniprot2gene,
retrievelnteractors, retrievelnteractors,
gene2uniprot gene2uniprot
Y
InteractingProtein InteractingProtein
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Y Y
HumanHomolog HumanHomolog
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intersection

e

Potential Interactor
(H. sapiens)

Fig. 5. The resulting workflow after SHARE has broken-down the OWL classes presented to it in
the SPARQL query and mapped them, in context, on to relevant SADI Web Services

4 Conclusions

We have attempted to show that (a) OWL-DL domain-models can be used as abstract
workflow templates, where the resulting workflow is capable of generating OWL
individuals of that particular class (if such can exist), and (b) that that the semantics
inherent in these domain-models can act as a form of annotation, such that the
objectives, and the "purpose" of the data at any given step can be determined more
intuitively through either the semantics of the class-name, or if necessary, the deeper
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semantics of the property restrictions that define that class. Our demonstration that, by
changing the context of the Class (i.e. by presenting it with a different taxonomy
identifier), we are able to derive a different workflow, provides strong evidence that,
when the underlying resources are exposed as SADI Services, OWL descriptors carry
sufficient semantics to act as concretizable workflow abstractions. Effectively, we
achieved re-purposing of a workflow model (the OWL class itself) simply by putting
that class into a new context. Since OWL classes are demonstrably sharable over the
web, we believe that sharing workflows at this more abstract level might be more useful
than the current paradigm of sharing the concretized workflow itself. Moreover, if the
OWL is modeled in a modular and layered manner, the class-names and definitions at
every depth provide the semantic meaning necessary to understand how each
component of the workflow fits into the overall concept.

While we have not demonstrated that either of these successes improve the ability of
end-users (in this case, biologists) to ask and answer complex domain questions
through workflow re-use, we believe that additional tooling around such semantic
abstractions might bring us considerably closer to achieving that goal.

References

1. Garijo, D., Gil, Y.: A New Approach for Publishing Workflows: Abstractions, Standards,
and Linked Data. To appear in Proceedings of the Sixth Workshop on Workflows in Support
of Large-Scale Science 2011, Held in Conjunction with SC 2011, Seattle, Washington
(2011)

2. Goble, C.A., Bhagat, J., Aleksejevs, S., Cruickshank, D., Michaelides, D., Newman, D.,
Borkum, M., Bechhofer, S., Roos, M., Li, P., De Roure, D.: myExperiment: a repository and
social network for the sharing of bioinformatics workflows. Nucleic Acids Research 38,
W677-W682 (2010)

3. Oinn, T., Addis, M., Ferris, J., Marvin, D., Senger, M., Greenwood, M., Carver, T., Glover,
K., Pocock, M.R., Wipat, A., Li, P.: Taverna: a tool for the composition and enactment of
bioinformatics workflows. Bioinformatics 20, 3045-3054 (2004)

4. Goecks, J., Nekrutenko, A., Taylor, J.: Galaxy: a comprehensive approach for supporting
accessible, reproducible, and transparent computational research in the life sciences.
Genome Biology 11, R86 (2010)

5. Wohed, P., van der Aalst, W.M.P., Dumas, M., ter Hofstede, A.H.M.: Analysis of Web
Services Composition Languages: The Case of BPEL4AWS. In: Song, I.-Y., Liddle, S.W.,
Ling, T.-W., Scheuermann, P. (eds.) ER 2003. LNCS, vol. 2813, pp. 200-215. Springer,
Heidelberg (2003)

6. Goderis, A., Sattler, U., Lord, P., Goble, C.A.: Seven Bottlenecks to Workflow Reuse and
Repurposing. In: Gil, Y., Motta, E., Benjamins, V.R., Musen, M.A. (eds.) ISWC 2005.
LNCS, vol. 3729, pp. 323-337. Springer, Heidelberg (2005)

7. Wilkinson, M., Links, M.: BioMOBY: an open source biological web services proposal.
Briefings in Bioinformatics 3, 331-341 (2002)

8. Wilkinson, M.D., Senger, M., Kawas, E., Bruskiewich, R., Gouzy, J., et al.: Interoperability
with Moby 1.0-it’s better than sharing your toothbrush! Briefings in Bioinformatics 9,
220-231 (2008)



66

10.

11.

12.

13.

14.

15.

16.

17.
18.

19.
20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

1. Wood et al.

Lord, P., Bechhofer, S., Wilkinson, M.D., Schiltz, G., Gessler, D., Hull, D., Goble, C.A.,
Stein, L.: Applying Semantic Web Services to Bioinformatics: Experiences Gained,
Lessons Learnt. In: Mcllraith, S.A., Plexousakis, D., van Harmelen, F. (eds.) ISWC 2004.
LNCS, vol. 3298, pp. 350-364. Springer, Heidelberg (2004)

Reich, M., Liefeld, T., Gould, J., Lerner, J., Tamayo, P., Mesirov, J.: GenePattern 2.0.
Nature Genetics 38, 500-501 (2006)

Gil, Y., Ratnakar, V., Kim, J., Gonzélez-Calero, P.A., Groth, P.T., Moody, J., Deelman, E.:
Wings: Intelligent Workflow-Based Design of Computational Experiments. To appear in
IEEE Intelligent Systems (2011)

Gil, Y., Groth, P., Ratnakar, V., Fritz, C.: Expressive Reusable Workflow Templates. In:
Proc. 5th IEEE Int’l Conf. E-Science, pp. 344-351. IEEE Press (2009)

Hauder, M., Gil, Y., Sethi, R., Liu, Y., Jo, H.: Making Data Analysis Expertise Broadly
Accessible through Workflows. To appear in Proceedings of the Sixth Workshop on
Workflows in Support of Large-Scale Science, Held in Conjunction with SC 2011, Seattle,
Washington (2011)

Wilkinson, M.D., Vandervalk, B., McCarthy, L.: The Semantic Automated Discovery and
Integration (SADI) Web service Design-Pattern, API and Reference Implementation.
Journal of Biomedical Semantics 2, 8 (2011)

Vandervalk, B.P., McCarthy, E.L., Wilkinson, M.D.: SHARE: A Semantic Web Query
Engine for Bioinformatics. In: Gémez-Pérez, A., Yu, Y., Ding, Y. (eds.) ASWC 2009.
LNCS, vol. 5926, pp. 367-369. Springer, Heidelberg (2009)

Gordon, P.M.K., Soliman, M.A., Bose, P., Trinh, Q., Sensen, C.W., Riabowol, K.:
Interspecies data mining to predict novel ING-protein interactions in human. BMC
Genomics 9, 426 (2008)

BioHackaton (2011), http://2011.biohackathon.org/

BLAST RDF Model,
https://github.com/dbcls/bhll/wiki/BLAST-output-as-RDF
http://sadiframework.org/ontologies/blast.owl

ODP - semanticscience - SIO Ontology Design Principles, Scientific Knowledge Discovery,
http://code.google.com/p/semanticscience/wiki/ODP

Pesic, M., Schonenberg, H., van der Aalst, W.M.P.: DECLARE: Full Support for
Loosely-Structured Processes. In: 11th IEEE International Enterprise Distributed Object
Computing Conference (EDOC 2007), p. 287 (2007)

Lamprecht, A.-L., Naujokat, S., Margaria, T., Steffen, B.: Synthesis-Based Loose
Programming. In: 2010 Seventh International Conference on the Quality of Information and
Communications Technology, pp. 262-267 (2010)

Montali, M., Pesic, M., van der Aalst, W.M.P., Chesani, F., Mello, P., Storari, S.:
Declarative Specification and Verification of Service Choreographies. ACM Transactions
on the Web 4, 1 (2009)

Clarke, E.M., Grumberg, O., Peled, D.: Model Checking. MIT Press (1997)

De Las Rivas, J., Fontanillo, C.: Protein-protein interactions essentials: key concepts to
building and analyzing interactome networks. PLoS Computational Biology 6, 6 (2010)
Altschul, S.F., Gish, W., Miller, W., Myers, E.-W., Lipman, D.J.: Blast local alignment
search tool. Journal of Molecular Biology 215(3), 403—410 (1990)

Finn, R.D., Clements, J., Eddy, S.R.: HMMER web server: interactive sequence similarity
searching. Nucleic Acids Research 39, W29-W37 (2011)

Goderis, A.: Workflow Re-use and Discovery in Bioinformatics. PhD Thesis, School of
Computer Science, The University of Manchester (2008)

Baader, F.: The Description Logic Handbook: Theory, Implementation, and Applications,
2nd edn. Cambridge University Press (2003)



Processes and Data Integration
in the Networked Healthcare

Andrea Braun von Reinersdorff!, Tiziana Margaria?, and Christoph Rasche?

! Chair of Management in Healthcare Systems, Hochschule Osnabriick, Germany
Braun@wi.hs-osnabrueck.de
2 Chair of Service and Software Engineering, University Potsdam, Germany
margaria@cs.uni-potsdam.de
3 Chair of Management, Professional Services and Sports Economics, University
Potsdam, Germany
christoph.rasche@uni-potsdam.de

In the past decade, state-of-the-art Information and Communication Technology
(ICT) has gained a strong standing in all aspects of healthcare provision and
management. As already discussed in the ISoLLA-Med workshop in Potsdam in
June 2009 [I], a set of innovative research topics related to the future of health-
care systems hinge on the notion of simplicity as a driving paradigm in ICT
development, maintenance and use. We believe that the philosophy of consis-
tently applied simplicity is strategically important to make advanced healthcare
provision accessible ad keep it affordable to patients and to society, yet the dis-
cipline of simplicity is still poorly understood and rarely systematically applied.

Instead, design principles attempt to focus on increased functionality within
thinly disguised complexity, often at the expense of life cycle costs and total cost
of ownership issues (e.g., training, system malfunctions, system upgrades). Often
designers are unaware of the tradeoffs and impacts. With the increased use of ICT
in such socially critical areas such as Health Care, society can no longer afford
systems that do not perform as specified. We believe that an understanding of
simplicity is the key. Simplicity is foundational, its essence fundamental to many
desired characteristics of ICT systems such as reliability, usability and trust.
This has been studied in the course of the ITSy project [6], a EU FET Support
Action that in 2010-2011 conducted a community-oriented research that involved
multidisciplinary experts to assist in surveying key research communities about
their understandings and vision of the philosophy of simplicity.

In order to illustrate the economic and business perspective in both of the
above described dimensions, in this track we consider several facets of the health-
care sector with their high potential for IT-based process optimization - a must
under the increasingly tight budget conditions. It spans standard office func-
tionality (accounting, human resources, communication, ...), as well as more
critical control scenarios as they appear in Assisted Living Environments, like
remote health control, detection of accidents, finding of lost patients, etc. - typ-
ical scenarios for our investigations in the Potsdam Ambient Assisted Living
initiative.

At the EU as well as at the national level, several initiatives concentrate
around the two central sectors: healthcare and the ageing population. For

T. Margaria and B. Steffen (Eds.): ISoLA 2012, Part II, LNCS 7610, pp. 67-B9] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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example, in the German Theseus Initiative [7] that recently terminated and mo-
bilized over 300 Mio Euro in the past 3 years, the choice of the first integrated
application was in the health care sector. This choice was selected due to the
problem of rapidly expanding healthcare costs. It also was innovative by using a
remote medical expert consultation scenario. This domain is particularly suitable
for investigation because it is centrally positioned within the so called TIME-
value chain, that originates from the convergence of the Telecommunication,
Information, Media and Entertainment industries. These four core industries lie
at the heart of the information age (the fifth Kondratieff cycle) and trigger the
sixth Kondratieff cycle (the coming age of healthcare and wellness) in terms of
pioneering digital healthcare solutions to promote telemedicine and assisted am-
bient living concepts. The acceptance and market penetration of the latter are
highly dependent on smart, simple, intuitive and appealing customer solutions
contributing to life quality, self empowerment and cost efficiency. Simplicity is
here core to knowledge and competence building, resulting in sustainable com-
petitive advantages. Corporate staff must be enabled and empowered to design,
engineer, implement and adapt their knowledge process in an agile, robust and
smart way without being prisoners of overarching over-engineered systems and
of IT lock-in philosophies.

Current hot issues that will shape the competitiveness of the European ICT
in the next few decades and which require investigation from the perspective
of simplicity in IT at the networked system level revolve around the notion of
simplicity and its elevation to a design paradigm including:

— Balancing IT-aspirations with user demands: How to bridge the widening
gap between software engineers and front-end clients.

— From sophisticated to smart technologies: User empowerment through sim-
plicity, manageability, adaptability, robustness, and target group focus.

— Handing-over IT power to the co-value creating customers: Users as process
designers, owners and change agents.

— Competing for the future: Sketching-out viable IT-roadmaps for multiple
strategy.

Thinking in processes starts more easily in those sectors of medicine that are un-
der the highest pressure of complexity and urgency: the emergency room and the
surgical theater. There we see the technologically most advanced systems help
the medical staff to cope with the parallel and heterogeneous needs they con-
tinuously face. As a successful prominent example we refer to the new thinking
about processes in the emergency department proposed by Dr. Barbara Hogan,
President elect of EuSEM, the European Society for Emergency Medicine [3]
with her ”First View” concept.

In the age of an upcoming service-based economy, many traditional questions
take new shades due to the new possibilities offered by the modern IT and to the
legal and ethical issues that the handling of data and knowledge in a networked
world bears. How can we efficiently and legally manage and share the medical
and diagnostic knowledge, the patients’ data? How to manage the handling of
administered treatments on the medical side, as well as under their aspect of
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an economic transaction that includes a supply chain and complex billing and
clearing operations that span a network of stakeholders?

The papers and the panel in this track address exactly these needs, with
a special attention to the process integration and simplification needed in the
different aspects of diagnosis as in policlinic processes for outpatients [5], health-
care management and provision in the cloud [4], and manageable accounting and
billing systems at the border between preventive and rehabilitative professional
training [2].
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Abstract. Process modeling has developed to an established technique
facilitating and supporting the documentation, analysis and automation
of workflows. As in common practice workflow modeling requires imme-
diate contribution of participants that lack broad knowledge of formal
models as well as software engineering skills, simplicity of the selected
modeling approach throughout each step of the design phase is a key
factor for the success of a workflow management project. We present an
approach that combines simplicity in the modeling phase with the feasi-
bility of immediate evaluation via execution to rapidly develop systems
supporting role-based workflows. Finally, we discuss practicability and
benefits of this approach based on an exemplary case study of processes
in the healthcare domain.

Keywords: process modeling, healthcare clinical processes workflow man-
agement, business process management, model-driven software develop-
ment, simplicity, rapid prototyping.

1 Introduction

The core of any workflow are the people living it, i.e. carrying out each single task
by means of everyday work. Hence, in order to capture the logic of a domain-
specific workflow and in order to develop a system that supports we propose
an approach that privileges simplicity: if it is easy to understand, even non-IT
experts can contribute. A model-driven process-oriented approach has immedi-
ate benefits ranging from the possibility of simulation and verification to rapid
prototyping of custom-tailored solutions. Although this seems to be obvious,
this approach has not been widely adopted so far. Despite the rise of a Business
Process Management (BPM) school of thought in organizations, the majority of
their processes are not supported by systems relying on explicit process models.
Although most of the adopted information systems are process-aware in some
manner, they focus on common, generic enterprise processes and most of their
functionality is buried within the hard-coded core of the application. At the same
time, the adoption of enterprise systems has increasingly attracted attention in
the healthcare domain in recent years [1].
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In contrast, we present an approach that focuses on simplicity but is yet
powerful enough to allow for rapid creation of solutions that support domain-
specific processes. Recently, the notion of simplicity as a driving paradigm in
information system development has been explicitly identified as an important
research topic, yet poorly understood [2]. In the workflow context we aim at
keeping the design simple in order to involve those people that best know the
observed workflow and to achieve consistency between the created process model
and reality. In fact, this means preserving simplicity throughout each of the
design steps spanning process modeling as well as testing and evaluation, which
as a whole support a step-by-step ripening of the workflow model.

We live up to this claim by leveraging the JABC Framework [3] and the advan-
tageous characteristics of its architecture following the eXtreme Model Driven
Design (XMDD) approach [4]. The jABC facilitates workflow modeling by de-
signing processes as a composition of configurable domain-specific components,
so called Service Independent Building Blocks (SIBs). In a workflow context,
these SIBs represent discrete tasks familiar to the users, to be arranged along
the process’ control flow. Furthermore the framework supports immediate test-
ing and evaluation, as the models specified this way are executable by means
of service calls along the modeled control flow. Hence, any workflow system or
role-based task list that provides an adequate service interface might be used as
the service providing system to be interacted with during execution.

2 Case Study: Diabetes Day-Care Clinic

We present a case study of our approach by means of its application on healthcare
processes of a diabetes day care clinic at a large hospital in Berlin. Here we focus
on policlinical workflows as they are best structured and have a high repetition
rate. They cover a patient’s sequential pass through three discrete operational
stages of the clinic, which are the outpatient reception, patient care, and medical
examination. The clinic management has already used ARIS [5] for creating
workflow models based on the syntax of Event-driven Process Chains (EPCs) [6]
in previous projects and decided to stick with this approach in order to preserve
consistency. Hence we are able to present a comparison of ARIS models and
JABC models based on the same workflows. We thereby focus on simplicity in
the design phase as well as readability of the models by means of typical users.
Finally, we show that by focusing on core requirements the rapid creation of
solutions supporting domain-specific processes does not need to be complex. In
particular, the initial design step as well as the evaluation via execution following
our approach is simple for any workflow practitioner without knowledge of formal
models.
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Abstract. With the introduction of software as a service projects a fundamental
change for the world of the IT services and also for the development of software
systems goes on. One of the major challenges for today's companies is to detect
and manage this change and business development. This are not only IT pro-
vided internal considerations, but must also be considered for business processes.
Software as a service and platform as a service seems at first glance to have only
advantages. Users do not need to install software anymore and also the mainten-
ance is eliminated. Developers do not have to worry longer about infra-structure,
software requirements and distribution of the results. It seems the perfect world
for everyone. But special considerations must be taken into account when de-
veloping software for health care and medical solutions. Not only must such
software meet highest security standards patient data must never be com-
promised or altered unobserved. The primary example under discussion consists
of a clinic portal with numerous collaboration possibilities for surgeons.

The first question in traditional system development is for the components to
be used. This means both hardware and software. This includes for example the
question according to the database, the operating system, application server, or
also the programming language. All this requires many decisions and a high
risk, which affect the development process of the application much later already
in advance.

With the introduction of the cloud and service platforms all of these deci-
sions are moved to the operator of the platform. The selection of the appropriate
platform remains for us as system architects, and application developers. This
means a comfortable situation for the projects decision maker. However, a later
change between platforms is not easily possible.

One of the advantages of a service platform is that infrastructure and plat-
form are provided globally for all users. Modifications allow for adaptations to
special requirements. Accordingly, a considerable part of software development
consists of the definition of required components in the platform metadata.

To develop healthcare applications on a platform, special challenges are
faced for the architecture. A big difference is added in the health sector. Here,
security issues and the location of the data play a larger role. In the full paper
we will discuss this in more detail. A first insight is that it requires not only a
single platform. Due to the still existing, identifiable specialization of the plat-
forms we need to connect the strengths from multiple platforms together. In ad-
dition, we must comply with common international standards such as HIPAA
compliance and FDA compliance.
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In the case study we consider, the client is one of the leading companies in
the development of integrated medical software systems. The client at its sites
already deploys salesforce.com. An exclusive portal for doctors, especially neu-
rosurgeons, should be developed on this basisfor the professional exchange of
experience. It should work similar to a social network (see Fig. 1).

Salesforce.com is by default suitable for the management of users and their
rights. The platform comes in the handling of large medical image data sets to
the borders. For this reason, Amazon's simple storage services (S3) and Ama-
zon Elastic cloud computing (EC2) for these aspects are involved. The use of a
Microsoft Silverlight component in the force.com platform is introduced for the
integration of the two platforms in the same project. Silverlight in turn should
then communicate by exchanging SOAP messages with S3 and the user inter-
face, as well as processing of image sequences.The architecture of the final sys-
tem is shown in Fig. 2.
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Abstract. The paper presents the development of a Web-based account-
ing system for rehabilitation sports, which, due to the small margins,
requires a very economical approach, both for its development and for
its later use. The development process was therefore driven by simplicity
in two dimension: the accounting process itself was reduced to the mini-
mum under the given legal circumstances, and the software development
was clearly guided by total cost of ownership concerns. In particular,
standards where taken and artifacts reused wherever possible.

Keywords: Simplicity, Software reuse, Web applications, Accounting,
Healthcare, Rehabilitation sports.

1 Introduction

It is a new trend in the German healthcare system to actively involve the pa-
tients themselves and to try to improve their health conditions by changing their
lifestyles. Reha-sports is one such initiative. It has the goal to educate disabled
people or people with a risk of suffering from disability (i.e. everybody in fact) to
be more active and to regularly exercise their bodies. This way Reha-ports par-
ticipants should experience the impact of their own contribution to their health,
be it for rehabilitation or simply to preserve/improve their health by regular
sports exercises. Ideally, they should achieve a better feeling for their body and
improve the quality of their lives in the long term. Due to the Code of Social
Law (”Sozialgesetzbuch”) every German individual has a right to benefit from
rehasports if certain indications are given. The expenses of rehasports have to
be borne by the statutory health insurances.

A general specification of Reha-sports has been set up by the German as-
sociation of statutory health insurances together with various associations of
Reha-sports providers. This general agreement describes for example how and
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how often Reha-sports sessions have to be exercised, who might be certified as a
Reha-sports provider, and which basic accounting process has to be followed|l].

For patients with neck or back pain, too weak muscles or too high percentages
of body fat, a typical prescription consists of about 50 sessions of Reha-sports.
The Reha-sports patient may take this description to any certified Reha-sports
provider in order to exercise there free of charge. (S)he only has to confirm
participation by signing a special signature form. The Reha-sports provider can
then send an invoice to the corresponding statutory health insurance together
with this signature form and the description in order to get refunded. Organizing
this process of accounting for their typically 300-600 patients is quite painful
for Reha-sports providers, as there are almost 200 different statutory health
insurances which need to be treated individually. In fact, due to the various frame
conditions it is almost impossible without computer support: e.g., accounts can
be sent only if a certain number of exercising sessions have been taken, and for
economical reason it would be beneficial to bundle accounts for one and the same
health insurance.

In this paper we present the development of a web-based accounting system for
rehabilitation sports, which, due to the small margins, requires a very economical
approach, both for its development and for its later use. The development process
was therefore driven by simplicity in two dimension: the accounting process
itself was reduced to the minimum under the given legal circumstances, and the
software development was clearly guided by total cost of ownership concerns. In
particular, standards where taken and artifacts reused wherever possible.

In particular, the paper sketches how the experience with an existing web ap-
plication called ” Rehasportzentrale” influenced the development of the new web
application in its goal to simplify the accounting process. Not only was it possible
to profit from the knowledge about the current bottlenecks of ” Rehasportzentrale”,
but also from the wealth of already collected data concerning the rehasports par-
ticipants, statutory health insurances, prescriptions, and also date, time and signa-
tures for every rehasports session. As one of its important process optimizations,
the new application automates the secure transfer of these data between the in-
volved participants based on a clean roles, rights, and access management. This
does not only simply the communication process itself, but it also the correspond-
ing bookkeeping. It is now easy to reliably track, who got which information at what
time, which is important in case something went wrong.

The development of the new web application was driven by simplicity as a
major concern. Of course, the new application should simplify the life of its users,
but simplicity of the software itself was also very important:

— The small margins did not allow any fancy development, and require a
strictly cost cost of ownership-oriented. approach.

— Time to market war very essential, to exploit the early mover advantage in
a new business area.

— Agility of a simple solutions war rated higher than perfectionism, concerning
coverage issues and beauty. In particular, being able to cover potential future
request was rated higher than a 100% match of today’s requirements.
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Throughout the paper we will emphasize simplicity as an essential and currently
more and more prominent design principle (cf. [2, 4, 6]). Its impact on the user
side is evident e.g. from Apple’s enormous success with products like iMac, iPod,
iPhone, iPad, ..., and it gradually enters system development, in particular in
cases where fast results and flexibility are in the foreground. Here, the so-called
80/20 approach is central, meaning that often 80% of the requirements can be
achieved with only 20% of effort. In fact, in system development, the numbers are
even more striking, and one could easily speak of 90/10 approaches, as solutions
close to current standards can often be realized in very short time, whereas
deviations from those standards may be extremely costly. The project described
here illustrates the success of such a KISS ("Keep it simple, stupid”) approach.

In order to implement the software product in a simple way the eXtreme
Model Driven Design (XMMD) approach has been followed, which achieves sim-
plicity by combining service-orientation [5] with the ”One Thing Approach” [3].
This supports strict separation of concerns while enforcing consistency between
the design steps of the various involved roles.
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Many embedded systems must satisfy timing requirements, which describe how
these systems should behave with respect to timing. Such requirements must
be dealt with throughout the system development process: from their initial
specification, expressed at an abstract level, through the increasingly concrete
layers, to the final implementation level. There is a growing awareness that this
process needs support from languages, tools, and methodologies.

The term “timing constraint” encompasses timing requirements, which de-
scribe how a system should behave, as well as timing properties which describe
how the system really behaves. Languages for defining timing constraints allow
checking the consistency of specifications and verifying the correctness of imple-
mentations with respect to requirements, by both formal means and testing. The
AUTOSAR timing extensions provide an example of a domain-specific timing
constraint language for automotive systems, but general principles for the design
of suitable timing constraint languages are sorely needed.

This track aims to bring together researchers and practitioners who are in-
terested in all aspects of timing constraint languages, including their syntactic
and semantic formulation, probabilistic or weakly-hard variants, industrial case
studies using timing constraints, tools and methods for verification of properties
expressed in timing constraint languages, and methodologies for the use of such
languages and tools in the system development process.

Three of the track contributions deal with the Timing Augmented Descrip-
tion Language (TADL) [3], which has been adopted by EAST-ADL and forms
the basis for the timing extensions of AUTOSAR. In [5], a small first-order logic
is defined. This logic can express timing constraints very succinctly, and it can
be used to describe the semantics for timing constraint languages like TADL.
[8] develops generalized weakly-hard constraints: such timing constraints specify
that a condition on the timing is to hold at least n out of m times. An exten-
sion of TADL with such timing constraints is proposed. In [7], proposed novel
features of TADL such as symbolic timing expressions and multiple time bases
are demonstrated on an industrial case study.

Two track contributions consider the formal verification of timing constraints.
In [6], Timed Observational Transition Systems are used to model and verify
the TESLA source authentication protocol. |[2] proposes to translate timing con-
straints expressed in the MARTE RTS modeling language into Timed Petri Nets
for verification by model checking.
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Finally, two track contributions consider code-level timing analysis. [4] de-
scribes the Worst-Case Execution Time (WCET) analysis tool CalcWcet167,
which has been extensively used in WCET analysis research at TU Vienna.
In [I], the abstract-interpretation based WCET analysis technique of abstract
execution is extended to a class of event-driven, concurrent programs.

In conclusion, this track presents contributions focusing on various aspects
of timing constraints, from expressiveness issues to verification methods. This
illustrates some of the current research directions in the domain.
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Abstract. Formats for describing timing behaviors range from fixed
menus of standard patterns, to fully open-ended behavioral definitions;
of which some may be supported by formal semantic underpinnings, while
others are better characterized as primarily informal notations. Timing
descriptions that allow flexible extension within a fully formalized frame-
work constitute a particularly interesting area in this respect.

We present a small logic for expressing timing constraints in such an
open-ended fashion, sprung out of our work with timing constraint se-
mantics in the TIMMO-2-USE project [15]. The result is a non-modal,
first-order logic over reals and sets of reals, which references the con-
strained objects solely in terms of event occurrences. Both finite and
infinite behaviors may be expressed, and a core feature of the logic is the
ability to restrict any constraint to just the finite ranges when a certain
system mode is active.

Full syntactic and semantic definitions of our formula language are
given, and as an indicator of its expressiveness, we show how to express all
constraint forms currently defined by TIMMO-2-USE and AUTOSAR. A
separate section deals with the support for mode-dependencies that have
been proposed for both frameworks, and we demonstrate by an example
how our generic mode-restriction mechanism formalizes the details of
such an extension.

1 Introduction

Timing behavior descriptions exist in many different forms. Classical real-time
scheduling theory defines the basic periodic and sporadic patterns to describe
task activations, along with the simple notion of relative deadlines for capturing
the desired behavior of a system’s response. Digital circuits are often accompa-
nied by timing diagrams [4], where selected scenarios from an infinitely repeat-
ing behavior are depicted graphically, specifically indicating the minimum and
maximum distances between key events. In the automotive domain, the model-
based development frameworks of AUTOSAR [0] and EAST-ADL [§] offer a rich
palette of built-in timing patterns and constraints, commonly specified in terms
of typical-case timing diagrams. On the theoretical side, temporal and real-time
logics concentrate on a few basic building blocks, from which more complex
timing formulae can be constructed using logical connectives.
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The timing models of classical scheduling theory are well-understood, but
limited in expressiveness and essentially closed — even though they have been
successfully extended with notions such as jitter and release offsets, every exten-
sion has to show that it also can be understood and analyzed in ways that mirror
the original theory. As a contrast, graphical timing diagrams appear inherently
open-ended, but this is primarily the consequence of a lack of rigor in this in-
formal notation. AUTOSAR and EAST-ADL can express some very complex
timing behaviors, but pay the price of being both informal as well as closed to
extension. A formal foundation for the timing constructs of both languages has
previously been defined by the TIMMO-2-USE project, but extensibility of this
foundation has so far not been addressed.

This paper contributes a retake on the TIMMO-2-USE formalization effort, by
means of a timing constraint logic that is able to express all existing constraints,
while also acting as a toolbox for building new and open-ended forms of well-
defined timing behaviors. The logic, called TiCL (Timing Constraint Logic), is
similar to existing real-time logics in this respect, but differs in the following
important ways:

— TiCL is a logic of pure timing constraints. It does not attempt to express
any functional properties of the systems it constrains, and it only interfaces
to the latter via the notion of event occurrences. This separation of con-
cerns is central to the ability to blend with EAST-ADL and AUTOSAR,
whose complex semantics does not yet allow full formalization of functional
behavior.

— TiCL is not a modal logic. In fact, TiCL just represents a carefully chosen
selection of operators from a standard first-order logic over the real numbers
and real number sets.

— TiCL is not restricted to infinite behaviors only. Finite behaviors can be
expressed with ease, and one of the strengths of TiCL is a mechanism for
restricting a generic constraint to just the finite ranges when a certain system
mode is active.

In Section P] we introduce introduce TADL, a language for timing constraints
that was defined in the TIMMO project and has influenced the AUTOSAR
Timing Extensions. We then define the syntax and semantics of TiCL in Sec-
tion [3] establish some convenient notational short-hands (Section [), and show
how current TADL and AUTOSAR constraints are captured (Section [l). The
mechanism for interpreting mode-dependencies is explained in Section Bl We
discuss related work in Section[7l Verification and analysis issues are beyond the
scope of the current paper, but the topic will be returned to in the concluding
discussion (Section []).

2 TADL

The Timing Augmented Description Language (TADL) [I0] is a constraint lan-
guage for describing timing requirements and properties within the automotive
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domain. It was originally defined in the TIMMO project, and is now being re-
vised and formalized within the TIMMO-2-USE project: TiCL is an outcome of
this work. The syntax of TADL is compliant to the AUTOSAR meta-model, but
the TADL constraints can also be understood through a textual syntax.

TADL defines constraints on events, which are simply (finite or infinite) se-
quences of strictly increasing times. The definition does not specify whether
times are integers or reals: the constraints have meaningful interpretations in
both cases. An element in an event is an occurrence of the event.

TADL’s constraints, as defined in [10], can be divided into three groups: rep-
etition rate constraints, which concern single events, delay constraints, which
concern the timing relation between stimuli and responses, and synchronization
constraints, that require that corresponding occurrences of a group of events
appear in sufficiently tight clusters.

All repetition rate constraints can be seen as instances of a generic repetition
rate constraint. Such a constraint is specified by four parameters lower, upper,
JJitter, and span. An event (tq, to, . ..) satisfies a generic repetition rate constraint
iff there exists an sequence of times (x1,x9,...) such that for all i > 1,

z; < t; < x; + gitter

and for all ¢ > span,
lower < x; — i span < upper

Now, a periodic repetition constraint is a generic repetition rate constraint where
span = 1, and lower = upper. A sporadic repetition constraint has span = 1,
and upper = oo. TADL also defines more complex pattern repetition constraints,
and arbitrary repetition constraints, see [10].

Delay constraints relate two events, called stimulus and response, by demand-
ing that each occurrence of one event is matched by at least one occurrence of
the other within some time window. Depending on whether these time windows
are achored at the stimulus or response occurrences, TADL names the delay
constraints reaction or age, respectively.

Both the reaction and age constraints are characterized by the parameters
lower, and upper. A stimulus event (si, ss,...) and a response event (ri,ro,...)
satisfy a reaction constraint with parameter lower, upper iff for all s; there exists
r; such that

s; + lower < r; <'s; + upper

The same events satisfy an age constraint with the same parameters, iff for all
r; there exists an s; such that

r; — upper < 8; < rj — lower

Synchronization constraints were originally defined as rather complex constructs
in both TADL and AUTOSAR, being syntactic (but notably not semantic) ex-
tensions of the delay constraints [I0]. Both language have since then simplified
the notion of synchronization considerably, and the upcoming release of TADL
v2 defines synchronization as a constraint on a group of events S, characterized
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by a single parameter tolerance. Such a constraint is satisfied iff there is a se-
quence of times (1,2, ...) such that for all z; and all events (s1,s2,...) € S
there exists at least one s; such that

x; < 55 < xy + tolerance

The TADL v1 definition of synchronization will be further discussed at the end
of Section

A common theme in the definitions above is that they all rely on an infinite
number of indexed event occurrences, which excludes their use in scenarios that
span only finite intervals (as in mode-switching systems, for example). They are
also practically closed, due to the fact that the logic in which the definitions are
expressed is left unspecified in the current TADL. Both these deficiencies will be
addressed by the introduction of TiCL.

3 TiCL

The basic purpose of the timing constraint language TiCL is to express truth
statements about the points in time when events occur. Points in time are in-
terpreted as real values, and since such values are totally ordered, events can
simply be understood as sets of reals (infinite or finite). We make the choice to
also represent time intervals as sets of time values; such sets are however always
infinite. Three different sets of variables form the basis of TiCL: one denoting
time values (Tvar), one ranging over sets (Svar), and yet another form standing
for arbitrary arithmetic values not denoting points in time (Avar). The syntax
of TiCL is given in Fig. Il

Syntactic categories

r € R (arithmetic constants)

v € Avar (arithmetic variables) e,f € AExp (arithmetic expressions)
X,Y € Svar (set variables) E,F € SExp (set expressions)
z,y € Tvar (time variables) ¢,d € CExp (constraint expressions)

Abstract syntax
e = rlwoletf | e=flexf | e/f|IEl | XE)
E —- X | {z:¢}

¢c — e<f | xz<y | z€E | ¢cANd | =c | Yvo:c | Vz:c | VX:c

Fig. 1. TiCL syntax

TiCL distinguishes between three kinds of terms. AExp is the set of arith-
metic expressions formed from constants, variables, arithmetic operators, as well
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as the size | E|, or the measure \(E), of a set expression E. By measure we mean
the total length of all continuous intervals in E (that is, the Lebesgue measure
of E). The set expressions SExp take the form of a set variable X, or a set
comprehension {x : ¢} — the set of all times x such that constraint ¢ (which
may reference z) is true. CExp, finally, stands for the set of boolean constraint
formulae formed from inequalities between arithmetic expressions, inequalities
between time variables, set membership (2 belongs to the set of times denoted
by E), logical connectives, and quantification over arithmetic, time and set
variables.

true =0<1 Fu:e=(Vv:—c)

Jz:c=—(Vz: —e)
X :ec=-(VX : —c)

— VeeE:c=Vr:zeE = ¢
ezfiegi/\fge JreE:c=3x:x€ ENc
””fﬁ(f—/{) IX=FE:c=3X:X=EAc
e<f=esfhrezf {zxeE:c}={r:x€ EAc}

ECF=Vex:z e =>zecF

FE—F=ECFAFCE EUF={z:z€ EVz€F}

ENF={z:x€e EANx€eF

E+F=—(E=F) EE:L%%E} }
= C - !

ECF=ECFNEZF E\F={z:z2cEAnzdF}

r¢ E=~(z€E)

Fig. 2. Standard syntactic abbreviations

The syntax of TiCL is thus entirely standard, and should—with the possible
exception of the Tvar/Avar distinction—suggest an absolutely straightforward
first-order logic semantics. The reason why time variables are kept distinct from
their arithmetic counterparts is that absolute time values are never interesting in
their own right; only their relative distances are. By making it impossible to form
arithmetic expressions directly from time variables, the TiCL constraints become
independent of the arbitrary point in time a user chooses to refer to as time
"zero". This contrasts sharply to the arithmetic variables, which typically stand
for aspects such as minimum interval length, maximum number of occurrences,
etc—i.e., aspects whose absolute values are of prime interest in the definition of
timing constraints.

As an example TiCL formula, here follows a constraint that demands the
occurrences of event X to be no more than, and to occur no later than, the
occurrences of event Y [1

I X|<|Y|AVz :Vy:=(ze XAy eY A=(z <y))

! We use a concrete syntax where quantifiers scope as far to the right as possible, and
standard operator precedences apply.
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4 Abbreviations

For added convenience, we complement the basic syntax of TiCL with a series
of syntactic abbreviations, the first of which is defined in Fig. Bl By taking
advantage of these notational short-hands, we may choose to express the example
constraint of the previous section as follows:

I X|<|Y|AVzeX :VyeY :z<y

Sets of time values do not only represent the generally sparse points in time
where different events occur, but also the notion of dense intervals — i.e., sets
that contain all time values above or below chosen endpoints. Fig. [l defines some
useful interval constructors, that take either single time values, or sets of such
values, as starting points.

z<]={y:z <y} [E<]={y:FxeE:z<y}
z<l={y:z<y} [E<]={y:VzeFE:z<y}
[<a]=[o <] [<El=[E<
[<a]=[z<° < B =[E<°

o) = o <IN [< o] 5] = [F<)n[< B]

Fig. 3. Interval constructors

Intervals are important for separating legal and illegal occurrences of events.
The following operations filter out occurrences of an event that are either above
or below a certain point in time.

E.. =Enfz<]
E.,=FEN[<1]

The first of these filters, in combination with the previous interval constructors,
allows us to express the range of time values starting at some point = and ending
right before the next occurrence of an event FE.

[z.E] = [z <]N[< (Ez<)]

Generalizing the previous notation to two events E and F', we end up with an
operator that captures a set of ranges, where E contains the possible starting
points, and F' the possible end-points.

[E.Fl={z:3yeFE:zcly.F|}

Fig. @ shows the intuition behind this range operator in graphical form.

As an inverse of the range operator, we may also define two operations that
extract the set of starting points and end-points, respectively, from a set of
disjoint intervals.

Eyr={zeE:Yy<z:y¢d EAVY :y<y <z =y ¢ L}
Ey = (E%);
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X I I

v | | | |
[X.Y] [ [

Fig. 4. Scenario illustrating the active ranges between two events

Since the length of an interval is captured by the measure operator, we may
introduce the relative distance between two time values as an arithmetic expres-
sion.
2=y = A(ly-.a]) — M)

Note how the use of two swapped intervals makes the distance operator capable
of returning both positive and negative results, depending on which of the times
z and y that is greater.

The distance operator allows time translation of sets to be expressed, and the
range notation to be generalized accordingly.

Es>e={r:FyecE:y—x=e}
E<e=E>»0-e¢
[zte.y+f] = ([z <] > e) N ([<yl > f)

We also provide an option for indexing a set of time values from zero and up.
Since indexing must fail if the set in question contains too few elements, or if
an index falls inside a continuous interval of elements, the indexing operator is
integrated into a constraint form that simply becomes false under those circum-
stances.

x=FEl)=xcEN|Ec|=¢

Another useful constraint form that is definable in terms of intervals is the
subrange relation:
E<dF=3z:Jy: E=FnNz.y

As a generic mechanism for open-ended extension, TiCL allows user-defined
constraints to be named and placed in the available abbreviation environment
alongside the notational short-hands introduced above. Each such constraint
definition is of the form

Cz,X,v)=c

where C is a name drawn from some set of constraint identifiers, ¢ is a constraint
expression, and x, X, and v are zero or more distinct time, event, and arithmetic
variables, respectively. A named constraint can be referred to by writing

C(y,E,e)

where the number of terms in y, F, and e must match the corresponding param-
eter lists in the definition of C.
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To constitute a valid constraint definition, C(z, X,v) = ¢ must fulfill two
conditions:

1. ¢ must not contain any other free variables than those in z, X, and v.
2. ¢ must not refer to C, or any other constraint definition that directly or
indirectly refers to C.

These conditions ensure that in any context, named constraints can be removed
by simply macro-expanding their respective definitions.

5 Expressing TADL Constraints

In this section we demonstrate the expressive power of TiCL by showing how
the various timing constraints defined by both TIMMO and AUTOSAR can be
captured formally. The intention is neither to explain the intuition behind these
constraints here, nor to motivate any particular design choices in the definitions.
In fact, some constraints are actually given multiple definitions, reflecting the
alternatives that have appeared in different TIMMO or AUTOSAR versions.
The focus in this section is primarily on the semantic details that distinguish
such alternatives from each other.

The basic TADL delay constraint requires that for each occurrence of a stim-
ulus event X, there must exist some occurrence of response event Y at a relative
distance determined by a lower and an upper bound (v; and v,,).

delay(X,Y,vj,v,) =Ve e X : yeY iy <y—a <,

Two delay constraints in a symmetric fashion form a bidelay. Such a constraint
is not actually part of TADL, but we give it a name here nevertheless because
it will prove useful in the specification of other TADL constraints.

bidelay (X, Y, v, vy) = delay(X, Y, vy, v,) A delay(Y, X, —vy,, —v;)

An alternative form of delay that will also be subsequently needed requires that
each response occurrence is unique within the specified time window.

unidelay (X, Y, v, vy) =V € X 1 Y N[z +v.24+v,)| =1

Yet another useful form is the strong delay, which demands that the stimulus
and response events are related for each indexed occurrence.

strongdelay (X, Y, vj,v,) =Vi Ve =X(1): Jy=Y (@) : vy <y—xz < v,

The differences between these delay forms are subtle but important. The basic
delay allows multiple responses to a single stimuli, as well as responses that
are shared by multiple stimuli. bidelay does the same, but disallows orphan
responses. The unidelay constraint rules out multiple possible responses, but still
allows the mapping of many stimuli onto a single response. strongdelay requires
the stimulus and response occurrences to appear in lock-step.
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TADL further defines a repetition constraint, which can be conveniently cap-
tured in two stages. First we introduce the basic notion of a repetition, which
says that any stretch of v, periods (i.e., any subrange of v, +1 event occurrences)
must have a distance between the first and last occurrence that is bounded by
v and vy,.

repeat( X, v, Uy, vs) EVY <X 1|V =vs+1 = v < A([Y]) < vy
Then we add the jitter component by means of a local event and strongdelay:
repetition (X, vy, vy, vj,vs) = Y : repeat (Y, vy, vy, vs) A strongdelay(Y, X, 0,v;)

Notice how Y here takes the role of a set of ideal points in time, from which the
actual event X may deviate by at most the jitter distance v;.

The third pillar of TADL is the synchronization constraint, which in its weak
form can be expressed as follows:

sync(Xq, ..., Xp,v;) = 3Y : bidelay (Y, X1,0,v;) A - - - A bidelay (Y, X,,, 0, v;)

That is, synchronization implies that each occurrence of each event X; is suffi-
ciently close to a "cluster" point of some set Y, and each such point in turn is
sufficiently close to occurrences of all the X;. Note that by choosing bidelay over
the other delay forms in this definition, TADL deliberately accepts both overlap-
ping synchronization clusters, and clusters containing more than one occurrence
of some events. A strong synchronization variant, which requires all synchronized
events to appear in a lock-step fashion akin to the strongdelay constraint, can
easily be defined in terms of the latter (not shown here).

TADL has recently been extended with a constraint capturing the notion
of bounded execution times, which is a bit challenging to formalize purely in
terms of events. However, if one assumes the existence of events indicating not
only the start and termination of the function of interest, but also preemption
and resumption of that function, an ezxectime constraint can be defined quite
succinctly in TiCL.

exectime(X,Y, X", Y v, v,) =Vo € X 1 vy < M[z.Y\[X"..Y']) < v,

This definition assumes that X and Y capture the points in time when the
function of interest is started and terminated, and that preemption and resump-
tion points for that function are given by events X’ and Y’, respectively. The
set [X’..Y’] thus indicates the intervals during which the measured function is
preempted, and those points in time should be excluded from each invocation in-
terval in order to obtain an accurate execution time. The value to be constrained
is the sum of the interval fragments that remain, which is equivalently expressed
as the measure of the corresponding set. Fig. Bl shows a graphical illustration of
an exectime scenario, where x1 and xo denote the starting points of two separate
invocations of the constrained function.
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Fig. 5. Event scenario illustrating the exectime constraint

sporadic(X, vy, vu, vj, vm) = repetition(X, vy, Vu, vj, 1)A

minimum(X, vm)

sporadic(X, vp, Up, Vs, Um)

delay(Y, X,v1,v1 +vj) A+ A

delay (Y, X, vn, vn + vj)A

minimum(X, vUm )

repeat(X,vi, v, 1) A+ A

repeat (X, vn, vy, n)

burst(X, vi, Un, Um ) = repeat(X, vy, 00, vp + 1)A
minimum(X, vm)

periodic(X, vp, V5, Um)
pattern(X,Y,vi,...,Un, v, Um)

arbitrary (X, vi, ..., Un, V], ..., 0})

Fig. 6. Derived TADL constraint definitions

Further TADL constraints are definable entirely in terms of the building blocks
introduced so far. Fig. [6]l shows the definitions that apply to TADL v2H The
minimum constraint referenced in several places is just a jitter-free repetition
spanning subsequent occurrences, with infinity as its upper bound.

minimum(X,v) = repeat(X,v,00,1)

To further exemplify the precision that is possible to express using TiCL, we
give a few alternative definitions of the pattern and sync constraints above. The
patternl variant represents one reasonable interpretation of the corresponding

2 TADL v2 also includes a group of delay and synchronization constraints that use
an externally provided causality relation to filter out the event occurences that that
a particular delay or synchronization window should contain. TiCL can easily be
complemented with the machinery necessary to express this extension, but we do
not show it here in the interest of notational brevity.
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AUTOSAR constraint, which assumes that the underlying periodic cycle of the
pattern is automatically detected. Also, constraint synci captures the quite com-
plicated definition of synchronization that was a part of TADL v1, where syn-
chronization was not expressible without also embedding a delay from a reference
event governing when synchronization must take place.

patternl (X, vp, Vj, Um, V1, . .., Uy) = 3Y : periodic(Y, vy, 0,0)A
pattern(X,Y,vi, ..., Un, U, 0m)

syncl (Y, X1, ..., Xn, v, vy, v5) = unidelay (Y, X1, v, v0) A -+ A
unidelay (Y, Xy, vi, vy)A
Y7 : strongdelay (Y, Y, v, vy)A
sync(Y', X1,..., X5, v5)

6 Modes

Mode dependency is a design pattern that is used frequently in many AUTOSAR
and EAST-ADL models, and which naturally also has an impact on the notion
of timing correctness of such models. Simply put, a mode is an abstraction over
the state of a system, such that at each point in time, the mode is either active
or inactive. Modes are typically used to guard different functional behaviors,
emphasizing orderly distributed mode transitions over distributed behavior in
general. A mode-dependent timing constraint is then understood as a constraint
that only has to hold while the referenced mode is active; outside those active
intervals, the constraint should count as being vacuously true.

However, while the basic intuition behind modes is relatively simple, its ap-
plication to timing correctness presents some interesting design problems. The
fundamental challenge is that timing constraints express properties that gen-
erally involve multiple points in time, and a mode change that occurs in the
middle of such an interval may very well render a mode-dependent constraint
ambiguous. A delay constraint serves as a simple illustration. Should an absent
response be tolerated if a mode deactivation intervenes? Should a stray response
be accepted if it could have been caused by a stimulus outside the current mode
interval?

Examination of real world scenarios has led us to believe that the generic
answer should be yes to all such questions. A mode-dependent constraint should
be considered satisfied if it holds for the event occurrences within each active
interval, plus some hypothetic and optimally chosen occurrence pattern outside
each interval. If this idea is formalized correctly, it should be possible to put a
mode-restriction on an arbitrary constraint and obtain a meaningful semantics,
even if the constraint has not been defined with the specific challenges of mode-
switching in mind.
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The approach we have taken is to model modes as sets of time values, just
like we do for events and arbitrary intervals. To make the mode intuition clear,
however, we introduce a distinct class of variables to range over modes:

M € Svar (mode identifiers)

Semantically, a mode identifier M stands for some set of time values, just like
an X or a Y. In particular, if X and Y are events indicating the activation
and deactivation of some mode M, a natural way to express this formally is to
introduce M in some scope c as follows:

M =[X.Y]:¢c

Alternatively, a mode M can be defined as some combination of other modes
using union, disjunction, or any other defined operator on general sets.

We now introduce a syntax for mode-restricted constraints, by means of a
decoration to the application of a named constraint macro.

C(y,Er,...,En,e)%M

The core of our mode-restriction mechanism is the semantics given to this con-
straint form. As before, we proceed in terms of a translation of the syntax form,
that results in a constraint term where the new syntax is absent. We begin with
the simple case where C' takes only one event argument.

Cly, E,e)%M =Vz € My : 3V = [z.M|] : IX C YL : C(y, (ENY)UX, e)

The definition should be read as follows. For the given mode M, its activation
and deactivation points (M7 and M) are identified. Then, for each activation
point z in My, a freely chosen X, subset of the possible time values outside the
current activation interval Y, is added to the subrange of event parameter F
that falls within Y. That is, the translated, mode-independent application of C'
takes FNYUX as an argument in place of F, which captures the intuition that
a mode both ignores and assumes the best about occurrences that fall outside
its active intervals. Generalized to n event arguments, the translation becomes

C(y, Ev,...,En,e)%M =Vx € My : 3Y = [x..M|] :
Ix, cyC.. .. :3x,cvyt:
Cly, (EANY)UXy, ..., (E,NY)UX,, €)

To illustrate the power of this interpretation of mode-dependencies, we define a
somewhat contrived, but still perfectly sound, variant of a repetition constraint:

cyclic(X,v) = delay(X, X, v,v)

This constraint is special because it only holds for infinitely repeating events.
The top of Fig. [1 shows the initial trace of an event F that certainly does
not satisfy cyclic(E,v) for any v. However, the intent is now that the constraint
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Fig. 7. Event scenario involving a mode-restricted constraint cyclic(E,v)%M

only has to hold while mode M is active; i.e., cyclic(E,v)%M must be true.
While it is clear that FE is repetitive during the activity intervals, just limiting
E to those intervals would not work—all such E subsets would be finite. But
by interpreting mode-restriction as a constraint on mode-limited event subsets
extended with arbitrarily chosen points outside the mode interval, even infinitely
demanding constraints like cyclic become possible to apply in finite contexts.

What Fig. [ depicts below the trace of E is the assumed activity intervals
of mode M, its activation and deactivation points, the complements of the first
and second activity intervals of M (i.e., the sets from which suitable subsets X
may be drawn), and the resulting, purely cyclic patterns that result when the
relevant subsets of E are suitably extended.

7 Related Work

TiCL shares its main objective with the various real-time (timed/temporal) log-
ics that have been proposed in the context of model-checking and verification
of timed automata: to offer a comprehensive formalism for specifying the tim-
ing behavior of a system in a logically robust way [SIZUT3IT2ITI9]. This line of
research is uniformly dealing with modal logics; i.e., logics whose semantics is
based on sequences of system states and atomic predicates on these. Such gener-
ality allows the integration of timing aspects into arbitrary specifications of func-
tional behavior, as would be expected by the model-checking approach. TiCL
exhibits a much weaker connection between timing properties and their under-
lying systems, by only allowing relations on the occurrences of abstract events
as its atomic formulas. This makes TiCL unsuitable as a general model-checking
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specification language, although it also makes for a very clean identification of
the properties that are purely concerned with timing.

At the same time, TiCL is fundamentally more expressive than the modal
approaches in being a first-order logic. The additional power stems primarily
from the universally (and existentially) quantified variables of TiCL, which may
range over both points in time as well as sets of such values. Temporal logics
allow only a limited form of quantification through temporal operators, whose
closest counterparts in TiCL would be quantifiers introducing variables used
just as event indices. A mode-dependency operator like ours, which critically
depends on the ability to quantify over sets, appears very difficult to express in
a temporal logic style, if at all possible. It should also be noted that the core
TiCL operators and quantifiers are entirely standard in the logic field, whereas
the various temporal and real-time logics are to a large extent identified by the
custom operators they provide. Of course, TiCL pays a price for this generality
by being undecidable, but its intended role as a disambiguation tool for humans is
more dependent on a standard semantics and a carefully delimited syntax than
on decidability issues. Moreover, there are reasons to believe that practically
significant fragments of TiCL are indeed decidable, analogous to the case for
first-order logics in general.

Amon et al. [4] define a specification language for capturing the logic of tim-
ing diagrams in a form that resembles our constraint language minus the event
variables and with restricted integer arithmetic (no division operator, multipli-
cation by literals only). This sublanguage corresponds to Presburger formulas,
for which automatic and efficient verification procedures exist. It remains to be
seen to what extent the approach allows extension towards the full TiCL syntax
(one particular sub-case that appears particularly benign is top-level quantifi-
cation over real-valued sets, which should imply little more than just iterated
verification).

CCSL [5] is a language for specifying timing constraints in the UML profile
MARTE [14] for modeling and analysis of real-time systems. CCSL can specify
clocks, which correspond to events, and relations between them. Relations include
various sub- and precedence constraints. It seems that TiCL quite readily could
express counterparts to CCSL clock constraints on events.

Timed automata [2] are automata extended with various clock variables, which
can be used to model real-time systems. Model checking can be performed over
timed automata to verify that the models have certain properties. The properties,
which typically are reachability properties, are then specified in some temporal
logic. UPPAAL [I1] is a well-known tool for modeling and verification using
timed automata.

Transitions in timed automata can be guarded by constraints on the clocks:
thus, timed automata can to some extent include timing constraints in the mod-
els. However, the style is state-oriented rather than event-oriented and thus
quite different from TiCL. Also, timed automata and their temporal logics are
usually designed to be decidable, allowing efficient procedures for model check-
ing whereas TiCL favours expressiveness. An interesting question, of course, is
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whether some nontrivial fragment of TiCL can be translated into timed automata
as it would allow automatic verification of that fragment.

8 Conclusions and Further Research

We have presented TiCL, a simple logic for expressing timing constraints on
events. TiCL came out of the work with TADL, a language for specifying timing
requirements and -properties that is intended to be used with AUTOSAR and
EAST-ADL in the automotive domain. TiCL offers a rich syntax, on top of
a simple kernel language, for defining constraints on events defined as sets of
times. We showed how to express TADL’s timing constraints in TiCL, as well as
some other timing constraints that seem natural and useful. We also introduced
mode-dependent TiCL constraints, with a special mode restriction operator, and
gave the operator a semantics by translation into TiCL without this operator.

Expressing timing constraints by translation into a logic like TiCL has several
advantages. One advantage is that the semantics of timing constraints becomes
well-defined and unambiguous, since TiCL itself has a very clear, standard se-
mantics. In particular this is true for mode-dependent constraints, since they
have hitherto never been given a stringent semantics although they are present
in both AUTOSAR, EAST-ADL, and TADL. We believe that we have found the
“right” definition of mode dependency, and the semantics of this definition can
be used to give a well-defined semantics for mode dependency in, say, TADL as
well.

Another advantage is that tools for validating or verifying timing constraints
can work by translation into TiCL. Tools that check the validity of event traces
vis-a-vis some timing constraints, or that simulate systems based on timing prop-
erties expressed in, say, TADL, can work on TiCL rather than TADL. Since
TiCL is simple, with a clear semantics, such tools will be easier to implement
for TiCL. This is similar to compilers, where programs are first translated into
some intermediate format that is easier to work on.

TiCL also offers a way to express timing constraints in situations where the
fixed format constraints of languages like TADL turn out not to be applicable. A
“power user” can easily define new timing constraints in TiCL that are tailored
to special needs. Similarly, if later versions of AUTOSAR or TADL will have
a modified set of timing constraints, then these will most likely be expressible
in TiCL as well. Once a translation to TiCL is established the new constraints
will have a well-defined semantics, and tools that are based on TiCL will work
immediately.

Finally, TiCL opens a possible route for formal verification of timing con-
straints. Although TiCL itself is not a decidable logic, it does not seem unlikely
that there are nontrivial fragments that are decidable. Timing constraints that
can be expressed within such fragments will then be possible to verify formally
by an automated decision procedure.
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Abstract. Real-time systems must meet, in addition to their functional
requirements, requirements regarding their timing behavior. In the case
of hard real-time systems, such requirements include the absence of dead-
line misses. In contrast, for soft real-time systems, a “reasonable” number
of deadline misses may happen without leading to a system failure. The
usual definition of what a “reasonable” number of deadline misses for-
mally means is based on probability distributions. Another option is to
use weakly-hard constraints, which describe bounds on the number of
allowed deadline misses in a given time window.

In this paper we show the interest of using weakly-hard constraints
for other purposes than describing deadline misses, e.g. to describe exe-
cution times or jitter. We discuss in depth the semantics of weakly-hard
constraints with an emphasis on how they can be inferred from other
weakly-hard constraints and compared to probabilistic constraints.

1 Introduction

Real-time systems must meet, in addition to their functional requirements, re-
quirements regarding their timing behavior. In the case of hard real-time sys-
tems, such requirements include the absence of deadline misses. In contrast, for
soft real-time systems, a “reasonable” number of deadline misses may happen
without leading to a system failure. The usual definition of what a “reasonable”
number of deadline misses formally means is based on probability distributions.
Another option is to use weakly-hard constraints, which describe bounds on the
number of allowed deadline misses in a given time window.

In this paper, we make a proposal for an extension of the Timing Augmented
Description Language [I0] (TADL) to soft constraints, weakly-hard and proba-
bilistic. TADL was first defined in the TIMMO project [I2] and then integrated
into EAST-ADL by the ATESST2 project [I]. An improved and extended version
of TADL, called TADL2, is now being developed in the context of the TIMMO-
2-USE project [13]. In particular, we show the interest of using weakly-hard
constraints for other purposes than describing deadline misses, e.g. to describe
execution times or jitter. We also discuss in depth the semantics of weakly-hard
constraints with an emphasis on how they can be compared to probabilistic
constraints.
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This paper is organized as follows: in Section [2] we first present the key as-
pects of TADL and a new basic constraint needed for representing constraints
on execution times in TADL2. In Section [B] we show how to extend the DELAY
constraint from TADL in order to allow the expression of the weakly-hard con-
straints introduced in [2]. We then demonstrate the interest of providing similar
extensions for the other constraints of TADL and provide a result for deriving
new weakly-hard constraints from a given one. In Section El we first focus on
probabilistic execution times as they are usually formalized, e.g. in [7]. Then we
show how probabilistic constraints are represented in TADL2, in particular be-
cause histogram distributions must be permitted. Finally we relate weakly-hard
constraints and probabilistic constraints.

2 Strongly-Hard Timing Constraints

The systems for which we want to express constraints consist of software compo-
nents performing for example a computation or some storage or communication,
which we call tasks. These components are mapped onto hardware components
(e.g. processors, memories, buses) called resources, on which they execute. When
a resource is shared by several tasks, a scheduling policy decides in which order
tasks are executed.

The execution of a task is triggered by an input event received by the task,
called activation. The end of the execution is indicated by the output of an-
other event, called termination. As is the case in all event-based approaches,
we abstract from the data often associated with events (e.g. the result of a
computation associated with a termination event) and identify the behavior of
the system with how events occur during execution. This makes the size of our
system abstraction manageable. An event trace describes the set of instants at
which a given event takes place. Note that we only use traces focusing on one
specific type of event, which is for example the activation or the termination of
a given task 7, as well as preemptions and resumptions if the scheduling policy
is preemptive. The behavior of the system is then defined as a set of traces.

In this paper we assume that time is discrete (Time = N), time windows can
be of infinite size (TimeWindow = N U {oo}) and we consider infinite traces
starting at an instant 0.

Definition 1. A trace of an event e is an increasing function o, : NT — Time
where oe(n) is the point in time when e occurs for the n-th time.

We use the notation &, for denoting the set of traces of e. By extension to a set
of events E, G denotes the set of trace sets containing exactly one trace per
event in E. For example, if F = {s,t} then an element of & g would contain one
trace of s and one trace of t.

Definition 2. The timing behavior of a system with respect to a set of events
E,ys is represented by an element of S, , that is, one trace per event in E.

sys
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Definition 3. A constraint c on a vector of events < ey, ...,e, > (forn € NT)
is a predicate on Gye, . e.}, i-€., a function which takes one trace ge, per event
ei and returns true if the set of traces {0e,, - ..,0e, } Satisfies the constraint, and
false otherwise.

We now present the basic constraints of the Timing Augmented Description
Language (TADL) defined in the TIMMO project [12] and developed now as
TADL2 in TIMMO-2-USE [13]. TADL is based on three constraints from which
all other constraints are derived:

e DELAY constrains the time window between the occurrence of a source
event and that of some corresponding target event.

e REPETITION constrains the distance between occurrences of the same
event.

e SYNCHRONIZATION constrains the maximum distance between events
which are expected to occur at the same time.

We choose to focus on the first two constraints as the SYNCHRONIZATION
constraint does not yield any specific problem. Note that the DELAY con-
straint presented here corresponds to the STONG-DELAY variant introduced
in TADL2 for describing response times.

2.1 DELAY Constraints

Definition 4. A DELAY constraint on two events s (source) and t (target) is
a constraint parameterized by a pair of time windows:

o (lower, upper) € TimeWindow x TimeWindow
A timing behavior {os, 01} satisfies DELAY ¢ (lower, upper) if and only if
Vn € NT : o5(n) + lower < o¢(n) < os(n) + upper

In other words, a behavior satisfies such a DELAY-constraint iff the time window
between an occurrence of s and the corresponding occurrence of t is bounded by
lower and upper.

Example 1. If act and end are the events describing respectively the activation
and the termination of an execution of a task 7 with a deadline D, then the fact
that 7 should not miss any deadline is expressed by the constraint

DELAYact,end (07 D)

which states that the response time of 7 should always be between 0 and D.
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2.2 REPETITION Constraints
Definition 5. A REPETITION constraint on an event e is parameterized by:

o (lower, upper) € TimeWindow x TimeWindow
o J € TimeWindow
e span € NT

A timing behavior e satisfies REPETITION, (lower, upper, J, span) if and
only if one can build a trace o, such that

Vn € Nt : ol (n) + lower < ol(n+ span) < o,(n) + upper
and
Vn € Nt :ol(n) <oe(n) <ol(n)+J
Such a REPETITION constraint relates for all n € N the n-th occurrence of
event e and its (n + span)-th occurrence. Note that because there may be some
jitter, one cannot directly constrain the distance (in time) between oe(n) and

oe(n + span). This phenomenon appears clearly in the PERIODIC constraint
which can be derived from REPETITION as follows.

2.3 PERIODIC Constraints
Definition 6. A PERIODIC constraint on an event e is parameterized by:

o P c TimeWindow
o J € TimeWindow

Its semantics is defined by
PERIODICe(P,J) = REPETITION.(P, P, J,1)

In the periodic case, the distance between two consecutive events is not necessar-
ily P, however there exists a theoretical trace of reference which is fully periodic
(i.e., without any jitter) and such that the distance between occurrences in e
and their counterparts of reference is bounded by 7.

2.4 REPEAT Constraints

The following derived constraint is not directly part of TADL. We present it here
as the absence of jitter makes this constraint simpler to analyze than even the
PERIODIC constraint, as we will see later. We furthermore explicit through
two theorems its relation to the REPETITION constraint.

Definition 7. A REPEAT constraint on an event e is parameterized by:

o (lower, upper) € TimeWindow x TimeWindow
e span € Nt
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A timing behavior oe satisfies a constraint REPEAT(lower, upper, span, m, k)
if and only if

Vn € Nt : go(n) + lower < ge(n + span) < oe(n) + upper

Ezample 2. In the context of Compositional Performance Analysis [4] or Real-
Time Calculus [I1], REPEAT(lower, upper, k) bounds the distance between
the first and the last occurrence of a sequence of k consecutive occurrences of e
and can therefore be used to build a finite prefix of an arrival curve.

Theorem 1. A REPEAT constraint can always be represented as an equivalent
REPETITION constraint.

REPEAT.(lower, upper, span) = REPETITION (lower, upper, 0, span)

Proof. By definition of REPETITION, a timing behavior o, satisfies a given
constraint REPETITION, (lower, upper, 0, span) if and only if one can build a
trace ol such that
Vn € Nt : ol (n) + lower < ol(n+ span) < ol (n) + upper
and
Vn € Nt : ol(n) < oe(n) < ol(n) +0

This is clearly equivalent to finding a trace o, which satisfies the constraint
REPEAT.(lower, upper, span) and such that oo = 0. Hence the result.

Theorem 2. A behavior oe satisfies REPETITION (lower, upper, J, span) if
and only if one can build a trace ol such that

ol satisfies REPEAT(lower, upper, span)
and

{ol,00} satisfies DELAY o o(0,7)

Proof. This is a direct consequence of the definitions of REPEAT and DELAY.

2.5 EXECUTION-TIME Constraints

Finally, the last strongly-hard constraint which we want to present in this section
is a constraint which is not in TADL but has been added to TADL2 to express
constraints on execution times. In contrast to response times, the execution time
of a task represents the time during which the task is actually used by a resource.
Describing such a time window requires to take into account preemptions, which
is not possible with the existing DELAY constraint.
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Definition 8. Given a behavior w = {0start, Tend, Opre, Ores } Where start rep-
resents the start of the executions of a given task T, end the termination of
the executions of T, pre its preemption times and res its resumption times,
we define the execution time of the n-th exzecution of T (for n € N7T), de-
noted ET,(n), as follows. Denote {opre(k),...,0pre(k + 1)} (with k € NT and
i € N) the preemption times occurring during the n-th execution of 7. Then
{oves(k),...,0res(k+1)} (with k € NT and i € N) should also correspond to the
resumptions occurring during this execution, otherwise the behavior is not well
formed. We define

ET,(n) = 0ena(n) — 0start(n) — Z(UreS(k +J) — UPFE(k + 7))
3=0

Definition 9. An EXECUTION-TIME constraint on four events start, end,
pre and res is a constraint parameterized by:

e (lower, upper) € TimeWindow x TimeWindow

A timing behavior w = {0start; Tend; Tpre; Ores} 15 said to satisfy a constraint
EXECUTION-TIMEgtart,end,pre,res(lower, upper) if and only if

Vn € N : lower < ET,(n) < upper

Ezample 3. If start, end, pre and res are the events describing respectively the
activation, termination, preemption and resumption of a task 7, then the fact
that the execution time of 7 is bounded by WCET is expressed by the constraint

EXECUTION‘TIMEstart,end,pre,res (07 WCET)

3 Weakly-Hard Timing Constraints

In this section, we first recall the principle of weakly-hard constraints as they
were introduced in [2]. We provide an extension of TADL that allows us to
specify such constraints as DELAY constraints. We then explore the meaning
of similar extensions for the other constraints of TADL. Finally, we discuss how
new weakly-hard constraints can be inferred from a given one.

3.1 Weakly-Hard DELAY Constraints

Weakly-hard constraints were introduced for expressing the fact that a bounded
number of deadline misses may be allowed in a sequence of consecutive execu-
tions. More precisely, the behavior of a task 7 satisfies a weakly-hard constraint
with parameters m € N and k& € N7 if and only if for any sequence of k consecu-
tive executions of 7 at least m executions meet their deadline. In the context of
TADL, such a constraint can be represented as an extension of the strongly-hard
delay with two parameters.



102 S. Quinton and R. Ernst
Definition 10. A weakly-hard DELAY constraint on two eventss and t, which
we denote WH-DELAY ¢, is a constraint with four parameters:

o (lower, upper) € TimeWindow x TimeWindow
e (m,k) e NxNT

A timing behavior {os,0¢} satisfies WH-DELAY ¢ (lower, upper,m, k) if and
only if

VneNT:#{le Nt | n<l<n+kAai(l) —oas(l) € [lower; upper]} > m
where #S denotes the number of elements of a set S.

This definition states that for any sequence {n,...,n + k — 1} of k consecutive
natural numbers, the number of [ in this sequence satisfying pred(l) must be
larger than m, where pred(l) is the predicate asserting that the response time of
the I-th execution is within the specified bounds [lower, upper].

Ezxample 4. For a task with deadline D, the definition of weakly-hard constraint
of [3] corresponds to a constraint WH-DELAY (0, D, m, k).

The following well-known theorem relates the definition of weakly-hard delay to
its strongly-hard version.

Theorem 3. For all events s and t and all lower, upper € TimeWindow :
DELAY ¢ (lower, upper) = WH-DELAY ¢ (lower, upper,1,1)
Proof. We have to show that
Vn € NT : o5(n) + lower < o¢(n) < os(n) + upper
if and only if forn=m =1
Vn e Nt #{l e NT | n<l<n+kAo(l) — os(l) € [lower; upper]} > m
The latter is equivalent to
Vne Nt #{l e Nt | I =nAo(l) — os(l) € [lower; upper]} > 1
which holds if and only if
Vn € Nt : oy(n) — 05(n) € [lower; upper]

This last statement is trivially equivalent to DELAY ¢ (lower, upper), hence the
result.

Note also that if the trace of s is constrained (using a REPETITION constraint)
then the values of [ in Definition [0lwhich do not satisfy pred(l) are still implicitly
constrained by the occurrences which do satisfy it. To keep the proof simple we
show this only for REPETITION constraints with no jitter and a span of 1,
but the same would be possible for any type of REPETITION.
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Theorem 4. Consider a timing behavior {os, o} which satisfies two constraints
WH-DELAYS ¢ (lowerq, uppery,m,k) and REPETITIONg(lower,, upper,.,
0,1). If m > 0 then:

Vn € Nt : oy (n) — 0s(n) < upper, + k x upper,.

Proof. Consider n € NT. If pred(n) holds then the result is obviously satisfied,
so let us suppose that

ot(n) — os(n) & [lowerg; upper 4]
Because of the WH-DELAY constraint, we know there exists [ < k such that
oe(n+1) —os(n+1) € [lowerq; upper 4
Furthermore, because of the REPETITION constraint, we also know that
os(n+1) —os(n) <1 x upper,
Finally, from the definition of a trace, we also know that
ot(n) < og(n+1)
From all this we can conclude that
ot(n) —os(n) < og(n+1) —os(n+1)+1 x upper, < upper, + 1 X upper,

This concludes our proof that the delay for the n-th occurrences of events in the
trace is also bounded.

3.2 Towards Generalized Weakly-Hard Constraints

What we have done so far is generalizing the weakly-hard constraints of [3] to any
type of DELAY constraint. A natural question now is how this generalization
can extend to the other basic constraints of TADL, and whether this is of interest.
This question was triggered by the development of Typical-Case Analysis [9/8]
(TCA), which a new approach for timing analysis inspired by the analysis of
weakly-hard systems. One major novelty is that weakly-hard constraints are used
also for the description of the system and not only for bounding the number of
deadline misses. Furthermore, because TCA is always coupled with the usual
worst-case analysis, its result is slightly different from a standard weakly-hard
constraint, namely it is a conjunction two DELAY constraints, one strongly-
hard and the other weakly-hard.

As we have seen, the REPETITION constraint can be derived from the
DELAY and REPEAT constraints, therefore we now focus on REPEAT before
considering the fully general case.

Definition 11. A weakly-hard REPEAT constraint on an event e is a con-
straint parameterized by:
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e (lower, upper) € TimeWindow x TimeWindow
e span € NT
e (m,k) e Nx NT

A timing behavior {oe, 0e} satisfies WH-REPEAT, (lower, upper, span, m, k)
if and only if

leNT |n<l<n+k
+ . — >
VneNT:# { A oe(l + span) — oe(l) € [lower, upper] [ =
Such a constraint can be used, for example, to express that a bounded number
of shifts may be observed in a trace. It can then be used in complement of a
strongly-hard REPEAT constraint to describe how often the shifts may occur,

as in the following example.

Ezxample 5. A behavior satisfying two constraints REPEAT(P, P + shift, 1)
and WH-REPEAT(P, P, 1,9, 10) is mostly periodic with at most one shift out
of 10 consecutive events, where the shift is bounded by shift.

One point deserves to be clarified, namely the relation between the span pa-
rameter of the REPEAT constraint (and thus the REPETITION constraint)
and the weakly-hard version of this constraint. Indeed, both the span and the
weakly-hard parameters allow us to define a constraint on a sequence of consecu-
tive occurrences in a trace (span—+1 occurrences and k occurrences, respectively).
However the former constrains the distance (in time) between the first and the
last occurrence in the sequence, which is also the sum of the distances between
any two consecutive occurrences in the sequence, while the latter constrains how
many of these distances may be above a given threshold.

Now let us consider another specific case of the REPETITION constraint,
namely PERIODIC constraints. It should be clear by now that coming up with
a weakly-hard variant of a constraint ¢ requires that ¢ be decomposable into a
set of “local” predicates pred(l) such that

Vne Nt #{leNt |[n<l<n+kA pred(l)} >m
The obvious candidate here is
Vie Nt :pred(l) £ [oL(1+1) = 0L(l) + PA oo(l) —oL(l) < TJ]

However, unlike the REPEAT constraint, it is here unclear how useful a weakly-
hard PERIODIC constraint as defined above could be. Indeed, a temporary
violation of the constraint might result from a shift in the trace as well as
from an overjitter. In practice these two types of unexpected behaviors are of
a very different nature. This suggests that a PERIODIC constraint, and thus
a REPETITION constraint, should have two distinct weakly-hard variants,
one corresponding to a bounded number of shifts allowed in a trace (as for the
WH-REPEAT constraint), and another one corresponding to a bounded num-
ber of occurrences allowed to happen outside the specified jitter. In the latter
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case for example, the expected global predicate would be the following: a tim-
ing behavior {ce, 0o} satisfies a constraint WH-PERIODIC¢ (P, J,m, k) if and
only if one can build a trace ¢, such that

>m

Tin<
V”€N+:Ué(n+1)=ag(n)+PA#{Z€N In<l<n+k }

Noe(l)—ol(l) < T
Hence the following definition for the general case .

Definition 12. A weakly-hard REPETITION constraint on an event e is a
constraint parameterized by:

o (lower, upper) € TimeWindow x TimeWindow
o J € TimeWindow

e span € NT

o (my, k) € Nx Nt

. (mj,kj) €N x N*

A timing behavior oe satisfies WH-REPETITION, (lower, upper, J, span, m, k)
if and only if one can build a trace o, such that

ol satisfies WH-REPEAT, (lower, upper, span, m,, k)

and

{0L, 06} satisfies WH-DELAY ¢ (0,7, m;, kj)

3.3 Weakly-Hard EXECUTION-TIME Constraints

Finally, let us focus on the EXECUTION-TIME constraint, for which the
weakly-hard version is obvious: the execution time of a task should be within
the bounds defined by lower and upper at least m times out of k£ consecutive
executions of the tasks. Such a constraint can be used for compositional perfor-
mance analysis in [6], as this approach is based on a busy window which typically
contains a sequence of executions.

Definition 13. A weakly-hard EXECUTION-TIME constraint on four events
start, end, pre and res is a constraint parameterized by:

(lower, upper) € TimeWindow x Time Window
(m,k) e Nx Nt

A timing behavior w = {Tstart, Tend; Tpre; Ores } 1S said to satisfy the constraint
WH-EXECUTION-TIMEqgtart.end,pre,res (lower, upper, m, k) if and only if

VneNT:#{le Nt | n<l<n+kAET,() € [lower; upper]} > m
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3.4 Inference of Weakly-Hard Constraints

Properties of weakly-hard constraints have been studied for example in [3], how-
ever to the best of our knowledge the focus has always been on determining
whether one constraint is stronger than another one. We present here a result
about how to infer new constraints from existing ones. As this question is in-
dependent of which specific weakly-hard constraint is mentioned and only the
values of the parameters m and k are relevant, we simply assume that we are
given an (m, k)-weakly-hard constraint, meaning that a predicate pred must be
satisfied by at least m elements of a sequence {n,...,n+k—1}, for any n € N*.

Theorem 5. If a behavior w satisfies an (m, k)-weakly-hard constraint then for
all ¥ € N*:

1. if k' < k—m:w also satisfies the corresponding (0, k')-weakly-hard constraint.

2. if k—m < k' < k:w also satisfies the corresponding (m', k')-weakly-hard
constraint where m’' = k' — k +m.

3. if k < K': w also satisfies the corresponding (m', k')-weakly-hard constraint
where m' = m X ¢ + max(0,7 — k + m) for ¢ and r denoted respectively the
quotient and the remainder in the division of k' by k, that is K’ =k x q+r
and 0 <r <k.

Proof. We prove this theorem case by case.

1. Any behavior trivially satisfies an (0, k)-weakly-hard constraint.

2. We make a proof by contradiction: consider a behavior which does not satisfy
the (m/, k’)-weakly-hard constraint. This means that there exists n € NT
such that the predicate pred(l) is violated more than k' — m/' = k — m times
for n <1 < n+k'. This implies that even if pred(l) holds for n+k' <1 < n+k
there will be more than k — m violations of pred(l) for n <1 < n + k', that
is, w does not satisfy the m, k-weakly-hard constraint either.

3. Let ¥ =k x g+ r (where ¢ > 0 and 0 < r < k). Consider then a sequence
of k' consecutive events and partition it into ¢ subsequences of length k and
1 subsequence of length r. Each of the g subsequences contains at most m
occurrences satisfying pred and the subsequence of length r contains at least
max(0, r —k+m) (this is obtained directly from 1. and 2.). Hence the result.

Note that these bounds are the best safe bounds possible. This theorem has a

strong practical relevance, as one may not be able to choose the length of the
sequence of executions to be observed.

4 Probabilistic Timing Constraints

In this section we propose a representation of probabilistic timing in TADL2 and
then show how weakly-hard constraints relate to probabilistic constraints.
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4.1 Generalities about Probabilities

Let us recall first some definitions and properties related to probabilities. A
probability is defined on a sample space {2 which is a (possibly infinite and
uncountable) set defining all existing values for this space. In other words, the
sample space defines where the uncertainty comes from. Let us suppose that
such an {2 is given.

Definition 14. A probabilityl] on 2 is a function P : P(£2) — [0, 1] such that:

1. P(2)=1
2. for any indexed family {A;}ien of pairwise disjoint subsets of (2:

P(U 4;) = ZP(Az‘)

ieN ieN
Here P(f2) denotes the set of subsets of 2.

Definition 15. A random variable is a function X : 2 — E for some set E.
The probability distribution? of X is a probability on E denoted Px and defined
as

VB C E:Px(B)=P(X (B))

where X Y(B) = {w € 2 | X(w) € B}.

For readability, Px (B) is usually denoted P(X € B), or even P(X = z) if B is
a singleton {z}.

4.2 Probabilistic Execution Times

In the context of timing analysis of real-time systems, probabilities are mostly
used for describing the execution time of tasks and then computing the response
time of particular executions of tasks.

The sample space used for defining the probability is usually kept implicit. We
choose here to mention it explicitly because it formalizes where the randomness
comes from. As a first definition, we use 2 = &g, ,, meaning that the outcome
of the random experiment is a timing behavior as formalized in Definition 2
Note that our sample space is not countable as 2 and P(N) are equinumerous.

Definition 16. For each task 7, the execution time ET? of the n-th execution
of T is then a random variable, as it is a function ranging over (2.

Probabilistic methods for timing analysis are based on the assumption that for
a given task 7, ET7 has the same distribution for all values of n € N*. Oth-
erwise, one would have to provide a distribution for each ET7. Based on this
and furthermore assuming that all ET7 are independent (for all 7 and all n), [7]

! This definition is not the most general since it is limited to the o-algebra P(£2).
2 Also called probability law.
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computes the distribution of each response time RT. Note that even if all execu-
tion times in {ET” | n € NT} have the same distribution, the response times in
{RT? | n € NT} may still have different distributions, as shown in the following
example.

Ezample 6. Consider a system consisting of one resource and two tasks activated
periodically as in Figure[Il Suppose that the execution times are constant and
the scheduling policy is static priority preemptive, 7, having higher priority than
7o. The response time of 75 is not constant, although all execution times are.

task_] .

, i |
B e e N

Fig. 1. A behavior scheduled according to a static priority preemptive policy

However, even though the distributions of the response times in { RT? | n € N*}
may be different, the result of a probabilistic timing analysis is usually given as
a single distribution. This is achieved by assuming that the choice of n is also
random and therefore the sample space {2 is in that case defined as &g, x N
rather than &g, as before.

4.3 Representing Probabilistic Constraints in TADL2

We now focus on the representation of probabilistic timing in TADL2. It is
beyond the scope of such a language to allow the expression of mathematical
functions, therefore two options are proposed: the use of predefined distribution
functions (namely: uniform, Gaussian, Fréchet, Gumbel and Weibull) or the
approximation of distribution functions using histograms, as we explain now.

Definition 17. Consider a partition {a1,...,aq} of an interval [lower, upper].
A histogram distribution Py, in [lower, upper] is a function {oq,...,q} — [0, 1]
which associates a probability with each interval c; (for 1 <i < q) such that

q
> Pue) =1
i=1

Given a probability distribution Py in [lower, upper]| and a partition {aq,. .., a4}
of [lower, upper], it is possible to approximate Py with a histogram distribution
Py, defined by Pj,(e;) = Pa(a;) for 1 <i <gq.

We also allow in TADL2 the definition of pessimistic histogram distributions,
that is, histogram distributions for which the sum of all probabilities is larger
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than 1. P («;) must then be interpreted as an upper bound of the probability of
«;. Interestingly, this does not limit the expressivity of the original definition, as
shown in the following theorem.

Theorem 6. IfP}, is a pessimistic distribution histogram upper bounding a prob-
ability distribution Py in [lower, upper] and > 7 Pp(a;) =1 then

V1<i<mn:Pgle;) =Prle)
Proof. Suppose that > ¢, Py(a;) = 1. We know that

e > 7 P4(a;) =1 by definition of probability, and
o V1 <i<q:Py(a;) <Pp(c;) because Py, is an upper bound.

By a simple arithmetic reasoning we obtain the result.

5 Probabilistic Interpretation of Weakly-Hard
Constraints

Let us begin this section with a comment about the impact of dependencies
between random variables on the expressivity of the model presented in the pre-
vious subsection. As a weakly-hard EXECUTION-TIME constraint describes
a property over a sequence of consecutive executions of a task, it is of interest
to discuss how much can be inferred about such a sequence from a probabilis-
tic constraint represented as a distribution of the execution time of a task. We
illustrate how this works on an example.

Ezample 7. Consider a task 7 whose execution time is either equal to 1, with
probability :15, or equal to 2, with probability ;’ We focus on the execution time
of two consecutive executions of 7, denoted respectively ET” and ET”"'. By
definition, we have

P(ET" =1,ET"™ =1)=P(ET"™ =1 | ET" =1) x P(ET" = 1)

where P(A|B) is the probability of A, given B. However, because we do not know
the dependencies between ET™ and ET™ 1!, we have to consider all possibilities.
In this case P(ET?! =1 | ET? = 1) might be equal to anything between 0 and
1. As a result, we only know that P(ET? = 1, ET?™' = 1) is between 0 and }.

In the general case, the bounds on the probability of a sequence of executions
to be in of a given value are obtained by using Fréchet bounds [5]. This example
shows that weakly-hard constraints may be more adequate for systems in which
there are dependencies between consecutive executions of a task.

Symmetrically, consider now a behavior satisfying an (m, k)-weakly-hard con-
straint where the property being monitored is denoted pred. What does this
mean in terms of probabilities?

First, this implies that the probability of pred(n) to be violated for a value of
n € NT chosen randomly is smaller than k;m. In addition, and more precisely,
this means that for all n € N*, if one chooses randomly n < [ < n + k, then the
probability that pred(l) be violated is smaller that k_km.
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6 Conclusion

We have presented an extension of the Timing Augmented Description Lan-
guage [I0] (TADL) to weakly-hard and probabilistic constraints. In particular,
we have shown the interest of using weakly-hard constraints for other purposes
than describing deadline misses. The variety of formalisms which can be rep-
resented using our generic soft constraint emphasizes its practical relevance. A
natural and exciting continuation of this work is the study of analysis methods
based on these generic constraints.

References

1. ATESST?2 project, http://www.atesst.org

2. Bernat, G.: Specification and Analysis of Weakly Hard Real-Time Systems. PhD
thesis, Universitat de les Illes Balears (1998)

3. Bernat, G., Burns, A., Llamosi, A.: Weakly hard real-time systems. IEEE Trans.
Computers 50(4), 308-321 (2001)

4. Henia, R., Hamann, A.; Jersak, M., Racu, R., Richter, K., Ernst, R.: System level
performance analysis - the SymTA /S approach. In: IEE Proceedings Computers
and Digital Techniques (2005)

5. Ivers, M., Ernst, R.: Probabilistic Network Loads with Dependencies and the Effect
on Queue Sojourn Times. In: Bartolini, N., Nikoletseas, S., Sinha, P., Cardellini,
V., Mahanti, A. (eds.) QShine 2009. LNICST, vol. 22, pp. 280-296. Springer, Hei-
delberg (2009)

6. Jersak, M., Henia, R., Ernst, R.: Context-aware performance analysis for efficient
embedded system design. In: Proceedings of DATE 2004, pp. 1046-1051. IEEE
Computer Society (2004)

7. Lépez, J.M., Diaz, J.L., Entrialgo, J., Garcia, D.F.: Stochastic analysis of real-time
systems under preemptive priority-driven scheduling. Real-Time Systems 40(2),
180207 (2008)

8. Quinton, S., Ernst, R., Bertrand, D., Yomsi, P.M.: Challenges and new trends in
probabilistic timing analysis. In: Proceedings of DATE 2012 (2012); Hot Topic
Special Session

9. Quinton, S., Hanke, M., Ernst, R.: Formal analysis of sporadic overload in real-time
systems. In: Proceedings of DATE 2012 (2012)

10. TADL: Timing Augmented Description Language — TIMMO public deliverable D6,
http://timmo-2-use.org/timmo/pdf/D6_TIMMO_TADL_Version_2_v12.pdf

11. Thiele, L., Chakraborty, S., Naedele, M.: Real-time calculus for scheduling hard
real-time systems. In: Proceedings of ISCAS 2000, vol. 4, pp. 101-104. IEEE Com-
puter Society (2000)

12. TIMMO project, http://timmo-2-use.org/timmo/index.htm

13. TIMMO-2-USE project, http://timmo-2-use.org


http://www.atesst.org
http://timmo-2-use.org/timmo/pdf/D6_TIMMO_TADL_Version_2_v12.pdf
http://timmo-2-use.org/timmo/index.htm
http://timmo-2-use.org

Modeling a BSG-E Automotive System
with the Timing Augmented Description Language

Marie-Agnes Peraldi-Fratil, Arda Goknill, Morayo Adedjoumaz,
and Pierre Yves Gueguen?

! AOSTE Project - UNS-I3S-INRIA - Sophia Antipolis, France
’ Delphi - 22 Avenue des Nations - BP 65059 Villepinte, France
map@unice.fr, arda.goknil@inria.fr,
{morayo.adedjouma, pierre.yves.gueguen}@delphi.com

Abstract. Modeling and analysis of time is a key issue for the correct develop-
ment of an automotive distributed embedded system. The paper presents new
extensions of the Time Augmented Description Language (TADL), applicable
at different abstraction levels of an EAST-ADL/AUTOSAR design. The new
extensions enable a precise modeling of multi clock characteristics of distri-
buted systems together with parameterized timing expressions. In this paper, we
highlight some critical issues for the high-level time modeling of a Box Servi-
tude Generic-External (BSG-E) provided by Delphi. This industrial example il-
lustrates timing constraints coming from both hardware and software parts of
the system.

Keywords: Timing constraint language, Automotive case studies, Non-
functional requirements, EAST-ADL, AUTOSAR.

1 Introduction

The engineering of software in automotive becomes more and more complex today
due to the amount of new functionalities, constraints applied to these functions (tim-
ing, cost reduction, weight, energy saving, etc.) and the diversity of hardware support-
ing software execution and communication (current vehicles may have up to 70 ECUs
connected with each other by more than five different bus systems). From an engi-
neering point of view, there is a need for a safe development process based on differ-
ent abstraction levels providing capabilities for a clear separation of concerns between
hardware and software parts. For real-time critical systems the integration of timing
requirements at these different levels becomes mandatory for a high level analysis of
timing behavior early in the design.

The AUTOSAR standard [3] and EAST-ADL [5] provide supports for the devel-
opment of such embedded systems. Both the new releases of AUTOSAR (V4) [3]
and EAST-ADL (V2) [5] have adopted the timing model proposed in the Timing
Architecture Description Language (TADL) [1]. TADL is a timing language com-
pliant with AUTOSAR and EAST_ADL models for defining timing characteristics of

T. Margaria and B. Steffen (Eds.): ISOLA 2012, Part II, LNCS 7610, pp. 111-J25] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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systems (duration, period, synchronization, etc.). However, TADL still lacks the abili-
ty to express important timing aspects such as:

e The modeling of symbolic timing expressions with unset parameters,

e The integration of variations in timing values by using intervals,

e The integration of complex concepts of distributed systems such as multi rate
and multi clock systems (car software being distributed on different ECUs).

In this paper we mainly focus on the modeling of symbolic timing expressions, the
integration of variations in timing values and the definition of a single-rate time base.
The new extension of TADL?2 for defining multi rate and multi clock systems is out of
scope of the example we are using in this paper.

We take as example an industrial application provided by Delphi: a Box Servitude
Generic-External (BSG-E). This industrial use case illustrates timing constraints com-
ing from both hardware and software parts of the system. The timing specification of
the BSG-E system with TADL2 is built on top of EAST-ADL models that describe
functional and hardware design architectures.

The paper is organized as follows. Section 2 is dedicated to TADL2 and its new
extensions. Section 3 presents the industrial use case, the functional architecture and
the timing requirements applied on it with a timing model in TADL2. A conclusion
ends the paper.

2 TADL2 Language

In this section we introduce the TADL?2 language and show how a TADL?2 specifica-
tion allows a high-level modeling of complex timing requirements that mix time bases
and Symbolic Timing Expressions (STE) with unset parameters.

One main improvement with TADL?2 is the ability to define explicit time bases in a
system. We first introduce the associated modeling elements: the TimeBase, Dimen-
sion and Unit. In addition, TADL?2 provides the TimeBaseRelation in order to relate
time bases to each other. Since our focus in this paper is not multi clock systems, we
do not illustrate the TimeBaseRelation. A recent paper [7] gives a detailed description
of the TimeBaseRelation.

The second improvement concerns timing expressions in TADL2 with the Symbo-
licTimingExpression, VariableTimingExpression and ValueTimingExpression. Timing
expressions are used conjointly with EAST-ADL?2 to express duration such as maxi-
mum/minimum delay, period, jitter and tolerance duration. These concepts are
represented in the metamodel in Figure 1.

2.1 TimeBase, Dimension and Unit in TADL2

The TADL2 metamodel shows that the TimingSpecification refers to the TimeBase
which represents a discrete and totally ordered set of instants. An instant can be seen
as an event occurrence called a “tick”. It may represent any repetitive event in the
system. Events may refer even to the “classical” time dimension or to some evolution
of a hardware part (rotation of crankshaft, distance, etc.). The type of the TimeBase is
the Dimension. The Dimension has a kind that represents the nature of the TimeBase
(see the DimensionKind in Figure 1). The Time, Angle and Distance which are often
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Fig. 1. TADL2 Metamodel for Timing Specification

used in the automotive domain are proposed as a dimension kind. Additionally, the
Logical can be used to define a logical time reference. Finally, the other can be used
for specific applications.

The Dimension defines a set of units that can be used to express duration measured
on a given TimeBase. Each Unit is related to another Unit in order to enable conver-
sions. The factor, offset and reference attributes in the Unit are used for conversions.
Only linear conversions between units of the same dimension are allowed. Because a
Timebase is a discrete set of instants, a discretization step is specified with the preci-
sionFactor attribute which relies on the precisionUnit. Listing 1 gives a TADL2 spe-
cification where one Dimension and one TimeBase are declared.

1  Dimension physicalTime {

2 Units { micros{factor 1.0 offset 0.0},

3 ms{factor 1000.0 offset 0.0 reference micros}
4 second{factor 1000000.0 offset 0.0 reference micros}
5 }

6

7

8  TimeBase universal_time {

9 dimension physicalTime

10 precisionFactor 0.1

11 precisionUnit micros

12}

Listing 1. Example of the Dimension and TimeBase

The physicalTime dimension has three units named micros, ms and second where 1
second unit is equal to 1000000 micros unit and 1 ms unit is equal to 1000 micros unit
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(see lines 1 and 6). Based on the dimension type, the universal_time timebase is de-
clared (see lines 8 - 12). Please note that the physicalTime and universal_time are
used for the BSG-E example in the rest of the paper.

2.2 Timing Expression in TADL2

The TimingExpression stands for all terms that denote time values in TADL2 and
allows complex parameterized timing expressions referring to one or multiple time-
bases. There are three different timing expressions: ValueTimingExpression, Variab-
leTiming Expression and SymbolicTiming Expression.

A ValueTimingExpression may have one Unit and one TimeBase. TADL2 is aimed
to be a declarative language. Therefore, we have only free variables, constants and
values. The VariableTimingExpression stands for free variables and constants. If a
value is assigned to a variable, the variable becomes a constant. In the SymbolicTi-
mingExpression, the language integrates basic arithmetic and relation operators such
as addition, subtraction, multiplication, greater than, and less than associated with
timing values. Since we have only free variables and constants, the Assignment opera-
tor can be used only once for a variable in the left operand.

Timing expressions can be used at different levels of abstraction in a design. We
provide integration of timing expressions in TADL2 with EAST-ADL.

2.3 Timing Constraints in TADL?2

TADL2 supports a number of timing constraints attached to EAST-ADL models.
Figure 2 gives the metamodel for the basic timing constraints.
jitter

upper 1
1

lower 1 l
lower

B TADL2Event_ 1 |E RepetitionConstraint]
T event e

1 1

source upper

targ
1

tolerance

[& SynchronizationConstraint 1 1
I I
L 1

left

right

B OrderConstrainE1

 — |

Fig. 2. The Basic Timing Constraints in TADL2 with TimingExpression

The complete description of the constraints can be found in [5]. A Repetition con-
straint describes the distribution of the occurrences of a single event. A Delay con-
straint describes how occurrences of an event called farget are placed relative to each
occurrence of an event called source. A Synchronization constraint describes how
tightly the occurrences of a group of events follow each other. An Order constraint
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forces two timing expressions (presumably containing variables) to be ordered. Each
constraint has one or more properties. In TADL2 we replace the initial integer type
associated with these properties by the TimingExpression.

Listing 2 shows the textual concrete syntax for an EAST-ADL timing constraint
extended with a TADL?2 TimingExpression.

1 Event firstWheelBrakeActuation { }

2 Event secondWheelBrakeActuation { }
3 Event thirdWheelBrakeActuation { }
4 Event fourthWheelBrakeActuation { }
5

6 var X ms on universal_time

7

8 SynchronizationConstraint sycl {

9 events firstWheelBrakeActuation,
10 secondWheelBrakeActuation,
11 thirdWheelBrakeActuation,
12 fourthWheelBrakeActuation
13

14 tolerance = X

15 }

Listing 2. Example Synchronization Constraint in TADL2

The constraint is about the maximum tolerated time difference — in a Brake By Wire
system — between the first and last wheel brake actuations. The brake actuation is defined
for each wheel as an event (see lines 1-4). The var keyword is used for defining both free
variables and constants. The variable X is defined as a free variable in an instance of the
VariableTimingExpression (see line 6). For the brake actuation events, the synchroniza-
tion constraint sc/ has the attribute folerance which is equal to X (see line 14).

3 Use Case Description: The Box Servitude Generic External
(BSG-E)

We take as example an industrial application provided by Delphi: a Box Servitude
Generic-External (BSG-E). This industrial use case illustrates timing constraints com-
ing from both hardware and software parts of the system. BSG-E means in French
“Boitier de Servitude Externe” (Box Servitude Generic - External). One of the main
functions of the product is the management of vehicle front fog lights which is a criti-
cal functionality. These lights are also used as cornering lights. Moreover, the BSG-E
covers the following main functions:

e Function 1. Ensure the dialogue with the main car ECU BSI (Box Servitude
Internal) by using a CAN low speed communication network
Function 2. Ensure the internal and output diagnostic
Function 3. Management and storage of local defects

e Function 4. The electrical protection of downstream wires (not loads).

These functions require handling of real-time performance and some timing charac-
teristics of the system.
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3.1 Functional /Hardware Architecture of the BSG-E

The first step in the system development is to perform the requirement analysis phase.
The requirement analysis phase allows classifying functional and non-functional re-
quirements, identifying operational scenarios, and understanding the behavior of the
system. This phase is suitable for handling timing constraints like duration and re-
sponse time of functions.

One output of the requirements analysis phase is the functional architecture as a
preliminary idea of the main functions involved in the design, boundaries, blocks of
system and relations between them. In the EAST-ADL development cycle, such mod-
els correspond to the high level architecture at the analysis level.

The second step is perform the design phase where the Functional Design Archi-
tecture (see Figure 3) is detailed and a Hardware Design Architecture gives the execu-
tion platform and the sensors/actuators (see Figure 4).

The Functional Design Architecture focuses on the Software (SW) part of the sys-
tem. It shows components and their interfaces (input and output ports).

BSG-E_FDA

+ RassrSupply 10
+ POWER_SUrre : POWER_SUPPLY

[+ Fogight_Command : Foglights_Command |

+ Power +|PowerSupply_Ijo

[ ] +rc_pum_srounL_av

[+ com_Can_Ls_Sensor : Com_Can_Ls_Sensar|

OM_CAN_LS _J/0

[ ] +conrie_asav_pwm

[ ] +cvo_eroun_av o ] D_BUFF_BRAUIL_AV_D

-+ COM_CAN LS 1[0 W

+D_BROLIL_AVG

[ ] +cvo_eroun_av s

+ D_GUFF_BROUIL_JW_G

«functionConnectors + SMART_LjO

+ Smart_Actuacttr

+ ECU_MODE

+ State_Manager : Statanager

e emrrae——

Fig. 3. Functional Design Architecture of the BSG-E System

The BSG-E receives orders from the BSI (Box Servitude Internal) which is the
main ECU that communicates with the BSG-E through a CAN bus. Communication
with the BSI is handled, at the software level, by the Com_Can_Ls_Sensor compo-
nent (see Function 1). The POWER_SUPPLY component in Figure 3 ensures the
acquisition of the alimentation. The FogLights_Command component is the main
software component. It receives all messages from the main ECU (BSI) through the
CAN frames and manages them for executing the functionalities of the system. Start-
ing from it, the Fail Mode_Logic component can manage the protection and diagnos-
tic functions (see Function 2) and the Smart_Actuator component receives orders for
activating the front fog lights. The State_Manager component handles the internal
mode changes of the system.
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The Hardware Design Architecture in Figure 4 represents the physical architecture
of the system. Each element in the functional design architecture is allocated to one
element in the hardware design architecture. Each Hardware (HW) component realiz-
es one or many SW components.
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Fig. 4. Hardware Design Architecture of the BSG-E System

The MICRO component realizes the FogLights_Command, State_Manager and the
Fail Mode_Logic functions which appear in Figure 3. The SMART, POWER_SUPPLY
and Com_Can_Ls are hardware components. The SMART is a driver to complete output
command control and the POWER-SUPPLY ensures the alimentation distribution. The
Com_Can_Ls is a bus used for the network management and control. Thus, these
components manage the first two functions of the BSG-E (see Function 1 and Function
2). Another two functions are specifically managed at the HW level by the EEPROM
and WATCHDOG components. The EEPROM, a memory component, is used to man-
age the SMART defect counter memorization and also to store the configuration data of
the BSG-E (see Function 3). The WATCHDOG is an ASIC that triggers the system reset
if the MICRO quits the “normal” mode operation (see Function 4).

Connectors between components are also refined regarding the system architecture.
Output and input lines in the Functional and Hardware Design Architectures are sub-
mitted to timing requirements.

3.2 BSG-E Requirements Including Timing Characteristics

Some hardware components (together with the software functions they realized) are
submitted to timing constraints. The BSG-E system contains timing constraints of
different nature such as delay, synchronization and arbitrary constraints. In this sec-
tion, we present the textual timing requirements for the BSG-E system obtained
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during the requirements analysis phase and the formalization of these requirements in
TADL2. We use the TADL?2 textual concrete syntax.

Timing Requirements for the POWER_SUPPLY

When the vehicle is under tension, all the components including the BSG-E are switch-
ed on. The internal power supply acquisition is done periodically through the
EMA_PERM3 line after filtering of the initial voltage read (see Figure 4). Requirements
PWS_1I and PWS_2 are about timing characteristics of the power supply acquisition.

Requirement ID | Description

PWS_1 PERM3 (+BAT_COUPE) - Analog Input

+ PERM 3
5

The POWER_SUPPLY needs to be monitored to manage the diagnostic
link with its value.

EMA_PERM3 =

Requirement ID Description

PWS_2 The acquisition period for the PERM3 should be 5 ms with a filtering
done on 3 samples. So the EMA_PERM3 voltage value must be evalu-
ated every 15 ms to determine its level.

In Listing 3, we give the TADL?2 specification for the PWS_I and PWS_2 require-
ments. The specification has two periodic constraints. Please note that we use the
dimension and timebase declarations given in Listing 1.

var AcqPerm ms on universal_time :=5.0

Event HAD_PowerSupply_PERM3 { }
Event HAD_PowerSupply_ EMA_PERM3 { }

PeriodicConstraint pcl {
event HAD_PowerSupply_PERM3
period = AcqPerm
minimum = 0.0

10 jitter = 0.0

11}

O 00O\ W A WK —

13 PeriodicConstraint pc2{
14 event HAD_PowerSupply_ EMA_PERM3
15 period = (3* AcqPerm)

16 minimum = 0.0
17 jitter = 0.0
18 }

Listing 3. TADL?2 Specification for the PWS_1 and PWS_2 Requirements

We have two periodic constraints (the pcl for the PWS_I and the pc2 for the
PWS_2). A periodic constraint describes periodic occurrence of an event. The events
HAD_PowerSupply_PERM3 and HAD_PowerSupply_EMA_PERM3 are declared for
power supply monitoring and acquisition (see lines 3 and 4). These events are at-
tached to the corresponding input and/or output ports of the FDA/HDA.
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The period value for the events is declared as a constant (see line 1). The pcl and
pc2 periodic constraints describe periodic occurrence of the events for power supply
monitoring and acquisition with periods AcqPerm and 3*AcqPerm. The variable Acg-
Perm is used twice in two different constraints.

Timing Requirements for the MICRO

The MICRO is the component which realizes the State_Manager whose role is to
handle internal mode changes of the system. After power is switched ON, the BSG-E
is initialized and it gets into the transitory mode INIT. When the system gets into a
stable mode, it carries out its associated functions. It can also get into the
DEGRADED or RESET mode if an abnormal operation is detected. The following
MICRO_1I requirement is the timing requirement for the mode transitions.

Requirement ID Description
MICRO_1 - When the BSGE enters into the INIT mode, its initialization must be
performed.

- BSG_E must stay in the INIT mode for a maximum time of T_init.

- T_init represents the time for the following transitions:
OFF=>INIT=>NORMAL or RESET=>INIT=>NORMAL.

- The BSG_E initialization time T_init corresponds to the time between

the detection of the rising edge of the power supply in the EMA_PERM3

(EMA_BAT_COUPE) and the consumption of the first frame

CAR_CDE_BSE.

- This must be lower than 40 ms.

- In case of reset, T_init is the duration calculated between the reset

activation and the consumption of the first frame CAR_CDE_BSE.

Listing 4 gives the TADL2 specification for the MICRO_]I timing requirement.

O 001N WA W~

10 lower = 0.0

11 upper = T_init

12 )

Event EMA_PERM3 { }
Event CAR_CDE_BSE { }
Event RESET { }

var T_init ms on universal_time := 40.0
DelayConstraint de1_a {

source EMA_PERM3
target CAR_CDE_BSE

14 DelayConstraint del_b {

15 source RESET

16 target CAR_CDE_BSE

17 lower = 0.0

18 upper = T_init

Listing 4. TADL2 Specification for the MICRO_1 Requirement




120 M.-A. Peraldi-Frati et al.

The specification has two delay constraints with three events. The minimum and
maximum duration between the occurrences of target and source events are given by
the attributes lower and upper. The dcl_a delay constraint states that the duration
between the detection of the rising edge of the power supply in the EMA_PERM3 and
the consumption of the first frame CAR_CDE_BSE should be less than 40 ms. The
dcl_b delay constraint states the same timing constraint between the RESET activa-
tion and the consumption of the first frame CAR_CDE_BSE.

Timing Requirements for the SMART

The SMART driver is the component that completes the output control commands
S_BROUIL_AV_D and S_BROUIL_AV_G (see Figure 4). In case of normal operation,
i.e. the system is in the NORMAL mode, the fog lights are activated with the outputs
S_BROUIL_AV_D and S_BROUIL_AV_G.

Requirement ID Description

SMART_1 The BSG_E outputs (S_BROUIL_AV_D and S_BROUIL_AV_G) have
to be activated or deactivated in less than 10 ms for the CAR_CDE_BSE
frame reception. This time is calculated between the end of the reception
of the frame and the real output commutation.

In Listing 5, we give the TADL2 specification for the SMART I timing require-
ment. The specification has two delay constraints with three events.

var BSG_E_O_Delay ms on universal_time := 10.0

1

2

3  Event CAR_CDE_BSE { }

4  Event S_BROUIL_AV_D { }
5 Event S_BROUIL_AV_G { }
6
7
8

DelayConstraint de2_af{
source CAR_CDE_BSE
9 target S_BROUIL_AV_D
10 lower = 0.0
11 upper = BSG_E_O_Delay
12}

14 DelayConstraint dc2_b{

15 source CAR_CDE_BSE
16 target S_BROUIL_AV_G
17 lower = 0.0

18 upper = BSG_E_O_Delay
19 }

Listing 5. Example TADL2 Specification for the SMART_1 Requirement

The dc2_a delay constraint is for the activation of the S_BROUIL_AV_D. After the
consumption of the first frame CAR_CDE_BSE (see lines 3 and 8 for the event
CAR_CDE_BSE), the S_BROUIL_AV_D should be activated in less than 10 ms. The
dc2_b is a similar delay constraint for the activation of the S_BROUIL_AV_G.
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The two outputs S_BROUIL_AV_D and S_BROUIL_AV_G correspond to the left
and right fog lights respectively. When they are commuted, the driver must see them
simultaneously activated. The minimum dephasing time between the two signals
should be very low (see the SMART 2 requirement).

Requirement ID Description
SMART_2 For the S_BROUIL_AV (“Brouillards AV allumés”), the dephasing time
between right and left outputs must be lower than 25 ms

Listing 6 gives the TADL2 specification for the SMART 2 timing requirement with
a synchronization constraint.

var dephasing_GD ms on universal_time :=25.0

1
2
3 SynchronizationConstraint sc1 {

4 events S_BROUIL_AV_G, S_BROUIL_AV_D
5 tolerance = dephasing_GD

6

Listing 6. TADL2 Specification for the SMART_2 Requirement

The scl constraint is about the maximum tolerated time difference between the ac-
tivation of left and right fog lights (the S_BROUIL_AV_G and the
S_BROUIL_AV_D). The activation of left and right fog lights is defined by two
events (see line 4). For these events, the synchronization constraint sc/ has the
attribute folerance with the constant dephasing_GD which is 25 ms (see line 5).

Another function realized by the BSG-E is the internal and output diagnostic. It is
useful to detect short circuit in the outputs. This functionality is performed at the
SMART level through the CDE_CS_DIS_RQ_1I and the CDE_CS_DIS_RQ_2 lines in
Figure 4.

Requirement ID Description

SMART_3 The CDE_CS_DIS_RQ_2 must be reset to 0 (enable state) before reading
the value of the CDE_STOP_RQ (BROUIL_AV_G) pin to perform diag-
nostic function.

- This behaviour has to be done only if a diagnostic reading is performed.

- The diagnostic reading has to be performed at least 600us after the reset
of the CDE_CS_DIS_RQ_2.

- The CDE_CS_DIS_RQ_2 signal is set to 1 (inactive), when the diagnos-
tic acquisition is terminated.

Note: This behaviour is the same when PWM command @ 100% or when
the output is not commanded.

Listing 7 gives the TADL2 specification for the SMART_3 timing requirement with
synchronization and delay constraints.
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Event BROUIL_AV_G { }
Event CDE_CS_DIS_RQ_2 { }
Event DiagStart { }

SynchronizationConstraint sc2 {
events BROUIL_AV_G, CDE_CS_DIS_RQ _2
tolerance = (0.0 ms on universal_time)

}

O 00O W W —

10 var MinDelayForDiag micros on universal_time := 600.0
11  var PWM ms on universal_time := 5.0

13 DelayConstraint dc3 {

14 source CDE_CS_DIS_RQ_2
15 target DiagStart

16 lower = MinDelayForDiag
17 upper = PWM

Listing 7. TADL2 Specification for the SMART_3 Requirement

If the diagnostic detects abnormal operating conditions, the system gets into the
RESET mode and the WATCHDOG ensures some operations.

Timing Requirements for the WATCHDOG
The WATCHDOG drives the following operations:

e Drive to specific value of the buffer outputs in order to drive some specific
BSG outputs using the WD_UC line (see Figure 4).
e The WATCHDOG safe mode: reset the BSG uC through the input line RESET.
The WD_UC line is being triggered periodically. It is falling edge sensitive, i.e. the signal

on the line is read only at the low state. Furthermore, this signal must be present for a
minimum time. Otherwise, it is too short to be handled correctly by the WATCHDOG.

Requirement ID Description

WD_1 The WD_UC line is falling edge sensitive.

Requirement ID Description

WD_2 The WD_UC signal must be present at low state for at least 6us to be taken
into account by the WATCHDOG.

In Listing 8, we give the TADL2 specification for the WD_I and WD_2 require-
ments with a delay constraint.

var WD_UC_Hold micros on universal_time := 6.0

var infinity ms on universal_time := 10000000000000.0
Event WD_UC_fallingEdge { }

Event WD_UC _risingEdge { }

DelayConstraint de4 {
source WD_UC_fallingEdge
target WD_UC _risingEdge
lower = WD_UC_Hold
upper = infinity

— = 0 00U AW~

= &

Listing 8. TADL?2 Specification for the WD_1 and WD_2 Requirements
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The dc4 delay constraint states that the WD_UC line should be maintained at a
lower state for at least 6 microsecond (see lines 6 -11).

If the signal is not read in some fixed window area (for example it is not present
long enough to be handled), the component resets the micro to return to the “normal”
mode. It gets into the “fail” mode if the normal operation is not returned back after
three attempts of reset (see the WD_3 requirement).

Requirement ID Description

WD_3 The WATCHDOG is monitoring its WD_UC line. If this line is not acti-
vated correctly, then WATCHDOG resets the MICRO.

If the MICRO does not return to the normal operation after the 3™ reset
pulse, then the WATCDOG enters into the fail mode after 180ms (130,7
to 256,9ms).

The TADL?2 specification in Listing 9 states that it takes at least 180 ms for the
WATCHDOG to get into the “fail” mode from the falling edge.

var delayBeforeFailMode ms on universal_time := 180.0
var infinity ms on universal_time := 10000000000000.0

Event WD_UC_failMode { }

DelayConstraint dc5 {
source WD_UC_fallingEdge
target WD_UC_failMode
lower = delayBeforeFailMode
10 upper = infinity

Listing 9. TADL?2 Specification for the WD_3 Requirement

We specify 'infinity' as a special constant not to limit the upper bound of the delay
for the 'fail' mode (see lines 2 and 10). The lower bound is specified by a constant
with a value of 180 ms (see lines 1 and 9).

The WATCHDOG activates the reset of the MICRO in a time interval.

Requirement ID Description
WD_4 Outside a window area of [150ms - 250ms] +/-10%, the WATCHDOG
lactivates the material reset.

Listing 10 gives the TADL2 specification for the WD_4 timing requirement with a
delay constraint.
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Event Micro_Reset { }

var delayBeforeFailMode2 ms on universal_time
{ (delayBeforeFailMode2 < 250.0) }
{ (delayBeforeFailMode2 > 150.0) }

DelayConstraint dc6 {
source WD_UC_fallingEdge
target Micro_Reset

O 0 N N L R W N =

lower = delayBeforeFailMode2

—_ =
—= o

upper = infinity

—_
[\
—_

Listing 10. TADL?2 Specification for the WD_4 Requirement

The lower bound is specified by the variable delayBeforeFailMode2 (see line 3) with
a value interval which comprises between 150 ms and 250 ms on universal time (see
lines 4 and 5). The final value of the variable is left unspecified in TADL2. It is a free
variable and the final value can be determined later.

If the signal is correctly read, the reset is not set. To be sure of the right reading of
the signal, the watchdog triggering must be submitted to a worst case time.

Requirement ID Description

WD_5 To be sure that the reset will not occur, the time between two watchdog
triggers on the WD_UC should be less than 50.85 ms in Worst Case.

In Listing 11, we give the TADL?2 specification for the WD_5 requirement with a
repetition constraint.

var InterWD_UC ms on universal_time := 50.85

RepetitionConstraint rc1 {
event WD_UC _risingEdge
span = 1
lower = 0.0
upper = InterWD_UC
jitter = 0.0

© 0 9 O L AW —

Listing 11. TADL?2 Specification for the WD_5 Requirement

The rcl arbitrary constraint states that every sequence of span occurrences of the
the WD_UC _risingEdge event must have a length of at least the lower and at most the
upper time units. The two watchdog triggers on the WD_UC (the
WD_UC _risingEdge event) occur in a time interval less than 50.85 ms.
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4 Conclusion

In this paper we presented the TADL2 language for the modeling of multiple timing
referential (TimeBase) in a system and the integration of complex timing constraints.
We illustrate the new features with the industrial application example of a Box Servi-
tude Generic-External (BSG-E) provided by Delphi. We highlighted the formalization
- with TADL2 - of timing constraints applied on both hardware and software parts of
the system. The integration of the new features with EAST-ADL is presented with the
textual concrete syntax of TADL2. The illustration of multi-time bases and their rela-
tions is out of scope of the paper.

With TADL?2 we progress henceforth on the way of modeling and analyzing timing
constraints early in the design phase. Analysis of TADL2 specifications can be ob-
tained by using model transformation techniques to go towards simulation and analy-
sis tools. One candidate for the simulation is the TimeSquare environment [4] and the
associated language CCSL [6] which allow multi clock system specifications. In a
second step and for a formal analysis of TADL2 specifications, a synchronous lan-
guage environment such as SCADE [2] could be envisaged.
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Abstract. The Timed Observational Transition System (TOTS)/CafeOBJ
method is a version of the OTS/CafeOBJ method for modeling, specification
and verification of distributed systems and protocols with real time constraints.
In this paper we report on a case study from the field of source authentication
protocols, TESLA protocol, to show the application of the method to such
complex systems. We prove that our model of the protocol satisfies that the
receiver does not accept as authentic any message unless it was actually sent by
the sender. To verify the property we have used several other invariants which
include timing information. To our knowledge, this is the first time that the
method has been applied to the formal analysis of such a complex protocol.

Keywords: Algebraic Specification, Source Authentication, TESLA, CafeOB]J,
Timed Observational Transition Systems, Formal Verification.

1 Introduction

The Timed OTS/CafeOBJ method [1], is a version of the OTS/CafeOBJ [2] method
for modeling real-time systems. The main advantage of these methods is that system’s
specification and verification is written in terms of equations, which are the most
fundamental logical formulas, easier to learn and use than other formal methods.

Although the OTS/CafeOBJ method has been used in several complex, real life
case studies [3-5], the real time version of it has been used only for simple systems
[1]. The aim of this paper is to demonstrate the TOTS/CafeOBJ method by applying it
to the modeling and verification of basic TESLA protocol [6-7], the simpler but yet
very sophisticated version of TESLA protocol. TESLA, which stands for Time
Efficient Source Loss-Tolerant Authentication Protocol, is a source authentication
protocol used in multicast settings. It achieves properties of asymmetric cryptography
by using symmetric primitives and time synchronization. Authentication of a data
packet is based on information of the next and previous packets. The protocol finds
application to the continuous authentication of radio and TV Internet broadcasts,
authenticated data distribution by satellite, and has been published as an IETF
standard [8].

T. Margaria and B. Steffen (Eds.): ISOLA 2012, Part II, LNCS 7610, pp. 126 2012.
© Springer-Verlag Berlin Heidelberg 2012
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In the OTS/CafeOBJ method, a protocol, algorithm, or software system is modeled
as an Observational Transition System (OTS), which is a kind of transition system
that can be written straightforwardly in terms of equations. Next, the OTS is described
in CafeOBJ algebraic specification language [9]. Properties to verify are then
expressed as CafeOBJ terms, and proof scores showing that the specified OTS model
has desired properties are also written in CafeOBJ. Finally, proof scores are executed
with the CafeOBJ system.

When dealing with real time systems, the system specification is extended with
special data types called clock observers that model timing issues and a special time
advancing transition, and OTSs are evolved to Timed OTSs. This approach can be
seen as an application of the old-fashioned recipe of Abadi and Lamport [10].

The rest of the paper is organized as follows: Section 2 introduces the Timed
OTS/CafeOBJ method, while in section 3, after the description of the protocol, we
present the formal modeling and verification of it. Section 4 discusses some lessons
learned and section 5 presents related works and closes the paper.

2 The Timed OTS/CafeOBJ Method

2.1  Timed Observational Transition Systems

U is the universal state space (the set of all possible states) and R* is the set of non-
negative real numbers. Sets and types may be interchangeably used. Bool is the type
for truth values.

Definition 1 (TOTS). A TOTS S consists of <) Z 7~ U {tick}> where

e O: A set of observers. Each observer is a functiono : U D,; ... D, -> D,. If D, is a
subset of R* U { o0}, 0 is called a clock (observer). Otherwise, o is called a discrete
observer. The equivalence between two states u;, u, (denoted as v; =g v,) is defined
w.r.t. values returned by the observers. Among clocks is now : U -> R" that plays a
master clock and initially returns 0.

e 7: The set of initial states such that 7 C U.
o 7 U {tick}: A set of transitions. Each transition is a function ¢t : U D,;. . . D,, ->

U. Each transition ¢, together with any other parameters yy, ..., y,, preserves the
equivalence between two states. Each ¢ has the effective condition that consists of the
non-timing part c-t and the timing part tc-# whose types are U D;;... D,, -> Bool. If c-
Huw,ys,....y,) N tc-t(u,yy,...,y,) does not hold, then #(u,y,,...,y,) =s u. tick is a time
advancing transition whose type is U R -> U. If c-tick(u, r) holds, now(tick(u,r)) is
now(u)+r, namely advancing the master clock by r. Any application of fick does not
affect the values returned by any observers except for now, and the value returned by
now is only affected by applications of tick.

For each t € Z there are two clocks [, : UD,;... D, ->R " andu,: UD,; ... D,, ->

(R* - {0}) U {oo}. The two clocks return the lower and upper bounds of ¢, and are
used to force ¢ to be applied during the interval. fc-t(u,y;,...,y,) i8S (Y ....y,) <
now(u).
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For each 7 € Z there are two functions d,"" and d,"** whose types are the same as /,

and u,. d"™" and d"* give the minimum and maximum delays of , which are used to
calculate the values returned by /, and u; as follows:
- Let init be an arbitrary initial state.

o d™ (init, y,,...y,) c—t(init,y,,...y,) = true
li(init, y,,...y,) = _
0 otherwise
. d™ (init, y,,...y,) c—t(init, y,,...y,) =true
ur(init, y,,...y, ) = i
) otherwise

-t (U,Zgye 0 2N I (1,24,...,2,) < now(u). Let u’ be '(u, zy, ..., z,”) and t be any other
transition than t’.

d,"?i" W, Y,sees ¥, c—t'" W'y, y,) =true
oty = 0 otherwise
AU, Y, y,) c—t'" (u',y,....y,)=true
Up (U Yo Y1) = ' .
oo otherwise

now()+d™ (U, yy,eees ¥, c—t(u,y,,...y,) = falsenc—tu', y,,...y,) = true
L, ypey, )= 0 c—t(u, y,,...y,) =true Ac—t(u', y,,...y,) = false
L (u,y,,...y,) otherwise

nowu)+d"™ W, 5., y,) =t y,...y,) = false nc—t(u', y,,...y,) =true
ut(u',yl,...,yn)z 0 c—t(u,y,,..y,)=true nc—t(u',y,,...y,) = false
u, (U, y,,...y,) otherwise

Definition 2 (Execution). An execution of S is an infinite sequence uy, uy, ..., u;, ... of
states satisfying,

- Initiation: uy € Z,

- Consecution: For each natural number i, there exists + € 7 such that v;,; =g #(u,
Yp,...,¥,) for some parameters y;,...,y, or v;,; =g tick (u;r) for some r.

- Time Divergence: As i increases, now(u;) increases without bound.

Let E be the set of all executions obtained from S.

Definition 3 (Reachable State). A state u is called reachable wrt S iff there exists an
execution e€ Ej such that u € e. Let R be the set of all reachable states wrt S.
Definition 4 (Invariant). A predicate p: U -> Bool is called invariant wrt S iff p
holds in all reachable states, namely (Y u:Ry) p(u).
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2.2 Specifying and Verifying TOTS in CafeOBJ

A TOTS is specified in CafeOBJ as an OTS. For specifying TOTSs in CafeOBJ,
however, we prepare one module called TIMEVAL where extended non-negative real
numbers are specified. TIMEVAL is declared with mod*. The signature of the module
is as follows:

[Zero NzReal+ < Real+]
[NzReal+ Inf < NzTimeval]

[Real+ NzTimeval < Timeval]

op 0 : -> Zero

op oo : -> Inf

op _<_ : Timeval Timeval -> Bool

op _<=_ : Timeval Timeval -> Bool

op _+_ : Timeval Timeval -> Timeval {assoc comm}
op _+_ : Real+ Real+ -> Real+ {assoc comm}

op _=_ : Timeval Timeval -> Bool {comm}

Zero, NzReal, Real+, Inf, NzTimeval and Timeval are visible sorts
denoting {0}, R* - {0}, R", {0}, (R" - {0}) U {o} and R* U {o0}. Constants 0 and
oo denote 0 and o. The operator _+_ adds two extended non-negative real numbers,
the operator _<_ checks if one extended non-negative real number is greater than the
other, the operator _<=_ checks if one extended non-negative real number is greater
than or equal to the other and the operator _=_ checks if two extended non-negative
real numbers are equal. The properties of the operators are specified in equations.
Among equations are:

eq X < 0 = false . eq X < oo = true .
ceg X + Tl < X + T2 = true if T1 < T2
cegq T < Tl + T2 = true if T < T2

The same techniques used to verify that an OTS enjoys invariant properties, namely
writing proof scores in CafeOBJ, can be used to verify that a TOTS enjoys invariant
properties.

3 Analysis of TESLA Protocol

3.1  Description of the Protocol

Timed Efficient Stream Loss Tolerant Authentication (TESLA) protocol is a protocol
used in broadcast settings for source authentication. It achieves properties of
asymmetric cryptography by using symmetric primitives (except for the first digitally
signed packet) and time synchronization. Authentication of a packet is based on
information of the next and previous packets.

Basic TESLA, which is the simpler but sophisticated version of the protocol and
applies the basic ideas in a one-to-one setting, informally works as follows: An initial
authentication is achieved using a public key signature. The subsequent messages are
authenticated using Message Authentication Codes (MACs) linked back to the initial
signature.

In message n-1, the sender S generates a key k, and transmits f{k,) to the receiver
R, as a commitment to that key, where fis a suitable cryptographic hash function.
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In message n, S sends a data packet m,, authenticated using a MAC with key %,
The key itself is revealed in message n+1.

Each receiver checks that the received key k, corresponds to the commitment
received in message n-1, verifies the MAC in message n, and then accepts the data
packet m, as authentic. Message n also contains a commitment to the next key k.,
authenticated by the MAC, thus allowing a chain of authentications. The messages
exchanged in Basic TESLA are as follows:

Init Message: R -> S: ng

Reply Message: S -> R: fik;), ng, {f(k;), ng}pxs)

Msg;: S -> R: d,, flk;), MAC(k,, d,, flkz))

MSg,,.’ S->R: dm f(kn+]))kn-])MAC(km dm f(kn+1); kn-]); n> 1.
where ny is a nonce generated by the receiver to ensure freshness and d;, d, the data
transmitted.

The protocol requires an important time synchronization assumption, the security
condition: the receiver will not accept message n if it arrives after the sender might
have sent message n+/, otherwise an intruder can capture message n+/, and use the
key k, from within it to fake a message n.

3.2 Timed OTS Modeling and Specification

We suppose that there exist untrustable nodes as well as trustable ones. Trustable
nodes exactly follow the protocol, but untrustable ones may do something against the
protocol as well, namely eavesdropping and/or faking of messages. The combination
and cooperation of untrustable nodes is modelled as the most general intruder [11].
The cryptosystem used is perfect and so, the intruder can do the following:

e Eavesdrop any message flowing in the network.

e Glean any nonces, data, commitments, keys, message authentication codes (MACs)
and signatures from the message; however the intruder can decrypt an encrypted text
only if he knows the corresponding key to decrypt.

e Fake and send messages based on the gleaned information; however the intruder
cannot guess unknown data.

We first formalize data types that constitute messages in terms of order-sorted
algebras. We declare the following visible sorts and the corresponding data
constructors for those data types:

e Sender denotes the set of agents that participate in the protocol as server. Two
special sender nodes are enemy denoting a malicious intruder, and server modeling
the legitimate server.

e Receiver denotes the set of receivers of the protocol. In our case we assume one
legitimate receiver which is modelled by constant client.

e Data denotes data to be sent by the sender. For sender a and index i, d(a, i)
models the data. Projection operator p1 returns the data creator and i the index of the
data.

e Sort Key denotes the symmetric key used for the formation of commitments and
MAC s (we assume that is used the same key). The key used in an interval i, for sender
a and receiver bisk(a, b, 1). Projections p1, p2, and i return the three arguments.
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e Sort PKey models the private key used in the signature of the Reply message. Given a
sender a, its private key is given by pk (a), while projection p returns the agent.

e The pseudorandom function for the formation of the commitments is denoted by
prf. Given a key k, £ (k) returns the commitment to that key. Projection k returns
the argument.

e Rand denotes random numbers which makes nonces unguessable and unique.

e Nonce denotes nonces. Given sender a, receiver b and a random number r,
n(a,b,r) returns the nonce created by a for b. Projections creator, forwhom and
rand return the first, second and third arguments.

e Sign denotes the digital signature used in the Reply message. Given a private key
pk, nonce n and prf p, enc (pk, n, p) returns the signature. Projections pk, n and p
return the arguments.

e Macl denotes MACs of the first message (ml). Given key k, data 4 and prf p,
macl (k,p,d) is the data constructor and k, p, d the projectors.

e Mac2 denotes MAC used in message mn. Given keys k, k’, data d and prf p,
macl (k,p,d, k") is the data constructor and k, k', p, and d the projectors.

e Msg models the four types of messages exchanged in a protocol session.

e Network models network as a multiset of messages exchanged.

e Timeval is a special sort modeling the time values.

In addition to the above visible sorts, we use the built-in visible sort Bool that
denotes truth values, declared in the built-in module BOOL.

Formalization of Messages. There are four different kind of messages exchanged in
the protocol:

- The initial message (im) that a receiver sends to the sender (server) to initiate a
session, containing a nonce to ensure freshness, in clear. This is the only message sent
by the receiver agent. The constructor of the message is

op im : Receiver Receiver Sender Nonce -> Msg

The first argument is meta-information that is only available to the outside observer
and the node that has sent the corresponding message, and cannot be forged by the
intruder, while the remaining arguments may be forged by the intruder. So, if the first
argument is the enemy and second one is not, then the message has been faked by the
intruder. Second and third arguments are the seeming sender and receiver, while the
last argument is the nonce created by the sender of the message (i.e. the Receiver) for
the server (i.e. the Sender), using a fresh random number. Projections crt-im, src-im,
dst-im return the first (actual creator), second (seeming sender), and third (receiver)
arguments of each message. A predicate im?, checks if the given message is of the
type im. Finally, j returns the identification number of the message, which is zero (0)
for message im.

- The reply message (rm) sent by the server in response to the im. It contains the
digital signature which encrypts with its private key, the nonce received, and the
application of a pseudorandom function to the first key k1 (the so-called key
commitment).

The constructor is: op rm : Sender Sender Receiver Nonce Prf Sign
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while the projections in CafeOBJ notation:

op rm? Msg -> Bool -- returns whether is an rm.

op crt Msg -> Sender -- creator

op src Msg -> Sender -- source

op dst Msg -> Receiver -- destination

op n Msg -> Nonce —-—- nonce

op p Msg -> Prf -- commitment

op C Msg -> Sign -- signature

op J Msg -> Int -- returns the id of the message.

-- We assume it is zero (0) for im and rm

- The first message that sends some data (m1). We model it separately because it does
not reveal a key and as a consequence has different body. It contains the data, the
commitment to the key used in the next message (k2), and both of them encrypted
with the k1 in a message authentication code.

op ml Sender Sender Receiver Data Prf Macl -> Msg

Projections:

op ml? Msg -> Bool -- returns whether is an ml.

op crt Msg -> Sender -—- creator

op src Msg -> Sender -- source

op dst Msg -> Receiver -- destination

op d Msg -> Data -- data

op p Msg -> Prf -- commitment

op mcl Msg -> Macl -- mac

op J Msg -> Int -— returns the id of the message which

-- 1s 1 for ml

- The n™ message (mn). It contains the data, the commitment to the key used in the
next message (k_n+1), the key used in the previous message (k_n-I) and all of them
encrypted with the kn in a message authentication code. We also add the index of the
message, n.

op mn Sender Sender Receiver Data Prf Key Mac2 Int -> Msg
Projections:

op mn? Msg -> Bool -- returns whether is an mn.
op crt Msg -> Sender -- creator

op src Msg -> Sender -- source

op dst Msg -> Receiver -- destination

op d Msg -> Data -- data

op p Msg -> Prf -- commitment

op k Msg -> Key -- key

op mc2 Msg -> Macl -- mac

op J Msg -> Int -- index of the message n

Formalization of the Network. The network is modeled as a multiset of messages,
which is used as the storage that the intruder can use. Any message that has been sent
or put into the network is supposed to be never deleted from the network. As a
consequence, the emptiness of the network means that no messages have been sent.
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The intruder tries to glean seven kinds of quantities from the network. These are
the nonces, data, commitments, the keys, two kinds of the message authentication
codes and the signatures. The collections of these quantities are denoted by the
following operators:
op nonces : Network -> ColNonces .

op keys : Network -> ColKeys . op macs2 : Network -> ColMacs2
op data : Network -> ColData. op signs : Network -> ColSigns .
op prfs : Network -> ColPrfs . op macsl : Network -> ColMacsl .

Network is the visible sort denoting networks. colx is the visible sort denoting
collections of quantities denoting by visible sort X (X = Nonce, Sign, Data, Prf,
Macl, Mac2, Key). For example, given a snapshot nw of the network, nonces (nw)
and macsl(nw) denote the collection of nonces and message authentication codes
appeared in the m1 message available to the intruder.

Those operators are defined with equations. For the case of nonces the equations
are as follows:

eqg N \in nonces(void) = (creator(N) = enemy)

ceqg N \in nonces (M,NW) = true if im? (M) and n(M) = N .

ceqg N \in nonces (M,NW) = true if rm? (M) and n(c(M)) = N and

p(pk(c(M))) = enemy .

ceqg N \in nonces (M,NW) = true if rm? (M) and n(M) = N .

ceqg N \in nonces (M,NW) = N \in nonces (NW) if not (im? (M) and
n(M) = N) and not (rm?(M) and n(c(M)) = N and

p(pk(c(M))) = enemy) and not(rm? (M) and n(M) = N)

Constant void denotes the empty bag, while N, M, Nw are CafeOBJ variables for
Nonce, Msg and Network, respectively. Operator _\in_ is the membership predicate
of collection, while _,_ is the data constructor of bags. So, ¥, nw denotes the network
obtained by adding message M to the network Nw. The first equation says that
initially, the intruder’s nonce is the only available to him. The second equation says
that if there exists a message M of the type im in the network, then the nonce N of the
message is available to the intruder. In the case of an rm message, we have two
subcases: The nonce sent in clear is available to the intruder (equation 4), while the
nonce encrypted with sender’s private key in the signature is available to the intruder
only if the key belongs to the intruder(equation 4). These are the only nonces
available to the intruder.
The equations defining data are:

eq D \in data(void) = (pl(D) = enemy)

) = true if ml? (M) and D = d(M)

) = true if ml? (M) and D = d(mcl(M)) and
pl(k(mcl(M))) = enemy .

true if mn? (M) and D = d(M)

true if mn? (M) and D = d(mc2(M)) and

ceq D \in data (M, Nw
ceq D \in data (M, Nw
ceqg D \in data (M, Nw)
ceqg D \in data (M, Nw)

pl(k(mc2(M))) = enemy .
ceqg D \in data(M, NW) = D \in data(Nw) if
not (mn?(M) and D = d(M)) and
not (ml?(M) and D = d(M)) and
not (ml?(M) and D = d(mcl(M)) and pl(k(mcl(M))) = enemy) and

not (mn? (M) and D = d(mc2(M)) and pl(k(mc2(M))) = enemy)
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The first equation says that the data initially available to the intruder are those
constructed by him. The rest equations describe how intruder can glean data by
messages m1 and mn.

Equations defining the remaining operators are written likewise.

TOTS Model of TESLA Protocol. Having specified the data part of the
specification, we proceed to the specification of the behavior of the protocol in the
module TESLA, as an Observational Transition System with real time extensions. The
assumptions made for modeling reasons are as follows:

1. Time constraints for sending and receiving messages m1 and mn.

2. Ordering of packets using an integer packet id. We assume that messages im and
rmhaveid =0, m1 hasid=1,and mn,n> 1, id = n.

3. One sender - one receiver (basic scheme).

4. Intruder is modeled following Dolev Yao general intruder model [11].

5. A Boolean flag-s is set to true if the sender has received the im message.

6. A Boolean flag-r is set to true if the receiver has sent the im message.

7. A Boolean received? is used to check the receipt of a message by the receiver.
Since the message is not deleted from the network, when received, the Boolean is set
to true, in order not to be received again by the same receiver.

8. The observation next returns the id of the packet to be received by the client.

Real Time Issues and Model. The protocol requires an important synchronization
assumption, the security condition: The receiver will not accept message n if it arrives
after the sender might have sent message n+1, otherwise an intruder can capture
message n+1, and use the key k, to fake a message n. This is the reason for using
timing constraints to some transitions and the Timed OTS model.

When the sender sends message rm, then receiver can receive it, while also sender
can send message ml, since he does not know whether the receiver has already
received it (the Boolean received? is not shared between sender and receiver). If the
sender sends the m/ before receiver gets the rm, then there exist in the network rm
and m; with received? values set to false. But in that case there is no problem, since
m; does not reveal a key, while also 7m contains a digital signature. So in that case
there is no need for timing constraints other than 0 and oo.

But, if the sender sends message m, (m,,;) before receiver received m; (and in
general m,,), then the intruder can capture the key that is revealed in the m, (k;), and
fake the data part of m;. This can be avoided if some time constraints are used. So,
after sender sends the m; message, m2 (mn) should be sent between [-sdm2 (I-sdmn)
and oo, ml should be received between O and u-rcvml, with u-rcvml < l-sdm2.
Similarly, the next mn message should be sent after the previous has been received
(i.e. u-sdmn < I-sdmn). We assume that the delays are constant.

So, we have the following clock observers: now (t) returns the time at state t, 1-
sdm2 (t) (1-sdmn (t))the lower bound of sending message m2 (mn), u-rcvmn(t) the
upper bound of receiving message mn, and u-rcvml (t) the upper bound of receiving
message ml, at a state t.

The constants are: init denotes the initial state, a1 is the lower bound of sending
an mn message, d2 is the upper bound of receiving m1 message and a3 is the upper
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bound of receiving mn message. The relation between time delays is declared in the
OTS module as follows:

-- delays

op dl : -> Real+

op d2 : -> Timeval+

op d3 : -> Timeval+

eq d2 < dl = true . eq d3 < dl = true .

eq 0 < dl = true . eq 0 < d2 = true . eq 0 < d3 = true .

Finally the time advancing transition is denoted by tick(t,r).

Formalization of Trustable Nodes. The non clock values observable from the outside
of the protocol are nw (t) that returns the set of messages in the network at a state t, ur (t)
which returns the set of random numbers used until state t, flag-r(t) that returns
whether the receiver has sent im message, flag-s (t) that returns whether the sender has
received im message, received?(t,m) that returns whether message m has been
received or not at state t, while next (t) returns the id of the next packet to be received.

The behavior of the trustable principals is modeled with the corresponding sending
and receiving transitions. Each action has an effective condition which is divided into
the timing and the non-timing part. There are four transitions modeling receiver and
five transitions modeling the behavior of sender. The transitions that have timing part
are sdml, sdm2 and sdmn.

For example, sdmn (t,m, J) corresponds to that if a message mof the type mn with
id = J,J3 > 2, that has been sent by server to client exists in the network, agent
server makes the data d(a,J+1), f(k(server,client, J+2), the key

k (server,client, J) and the message authentication code
mac (k(server,client,J+1),d(server,J+1), f (k(server,client,

J+2) , k(server,client,J)) and sends it in the message mn with the id J+1 of the
message, providing that 1-sdmn(t) <= now(t) .

The above are specified with equations in CafeOBJ as follows:
-- for action sdmn

op c-sdmn : Tesla Msg Int -> Bool
eq c-sdmn (T, M, I) = (M \in nw(T) and mn? (M) and j(M) = I and

crt (M) = server and src(M) = server and dst(M) = client and d(M) =
d(server, I) and p(M) = f(k(server, client, s I))

and k(M) = k(server, client, I - 1) and mc2 (M) =

mac?2 (k(server,client,I), d(server,I), f(k(server, client, s I)),
k(server,client, I - 1)) and I > 1 and l-sdmn(T) <= now(T))

ceq nw(sdmn (T, M, I)) = (mn(server, server, client, d(server,s

I), f(k(server,client, (I + 2))), k(server, client, I),

mac?2 (k(server,client, s I), d(server, s I), f(k(server,client, (I +
2))), k(server,client, I)), s I), nw(T)) if c-sdmn(T, M, 1I)

eq ur(sdmn (T, M, I)) = ur(T) . eq now(sdmn(T, M, I)) = now(T)

eq flag-s(sdmn(T, M, I)) = flag-s(T)

eq flag-r(sdmn(T, M, I)) = flag-r(T)

eq next (sdmn (T, M, I)) = next(T)

eq received? (sdmn (T, M, I),M') = received? (T,M')

eq u-rcvml (sdmn (T, M, I)) = u-rcvml(T)

eq l-sdml (sdmn (T, M, I)) = 1l-sdml(T)
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eq 1l-sdm2 (sdmn(T, M, I)) = 1l-sdm2(T)

ceq l-sdmn(sdmn (T, M, I)) = now(T) + dl if c-sdmn(T, M, I)
ceq u-rcvmn (sdmn (T, M, I)) = now(T) + d3 if c-sdmn(T, M, I)
bceq sdmn (T, M, I) = T if not c-sdmn (T, M, I)

As is shown in the above CafeOBJ code, the observations nw, 1-sdmn and u-rcvmn
change their value after the application of sdmn in a state T, provided that the effective
condition, which is defined by the first equation, holds. The rest observation value
does not change. The delays a1 and a3 are declared in the OTS module with relation
d3 < d1 and define the time order of sending and receiving a message mn.

Formalization of the Intruder. The intruder tries to glean information from the
messages flowing in the network, create and send fake messages based on it. The
gleaned quantities are nonces, data, commitments, keys, macsl, macs2, and
signatures. The intruder’s fake messages follow the format of the messages of the
protocol, in order to be accepted by the receiver.

For example, if the intruder has some data D, D’ commitments P, P’ and a key K,
then, if he/she create a message of type ml: D, P, macl(K, D’, P’), then it will be
rejected by the receiver since when he/she will decrypt mac, D =/=D’ and P =/=P’.
So we assume that the format of such a fake message will be: m1: D, P, mac1(K,D,P).
There are 18 transitions modeling the behavior of the intruder. For a fake message
of the type mn, the application of transition fkmn7(t,k, k', k'',i) corresponds
to that the enemy fakes mn (enemy, server,client,d(enemy, 1), £f(k), k"',
mac2 (k'',d(enemy,i),f(k),k'),1) and putitinto the network.

The CafeOBlJ equations are:

-- for action fkmn7

op c-fkmn7 : Tesla Key Key Key Int -> Bool

eq c-fkmn7 (T,K,K',K'',I) = (K \in keys(nw(T)) and K' \in keys(nw(T)) and
K'' \in keys(nw(T)) and I > 1)

ceq nw(fkmn7(T,K,K',K'',I)) =

mn (enemy, server,client,d(enemy,I),f(K),K', mac2(K'',d(enemy,I),f(K),K"),I
), nw(T) if c-fkmn7(T,K,K',K'',I)

eq ur (fkmn7 (T,K,K',K'',I)) = ur(T)

eq now (fkmn7(T,K,K',K'',I))= now(T)

eq flag-s(fkmn7(T,K,K',K'',I)) = flag-s(T)
eq flag-r (fkmn7(T,K,K',K'',I)) = flag-r(T)
eq next (fkmn7(T,K,K',K'',I)) = next(T)

eq received? (fkmn7 (T,K,K',K'',I),M) = received? (T,M)
eq u-rcvml (fkmn7 (T,XK,K',K'',I)) = u-rcvml (T)
eq l-sdml (fkmn7 (T,K,K',K'',I)) = l-sdml(T)
eq l-sdm2 (fkmn7 (T,K,K',K'',I)) = 1l-sdm2(T)
eq l-sdmn (fkmn7 (T,K,K',K'',I)) = l-sdmn(T)
eq u-rcvmn (fkmn7 (T,K,K',K'',I)) = u-rcvmn(T)

ceq fkmn7(T,K,K',K'',I) = T if not c-fkmn7(T,K,K',K'',I)
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3.3 Verification

The protocol satisfies the following invariant property (definition taken from the
original paper): The receiver does not accept as authentic any message mi unless mi
was actually sent by the sender.

We have expressed the above property based on our specification as three different
invariants:

Invariant 1. Whenever you receive the three messages rm, ml, m2, i.e.
fikl), n_R, {f(kl), n_R}_PK(S) and dI, f(k2), MAC(KI, d1,f{K2)) and
d2, fik3), kI, MAC(...),

then m1 originates from the claimed source S.

Invariant 2. Whenever you receive the three messages ml, m2, m3 i.e.,
dl, f(k2), MAC(KI, d1,f(K2)) and d2, f(k3), kI, MAC(...), and

a3, fik4), k2, MA(C(...),

then m2 originates from the claimed source S.

Invariant 3. Whenever you receive the three messages m_n-1, m_n, m_n+1, n > 2
ie., d _n-1, flk_n), k_n-2, MAC(...), and d_n, flk_n+1), k_n-1, MACY{...), and
d_n+1, flk_n+2), k_n, MAC(...),
then mn originates from the claimed source S.
The above invariants are expressed in CafeOBJ notation in a module called
inv.mod as operators invl, inv2 and inv3 respectively. The most important property,
inv3 is declared as follows:

eq inv3 (T, X, Y, Z, N) = (N > 2) and

mn (X, server, client, d(server, N - 1), f(k(server,client, N)),
k(server, client,N - 2), mac2(k(server,client,N - 1), d(server,N - 1),
f (k(server,client, N)), k(server, client, N - 2)), N - 1) \in nw(T)

and received? (T,mn (X, server, client, d(server, N - 1),
f(k(server,client, N)), k(server, client,N - 2), mac2(k(server,client,N
- 1), d(server,N - 1), f(k(server,client, N)), k(server, client, N -
2)), N - 1)) and

mn (Y, server, client, d(server,N), f(k(server,client, s N)),
k(server,client, N - 1), mac2(k(server,client,N),d(server,6N),

f (k(server,client, s N)), k(server,client, N - 1)), N) \in nw(T)

and received? (T,mn(Y, server, client, d(server,N), f(k(server,client, s
N)), k(server,client, N - 1), mac2(k(server,client,N),d(server,6N),
f(k(server,client, s N)), k(server,client, N - 1)), N)) and

mn(zZ, server, client, d(server,s N), f(k(server,client, s s N)),

k (server,client, N), mac2 (k(server,client,s N), d(server,s N),
f(k(server,client, s s N)), k(server,client, N)), s N) \in nw(T) and
received? (T,mn(Z, server, client, d(server,s N), f(k(server,client, s s
N)), k(server,client, N), mac2(k(server,client,s N), d(server,s N),
f(k(server,client, s s N)), k(server,client, N)), s N))and next(T)>N + 1
implies
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mn (server, server, client, d(server,N), f(k(server,client, s N)),
k(server,client, N - 1), mac2(k(server,client,N),d(server,6N),
f (k(server,client, s N)), k(server,client, N - 1)), N) \in nw(T)
and received? (T,mn(server, server, client, d(server,N),
f(k(server,client, s N)), k(server,client, N - 1),
mac2 (k (server,client,N),d(server,N), f(k(server,client, s N)),
k(server,client, N - 1)), N))
To prove the above invariant, we used five more invariants as lemmas that we had
then to prove. In general, to prove the three invariants that constitute the basic
property of TESLA protocol, we used 29 invariants. Most of them were state
invariants, while there were also lemmas on data types, such as Network.

Two invariants that were used as lemmas and include timing information are inv8
and inv12 and are defined as follows:

For any reachable state T and any message index N,
eq inv8(T,N) = N > 1 and l-sdmn(T) <= now(T) and
mn (server, server,client,d(server,N), f (k(server,client, (1 +
N))),k(server,client, (N + -
1))

N))),k(server,client, (N + -1))),N) \in nw(T) implies

,mac2 (k (server,client,N),d(server,N), f(k(server,client, (1 +

received? (T, mn (server, server,client,d(server,N), f (k(server,client, (1 +
N))),k(server,client, (N + -

1)) ,mac2 (k(server,client,N),d(server,N), f (k(server,client, (1 +
N))),k(server,client, (N + -1))),N))

eq invl2(T,N) = N > 1 and

mn (server, server,client,d(server,N), f (k(server,client, (N +
1))),k(server,client, (N + -

1)) ,mac2 (k(server,client,N),d(server,N), f (k(server,client, (N +

1))) ,k(server,client, (N + -1))),N)\in nw(T) and

not received? (T,mn (server, server,client,d(server,N), f (k(server,client,
(N + 1))),k(server,client, (N + -

1)) ,mac2 (k(server,client,N),d(server,N), f (k(server,client, (N +
1))),k(server,client, (N + -1))),N)) implies u-rcvmn (T)<l-sdmn (T)

The former says that if an original message mn exists in the network in a state T with n
>1 and 1-sdmn(T) <= now(T)then the message has been already received by the
client. The latter says that if an original message mn exists in the network in a state T
with n>1 and it has not yet been received by the client, then u-rcvmn (T) <1-sdmn(T).
Apart from the lemmas, the proof scores written include exhaustive case analysis. In
general the verification of Timed OTS specifications follow the same principles and
methodology as the Standard OTS [2].

4 Lessons Learned and Proposals

Writing algebraic specifications and verifying them with CafeOBJ system has the
advantage of a simple underlying theory, since it is based on equations, but can be
very difficult and time consuming for an inexperienced user.
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The two basic tasks that a specification engineer has to perform to specify and
verify a system is the system and property description. Both suppose a deep
understanding of the system/protocol. In many cases, an incorrect system’s
specification may lead to unsuccessful verifications, which implies specification
revisions/updates and verification retries. In an interactive theorem proving system
and proof score verification style this can be very time consuming.

In the case of TESLA protocol specification and verification, many verification
retries and specification revisions were performed. The reason was basically protocol
functions misunderstanding, that lead to wrong descriptions. For instance, at the
initial steps of our work on TESLA, we made two fundamental errors. The first was
that we tried to model the protocol without timing constraints, only by adding some
index to each packet. But when we tried to express the security condition, we found
out that a counterexample was obvious: An intruder could steal a message and put
into the network with altered data. Then the receiver could not identify the faked from
the original message.

The second error was related to the expression of the property. We expressed it as:

m,_j(x,server,client,....data,_;...) \in nw(t) A m,(y,server,client,....data,...) \in nw(t) A
m,,(z,server,client,....data,. ;...) \in nw(t) => m,(server,server,client,....data,...) \in nw(t)
instead of m,,_;(x,server,client,....data,_;...) \in nw(t) A

received?(t, m,_;(x,server,client,....data,.;...)) A m,(y,server,client,....data,...) \in nw(t) A

m,, (z,server,client,....data,,;...)\in nw(t) A\ received?(t, m, (z,server,client,....data,,;...)) =>
m,(server,server,client,....data,...) \in nw(t) A\ received?(t, m,(server,server,client,....data,...))

During the process of verifying/writing proof scores, we realized that without the
boolean observation received? in our property expression, a message could exist in
the network without having been received by the receiver, which was not
representative for the protocol’s behavior.

Some less important, but necessary modifications that we had to do are:

e Initially we did not use an observation next to model the id of the next packet to be
received by the client. As a result the client could accept a faked message that existed
in the network with smaller id than the last received.

e Without a special transition sdm2 for the sending of the second message m2, it was
not possible to model the effective condition c-sdmn, n=2, since sdmn, n=2 depends on
the existence of message m/ in the network which has different format from mn, n>1.

Some level of automation for Timed OTS method can be possible. This include proof
score reusability and case analyses with tool support similar to that of Standard OTSs
[12-13]. Additionally, editors such as Emacs and Eclipse make specification and
verification writing easier, and can be more useful with CafeOBIJ oriented extensions.

Using CafeOBlJ for complex real life systems and protocols is still difficult for
non-experts. To overcome this, some library support for reusable similar modules
used to real time, security protocols, etc. can be useful. Additionally, combination of
model checking and theorem proving techniques is necessary [14].
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5 Related Work

TESLA protocol has been formally specified and verified in three different works
[15-17]. In [15], the protocol is analysed using TAME [18], an interface to PVS [19]
specialized for proving properties of automata. In this approach the system is first
modelled as an LV timed automaton, [20] next any desired system property is
expressed as a state invariant and finally, the validity of the state invariant is
established by developing auxiliary invariants that supports its proof. Both our
approach and this approach belong to the theorem proving family, but the main
difference between them is that in the case of timed automata you should identify all
the states involved in the real time system in advance, which may be difficult. On the
contrary, you have not to explicitly identify states involved in a real time system in
advance to model the system as an TOTS.

In [16], a CSP [21] finite model of TESLA is model checked using the FDR [22]
model checker. The authors’ challenge was to apply model checking to such an
infinite system. A number of reduction strategies were developed and incorporated
into the model to keep state space within a feasible range. They have also extended
their model to capture the Scheme II of the protocol that involve modelling of
unbounded hash-chains. Synchronization between sender and receiver processes in
this approach is captured by introducing a special event fock that represents the
passage of one time unit. This synchronization allows the receiver to tell whether it
has received message n before sender might have sent message n+1.

Finally, in [17], the authors present the application of an extension of a model
checker for multi agent systems called MCMAS-X to the verification of TESLA. The
model of the protocol is written in an SMV-like programming language called ISPL
which is based on TDL [23] temporal epistemic logic.

All approaches, including ours, take the simple case of one sender — one receiver,
but it is straightforward to extend the model to capture the most complex cases, with
an increase to verification complexity.

Generally, formal verification of real time systems has been studied by many
researchers. Another OBJ language that has a real time extension is Maude [24], with
Real-time Maude[25]. The main difference between our approach and that of Maude,
is that the system to be analyzed with Maude should have finite state space.

Some of the reasons for selecting algebraic specifications and CafeOBJ to model
and verify the protocols are as follows:

- CafeOBlJ is not an interactive theorem prover, but an algebraic specification
language and system with interactive theorem proving facilities. Hence, documents
described in CafeOBJ can be used not only for verification, but also as specifications
with which human beings can communicate with each other.

- Since it is straightforward to describe complex data structures such as multisets in
CafeOBJ, security protocols and their properties can be naturally described.

- It is the first time that such a complex system is modeled with Timed OTSs, which
was a challenge with successful results.
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Abstract. Safety critical real-time systems (RTS) have stringent re-
quirements related to the formal specification and verification of system’s
task-level time constraints. The most common methods used to assess
properties in design models rely on the translation from user models to
formal verification languages like Time Petri Net (TPN), and on the
expression of required properties using Timed Linear Temporal Logic
(LTL), Computation Tree Logic (CTL) and p-calculus. However, these
logics are mainly used to assess safety and liveness properties. Their ca-
pability for expressing timing properties is more limited and can lead to
combinatorial state space explosion problems during model checking. In
addition, the existing methods are mainly concerned with logical rela-
tions between the events without the consideration of time tolerance.

This paper introduces a formal specification and verification method for
assessing system’s task-level time co