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Preface

This volume contains the proceedings of the workshops associated with the 31st
International Conference on Conceptual Modeling (ER 2012) and the papers
associated with the Demonstration Session of ER 2012.

Continuing the ER tradition, the ER 2012 workshops provided researchers,
students, and industry professionals with a forum to present and discuss emerg-
ing, cutting-edge topics related to conceptual modeling and its applications.
After a call for workshop proposals, the following seven workshops were selected
and organized out of 12 high-quality submissions:

— CMS, Third International Workshop on Conceptual Modelling of Services

— ECDM-NoCoDa, International Workshop on Evolution and Change in Data
Management (ECDM) and Non-Conventional Data Access (NoCoDA)

— MoDIC, International Workshop on Modeling for Data-Intensive Computing

— MORE-BI, Second International Workshop on Modeling and Reasoning for
Business Intelligence

— RIGiM, 4th International Workshop on Requirements, Intentions and Goals
in Conceptual Modeling

— SeCoGIS, 6th International Workshop on Semantic and Conceptual Issues
in Geographic Information Systems

— WISM, 9th International Workshop on Web Information Systems Modeling

The workshops cover different conceptual modeling topics, from require-
ments, goal and service modeling, to evolution and change management, to
non-conventional data access, and they span a wide range of domains includ-
ing Web information systems, geographical information systems, business intel-
ligence, data-intensive computing.

These seven workshops received a total amount of 84 submissions. Following
the rule of the ER workshops, the respective workshop Program Committees
carried out peer reviews and accepted a total number of 32 papers with an ac-
ceptance rate of 38%. We also invited speakers who significantly enhanced the
perspectives and quality of the ER 2012 workshops. For the demonstration ses-
sion, six papers were selected with the aim of demonstrating new and innovative
applications.

Setting up workshops and demonstrations required a lot of effort and involved
many people. We would like to thank the workshop organizers, for their invalu-
able collaboration and their significant effort to provide a successful workshop
edition; the workshops Program Committees and external reviewers, for their
professional contribution to the paper review that ensured such a high-quality
program; the Program Committee of the demonstrations for the diligence in
selecting the papers in this volume.



VI Preface

We would also thank the conference Co-chairs, Valeria De Antonellis and
Stefano Rizzi, for their continuous support and the help in setting up the final
program. A very special thanks to Stefano Montanelli for his hard work in editing
this volume.

Finally, we would like to express our sincere appreciation to the authors of
all the submitted papers for the high-quality contributions. We rely on their
continuous support to keep up the high quality of the ER conference.

July 2012 Silvana Castano
Panos Vassiliadis

Laks V.S. Lakshmanan

Mong Li Lee
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Third International Workshop on Conceptual
Modelling of Services (CMS 2012)

Preface

The CMS workshop aims at bringing together researchers in the areas of ser-
vices computing, services science, business process modelling, and conceptual
modelling. The emphasis of this workshop is on the intersection of the rather
new, fast growing services computing and services science paradigms with the
well established conceptual modelling area.

The first CMS workshop was held in November 2010 in Vancouver, Canada
in connection with ER 2010. The second CMS workshop was held in September
2011 in Milan, Italy in connection with ICDKE 2011. The call for research papers
for CMS 2012 solicitated the following topics:

— Conceptual models for integrated design and delivery of value bundles (i.e.
services and physical goods)

— Formal methods for services computing / services science

— Foundation of business process modelling, integration and management

— Modelling languages / techniques for services

— Modelling of semantic services

— Modelling support for service integration — within a single domain, across
multiple domains, with legacy applications, etc.

— Personalisation of services

— Quality of service modelling

— Reference models for service-oriented systems

— Semantics of service-oriented systems

— Service composition planning and verification

— Service computing process modelling, transformation and integration

— Service development process modelling

— Service ontologies and ontology alignment

— User interfaces for assisted service modelling

Out of twelve submitted papers to the workshop the international programme
committee selected four papers for presentation at the workshop. These papers
are included in these proceedings.

In addition, Vincenzo Gervasi from University of Pisa, Italy gave a keynote on
“Modeling web applications with Abstract State Machines — refining concepts
into technology”. The keynote emphasised that modeling web applications and
web services offer interesting challenges, because their conceptual design is so
intertwined with the historical accidents of their development, and with limita-
tions and features of the underlying technologies, that capturing the essence of
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their behaviour in a formal model requires a delicate hand. A good formal model
should serve not only as a precise description of the expected behaviour (i.e., a
specification), but also as an aid for human understanding and communication. A
formal model so complicated that its contents become unaccessible to the reader
is of little use for that purpose. The keynote discussed how these challenges have
been tackled by using the Abstract State Machines (ASMs) approach. ASMs,
with their rich notion of state, support for parallelism and non-determinism, and
their familiar notation, offer a fertile ground for experimenting with means of
clearly communicating precise semantics to non-specialists. At the same time, it
is important not to “abstract reality away”, and thus it is nrecessary to incor-
porate in an identifiable manner the limits and perks of current technology in
the model. In so doing, the keynote highlighted some subtler points of both web
applications and web services, and of the ASM method itself.

We would like to thank our keynote speaker Vincenzo Gervasi, all authors,
presenters and reviewers for their work that helped intensifying the connection
between service-oriented systems and conceptual modelling. We are also grate-
ful to the ER 2012 workshop chairs for giving us the opportunity to use this
conference as a platform for the continuation of the CMS workshops.

October 2012 Klaus-Dieter Schewe
Qing Wang
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Abstract. Improved sensing technologies and cheap sensor devices fa-
cilitate the creation of Ambient Assisted Living (AAL) environments.
Whereas the increasing manifoldness of sensing possibilities helps to gain
detailed and precise information about the environment, the task of dy-
namically mapping data from different sensor sources to a processable
data model becomes more and more complex. Especially in AAL envi-
ronments which build upon different sensors and sensor networks, the
integration of distinct data sources becomes an issue. Most systems cope
with this issue by requiring hand written adapters which encapsulate
the device communication as well as the data mapping logic. Within this
paper we tackle the problem of mapping perceived sensor data to a for-
mal (ontology-based) model with a semi-automated approach. We split
up the mapping in two separate parts: (i) a protocol specific adapter
which encapsulates the communication with the sensor device and (i) a
mapping description. The mapping description is specific for each sensor
type and defines how the sensed data is mapped to the data model. In
addition the mapping description can be used to enrich the data model
with additional information, like time and space.

Keywords: Ambient Assisted Living (AAL), Data Model, Data Map-
ping, Ontology.

1 Introduction

The increasing number of sensor devices for home automation as well as the
decreasing prices for such devices facilitate their practical application in smart
home environments. The ongoing development on the sensor market, especially
the availability of affordable and energy efficient wireless sensors, allows to equip
existing or new buildings with different sensors. Partially, such of the shelf sensors
can be used in Ambient Assisted Living (AAL) environments [3], like residential
care homes, foster homes or private homes. The main purpose of AAL is to

S. Castano et al.(Eds.): ER Workshops 2012, LNCS 7518, pp. 3-[[2] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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support elderly or handicapped people in their daily living activities [5] and
enable them to stay longer in their familiar environment instead of moving to
a nursing home or becoming dependent on home care. To achieve this goal a
reliable and proper detection of activities and situations must be provided by an
AAL system for two reasons: (i) to detect dangerous or life critical situations for
the resident and (i) to support and assist the resident in his Activities of Daily
Living (ADL) or remind him of important tasks (switching off the stove, taking
prescribed medicine).

To detect situations or activities a Data Fusion Component [§], for merging
information from different data sources (i. e. Smart Home sensor values) for
decision making, is inevitable. The reasoning about situations is typically done
on higher levels of information processing, where basically two approaches are
applied for situation detection: (i) supervised learning and (i7) unsupervised
learning by applying knowledge driven methods. Depending on the purpose of
the AAL system both approaches have their benefits and drawbacks. In case
of extensibility knowledge driven approaches are more suitable than supervised
learning, because they offer the possibility to add additional or new data sources
(in our case sensor devices) to an existing system without re-training the system.
The additional provided knowledge can be considered by adapting existing rules
or adding new rules to process the additionally available information. Therefore,
it is possible to change a running system (attach or detach new sensors) during
runtime and process the sensed data without any change in the existing reasoning
infrastructure.

2 Related Work

A variety of AAL environments, especially frameworks like SOPRANO [9],
OASIS [4] and PERSONA [I] follow a knowledge driven approach. These frame-
works use ontologies to describe, store and reason about the sensed environmen-
tal knowledge. SOPRANO, OASIS as well as PERSONA are based on the OSGi
Service Platform [I1] which provides an infrastructure for service development,
like an execution environment, a life cycle management, a service registry and
much more. An analysis of the named frameworks showed, that the data map-
ping is done in a data layer where hand written OSGi adapters are used for
mapping raw sensor data to ontological objects.

We assume that it must be possible to ease the data mapping of raw sensor
data to ontological objects by a knowledge driven approach. It should be possible
to define data mapping constraints for a set of sensors once and automatically
map all incoming data from these sensors to ontological objects.

Within this paper we describe an approach for semi-automated data mapping
of sensor data to ontological objects in service environments. To demonstrate its
feasibility we implemented a prototype which will be discussed in more detail in
the following sections.
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3 The Data Mapping Issue

Every AAL system faces the issue of how to map sensed data values to data types
or objects for further processing. Depending on the used sensor infrastructure
and the main purpose of the AAL system, sensor data is either automatically
perceived (push principle) or must be queried in temporal intervals from dif-
ferent devices (pull principle). Another problem are the transmission protocols
used to communicate with the devices. Most home automation sensors provide
a stream of binary information which is transmitted using either a standardized
protocol, like TCP/IP, Bluetooth (IEEE 802.15.4) or ZigBee (IEEE 802.15.4),
or a proprietary protocol, like C-Bus or ANT. To abstract from these device and
communication specific issues, typically one or more abstractions layers are in-
troduced. The benefit gained by using abstraction layers is, that the complexity
of device communication can be hidden behind well defined interfaces.

In AAL systems designed and implemented for a fixed set of use cases the
mapping of sensor data is trivial. The number and type of used sensor devices
can be planned in advance. Afterwards, the sensor locations and communication
protocols are settled and will not (can not) be changed anymore. Unfortunately
AAL systems require to be much more flexible, because real life behaviour de-
viates from laboratory simulation and it is essential to gather data from real
in-home installations for machine learning and further analysis [7]. Therefore, it
must be possible to adapt or change sensor devices after the system has been
installed. In addition it is not always possible to install the desired sensors (costs,
no retrofittable buildings) or the used sensors might still be under development
and are not available yet.

Another issue is the deployment and updatability of the system. Especially,
when it is required to update or deploy the system during runtime. To tackle these
challenge a service-oriented architecture based upon a service infrastructure (like
OSGi) can be used. Besides, the service infrastructure a component for mapping
sensed data to data objects would be desirable. Ideally the mapping logic should be
defined outside the mapping component to allow to change the mapping behaviour
independently from the system. Therefore, a formal model which allows to specify
mapping relations among sensor and data values is required.

4 Mapping Approach

Our mapping approach introduces an ontology which serves as generic model for
sensed data. This ontology, called SENIOR Core Ontology (sen core), defines
basic relations among sensor objects and data objects. Based on sen core we
derived the SENIOR, Sense Ontology (sen sense), a small ontology specifically
designed for an AAL home environment. Sen sense defines concrete sensors, like
a motion sensor or a switch sensor which are installed in a specific building.
Figure [l gives a short overview of our mapping approach and the related com-
ponents. For each sensor type an adapter (1) must be available to encapsulate
the device specific communication. These adapters are registered to a generic
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data processing component called Data Mapping Service (DMS). The DMS cre-
ates a generic model (2+3) related to sen core and the sensed values. Based on
sen sense and sen core rules (4) can be defined, which describe how the data
from the sen core model is mapped to a specific sen sense model. This is done
by an Inference Machine which will create the Mapped Model (5). This approach
offers the benefit, that only the mapping rule files need to be created or adapted
if additional sensors are added [l. In addition, the rules explicitly and formally
define the mapping behaviour. In systems where the data mapping is done by
hand written sensor adapters this knowledge is implicitly coded into the adapter.
Furthermore, the rules can be used to enrich the sen sense model with additional
information, like sensing time or the location of the sensor.

sen_core Data Mapping Service (DMS)
a — e » Generic Sensor
has Data Data -« Data
‘ Data J _>‘ Sensor W Gen. Model Processing Adapter
9 _ 4 @ — < 2 — 1
% o
o ~
| | -0
Mapped
| v i
sen_sense Mapping e N L
| | Rules Inference ('\J }\j\\
—l e L), Machine —»|
Switch ( Switch
Sensor Data

has Data ’—QL_‘

Fig. 1. Data Mapping Approach

As already mentioned we created two ontologies the sen core ontology, which
serves as basis for data mapping, and the sen sense ontology, which covers the
specific sensor environment. This was done for the following reasons: (i) the
simple sen core ontology serves as upper ontology and eases the integration of
existing AAL systems [I6], (i7) the sen core ontology can be used as formal model
to verify if the rules created a correct data model and (i) the AAL specific
ontology (sen sense) can be changed without changing the basic infrastructure
(sen core ontology, data adapters, DMSE.

Figure 2 shows the SENIOR ontologies in more detail. We used the core on-
tology to define the basic objects Sensor, Data, Time and Location as well as
basic relations among these objects. The concrete instances of the objects are
defined in sen sense. Each Sensor object is uniquely identified via an attribute
(hasIdAttr.) and has a hasData relation to a Data object. On the Sen core
level the Data object only contains an attribute (hasDataAttr.) which stores

! In case that a new sensor which uses a currently not supported protocol is added,
an adapter for this protocol must be created as well.

2 Nowadays sensor networks offer sophisticated mechanisms for detecting faulty sen-
sors. The rule based approach can additionally be adapted to avoid the corruption
of the data store with incorrect or multiple (duplicated) sensed values by checking
for faulty or duplicated sensor data.
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the perceived sensor information as string. Via rules this unprocessed sensor
data will be mapped to more specific data and sensor objects which are defined
in the sen sense ontology. Figure 2] shows this by using a SwitchSensor object for
demonstration. The Data and Sensor objects are created by the DMS when an
adapter perceives (pushes) new data. In case that complex calculations are nec-
essary (data pre-processing) an adapter can in addition create a sen sense based
data model and push the model into the DMS. The two core ontology objects
Time and Location are actually not used by the DMS. Instances of these objects
are created by the mapping rules, which are currently used for: (i) mapping a
sensor to its location, (#) mapping sen core hasDataAttr. values to sen sense
data objects (like the ON/OFF objects shown in figure B and (7i) creating
temporal relations between data and sensor objects.

sen_core

i hasLocation hasData
Location | «—— Sensor
hasldAttr i hasDa
O
\\ A

i § Time i
i i hasTimeAttr. | |
i ! i sen_sense
Kitchen Switch Switch | off
Sensor Data
hasLocatio”
S hasData
wa -9{
yes\d 9L,
4/ é%

Fig. 2. Senior Core Ontology

Alternatively to our SENIOR Sense Ontology existing and sophisticated on-
tologies, like OntoSensor [12] could be reused. In case of OntoSensor, which is
based on SUMO and SensorML, the OntoSensor: Sensor class must be derived
from sen core:Sensor and the mapping rules need to be adapted correspondingly.
Due to the amount of objects and relations defined in OntoSensor, the mapping
rule files will become hardly comprehensible and understandable. Therefore, we
decided to introduce a simple and manageable ontology for demonstration pur-
poses which is directly based on sen core.

5 Architecture and Implementation

We decided to use the service infrastructure provided by the OSGi framework to
implement our prototype. Actually there is no common agreed standard for home
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automation systems, but a variety of projects, like the afore mentioned SOPRANO,
OASIS and PERSONA systems are either based on OSGi or provide adapters for it.
Besides, several commercial and open source implementations of the OSGi frame-
work are available. As formalism for our ontologies (sen core and sen sense) the
Web Ontology Language (OWL) [14] was used. For simple data mapping it would
as well be possible to use the Resource Description Framework (RDF) [15]. Instead
we decided do use OWL, because of the following reasons: (i) OWL is a widespread
and machine processable notation for ontologies, (i) there exist a variety of tools
for editing and processing OWL, (#ii) there are existing ontologies for Smart Home
and AAL which can be re-used or integrated and (i) OWL provides a description
logic (OWL-DL) which can be used for reasoning.

As described in figure[Jlwe use an inference machine which creates the mapped
data based on the automatically generated sen core model and mapping rules.
Thanks to the semantic web hype, there are several frameworks available which
can be used for processing of and reasoning about OWL information. We decided
to use the Apache Jena Framework [2] which provides a Java based API for OWL
ontologies and a rule-based inference engine which offers sufficient reasoning
support for our purposes.

. . 2 listen for DMS
File System 0SGi Runtime egiter L‘ Network
n Generic Data Adapter Service 2
Ontologies Data Mapping Service (DMS) (GDAS)
sen_core | Prococol Network
| < Decoder Listener —‘
sen_sense H
2
b N
& S
Data I 0SGi Registry LN
Mapping g o T
Rules Jj h 13

User Defined Pull Services I

Fig. 3. Data Mapping Architecture using the OSGi and JENA Framework

Figure B gives an overview of the different service components used in our
prototype. The Data Mapping Service (DMS) (1) was implemented as OSGi
service and serves two purposes: (i) it provides an interface where either the
Generic Data Adapter Service (GDAS) (2) or user defined adapter services (3)
can push sensed data and (i) it regularly polls registered pull adapter services
(4) for data. The GDAS was introduced to avoid implementing a custom adapter
for each sensor type. Actually it is used to process simulated sensor data which
is generated by a simulator for ambient intelligence environments which was
already presented in [6]. In addition, user defined adapter services can be pro-
vided for handling different sensor types and pushing data into the DMS. When
data is pushed into the DMS a generic Jena model based on the sen core on-
tology is created. Afterwards, the FileManager (5) checks, if suitable mapping
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rules are available for the given sensor input. The mapping rules are located in
a designated, configurable folder on the file system which is regularly checked
for updates. This allows to update the rules during runtime. The generic Jena
model and the rule file are fed into the ModelProcessor (6). Jena provides the
possibility to use different reasoners for inferring models, like Pellet, FaCT or
the built-in GenericRuleReasoner. Depending on the rule description the created
model can contain sensor data objects and additional information (for example,
temporal or location information).

The mapped model is passed to the DataStoreService (7) which stores the Jena
model into a database. In our prototype implementation we use the SDB API
provided by Jena to store the data in the RDF format into a relational database.
Currently different databases are supported by Jena. To ease the implementation
we decided to use the simple Hyper SQL [13] for demonstration purposes.

Table 1. Rule snippet from a sensor mapping file

[Rulel:
(?s sen core:hasIdValue '701)
—>
(?s sen core:hasLocation sen sense:Kitchen)

]

[Rule2:
(?s sen core:hasIdValue '701)
(?s sen core:hasData 7d)
(?d sen core:hasDataValue ?rawData)
(?currentTime rdf:type sen core:Time)
equal (?rawData, 'ON’)

i
(?s sen core:hasData sen sense:On)
(sen sense:On sen core:hasTime ?currentTime)
(?s sen core:hasTime ?currentTime)
(?currentTime sen core:hasData sen sense :0n)

]

The mapping rules are currently stored in multiple files. For performance and
flexibility reasons each sensor has its own rule file which defines the data and
location mapping for the corresponding sensor. The rules are notated using the
Jena Rules syntax. This offers the benefit that the file can be directly interpreted
by the Jena API (no parsing needed). Figure [I] shows a simplified rule snippet
from a mapping file. Rulel is responsible for mapping the sensor with the id
701 to the location Kitchen. Rule2 is responsible for mapping the sensed raw
data, which are stored as hasDataValue string property and can be interpreted
as follows: If there is a sensor with id 701 and the property hasDataValue equals
the string "ON’ four relations will be created. First a relation between the sensor
and the object On. Second a relation between the On object and the current
time. Third a relation between the sensor and the current time object. Forth a
relation between the current time object an the On object. The mutual relations
between data and time are of use on higher levels where, for example, property
chains can be used to query if sensor-data-relations were valid during a defined
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time period. This example clearly shows that our mapping approach can also be
used for enriching the sensor data model with additional information during the
mapping process.

6 Evaluation and Conclusion

Target of this study was to develop a flexible approach for mapping sensor data
to ontological models which is according to the Data Fusion community also
known as Object Refinement (JDL data fusion model [10]). In our case sensed
data is mapped to a formal model and enriched with a minimum of contextual
information (sensing time and sensor location) before the data model is created.
Situation Assessment, where relations among objects are evaluated with the goal
to detect a defined situation, is not target of our work. This is done on superior
levels of information processing.

To evaluate our approach we implemented a prototype based on the OSGi
Framework. The Data Mapping Service, a storage service, a generic data adapter
service, as well as a user defined sensor adapter service were implemented. The
service-oriented implementation in combination with our mapping approach al-
lows to add or remove sensors during runtime (starting or stopping adapter
services for handling sensor input). We have tested this behavior via adding new
types of sensor adapters during runtime. After the adapter bundle was installed
in the OSGi target platform and a corresponding mapping file was found, the
new type of sensor input was successfully processed by the system (i. e. the
corresponding sen sense sensor and data objects were created in our database).
To test our implementation we used a simulator [6] containing a floor plan of
a small flat which we equipped with different sensor devices (switch sensors,
motion sensors, temperature sensors, etc.). A simulated interaction with 16 sen-
sors was forwarded to our mapping service prototype where the raw sensor data
was mapped to data objects, enriched which location and temporal information
and stored in an RDF data store. Tests concerning the performance of the data
mapping were executed and delivered feasible results. From data perception (in
the DMS) to the availability of the data model the average mapping duration is
between 15 and 22 ms, depending on the sensor type and complexity of the map-
ping rules. Table ] contains an excerpt of the accumulated performance values
per sensor type measured in the prototype environment.

Table 2. Mapping Performance

Processing Time

Sensor Type Sensor Id ~ No. of Signals (in ms)

Min  Avg  Mazx
Motion Sensor 501 184 0 16 32
Temperature Sensor 503 162 0 15 63
Binary Switch 601 73 0 22 47
Contact Switch 604 64 0 22 47
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Up to now the mapping rules only contain simple instructions. In case of a
switch sensor this means that the data attribute ’0’ is mapped to the data object
ON as well as introducing relations to location and time objects (compare figure
[2). As future work it is planned to introduce and evaluate more complex mapping
rules. Additionally, we want to increase the number of sensor instances and sensor
types and evaluate its impact on the mapping performance. Concerning AAL
systems which require an expandable mapping behaviour, we have demonstrated
with our prototype that the presented approach is feasible and provides the
required flexibility for dynamically expanding or changing the sensor components
of an AAL system.
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ment (REGIO 13). Any opinions, findings and conclusions or recommendations
in this paper are those of the authors and do not necessarily represent the views
of the research sponsors.
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Abstract. Current Service Level Agreements are lacking completeness.
They often leave out parameters that are important for the consumer.
In addition, SLAs are predefined by the service providers and the con-
sumer does not have a say in them. The goal of this paper is to find
the important parameters that should initially be included in a Service
Level Agreement between a cloud service provider and a cloud service
consumer. In this paper we are showing a client-centric view of the SLA.
Some examples for SLAs of services in the market are illustrated, in or-
der to show the need to specify, which parameters should be included in
the SLAs.

1 Introduction

In this paper we aim at finding an initial set of parameters that should be present
in a Service Level Agreement (SLA) to guarantee the Quality of Service (QoS)
the cloud consumer is minimally expecting. We do that by reviewing the concept
of non-functional requirements(NFRs) in Service Oriented Architectures(SOA)
and applying it on cloud computing. We also present a short review on SLAs
of existing cloud services, and how they lack various considerations. Most of
the research on SLAs presents how to model SLAs assuming to have already
defined the SLA parameters. Current SLAs as they are represented in the mar-
ket lack preciseness and completeness. Some parameters that are important for
consumers are left out and others are very vaguely described. In this paper we
try to find out an initial set of SLA parameters necessary for cloud computing
before modeling and operating on the SLAs.

In section 1] we will start by reviewing NFRs in literature, as we will use
some of them as attributes to be included in SLAs. Section is an overview
on cloud computing and how SLAs are dealt with in this field. In addition some
examples of currently existing SLAs in cloud computing are given. In section [3]
we gathered a list of NFRs from different sources and tried to categorize them,
and come up with a list of relevant NFRs to be included in the service contracts.
These attributes are then analyzed for the cloud computing domain in section [l
In this paper we concentrate mainly on quality attributes that should be included

S. Castano et al.(Eds.): ER Workshops 2012, LNCS 7518, pp. 13-E2] 2012.
(© Springer-Verlag Berlin Heidelberg 2012



14 M. Rady

in the SLAs in cloud computing. Nevertheless, we mention other categories that
should be present in the contract such as legal issues and business values.

2 Literature Review

2.1 Non-Functional Requirements

For decades, researchers have tried to find a clear definition of NFRs. However,
they still haven’t reached consensus about what exactly NFRs are[LT][14][17].
Questioning the users is never enough to determine the NFRs necessary to guar-
antee the quality the client is expecting[14][13][7].

Some of the work on NFRs, adapt the definition of parts of the quality model
in the ISO/IEC 9126 [I] quality standards. The paper [5] uses the quality model
as a basis for modeling of NFRs. This might be sufficient in the case of general
specifications of NFRs, but with cloud computing advancing fast, new challenges
arise e.g. Scalability [2], which is an attribute that is not part of the ISO/IEC
9126 quality model.

A taxonomy for identifying and specifying NFRs for SOAs was presented in
[11]. Here NFRs are specified into three different categories: process require-
ments, non-functional external requirements and non-functional service require-
ments. In comparison to traditional software in SOA more NFRs occur due to
the highly distributed nature of SOA[II]. For each of these categories a list of
requirements with their definitions have been introduced[I1]. Some of the at-
tributes in this taxonomy will be used in our work to find appropriate SLA
parameters to suit the client’s needs in the cloud computing paradigm.

Relating NFRs to specific system domains can give insight how to define
them. In [I7] five types of systems were analyzed. The common NFRs be-
tween the different systems are: performance, reliability, usability, security, and
maintainability [17].

A survey was made in [3] to create a list of NFRs from the consumer’s point
of view for SOA. The list consists of 17 NFRs. Some of these NFRs are actually
of great importance to cloud computing.

Different quality attributes for SOA, the different factors related to each at-
tribute and the existing efforts to achieve that quality were described in [I§].
Most of the literature discussed NFRs for SOA. But with cloud computing emerg-
ing we need to analyze them for the cloud computing domain. These NFRs can
then be used to express SLAs. The next section introduces cloud computing and
how SLAs are represented in this domain.

2.2 Cloud Computing and Service Level Agreements

Cloud computing is the sum of Software-as-a-service (SaaS), Platform-as-a-
Service (PaaS) and Public Utility Computing. It is providing computing, com-
munication and storage at a particular price per hour. It provides the illusion of
infinite computing resources available on demand, therefore resources are avail-
able when needed. It also allows the elimination of an up-front commitment by
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cloud users, so that companies can start small and increase their size once they
are ready. In addition it provides the ability for paying “as you go”, which means
that cloud users are only paying for what they are using. Another advantage is
that it removes the maintenance burden off the cloud consumer[2]. There are
three types of cloud services that are usually discussed. These are Infrastructure
as a Service(IaaS), Platform as a Service(PaaS) and Software as a Service(SaaS).
A cloud consumer can be either a normal user or a developer that is aiming at
developing a service on the cloud with the aim of being a service provider himself.

Generally, SLAs define assertions of a service provider, that the service he is
providing meets a certain guaranteed IT-Level and business-process level service
parameters. In addition, the service provider should provide measures to be taken
in the case he failed to meet these assertions[16]. If we take a look at current SLAs
for cloud services in the market they are all predefined and they mostly include the
attribute availability in terms of monthly uptime percentage. However, there are
key factors that are not included or very imprecisely described in the currently
existing SLAs. We cannot deny that availability is one of the key qualities that
need to be included in an SLA, but it’s not the only one. For instance, how does
the cloud provider guarantee performance, service maintenance and reliability? Is
it enough to include in the customer agreements that the service provider would do
everything he can to provide data privacy and confidentiality? All these questions
lead us to think, that the current SLAs are definitely not representative enough of
the clients’ needs and what we need is a clear definition, what should be included
in SLAs in cloud computing, so that consumers are satisfied. We present some
examples on current SLAs in cloud computing.

Examples on Existing Service Level Agreements in the Cloud. We
will take a look at TaaS, PaaS and SaaS. An example of TaaS is Amazon EC2.
Examples of PaaS are Heroku and Google App Engine. SaaS are basically web
services or web applications that we deal with on regular basis. In this section
we do not only present SLA but also customer agreements and service terms, as
it is often stated that the SLAs are governed by them.

Amazon EC2 is an [aaS service provided by Amazon Web Services. If we take
a look at their SLAs, only availability is the issue there. They are promising
a certain percentage of uptime. They are also describing the penalty Amazon
has to pay in case of unavailability[20]. In the SLA they mention that the AWS
Customer Agreement, Service Terms and Acceptable Use Policy are also included
in the contract. If we take a look at the AWS Customer Agreements, they are
mentioning the following attributes: security, privacy, confidentiality and some
other legal issues[20], however, without measurable assurances or guarantees.
The Acceptable Use Policy describes prohibited use of the service offerings|20].
AWS Service Terms of EC2 defines the responsibility of customers to maintain
licenses and adhering to license terms of any software that is run on EC2[20].

Google App Engine -a PaaS- provides the customer with a Customer Agree-
ment and an SLA. In the Customer Agreement they discuss primarily legal is-
sues (e.g. Terms for Suspension and Removals, Intellectual Property Rights and
Service Deprecation ). In addition they mention terms for payment and penalties.
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They also add terms for privacy and confidentiality. In the SLA they promise
the customers a certain percentage of uptime and error rate calculation (part of
Service Reliability)[g].

Heroku is also a PaaS. They do not provide SLAs but they call it “customer
promise”. They mention that the user is the one who is owning the code and the
data on the platform and subsequently will have all the responsibility to protect
it. In addition, they will try to offer 100% uptime. But if the service was down,
they will provide the customer with an explanation.

3 Important Non-Functional Aspects for Cloud
Computing- A Client Centric View

We started by looking at different lists of NFRs presented in[3][1T] [1°7] [Z0] [1][9].
We divided NFRs for cloud computing into 3 categories quality attributes, busi-
ness values and legal issues, this is similar to the definitions in [II] and [I0]. The
first step we did is gathering the quality attributes for SOA to find all common
attributes between the different taxonomies, definitions and classifications in our
reviewed literature. We provide a list of different attributes that we claim are
important from the consumer’s point of view specifically for cloud computing.
The paper [15] presents a framework to deal with quality attributes in software
design and development. They present 7 different levels for handling the qual-
ity attributes in the different software development and design stages. The first
level is the specification of the quality properties, this includes a semi-formal
definition, a measurement and policies for evaluation. However, our aim here is
not to define the quality attributes individually, but rather focus on the bigger
picture, which of these attributes is useful in the cloud computing domain. This
is why, we do not include the measurement and the evaluation policies, although
they are stated in the papers [I8][3][I1] discussing the different non-functional
aspects. The different quality attributes are presented below.

Usability is the measure of the quality of user experience in interacting with the
service[I8]. It is the ability of the service to be understandable, learnable,
operable and attractive to a consumer[3|[1]. Usability is needed whenever
users are dealing with interfaces.

Reliability is the ability of a system to keep operating over time without failure.
There are two types of reliability [18]:

Message Reliability: services typically communicate with each other or
with consumers through messages. These are dependent on the network
performance. This means that if the connection channel is not reliable,
then message delivery assurance is necessary.

Service Reliability: the service operates correctly with transactions pre-
serving data integrity and if it fails it reports failure to the user [18].

Performance includes the following attributes
Response time: the duration of time between sending a request to a ser-

vice and receiving a response[10)].
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Throughput: the amount of requests a service can handle in a certain
time[I0].
Security includes the following attributes
Authenticity: trusting that the indicated identity of a subject is true[18].
Integrity: impossible change or deletion of data by unauthorized subjects|[I1].
Confidentiality: access to data is given only to authorized subjects[18].
Unauthorized individuals are denied access to data [3].
Privacy: the ability of a subject to control sharing personal information[I9].
Auditing: performing logging and assuring non-repudiation of subjects’ ac-
tions [10][3].
Interoperability is the ability of communication entities to share specific infor-
mation and operate on it according to an agreed-upon operational semantics
[6]. In order to achieve interoperability standardization is needed. In addi-
tion, in SOA as well as cloud computing users deal with service interfaces that
provide an abstraction of the process that is going on behind the scenes[d],
which can help in achieving interoperability.
Availability defines the amount of time the system is operational and accessible
when required for use. In cases of downtime service providers generally pay
penalties in different forms for consumers[1§].

Some attributes were not presented in all the NFR-lists in our reviewed liter-
ature. However, we think that they are important for cloud computing. These
attributes are:

Scalability is the ability of services to function properly when the system needs
to be changed in size. Scalability can follow through horizontal scaling, ver-
tical scaling or stateless services[I§].

Portability As cloud computing services are accessed over the internet through
interfaces, service consumers need to be sure that the services will be working
on different devices or on different platforms.

The next three attributes are more a concern of service providers, however they
indirectly affect the quality of the cloud product, as they affect its agility. This
facilitates maintenance and updating of the cloud product.

Modifiability is the ability to make changes to the service efficiently and with
low costs [IT][9].

Maintainability is the ability to maintain the service[3)].

Testability is the ability to test the service is working according to the service
requirements|[I1].

For Business Values we gathered the following attributes:

Price in cloud computing is a unit price per hour for usage of the service. The
”Pay as you go” concept[3].

Penalty and Compensation Penalty is the fee a consumer has to pay when
he breaks the contract with the service provider. And compensation is the
fee the service provider has to pay if he breaks the contracts with the
consumer [10].
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And important Legal Issues are:

Jurisdiction Systems need to comply with legislation of the country/territory
they are hosted in. Services should provide their locations to reflect the legal
obligations the consumer would have if he used the service[3].

Termination and Suspension are the terms for terminating and suspending
the servicel[g].

Note that in the literature availability is sometimes considered as a subquality
of security[18]. But here we chose to deal with it seperately as availability is one
of the main qualities that need to be defined for cloud computing. As in the
different SLAs one of the main attributes is availability.

In the next section we present how we used the previously listed NFRs to find
the important parameters that should be included in SLAs of cloud computing
services. In addition, we give reasons why each of the previously listed attributes
is important for cloud computing.

4 Important Parameters for Service Level Agreements in
Cloud Computing

In cloud computing quality attributes are depending on the type of service it
is providing. Cloud services can provide different layers of the IT-Stack as a
service. The responsibilities and concerns of a service provider as well as the
consumer differ according to which layer of the IT-Stack the cloud computing
service is offering. Not only in the amount of attributes but also how they are
being dealt with. In this section we are trying to figure out the responsibilities
of the cloud provider and the cloud consumer for different services. As we are
investigating the view point of the cloud consumer, we do not consider the fact
that a service provider is himself a user of another cloud service that is supporting
the service he is providing. The guarantees the cloud provider is giving should
be stated upfront to the cloud consumer, regardless of the fact that a third party
is involved in the service he is providing. Figure [Il shows the IT-Stack and how
the different cloud services will be concerned with different management issues
accordingly. In Infrastructure as a Service (IaaS) the consumer has greatest
responsibilities for management, from the application layer all the way down
to the top of the virtual infrastructure. Entering a cloud at the level of IaaS is
replacing having datacenters on premises. Instead, the consumer is provided with
virtual machines, virtual storage, networking. It is then the job of the consumer
to build everything on top of it, to select the operating system, the middleware
and pay for it if necessary. Then the consumer is able to use and develop his
own solutions[12].

When entering the cloud at the SaaS level, the consumer is basically selecting
a cloud application. Some of these cloud applications in SaaS can be customized
according to the costumers’ needs[12].

Platform as a Service is in the middle. The consumers’ responsibility is the
whole application layer down until the top level of the middleware. It is a plat-
form on which the consumer can build his own application and create his own
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Fig. 1. Cloud Computing Services in the IT Stack

unique solution. It is providing a middleware with its elasticity, scalability and
availability. These are attributes that the consumer doesn’t have to care about
because they are already built on PaaS[I2].

As the focus of the different cloud services differ we claim that the SLA
parameters would also be different among the cloud services. Because as we go
from the TaaS to SaaS the responsibilities are shifting from the cloud consumer
to the cloud service provider.

If cloud providers want to encourage companies to move to the cloud they have
to guarantee at least the same quality of service they are getting on premises.
After listing the different NFRs with their QoS attributes for cloud computing
we will analyse them for the different services in cloud computing. And we will
list the different parameters that should be initially included in the SLAs.

If the cloud service is accessible through an interface, then the cloud service
provider should guarantee the following attributes:

Availability: The interface should be available all the time.

Usability: The interface should be user-friendly, learnable and understandable,
in the case the service is operated through a graphical user interface.

Reliability: The interface should provide reliable customer-interface commu-
nication, and interface-cloud communication. It should also provide error
messages when failure happens.

Security: Unauthorized access to the service should not be allowed. By that
the service provider can guarantee confidentiality of the consumer’s data.

Interoperability : Allowing the service interface to interact with other services.

For the cloud service the obligations and the responsibilities of providers and
consumers differ based on the type of the cloud service they are offering or using
respectively. And thus the quality requirements for each of the cloud services
also differ.

In TaaS the service provider provides various resources. He should guarantee
performance of the hardware and virtual infrastructure just like it would be
operating on premises. The reliability of hardware and virtual infrastructure is
also an important quality, the hardware and virtual infrastructure should operate
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exactly as expected. The hardware and virtual infrastructure should be available
all the time and the maintenance of the hardware and virtual infrastructure is
the responsibility of the service provider. It is assumed that the cloud consumer
can have horizontal scalability. However, if he needs vertical scalability, this has
to be agreed on in the contract.

The consumer has the responsibility of whatever is deployed on that infras-
tructure. But for that he has the freedom to choose his operating system, his
middleware and the applications he would want to run on top of this infrastruc-
ture, just as he would do it locally.

With PaaS the service provider has more responsibilities for the service and
the consumer has less responsibilities than in TaaS. He also needs to guarantee
the four attributes that the service provider of IaaS is guaranteeing in addition
to other attributes but the context in which these attributes are guaranteed is
completely different. The service provider should guarantee the performance of
his service, not only the performance of the platform but also indirectly the per-
formance of the underlying hardware and virtual infrastructure infrastructure.
The reliability of the platform and the underlying infrastructure should also be
guaranteed. In addition the service provider should guarantee availability of the
platform and its underlying hardware and virtual infrastructure. Maintenance
of the platform and the underlying infrastructure is also the service provider’s
responsibility.

Added to that the service provider should guarantee scalability of the under-
lying structure so that the consumer can manage his application as he will not
be gaining access to the virtual infrastructure as it is the case for the IaaS. If
the consumer decided to develop his solutions on the cloud then he should get
the illusion of infinite computing as mentioned in section And the platform
should be able to deal with the change in size.

Moving to SaaS here the service provider has the most responsibility. All the
quality attributes that are mentioned in section [3 are here the service provider’s
responsibility. The software is no longer installed locally by the client but the
client can access it on the cloud through a service interface. The software that is
provided as a service has to provide good usability, it has to be easy to learn, to
understand and to operate. The service has to provide reliability, the customer
needs to be sure that the software he is signing up for will operate correctly. The
consumer also needs to know that the service will provide good performance, and
that he will not need to compromise in terms of response time and throughput
when moving from a locally installed software to the cloud. The security of the
data is here the responsibility of the service provider. In addition, availability is
one of the key qualities that need to be ensured for SaaS. The consumer should
be able to rely on the fact that the service will be available all the time. In
addition, the consumer needs maintenance for the service. Interoperability allows
communication of services and is one of the advantages of using a SOA, which
is essentially what SaaS is. The consumer will also need a portability guarantee,
that the service can work in different environments. There are some attributes
that were mentioned in section [3] that are the concern of the service provider
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but are no longer the consumer’s concern in SaaS. However, they indirectly
affect the consumer’s concerns. These are scalability, modifiability, testability
and maintainability. These do not need to be included in the SLA but we would
like to draw the attention of service providers to them, because these will improve
the agility of the service e.g. updatebility.

For each of the previously mentioned cloud services the service provider should
include the relevant quality attributes in the SLAs and provide the measures that
he is going to take to guarantee the quality of service.

Business values and legal issues will be included equally for TaaS, PaaS and
SaaS. These however, are not the current focus of this paper.

5 Conclusion and Future Work

This paper explains how currently existing SLAs do not fully represent the con-
sumers’ needs, as they are usually predefined by the service providers and the
consumers do not contribute in generating them. We started our work by taking
a look at the different NFRs and finding the needed NFRs for cloud comput-
ing. After having a list of different NFRs we needed to figure out which of these
should be included as SLA parameters. For different cloud services different SLA
parameters should be included. We presented the three most discussed service
types in cloud computing, namely IaaS, PaaS and SaaS. Starting with TaaS that
provides a virtual infrastructure to the consumer and here we’ve seen that the
responsibilities of the service providers are limited to the hardware and virtual
infrastructure they are providing. In PaaS the service provider is providing more
of the IT-Stack and this is why he also should provide more guarantees regarding
the quality of the services he is providing. Coming to SaaS, the service provider
is basically providing the whole IT-Stack and in that case even more qualities are
expected from him. For our future work we plan on formally defining the SLA
parameters individually for each of the cloud services, define the different met-
rics for the different parameters and measures that need to be taken in order to
guarantee the quality of service that the cloud user is expecting. In order to en-
courage consumers, especially enterprises to go to the cloud, the cloud providers
should at least guarantee the same quality of service that the enterprise is having
on premises.
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Abstract. Currently there exists a multitude of views of service creating
problems for designers and users of models with respect to reasoning,
description and classification of services. The diversity of conflicting views and
definitions suggest that a multi-perspective approach is required to explicate the
notion of service. The purpose of this paper is to introduce an integrated view of
the service notion based on a literature survey. Our approach is to start with an
analysis of service-as-a-resource and argue that this view will benefit from
being complemented with a service-as-a-process view. These views are then
integrated and represented in a conceptual model.

1 Bakground

The increasing interest in services has created a multitude of alternative views and
definitions, often conflicting, of the service concept. What constitutes a service is still
a matter of debate, in industry as well as in various research communities. The lack of
a common view of the service concept makes it difficult to reason about, describe and
classify services in a uniform way. One approach to structuring services is to divide
them into business services and software services, and think about those much in the
same way as any tradable resource.

An alternative to identifying services by their internal properties that uniquely
distinguish them from other kinds of resources is to view services as perspectives on the
use and offering of resources [Edv05]. Thus, the focus is shifted from the internal
characteristics of resources to their context of use and exchange. This view is shared by
the Unified Services Theory (UST) [SF06], which also bases its definition of services
on the use and exchange of resources. UST defines service processes as processes where
customers provide significant input resources, as opposed to non-service processes
where customers only select what output resources to buy and pay for.

The diversity of service views and definitions, and the fact that these views are
often conflicting, suggest that a multi perspective approach is required to explicate the
notion of service. The purpose of this paper is to introduce an integrated view of the
service notion based on a literature survey. Our approach is to start with an analysis of
service-as-a-resource and argue that this view will benefit from being complemented
with a service-as-a-process view. These views are then integrated and represented in a
conceptual model. Furthermore, to capture use we introduce rights into the model. We
claim that such an integrated view facilitates the understanding of models that include
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services, for designers as well as users. The work reported here is mainly a
consolidation and integration of previous works [BAJ10], [BAJ11] and [WJBAO9].

This paper is structured as follows. Section 2 briefly outlines the main points of the
REA business ontology [Mc82] and Hohfeld’s [Hoh78] classification of rights. In
Section 3 we suggest a service classification, which in Section 4 is consolidated into a
unified service model. Section 5 concludes the paper.

2 Resource, Process, and Right

In the following, we make use of the language provided by the REA business
ontology when discussing (service) resources. The REA (Resource-Event-Agent)
ontology was originally formulated in [Mc82] and developed further in a series of
texts, e.g. [Hr06]. The ontology is based on the core concepts of resources, events,
and agents. Originating in accounting, it also carries the underlying principle of
duality in resource transfers between agents. An agent gives a resource expecting to
get a resource in return. For service process we additionaly use SOA, service-
dominant logic, and some of their precursors [WS04, OA06, PrO4, Lusch08, UNOS,
Zei85]. Hohfeld’s classification of rights [Hoh78] is used as a means for analysing
what kinds of rights are transferred in exchanges of services and other kinds of
resources. For collaborating agents the distribution of rights to resources and
processes is instrumental for their use.

2.1 Resource

A resource is something that is of value for at least one agent, e.g., a car or Internet
access. Based on the degree to which a resource is tied to an agent, resources can be
classified in three ways: independent resources, internal resources, and shared
resources.

An independent resource is a resource that can exist independently of any agent.
Typical examples of independent resources are physical objects, land, and
information.

An internal resource is a resource that is existence dependent on one single agent.
If the agent ceases to exist, so does the internal resource. Examples of internal
resources are capabilities, skills, knowledge, and experiences. A characteristic of an
internal resource is that is not an economic resource, i.e. it is non tradable.

A shared resource is a resource that is existence dependent on two or more agents.
Common shared resources are relationships and rights. Some relationships are narrow
in scope, primarily governing and regulating activities for some particular resource(s),
e.g. ownership of goods or a purchase order. Other relationships have a wider scope,
e.g. a marriage or an employment relationship that includes a number of rights. Rights
are further discussed in Section 2.3.

In contrast to the above non-abstract resource classification an abstract resource is a
resource that is not defined by its distinguishing properties or components but only
through its use, i.e. what benefits it can bring to other resources or agents when it is used.
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Finally, an economic resource is a resource on which rights can be transferred from
one agent to another.

2.2  Process

Resources are not unchanging but can be transformed, i.e. they can be produced,
modified, used, or consumed as well as exchanged between agents. This is done in
conversion processes or exchange processes. In REA a process is defined as a set of
events.

2.2.1  Conversion Process

Resources are transformed in so called conversion processes consisting of conversion
events. A conversion event represents a transformation of a single resource. If the
conversion event creates a new resource or increases the value of an existing resource,
we say that the conversion event is a production event. If the conversion event
consumes a resource or decreases the value of a resource without consuming it, we
say that the conversion event is a consumption event or a usage event, respectively.
Usage events are using resources that may be reused in several conversion events,
(similar to the concept of ‘asset’ [F097]), while consumption events use up resources
(similar to the concept of ‘consumable’ [Fo97]). Examples of conversion events are
the production of bread, the repair of a car, and the consumption of a liter of fuel.

A conversion process is a set of conversion events including at least one
production event and at least one consumption or usage event. The latter requirement
expresses a duality relationship between production and consumption/usage events,
stating that in order to produce or improve some resource, other resources have to be
used or consumed in the process. For example, in order to produce a car, a number of
other resources have to be used, such as steel, knowledge, and labour.

2.2.2  Exchange Processes

Resources can also be exchanged in exchange processes that occur between agents.
An exchange event is the transfer of rights on some resource to or from an agent. If
the exchange event means that the agent receives rights on a resource, we call the
event a take event. If the exchange event means that the agent gives up rights on a
resource, we call the event a give event.

An exchange process is a set of exchange events including at least one give event
and one take event. Similarly to conversion processes, this requirement expresses a
duality relationship between take and give events — in order to receive a resource, an
agent has to give up some other resource. For example, in a purchase (an exchange
process) a buying agent has to provide money to receive some goods. Two exchange
events take place in this process: one where the amount of money is decreased (a give
event) and another where the amount of goods is increased (a take event).
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2.3  Rights

As a more precise understanding of rights will be required for characterizing different
kinds of resources and exchanges, we here introduce a rights classification based on
the work of W. N. Hohfeld, [Hoh78]. He identified four broad classes of rights:
claims, privileges, powers, and immunities (immunity is not used in this paper).

One agent has a claim on another agent if the second agent is required to act in a
certain way for the benefit of the first agent. Conversely, the second agent is said to
have a duty to the first agent.

An agent has a privilege on an action if she is free to carry out that action without
any interference from the environment in which the action is to be carried out. By
environments is here meant social structures such as states, organizations or even
families.

A power, finally, is the ability of an agent to create or modify a relationship.

3 Service Classifications

Based on the above and surveying literature on services [UMO03, Pr04, WS04, VL06,
OA06, Sp08, WJABOQ9, among others] it is possible to identify some salient
characteristics of services, in particular:

(C1) A service is an economic resource, since it is an object that is considered
valuable by actors and that can be transferred from one actor to another;

(C2) A service is always provided by one actor for the benefit of another actor;

(C3) A service encapsulates a set of resources owned by the provider. When an actor
uses a service in a process, she actually uses the resources encapsulated by the
service without getting ownership of these;

(C4) Service providers and customers co-create value together as both of them
provide resources to be used and consumed in service processes;

(CS5) A service is existence dependent on the processes in which it is produced
and consumed, which means that the service exists only when it is consumed
and produced. It is consumed and produced simultaneously. In contrast to
goods and information, a service cannot be stored for later consumption.

According to C3, services can be used for restricting access to resources. An agent
can provide access to her resources to another agent for instance by transferring the
ownership of the resources of by using a service. Using a service instead of another
kind of resource provides several benefits, as the service customer will not own the
service. This means that she does not need to take on typical ownership
responsibilities, like infrastructure management, integration, and maintenance.
Instead, she can focus on how to make use of the service for satisfying her needs. For
example, a person can satisfy her transportation needs either by buying and driving a
car or by using a taxi service. In the former case, she will own the car required for the
transportation, meaning that she will be responsible for cleaning it, repairing it,
getting the right insurances, and many other infrastructure and maintenance tasks.
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When using a taxi service, on the other hand, she does not have to care about any of
those responsibilities but can focus on how to use the taxi to best satisfy her
transportation needs. Thus, services provide a convenient way of offering and
accessing resources by allowing agents to use them without owning them.

Services can provide an abstraction mechanism, according to C3 where resources
are specified through their function and not their construction. In other words, a
resource is defined in terms of the effects it has in a process, not in terms of its
properties or constituents. To be able to offer resources in an abstract way provides
several advantages. It becomes easier for a provider to describe the benefits of an
offering when she can focus on the effects of the resource offered and abstract away
from its accidental features. The provider can address the needs and wants of the
customer and clarify how these are fulfilled by her offering without going into detail
about its composition. Furthermore, the provider does not have to commit to any
specific way of delivering her offering; instead, she can choose to allocate the
resources needed in a flexible and dynamic way.

C4 takes its starting point in the observation that for most kinds of goods,
customers are not involved in their production. The only role of the customer is to
select which goods to purchase and pay for them. Instead goods are produced
internally at a supplier who later on sells the goods to a customer who uses them
without the involvement of the supplier. In contrast to a goods producing company, a
service provider always has to work closely with its customers. In fact, a service can
never be carried out by a provider in isolation as it always requires a customer to take
part in the process. In such a service process the provider and the customer together
co-create value as both of them provide resources to be used or consumed in the
process. For example, in a photo sharing service the service provider will supply
hardware and software, while the customer will provide photos and labour. Together
they engage in a process that results in value for the customer — shareable photo
albums.

In order to make the concept of service as co-creation more precise it is useful to
distinguish between service as a process and service as a resource. The word
“service” is sometimes used to denote a process, e.g., in the phrase “Today, our
company carried out 25 car repair services”. In other cases, “service” is used to
denote a resource, e.g., “Our company offers car repair services for the fixed price of
200 euros”.

The conception that a service is an economic resource implies that services can be
exchanged by agents. A starting point for a classification is the recognition of what is
called Core services [WJABO9]. Core services for an agent in a network specify what
economic resources the agent is prepared to exchange with other members of the
network.

Given a set of core services there are a number of services that add to or improve
on these. These additional services are divided into four classes: complementary
services, enhancing services, support services, and coordination services.

Complementary service. A service complements another service if they are part of the
same service bundle and concern the same resource [We(7]. For example, a



28 B. Andersson, M. Bergholtz, and P. Johannesson

gift-wrapping service complements a book sales service by having as goal to improve
the book by packaging it in an attractive way. Thus, both services concern the same
resource — the book. A service bundle is defined as the services provided to a
customer in the same exchange process.

usedin Support Complementary cantainsComplementary Service Identification
Process
Service Service Bundle Service
IS4
q comnlements Megotiation
Publication sumports P containsCore 154 Service
Service ISA PP
Access 1S4 Enhancing enhances Core coordinates | Coordination 1S4 Actualisation
Service Service Service Service Service
Sa
Managament |/ 154 Post-actualisation

Service Service

Fig. 1. Service Classification

Enhancing service. An enhancing service is a service that adds value to another
service (rather than to some other kind of resource). The possibility of enhancing
services follows from a conceptualization of a service as a resource. The enhancing
service has an effect on the quality of another service or some feature like visibility or
accessibility. By definition, it is existence-dependent on the other service. The
following types of enhancing services can be identified:

¢ Publication service. A publication service provides information about another
service (or any other resource) e.g. by means of a web page, a TV ad or a
public service registry. Hence, it produces visibility of the service. At the same
time, it increases the knowledge of customers, so it has a dual focus.

e Access service. An access service gives an agent access to another service, i.e.
the agent uses the access service to invoke the other service. An advantage of
using an access service is that it can act like a Facade object in Software
Engineering [Ga95] that induces loose coupling by hiding the service details
from the consumer. At the same time, it can contain medium-specific logic.

e Management service. A management service is a service that aims at
maintaining or optimizing another service.

Support service. A service A supports a service B if A has as goal to produce B, or if
A has as goal to produce a resource that is used in a process that produces B [Er07].

Coordination service. A coordination service is any service that supports (used in) an
exchange process. It is used for ensuring that communicating parties in a business
relation are coordinated or synchronized. The resource exchanged can be a service but
also a good. Coordination services can be classified according to the stage in a
business relation where the stages are identification, negotiation, actualisation, and
post-actualisation [UMO3]. For example, a catalogue service is instrumental in the
identification stage. In the negotiation stage the terms and conditions of resource
deliveries are formed (negotiation service, brokerage service) or reservations are
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made (reservation service). The actualisation stage is concerned with the actual
deliveries of offered resources, including payment (payment service) whereas the
post-actualisation stage may include all kinds of in-warranty services.

4 A Unified Service Model

In this section, we will introduce a conceptual model for services that integrates the
resource perspective of a service with the process perspective. The model takes as
point of departure the classification of services from Figure 1 [WJABO9] and
complements it with service perspectives based on the ways resources can be used
and exchanged in [BAJ11]. Hence the model does not include the term “service”, but

instead a family of related terms, including “service resource”, “service offering”, and
“capability”.
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4.1 Service Resource

A service resource is an abstract resource that is defined only through its use and
effects in a service process, i.e. what changes it can bring to other resources when
consumed in such a process. For example, a hair cut service is defined through the
effects it has on the hair style of a person. It is not defined by means of the concrete
resources used when cutting the hair. The concrete resources to be used are left
unspecified and can change over time. On one day the hair dresser may use scissors
and shampoo and on another day an electric machine and soap, but in both cases he
provides a hair cut service. Thus, the same service resource can be based on different
sets of other resources, as shown in Figure 2, and when it is consumed exactly one of
these resource sets will be used.
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Service resource is modeled as a subtype of Abstract resource. As such, it
automatically inherits all features of resources, in particular it can be offered by an
agent, it is realized by a (conversion) process, or it can be used within a (conversion
or exchange) process.

Services are exchanged like other resources in an exchange process that meets the
REA duality principle. This exchange process needs to be distinguished conceptually
from the process realizing the service, but they are interwoven in time. In the bottom
of Figure 2 we find resources such as capabilities and service resources that are used
or consumed in a service process (a conversion process) for the benefit of the
customer that is involved in an exchange of value (usually money in return for a
service resource) with the service provider.

While the notion of service resources primarily is useful for providing interfaces
between agents in the context of resource exchanges, the related notion of capability
can help to structure an organization internally. A capability is an internal resource
that is defined through the conversion processes in which it can be used. Similarly to
a service resource, a capability is abstract in that it is defined only by its use and the
effects it can produce. In contrast to a service resource, a capability can be used in any
process, not only in a service process. Thus, a capability of an agent can be used to
produce something that is under the control of that agent. Furthermore, a capability is
not an economic resource, i.e., it cannot be traded. Capabilities are often broadly and
vaguely delimited, thereby specifying in general terms what an agent is able to
accomplish. Service resources, on the other hand, are typically more precisely
delimited as they are to be traded. Therefore, service resources are often used to
externalise capabilities by exposing some parts of them.

Figure 2 shows three different ways for an Agent to make her resources available
to other agents through offerings: an agent may offer to sell a resource to another
agent, i.e. to transfer the ownership of the resource to the other agent, as modelled by
Ownership offering. A transfer of ownership means that a number of rights are
transferred from seller to buyer, in Figure 2 modelled by the class Right. The rights
transferred include powers and privileges according to Hohfelds's classification
(section 2.3). As an example, an agent offering to sell a book to a customer means that
the agent is offering the customer privileges to use the book as well as the power to
transfer the ownership of the book to yet another agent if she so wishes.

An agent may make an offer to lend a resource or provide access to it in a Lending
offering. This means to offer an agent to get certain privileges on the resource for a
period of time but without getting any ownership, i.e. the borrower is not granted the
power to change the ownership of the resource. Optionally, the borrower may get
some other powers, such as lending the resource to a third agent.

An agent may make a Service offering to a potential customer, which is the most
abstract way of providing access to an agent’s resources. A service offering means
that the provider offers to use some of her service resources in a service process that
will benefit the customer. Effectively the provider restricts access to these resources.
In particular, the customer is not offered any powers or privileges on any concrete
resources.
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Core service and Complementary service from Figure 1 are Service resources, e.g.
abstract recourses that are defined through the value they can provide to other
resources or agents when they are consumed in service processes.

4.2  Service Process

A service process is a conversion process that uses or consumes resources from two
agents, called provider and customer, and produces resources that are under the
control of the customer, i.e. the customer gets rights on these resources, cf. C4 and
C5. The provider in the service process has to actively participate in the process,
while the customer may be passive. For example, a customer driving a borrowed car
is not a service process, while a customer being driven by (a representative of) the
provider is. Thus, a service process differs from other processes in three ways. First,
some of the input resources are under the control of one agent, the provider, while the
output resources are under the control of another agent, the customer. This means that
the provider uses or consumes her resources in the service process for the benefit of
another agent. Secondly, not only the provider but also the customer provides
resources as input to the service process. Thirdly, the provider actively takes part in
the service process.

A distinctive feature of a service process is that it has a goal to modify (and hence
add value to) other resources. This is modeled by the association hasGoal from
Process to Event. For example, the goal of the hairdressing service is to convert the
customer’s hair. A service does not specify how it is to be realized, i.e. how its goals
are to be achieved. Instead, a service can be realized in many different ways. To
realize a service, the process must achieve at least the goal of the service. To be
precise, the event being the goal of the service is contained in the process realizing it.

Coordination service, Enhancing service, and Support service from Figure 1 are all
service processes. Their executions do in various ways coordinate, enhance, or
support a conversion process that realizes an Abstract resource.

5 Concluding Discussion

In this paper we have presented an integrated conceptual model of services. This
model integrates two common views on services namely service as a resource and
service as a process. The service as a resource emanates from the goods-dominant
logic whereas the service as a process emanates from service dominant logic and the
differences in scope in these two formalisms make it cumbersome to reason about
particular characteristics of services. For instance, using goods-dominant logic make
it problematic to reason about co-creation of value, the latter which is a characteristic
of a service dominant logic. Related to this point is the more general question on how
to handle composition of services described from different viewpoints. This is in part
a methodological question which we need to defer for future research. We do
however believe that there is need for integration and that integrating the two views
contributes to a basis for a better conceptual modeling of services.
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Abstract. We introduce the concept of an identity management ma-
chine (based on ASM) to mitigate problems regarding identity manage-
ment in cloud computing. We decompose the client to cloud interaction
into three distinct scenarios and introduce a set of ASM rules for each
of them. We first consider a direct client to cloud interaction where the
identity information stored on the client side is mapped to the identity
created on the cloud provider’s IdM system. To enhance privacy we then
introduce the concept of real, obfuscated and partially obfuscated iden-
tities. Finally we take advantage of the increase in standardization in
IdM systems defining the rules necessary to support authentication pro-
tocols such as OpenID. Our solution makes no supposition regarding the
technologies used by the client and the cloud provider. Through abstract
functions we allow for a distinct separation between the IdM system of
the client and that of the cloud or service provider. Since a user is only
required to authenticate once to our system, our solution represents a
client centric single sign-on mechanism for the use of cloud services.

Keywords: cloud computing, abstract state machine, identity manage-
ment, client centric.

1 Introduction

In today’s world, any description of the successful enterprise will undoubtedly
contain the words “cloud computing”. Phrases such as “our cloud based solution”
or “our cloud infrastructure” are a must have. The adoption of a cloud infrastruc-
ture comes with great advantages (lower costs, easier to use, more redundancy,
high availability, etc.) but also has some disadvantages ([TI213l4]). Loss of control
is its main downside, implying an extra trust level. The client now has to trust
the cloud provider with the control of his data. With this loss of control, other
problems follow: security and privacy issues, contracting issues, provider lock-in,
ete. ([312]).

As such a potential client will carefully study and choose cloud providers based
on the advantages/disadvantages ratio. Another key issue in adopting cloud com-
puting is identity management. While cloud computing itself does not introduce
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this issue, it does broaden its impact by introducing a new way the management of
identities must be performed. To further complicate the matter at hand a client can
use multiple cloud providers, each having their own unique way of managing iden-
tities. Identity management suffers from some key fundamental issues such as: the
definition of an identity, the single point of failure for identity providers, increased
risk of phishing and likability across different domains [5/T6]. One way to address
these issues is to adopt a client centric approach.

2 Related Work

There have been several attempts to define a client centric approach to identity
management. [7] describes a privacy enhanced user centric identity management
system allowing users to select their credentials when responding to authentication
requests. It introduces "a category-based privacy preference management for user-
centric identity management" using a CardSpace compatible selector for Java and
extended privacy utility functions for P3PLite and PREP languages. The advan-
tage of such a system is that it allows users to select the specific attributes that will
eventually be sent to a relying party. Such a system works well for enhancing pri-
vacy, however it fails to address the extra overhead inflicted on the user when using
the system. As [§] shows a typical user would tent to ignore obvious security and pri-
vacy indicators. For composite services, [9] uses a universal identity management
model focused on anonymous credentials. The model "provides the delegation of
anonymous credentials and combines identity metasystem to support easy-to-use,
consistent experience and transparent security".

From a client centric perspective, Microsoft introduced an identity manage-
ment framework (CardSpace) aimed at reducing the reliance on passwords for
Internet users authentication and at improving the privacy of information. The
identity metasystem, introduced with Windows Vista and Internet Explorer 7,
makes use of an "open" XML based framework allowing portability to other
browsers via customized plugins. However CardSpace does suffer from some
known privacy and security issues [I0/II]. The concept of a client centric iden-
tity metasystem is thoroughly defined in [12]. The framework proposed here is
used for the protection of privacy and the avoidance of unnecessary propagation
of identity information while at the same time facilitating exchange of specific
information needed by Internet systems to personalize and control access to ser-
vices. By defining abstract services the framework facilitates the interoperation
of the different metasystem components.

3 An ASM Based Approach

Our goal is to define a privacy enhanced client centric system based on Abstract
State Machines [I3]. Such a system would provide a "proxy" between the client
and the cloud-based identity management systems. On an abstract level, the
Identity Management Machine (IdMM) will be responsible for "translating" the
protocols used by the client to manage his identities to a set of protocols used
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by the cloud provider. The function of this machine is to properly authenticate
a user to a given cloud service as well as to manage any private identity-related
data stored on the cloud[] The IIMM makes an abstraction of the protocols
used by both the client and the provider for their identity management systems
via the use of abstract functions. Such functions leave the organizational and
implementation aspects the identity management systems directly into the hands
of the end parties provided the appropriate functions are implemented. To define
the IdMM we consider three distinct cases of client-to-cloud interaction: the
direct case, the obfuscated case and the protocol based case.

3.1 Direct Client-to-Cloud Interaction

As showed by [36l5] one of the greatest issues surrounding cloud providers in
identity management is the need of the cloud provider to control the customer
experience. Many providers make use of their own custom designed identity
systems to which a client must subscribe. This means that the client has no
choice but to use the cloud provider identity system. While this may be an
inconvenience from a privacy point of view, the real problem lies in managing the
client’s information across multiple providers. A simple change, such as changing
a user’s address, entails changing the value on every single provider the client
uses. To combat this problem we view the interaction between the client and a
cloud service as a bijective mapping. Any change made on the client side must
also be made on the cloud.

3.2 Obfuscated Client-to-Cloud Interaction

While the direct client-to-cloud interaction allows for an efficient use of cloud
services it does suffer from a lack of privacy. Since all information about a client
is stored on the provider’s infrastructure there is an increased risk that through
data leakage or unauthorized access that information could be fall into the wrong
hands. We mitigate this threat by introducing the concept of obfuscated iden-
tities. While data obfuscation is not a new technique [14], its applicability in
identity management is. To introduce identity obfuscation we must first go back
to the concept or definition of an identity [I55].

Real Identity. We consider an identity as being a real identity if the informa-
tion contained by this identity corresponds to the identity’s owner and is visible
to any external entity. Such identities can be used, for example, in online stores,
where the provider needs to have real information to work with. In such cases
the provider needs to know the full name of the user, his address and possibly
credit card data. Using any kind of obfuscation in such a case could impede the
provider from handling the order request.

! The focus of this paper is purely on identity management and not on identity and
access management. Once the IAMM has been thoroughly defined it can be extended
to include access rights management.
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Obfuscated Identity. As opposed to a real identity, an obfuscated identity has
its information obfuscated. Depending on the method of obfuscation [I4], the in-
formation is either undecipherable or can only be deciphered by the owner of the
identity. Any file storage service can be used as an example where obfuscated iden-
tities are recommended. In such services, the provider does not need to know the
user’s full name, height or address. Therefore such obfuscated identities can be
successfully used. If the obfuscation method makes the information undecipher-
able, then the corresponding identity can be viewed as anonymous [9].

Partially Obfuscated Identity. A third kind of identity considered is the
partially obfuscated identity. The information contained by such identities is a
mix of real/visible attributes as well as obfuscated ones. If we extend the file
storage example by adding the condition that any user must be over 18 years
old in order to use the service, then the age of the user must not be obfuscated.
As such, while the rest of the information can remain obfuscated, the age will
contain real, unobfuscated user data.

3.3 Protocol-Based Client-to-Cloud Interaction

In recent years there has been a drive to improve interoperability between cloud
providers mostly to prevent vendor lock-in [3]. From an identity management
perspective the result has been the adoption of some open-based protocols to
facilitate both cloud interoperability as well as identity access management. Pro-
tocols such as OpenID, OpenAuth or LDAP represent an important tool for a
client centric identity management system. They allow the client to design his
own system while allowing access to cloud based services via the implementation
of these protocols.

3.4 Notational Conventions

For a quick reference we list here some frequently used notations, in particular
for list operations:

T'x denotes a list of elements of type T.

[e1,...,en] denotes a list containing the elements ey, ..., e,.

[| denotes an empty list.

length(l) returns the number of elements in the list .

{1 - I3 denotes the concatenation of the lists I; and [.

e € | denotes that the list [ contains the element e.

e ¢ 1 denotes that the list [ does not contain the element e.

{1 C Iy denotes that all the elements in /1 exist in 5.

split(l,n) splits off the last n elements from the list I returning a pair (I’,n’)
such that I"-n’ =1 A length(n') =n .

l1 — I removes from [y any elements that exist in both /1 and Ils.

random(l) returns a random element from the list [.
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4 The Identity Management Machine (IdMM)

To create a privacy enhanced client-centric identity management component for
cloud computing we define the identity management machine (IdMM) based on
ASM, which will perform all required functionalities from authenticating the
user on the machine, to automatically authenticating him to any used service.

4.1 Types and Data Structures

In order to define the IAMM we must first define a set of types and data structures
used by this machine (described in figure[I]). Even though our focus is on identity
management we cannot leave out the access management part. The type Access
is used to define access control lists for both users and services. Any user has
a set of given attributes (name, height, age, etc.). For this we define the data
structure Attr. The data structure User is used to store any information about
an identity. Similarly, the data structure Service is used for storing information
regarding services. The type of the identity (real, partially obfuscated or fully
obfuscated) is given by Identity Type. To describe a protocol, we use the Protocol
data structure.

type Access = NoAccess | Read | Write | Ezecute
type IdentityType = Real | Partial | Obfuscated

data Attr = (name, value)
name € String, value € String | R | Attr | Attrs

data Protocol = (name, protocol Attrs) ,
name € String , protocolAttrs € String*

data User = (id, attrs, sacl, idType) ,
id € String, attrs € Attrx, sacl € Map (Service, Accessx) ,
idType € IdentityType

data Service = (uri, attrs, acl, authService, authAttr, idType, protocols)
uri € String , attrs € String*, acl € Accessx* ,
authService € Service | 0, authAttr € String= | [],
idType € IdentityType, protocols € Protocolx

Fig. 1. IdMM Types and Data Structures

4.2 States

IdMM dynamic state is represented by a single frame (figure 2]) containing the
current User, a list of all the authentication services the user is connected to
(logins), a list of all the services currently used (services), the identity used
for a particular service (idMap), a mapping of the protocol used (if any) to
authenticate to a service (srvProtocols) and the instruction that is currently
executed (instr).



ASM Approach to Identity Management in Cloud Computing 39

user:User , user = ()
logins : Servicex , logins = ||
V1 € logins : l.authService = ()
services : Servicex , services = ||
Vs € services :
s.authService € loginsA
s ¢ logins
instr: Instr, instr = UserLogin
idMap: Map(Service, User) ,
idMap = ()
srvProtocols : Map(Service, Protocol) ,
srvProtocols = ()
halt: String , halt =

data Instr = UserLogin

User Logout

UserLogoutServices

Halt(String)

ServiceLogin(String)

AuthorizeLogin(String, Service)

Per formLogin(String, Service)

Per formObfuscatedLogin(String,
Service, User)

Per formProtocolLogin(String, Service,
User)

ServiceLogout(String)

Fig. 2. IdIMM Dynamic Frame

4.3 Rules

Figures Bl and @ specify the execution of the IAMM via ASM rules. The IdMM
halts execution when halt will have a defined value. As long as IdMM does not
halt it fires the appropriate rule based on the value of instr.

User Authentication. Upon start-up the first rule fired is UserLogin (figure[3).
This instruction prompts the user to input his credentials and authenticates him
to the machine. If a user cannot be authenticated the machine halts with the
appropriate error. When a user wants to log out the event triggered will set
instr to UserLogout. When this rule is fired user is set to ¢ and instr is set to
UserLogoutService. The UserLogoutService instruction logs the user out of every
single service he was connected to and halts the execution of the machine. The
Halt instruction causes the machine to halt execution.

Service Authentication. When the user wants to use a specific service he
will specify the service’s URI. The event triggered by this action will set instr
to ServiceLogin (figure Hl). The ServiceLogin instruction attempts to find the
matching service given an URI. If no services can be found then an error mes-
sage is triggered. If a service is found then instr will be set to AuthorizeLogin.
In case the user is already connected to the service he will be redirected to
the given URI. The authorization of the user to use a given service is done by
the AuthorizeLogin instruction. Upon a successful checking of access rights instr
is set to PerformLogin. This checks the type of identity required and sets the
value of instr to PerformObfuscatedLogin. If the service supports protocol-based
authentication then PerformObfuscatedLogin will set instr to PerformProtocol-
Login, which will perform the authentication based on a given protocol. In case
the service does not support protocol-based authentication PerformObfuscated-
Login will perform the authentication with the given identity. The ServiceLogout
instruction is called when a log-out event is triggered. The instruction searches
for the matching services and performs the log-out.
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UserLogin —
let attrs=prompt()
let u=findUser(attrs)
if u=0 then
instr:=Halt ("Login failed")
else
user:=u
instr:=0
UserLogout —
user:=0
instr:=UserLogoutService
UserLogoutService —
if logins=[] then
instr:=Halt ("halt")
else
let (login’,s)=split(logins, 1)
per formLogout (s)
login:=login’
Halt(msg) —
if (msg#"halt") then
error (msg)
halt:=msg

Fig. 3. MM User Authentication Rules

4.4 Abstract Functions

The IdAMM defines several abstract functions that allow the machine to interact
with both the client and the cloud. The function findService searches for a service
that matches the URI. The function prompt returns the input from the user when
he is asked for the credentials. To find the identity matching these credentials we
use the function findUser. B Displaing an error message is done via error function.
We use the function redirect to redirect a user to a particular URI. The functions
getAuthAttrs and getServiceAttrs return the authentication attributes and the
service attributes for a given service. The function setUserAttr will replace the
required attributes of a given user with the values of the current user. The
function performProtocolLogin will return true upon successful authentication
to the service using the provided protocol and parameters (attributes) and false
if the authentication fails. The function getProtocolAttributes returns the list
of protocol attributes from a specific user. The function performLogin is used
to authenticate an identity to the given service. To syncronize the attributes
on an identity with the attributes on the service the syncServiceAttr function is
used. The function performLogout performs a log-out from a given authentication
service.

The abstract functions represent ways to access client data and are used to
retrieve or modify data from the client’s IdM system. Analogously, functions
such as syncServiceAttr or performLogin handle the interaction with the cloud
provider’s IdM system (in the direct and obfuscated cases). The protocol-based
case introduces a new set of functions that implement the specific protocol used.

2 We define the function users() to retrieve all users and the function services() to
retrieve all available services
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ServiceLogin(uri) —
let s=findService(uri)
if s=0 then
error (" Service not supported")
instr:=0
else
if s€ services Vs.authService€logins then
redirect(uri)
instr:=0
else
instr:=AuthorizeLogin(uri,s)
AuthorizeLogin(uri,s) —
if s.aclCuser.sacl(s) then
instr:=PerformLogin(uri,s)
else
error("Permission denied");
instr:=0
PerformLogin(uri,s) —
case s.idType of
Real —

instr:=PerformObfuscatedLogin (uri,s, user)

Partial —
let u = random(users(s, Partial))
setUserAttr (u, s, user)
instr:=PerformObfuscatedLogin (uri,s,u)

Obfuscated —
let u = random(users(s, Obfuscated))
instr:=PerformObfuscatedLogin (uri,s,u)

PerformObfuscatedLogin(uri,s, u) —
if s.authService.protocols=0 then

if performLogin(s.authService, getAuthAttrs(s.

logins:=logins-[s.authService]
services:=services-|[s]
idMap (s.authService):=u
syncServiceAttr (s, getServiceAttrs(s, u))
redirect(uri)
instr:=0
else
error (" Failed authentication ");
instr:=0
else
instr:=PerformProtocolLogin(uri,s,u)
Per formProtocolLogin(uri,s, u) —
let p=random (s.authService.protocols)

if performProtocolLogin(s, p, getProtocolAttr(u,p)-getServiceAttrs(s,u)) then

logins:=logins-[s.authService]
services:=services-|[s]
idMap (s.authService):=u
srvProtocols(s.authService):=p
redirect(uri)
instr:=0

else
error(" Failed authentication ");
instr:=0

ServiceLogout(uri) —

let s=findService(uri)

if s€services then
services:=services —[s]
logins:=logins —[s.authService]|
if 3 srvProtocols(s.authService) then

authService ,

41

per formProtocolLogout(s.authService, srvProtocols(s.authService))

srvProtocols(s.authService):=0

else
per formLogout(s.authService)

instr:=0

Fig. 4. IdMM Service Authentication Rules
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The usage of abstract functions also makes IdMM independent from the design
of the client’s and provider’s IdM system. As such there are many ways to im-
plement an IdAMM. For example, the IIMM can be implemented as a standalone
application using a local based IdM system for the client. Similarly the client’s
data can be stored elsewhere and can be accessed either through existing proto-
cols or custom designed protocols. The IAMM itself can also be implemented as
a browser plugin (for services offered via web based applications) or any other
application specific plugins (e.g. plugins for a specific IDE in PaaS).

5 Conclusions and Further Work

Cloud based solutions provide a client with ready-made, robust and reliable
services putting focus on his priorities and eliminating the need for the main-
tenance of his IT infrastructure. While the advantages of cloud-based services
are clear, the disadvantages can impede their adoption. From an IdM point of
view, the need of the provider to control the customer experience and the lack of
interoperability between providers coupled with the different client centric IdM
systems present an obstruction for the adoption of a cloud based infrastructure.
The introduction of the IdMM tries to simplify this problem by creating a proxy
between the client and the cloud making it easier for a client to use cloud based
systems. By the introduction of obfuscated access we also try to address some
of the most common privacy related issues that come with the use of cloud
computing.

The IdMM represents a generic description of an ASM used in managing
client centric identities in a cloud based scenario. In order to ensure a correct
specification of the IdAMM, further refinement must be applied to each client to
cloud interaction scenario. Once the specification for one on the submachines is
thought to be complete a small scale proof of concept will be implemented using
the required specifications. This implementation must be only sufficient to cover
all the specifications listed for a particular sub-machine and will not cover all
cloud based services.

The IAMM takes into consideration only three cases of client to cloud interac-
tion. Once the specification of these three cases is complete, it can be extended
by a new case which allows for the use of multiple identities to authenticate
to a service. This system of routed authentication will be an extension of the
protocol-based scenario. Rather than connect directly to the service, the user
will connect to it using a random path of identity services which will make it
harder to trace the actions of a user. For example if the targeted services uses
OpenlD, then the user would connect to a service which is an OpenID provider
and use that service to authenticate on the targeted service. The possibilities,
together with the advantages and disadvantages, of using such a system have to
be studied before building the specification of a routed IdMM.
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International Workshop
on Evolution and Change in Data Management

and on Non Conventional Data Access
(ECDM — NoCoDa 2012)

Preface

Traditionally, the database research community has focused on methodologies,
techniques, and technologies for data management to support and enable busi-
ness activities. Yet, in the last couple of decades this equilibrium has been com-
pletely overturned, as data-management research and development problems be-
came part of every individual and collective activity in our society. New ways of
representing information require equally new approaches and technologies for its
storage and processing: examples of these range from multimedia data streams
and storage systems to semantic-web knowledge linked all over the Web, and
from scientific time series to natural language information that has to be un-
derstood by software programs. Therefore, a data-centric vision of the world is
actually key for advancing in such a demanding scenario, where two orthogonal
phenomena take place: on the one hand, rather than storing, managing and an-
alyzing only the current state of the information we are forced to deal with the
management of information change; on the other hand, the new ways to access
data must take into consideration the kind of data available today and a new
population of prospective users.

In this framework, the ECDM—-NoCoDa Workshop addresses the following
two problems, bringing together researchers and practitioners from the more
established research areas as well as from emerging, visionary ones.

— Evolution and Change in Data Management (ECDM): change is a funda-
mental but sometimes neglected aspect of information management. The
management of evolution and change and the ability for data and knowledge-
based systems to deal with change is an essential component in developing
and maintaining truly useful systems that minimize service disruption and
down time and maximize availability of data and applications. Many ap-
proaches to handling evolution and change have been proposed in various
areas of data management and this workshop will deal with the manner in
which change can be handled, and the semantics of evolving data, metadata
and their structure in computer based systems.

— Non Conventional Data Access (NoCoDa): as more and more data become
available to a growing multitude of people, the ways to access them are
rapidly evolving, originating a steadily growing set of proposals of non-
conventional ways for data access while inheriting, where possible, the formi-
dable equipment of methods, techniques and methodologies that have been
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produced during the last forty years. These new proposals embrace the new
challenges, suggesting fresh approaches to data access that rethink the tra-
ditional information access methods in which queries are posed against a
known and rigid schema over a structured database. This workshop will con-
tribute advances on the conceptual and semantic aspects of non-conventional
methods for data access and on their practical application to modern data
and knowledge management.

As a result of the calls for papers, an international and highly-qualified program
committee — assembled from universities and research centers worldwide — re-
ceived 10 submissions overall, and after rigorous refereeing eventually chose 4
high-quality papers for presentation at the workshop and publication in these
proceedings. We would like to express our thanks to the program committee
members and the additional external referees for their timely expertise in review-
ing, to the authors for submitting their papers, and to the ER 2012 organizers
for their support.

Besides the selected paper presentations, the ECDM-NoCoDA 2012 work-
shop program is enriched by a keynote speech given by Paolo Terenziani titled
“The Telic/Atelic Distinction in Temporal Databases” and by the panel “The
relational model is dead, SQL is dead, and I don’t feel so good myself”, a playful
though effective way to convey the dramatic change that database research on
data access is recently undergoing.

October 2012 Fabio Grandi
Giorgio Orsi

Letizia Tanca

Riccardo Torlone



The Telic/Atelic Distinction in Temporal Databases

Paolo Terenziani

Institute of Computer Science, DISIT, Univ. Piemonte Orientale “A. Avogadro”,
Viale Teresa Michel 11, Alessandria, Italy
terenz@mfn.unipmn.it

Abstract. Prior research in philosophy, linguistics, artificial intelligence and
other areas suggests the need to differentiate between temporal facts with goal-
related semantics (i.e., telic) from those that are intrinsically devoid of culmina-
tion (i.e., atelic). We investigate the impact of the telic/atelic distinction on
temporal databases, considering data and query semantics, query languages, and
conceptual models.

1 Background

The telic/atelic distinction has a long tradition in the Western culture. Aristotle, in [4],
first pointed out that the facts that can happen in the world can be subdivided into two
main classes: telic facts, i.e., facts that have a specific goal or culmination (telos
means “goal” in ancient Greek) and atelic facts, i.e., facts that do not have it (“a”
stands for privative “or” in Greek). Later on, the telic/atelic dichotomy has been stu-
died in many areas, and, in particular, in philosophy (ontology) and linguistics.

The telic/atelic distinction seems to play a fundamental role in human cultures. For
instance, some approaches in cognitive science have pointed out that the aktionsart
distinctions (and, in particular, the felic/atelic distinction) play a fundamental role in
the acquisition of verbal paradigms by children (see, e.g., [6] as regards English, [8]
for French, [1] for Turkish).

The linguistic community agrees that natural language sentences can be classified
within different aktionsart classes (e.g., activities, accomplishment, achievements and
states in [27]; also called aspectual classes [28]) depending on their linguistic beha-
vior or on their semantic properties. These semantic properties demonstrate that the
semantics of the association of facts with time depends on the classes of facts being
considered. For example [12] has proposed the following semantic criteria to distin-
guish between states and accomplishments.

(1) A sentence @ is stative if it follows from the truth of ¢ at an interval I that @ is
true at all subintervals of I (e.g., if John was asleep from 1:00 to 2:00 PM, then
he was asleep at all subintervals of this interval: be asleep is a stative).

(2) A sentence @ is an accomplishment/achievement (or kinesis) if it follows from the
truth of @ at an interval I that @ is false at all subintervals of I (e.g., if John built
a house in exactly the interval from September 1 until June 1, then it is false that
he built a house in any subinterval of this interval: building a house is an accom-
plishment/achievement) [12].

S. Castano et al.(Eds.): ER Workshops 2012, LNCS 7518, pp. 47-56] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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Property (1) above has been often called downward inheritance in the Artificial Intel-
ligence literature (e.g. [19]). Notice that also upward inheritance [19] holds over
states: if John was asleep from1:00 to 2:00 and from 2:00 to 3:00, then he was asleep
from 1:00 to 3:00. States (as well as activities, such as “John is running”) are atelic:
they denote “homogenous” situations without any goal or culmination, so that both
downward and upward inheritance holds on them. Accomplishments are telic: they
denote situations in which a culmination/goal has to be reached, so that neither
downward nor upward inheritance holds on them.

The linguistic community agrees that, although all base facts can be classified as
telic/atelic, a telic-to-atelic (or atelic-to-telic) coercion can always be performed using
explicit linguistic tools; e.g., a telic sentence can be converted into atelic by applying
a progressive form to strip out its culmination [18]. For example, “Bob built a house
from June 1 to September 1” is telic and one cannot infer that “Bob built a house on
July I”’. However, one can correctly assert that “Bob was building a house on July 1”
since a progressive form has been used in the telic-to-atelic coercion.

Starting from the pioneering work in [5], several linguistic approaches have
pointed out that the traditional point-based semantics, in which facts are evaluated at
each time point, properly applies only to atelic facts, while a period-based semantics
(called interval-based by the linguistic literature) is needed to cope with telic facts.

Since “one of the most crucial problems in any computer system that involves
representing the world is the representation of time” [3], the treatment of the tel-
ic/atelic dichotomy has had a significant impact on many areas of Computer Science,
including, e.g., Artificial Intelligence (AI). In Al, the telic/atelic dichotomy (using a
different terminology) was first explicitly dealt with in Allen’s reified logic [2]. Many
recent Al approaches concerning formal ontologies pay specific attention to the tel-
ic/atelic dichotomy.

On the other hand, though temporal databases model the validity time of facts
(transaction time is not interesting when considering the telic/atelic issue) the treat-
ment of the telic/atelic dichotomy has been considered by the database community
only very recently, starting from the pioneering work in [22]. This is a major draw-
back since “effective exchange of information between people and machines is easier
if the data structures that are used to organize the information in the machine corres-
pond in a natural way to the conceptual structures people use to organize the same
information” [18, p. 26]. Though previous research in philosophy and linguistics has
identified many different features to characterize the telic/atelic distinction, consider-
ing Temporal Databases (TDBs) we can adopt the following simplified definition (see
also [Kathri et al., 2009]):

Definition (Telic/atelic facts). Arelic facts (data) are facts (data) for which both
downward and upward inheritance hold; Telic facts are facts for which neither down-
ward nor upward inheritance hold.

In the following, we explore the impact of the telic/atelic distinction on TDBs, focus-
ing on the relational model, and considering data and query semantics, and, briefly,
query languages and conceptual models. To understand the dissertation, it is impor-
tant to keep in mind three distinctions:
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(1) Representation versus semantics of the language—Our approach concerns
the temporal semantics of data and queries, independent of the representation
one uses for time. This distinction is analogous to the distinction between con-
crete and abstract databases in [9].

(2) Data language versus query language—The two should be differentiated
[10]. For instance, ATSQL2 [7], SQL/Temporal [21], and SQL/TP [25, 26]
support time periods in their data representation language; however, while the
query languages of ATSQL2 [11] and SQL/Temporal are based on time pe-
riods, that of SQL/TP is based on time points.

(3) Data semantics versus query semantics—In most database approaches, the
semantics of data is not distinguished from the semantics of the query. On the
other hand, data have their own semantics, independently of any query lan-
guage. This is the usual approach in Al and logics: Logical formule have an
intrinsic meaning, which can be formally defined in model-theoretic terms.
Queries are an operational way of making such a semantics explicit. However,
a set of logical formula has a semantics per se, even if no query is asked. Ana-
logously, we will say that data in a database have a semantics, which we will
call “semantics for data”.

2 Data Semantics

Though there is quite a variety of temporal relational database approaches in general,
and data models in particular, most of them have a common underlying feature: they
assume a point-based semantics for data (Section 2.1). Unfortunately, as pointed out
by the linguistic research, point-based semantics is inadequate for telic facts (Section
2.2), for which a more expressive period-based (called interval-based in linguistics)
semantics (Section 2.3) is needed.

2.1 Point-Based Data Semantics

In the point-based semantics the data in a temporal relation is interpreted as a se-
quence of states (with each state a conventional relation: a set of tuples) indexed by
points in time. Each state is independent of every other state.

Such temporal relations can be encoded in many different ways (data language).
For example the following are three different encodings of the same information,
within a point-based semantics, of John being married to Mary in the states indexed
by the times 1, 2, 7, 8, and 9:

(i) <John, Mary Il {1,2,7,8,9}>€ R
(ii)) <John, Mary Il {[1-2],[7-9]}}>€ R
(iii)) < John, Mary Il [1-2]> € R and <John, Mary Il [7-9]> € R

Independently of the representation, the point-based semantics is that the fact denoted
by < John, Mary > is in 5 individual states, as follows.

1 — {< John, Mary >} 2 — {<John, Mary >} 7 — {< John, Mary >}
8 — {< John, Mary >} 9 — {< John, Mary >}
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It is worth stressing that, despite many differences due to different implementation
and/or representation strategies, and despite the fact that several query and data repre-
sentation languages include time periods, all TDBs approaches adopt, explicitly or
implicitly, the point-based semantics (consider, e.g., BCDM [15], the “consensus”
semantic model that has been identified to isolate the “common semantic core” of
TSQL2 and many other TDB approaches). Adopting the point-based semantics grants
that a temporal database can be interpreted as a set of non-temporal databases, one at
each point in time. This interpretation has theoretical and practical advantages: Prop-
erties such as upward compatibility and the reducibility of temporal algebrae to SQL
[7] can be obtained, granting for the interoperability of temporal approaches with
non-temporal databases, and their implementability on top of them. Indeed, point-
based semantics also naturally support inheritance properties, and thus is adequate to
deal with atelic facts.

Note (Point-based semantics and inheritance properties). Notice that the point-
based semantics naturally applies to atelic facts, since both downward and upward
inheritance are naturally supported.

Unfortunately, upward and downward inheritance do not hold for telic facts. This fact
arises doubts about the adequacy of point-based semantics to deal with them.

2.2  Inadequacy of Point-Based Semantics to Deal with Telic Data

As an example of telic facts, let us consider drug administration. For example, let us
suppose that Sue had an administration of 500 mg of cyclophosphamide (a cancer
drug) starting at 1 and ending at 3 (inclusive), an administration of 500 mg of cyclo-
phosphamide starting at 4 and ending at 4, and that Mary had an administration of 200
mg of infliximab (a monoclonal antibody) starting at 2 and ending at 4. If we adopt
the point-based semantics, the above example is modeled as:

1 — {<Sue, cyclophosphamide, 500>}

2 — {<Sue, cyclophosphamide, 500>, <Mary, infliximab, 200>}
3 — {<Sue, cyclophosphamide, 500>, <Mary, infliximab, 200>}
4 — {<Sue, cyclophosphamide, 500>, <Mary, infliximab, 200>}

As predicted by the linguistic literature, Point-based semantics is not expressive
enough to deal with the temporal interpretation of felic data, so that, in the example,
we have a loss of information. The two different drug administrations given to Sue
(one starting at 1 and ending at 3, the other from 4 to 4) cannot be distinguished in the
semantic model. The effects of such a loss of information are quite critical. For in-
stance, in the representations above, there is no way to recover the fact that 1000 ml
of cyclophosphamide in total were administered to Sue.

Note that such a loss of information is completely independent of the representa-
tion language used to model data. For instance, the above example could be repre-
sented as
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(i) <Sue, cyclophosphamide, 500 Il {1,2,3,4}> € R and
<Mary, infliximab, 200 Il {2,3,4}> € R

(i) <Sue, cyclophosphamide, 500 Il {[1-3],[4-4]}> € R and
<Mary, infliximab, 200 Il {[2-4]}> € R

(iii) <Sue, cyclophosphamide, 500 Il [1-3]> € R and
<Sue, cyclophosphamide, 500 Il [4—4]> € R and
<Mary, infliximab, 200 Il {[2-4]}> € R

But, as long as the point-based semantics is used, the data semantics is the one elicited
above (formally, the representations (i)-(iii) above are snapshot equivalent [15]). This
is true for all approaches that use femporal elements to timestamp tuples; consider
SQL/Temporal, TSQL2, TSQL, HQL, and TQuel, which utilize temporal elements to
timestamp tuples, and Gadia’s [13] Homogeneous Relational Model, which uses tem-
poral elements to timestamp attributes. While temporal elements are sets of time peri-
ods, this is only a matter of data representation language since the underlying data
semantics is point-based (i.e., in such approaches, temporal elements are merely a
notational representation for a set of time points). Thus, the loss of information is the
same in all the representations. As predicted by the linguistic literature, regardless of
the chosen representation, a more expressive semantics, Period-based semantics, is
needed to cope properly with telic data!

2.3  Period-Based Data Semantics

In the Period-based semantics each tuple in a temporal relation is associated with a set
of time periods, which are the temporal extents in which the fact described by the
tuple occur. In this semantics the index is a time period. Time periods are atomic
primitive entities, in the sense that they cannot be decomposed. Note, however, that
time periods can overlap; there is no total order on time periods, unlike time points.

For instance, in the period-based semantics, the drug administration example can
be modelled as follows:

[1-3] = {<Sue, cyclophosphamide, 500>}
[2-4] —» {<Mary, infliximab, 200>}
[4-4] — {<Sue, cyclophosphamide, 500>}

Note that if a period-based semantics is used, the above information does not imply
that Sue had a cyclophosphamide administration of 500 mg at 1, or one in the period
[1-4]. In period-based semantics, periods are atomic entities, that cannot be merged or
decomposed. This fact correctly accounts for the fact that neither downward nor up-
ward inheritance hold for telic facts.

Note (Period-based semantics and inheritance properties). Notice that the period-
based semantics naturally applies to telic facts, since neither downward not upward
inheritance are supported.

To wrap up, point-based data semantics is needed to deal with atelic data, and period-
based semantics is required for telic ones. A two-sorted semantic approach to valid-
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time relational data has been first provided, in the area of temporal databases, by Ter-
enziani and Snodgrass [23]. In such an approach, both atelic relations (i.e., relations
based on the point-based semantics) and telic relations (i.e., relations based on the
period-based semantics) are supported.

3 Query Semantics

Results of queries should depend only on the data semantics, not on the data repre-
sentation. As a consequence, the problems due to the treatment of telic data in a point-
based (atelic) framework shown in Section 2.2 above are even more evident when
queries are considered. For instance, considering the drug administration example
above (and independently of the chosen representation), queries about the number or
durations of administrations would not provide the desired answers if the point-based
semantics is assumed. For instance, the number of drug administrations to Sue would
be one, and an administration would (incorrectly) be provided to a query asking for
administrations lasting for at least 4 consecutive time units. Dual problems arise when
querying telic data coped with in an atelic (Point-based) framework.

In order to cope with a data model supporting both telic and atelic relations, tempo-
ral query languages must be extended. Specifically, queries must cope with atelic
relations, telic relations, or a combination of both.

Furthermore, linguistic research points out that, while basic facts can be classified
as telic or atelic, natural languages provides several ways to switch between the two
classes. For the sake of expressiveness, it is desirable that a database query language
provides the same flexibility.

3.1  Queries about Atelic Data

Most temporal database approaches are based (implicitly or explicitly) on the Point-
based semantics. Thus, the corresponding algebraic operators already cope with atelic
data. For instance, in BCDM, the union of two relations is obtained by taking the
tuples of both relations, and “merging” value equivalent tuples, performing the union
of the time points in their valid time. This definition is perfectly consistent with the
“point-by-point” view enforced by the underlying point-based (atelic) semantics.

Interestingly, many algebra in the literature also contain operators which contrast
with such a “point-by-point” underlying semantics. Typical examples are temporal
selection operators. For instance, whenever a duration is asked for (e.g., “retrieve all
persons married for at least n consecutive time units”), the query implicitly assume a
telic interpretation of data, in which time points are not taken into account indepen-
dently of each others, but the duration of periods covering them is considered.

3.2  Queries about Telic Data

Algebraic operators on telic data can be easily defined as a polymorphic variant of the
atelic definitions, considering that, in the telic case, the basic temporal primitives are
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not time points, but time periods [23]. For instance, telic union is similar to the atelic
one, except that the merging of valid times of value-equivalent tuples is performed by
making the union of sets of time periods, considered as primitive entities, e.g.,

{[10-12],[ 13-15]} v {[10-14],[ 13-18]} = {[10-12],[ 13-15],[10-14],[ 13-18]}

Note that such temporal selection operators perfectly fit with the telic environment.
On the other hand, algebraic operators that intuitively involve a point-by-point view
of data (e.g., Cartesian product, intuitively involving a point-by-point intersection
between valid times) have an awkward interpretation in the telic context.

3.3  Queries Combining Telic and Atelic Data

In general, if a two-sorted data model is used, queries combining relations of both
kinds are needed. In general, such queries involve the (explicit or implicit) coercion
of some of the relations, to make the sort of the relations consistent with the types of
the operators being used. For instance, the following query utilizes the example atelic
relation modeling marriages and the telic one considering drug administrations: “Who
were being married when Sue was having a drug administration?”. In such a case,
the English clause “when” demands for an atelic interpretation: the result can be ob-
tained by first coercing the drug-administration relation into an atelic relation, and
then by getting the temporal intersection through the application of the atelic Carte-
sian product. Interestingly, the very same relation may be interpreted both as telic and
atelic within the same query. Consider, for instance, the query: “Who had a (com-
plete) drug administration during the time when Sue was having drug administra-
tions?”. The progressive form in “was having drug administrations” demands from a
coercion to atelic of the drug administration relation. As a result, the two adjacent
administrations to Sue in the example are coalesced into a unique one. After that, the
application of the temporal predicate “during” demands for a new coercion into telic.
As a result, Mary’s administration is (correctly) obtained in the example, even if it is
not contained in the time of any specific drug administration to Sue.

In general, two coercion operators need to be provided [23]. Coercion from telic to
atelic is easy: each time period constituting the (semantics of the) valid time is con-
verted into the set of time points it contains (e.g., to-atelic({[1-3],[4-4]}) =
{1,2,3,4}). Of course, since sets of time periods are more expressive than sets of time
points, such a conversion causes a loss of information. On the other hand, coercion
from atelic to telic demands the formation of time periods out of sets of points: the
output is the set of maximal convex time periods exactly covering the input set of
time points, e.g., to-telic({1,2,3,4}) = {[1-4]}.

A temporal relational algebra coping with all the above issues has been provided
in [23].

4 Query and Data Languages

In [24], the authors show how the above concepts can be added to an SQL-based
temporal query language. Only a few new constructs are needed. The specifics (such
as using TSQL?2) are not as important; the core message is that incorporating the dis-
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tinction between telic and atelic data into a user-oriented query language is not diffi-
cult.

In order to limit the changes to TSQL2 (which is an atelic framework), [24] im-
pose that, if no explicit indication is provided, temporal data are atelic. Thus, the first
extension is to support the definition of telic tables (the default is designated as atel-
ic). This can be done with an “AS TELIC” clause in the TSQL2 CREATE TABLE
statement. By default, the result of queries is an atelic relation; Thus, for telic queries,
Terenziani et al. prepend the keyword “TELIC” (i.e., “TELIC SELECT ...”). The
last extension to TSQL2 regards the need, in the queries, to adopt coercion functions
to convent tables of the different sorts. Thus, coercion functions

TELIC and ATELIC are introduced.

5 Conceptual models

Given its relevance, it is important that the telic/atelic distinction can also be captured
during the conceptual design of TDBs. Many different approaches have extended
non-temporal conceptual data models to cope with time (see, e.g., the survey [14]).
Instead of proposing yet another temporal conceptual model, in order to differentiate
between telic and atelic data semantics in conceptual database design, Khatri et al.
[17] propose an annotation-based temporal conceptual model that generalizes the
semantics of conventional conceptual models. Their temporal conceptual design
approach involves: 1) capturing “what” semantics using a conventional conceptual
model; 2) employing annotations to differentiate between telic and atelic data seman-
tics that help capture “when” semantics; 3) specifying temporal constraints, specifi-
cally non-sequenced constraints, in the temporal data dictionary as metadata. Khatri
et al.’s approach provides a mechanism to represent telic/atelic temporal semantics
using temporal annotations. They also show how this semantics can be formally
defined using constructs of the conventional conceptual models and axioms in first-
order logic. Via the semantics implied by the interaction of annotations, they illu-
strate the logical consequences of representing telic/atelic data semantics during tem-
poral conceptual design.

6 Conclusions

Until the pioneering work in [22], all TDBs approaches have been based, explicitly or
implicitly, on the “Point-based” (or “snapshot”) semantics, dictating that a temporal
database must be interpreted as a set of conventional (non-temporal) databases, one at
each point (snapshot) of time. However, the telic/atelic dichotomy, dating back to
Aristotle’s Categories, dictates that telic facts have a different (“Period-based”) se-
mantics. As a consequence, we show that past approaches cannot deal correctly with
telic facts, and revisit and extend the whole apparatus of current TDBs (data seman-
tics, query semantics, query languages, conceptual formalisms) to overcome such a
major drawback.
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Abstract. In this paper we propose a framework for XML data and schema co-
evolution that allows to check whether a user-proposed document adaptation (i.e.,
a sequence of document update operations intended to adapt the documents valid
for a schema to a new schema) is guaranteed to produce a document valid for the
updated schema. The proposed framework can statically determine, working only
with the automata related to the original and modified schema, if the document
update operation sequence will re-establish document validity, thus avoiding the
very expensive run-time revalidation of the set of involved documents that is usu-
ally performed upon schema update.

1 Introduction

Practical data management scenarios are characterized by an increasing dynamicity and
rapid evolution so that updates to data, as well as to their structures, are very frequent.
Only an efficient support for changes to both data and structural definitions can guaran-
tee an appropriate use of schemas [12]10]. Indeed schema updates have a strong impact
on existing data. Specifically, the term co-evolution refers to the ability of managing the
mutual implications of data, schema, and application changes.

This need is extremely pressing in the context of the eXtensible Markup Language
(XML), which has become in the last ten years a standard for data representation and
exchange and is typically employed in highly evolving environments. Upon any update
at schema level, XML documents valid for the original schema are no longer guaranteed
to meet the constraints described by the modified schema and might need to be adapted
[812]. An automatic adaptation of associated documents to the new schema definition is
possible in some cases, but it is not always obvious how to re-establish document valid-
ity broken by a schema update. More flexible, user-defined adaptations, corresponding
to arbitrary document update statements, would allow the user to specify, for instance
through XQuery Update Facility (XQUF) [[17] expressions, ad hoc ways to convert doc-
uments valid for the old schema in documents valid for the new schema. These arbitrary,
user-defined adaptations, however, are not guaranteed to produce documents valid for
the new schema and dynamic revalidation is needed, which may be very expensive for
large document collections.

In this paper, we propose a static analysis framework (Schema Update Framework)
for a subset of XQUF based on Hedge Automata, a symbolic representation of infinite
sets of XML documents given via unranked trees. Specifically, the framework allows
to check whether a user-proposed document adaptation (i.e., a set of document update
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(© Springer-Verlag Berlin Heidelberg 2012
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operations intended to adapt the documents related to a schema that have just been up-
dated by a known sequence of schema update operations) is guaranteed to produce a
document valid for the updated schema. The framework relies on a transformation al-
gorithm for Hedge Automata that captures the semantic of document update operations.
The transformation rules allow to reason about the impact of user-defined adaptations,
potentially avoiding run-time revalidation for safe adaptations.

The proposed framework can statically determine, working only with the automata
related to the original and modified schema, if the document update operation sequence
will preserve the validity of the documents. If so, every document valid w.r.t. the original
schema, after the application of the document update sequence, will result in a new
modified document valid w.r.t. the updated schema. Thus, run-time revalidation of the
set of involved documents can be avoided.

The remainder of the paper is organized as follows: Section Rlintroduces the prelim-
inaries needed in the following sections, Section3illustrates the proposed framework,
finally, in Section[d] we discuss related work, Section[3 concludes the work.

2 Preliminaries

In this section we introduce Hedge Automata, as a suitable formal tool for reasoning on
a representation of XML documents via unranked trees, and the update operations our
framework relies on.

Hedge Automata (HA). Tree Automata are a natural generalization of finite-state au-
tomata that one can adopt to define languages over ranked finite trees. Tree Automata
are used as a formal support for XML document validation. In this setting, however, it
is often more convenient to consider more general classes of automata, like Hedge and
Sheaves Automata, to manipulate both ranked and unranked trees. The difference be-
tween ranked and unranked trees lies in the arity of the symbols used as labels. Ranked
symbols have fixed arities, that determine the branching factor of nodes labelled by
them. Unranked symbols have no such a constraint. Since in XML the number of chil-
dren of a node with a certain label is not fixed a priori, and different nodes sharing the
same label can have a different number of children, unranked trees are more adequate
for XML.

Given an unranked tree a(t1, ..., t,) where n > 0, the sequence t1, . .., t, is called
hedge. For n = 0 we have an empty sequence, represented by the symbol €. The set of
hedges over X' is H(X'). Hedges over X are inductively defined as follows: the empty
sequence ¢ is a hedge; if g is a hedge and a € X, then a(g) is a hedge; if g and h are
hedges, then gh is a hedge.

Example 1. Given the tree t = a(b(a, c(b)), ¢, a(a, ¢)), the corresponding hedges hav-
ing as root nodes the children of the root of t are b(a(c(b))), ¢ and a(a, c). O

A Nondeterministic Finite Hedge Automaton (NFHA) defined over X' is a tuple M =
(Q,X,Qf, A) where X is a finite and non empty alphabet, () is a finite set of states,
Qr C @ is the set of final states, also called accepting states, A is a finite set of
transition rules of the form a(R) — ¢, where @ € X' and R C Q™ is a regular language
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formula. tomaton M over tree t.
Fig. 1. An example of tree ¢ (left) and the computation M ||¢ of the automaton M over ¢ (right)

over @, g € Q. Regular languages, denoted with R, that appear in rules belonging to A
are said horizontal languages and represented with Nondeterministic Finite Automata
(NFA). The use of regular languages allows us to consider unranked trees. For instance,
a(g*) matches a node a with any number of subtrees generated by state g.

A computation of M over a tree t € T'(X) corresponds to a bottom-up visit of
t during which node labels are rewritten into states. More precisely, consider a node
with label a such that the root nodes of its children have been rewritten into the list of
states q1 . .. ¢n € Q. Now, if a rule a(R) — ¢ exists with ¢1 ... ¢, € R, then a can be
rewritten into ¢, and so on.

A tree t is said to be accepted if there exists a computation in which the root node is
labelled by ¢ € Q. The accepted language for an automaton M, denoted as L(M) C
T(X), is the set of all the trees accepted by M.

Example 2 (from [4]]). Consider the NFHA M = (Q, X, Q, A) where Q = {qo, q1},
Y ={0,1,not,and,or}, Q; = {q1} and A = {not(qo) = q1,not(q1) = qo, 1(e) —
q1,0(e) — qo,and(Q*qQ*QQ*) — qo,and(q1q7q1) — q1,0r(Q*Q*QQ*) —
q1,0r(q045q0) — qo}- Fig. and Fig. show the tree t representing a Boolean
formula and the accepting computation of the automaton M (i.e., M||t(e) = q1 € Qy),
respectively. (Il

Given two NFHAs M; and Mo, the inclusion test consists in checking whether L(M;) C
L(Ma3). It can be reduced to the emptiness test for HA (L(M;) C L(Ms3) < L(M1) N
(T'(X) \ L(Ms)) = 0). Inclusion is decidable, since complement, intersection and
emptiness of HA can be executed algorithmically [4].

XQuery Update Facility Operations as Parallel Rewriting. XQuery Update Facility
(XQUF) [17] is a W3C recommendation as update language for XML. Its expressions
are converted into an intermediate format called Pending Update List, that uses the
primitives shown in the first column of Table[Il In the second column of Table[Il the
tree rewriting rule corresponding to each primitive is shown. In the rules, a and b are
labels, and p is an automaton state that can be viewed as a type declaration (defining any
tree accepted by state p). For instance, consider the rule N S¢;,«; defined as a(X) —
a(pX). Given a tree t, the rule can be applied to any node with label a. Indeed, X is a
free variable that matches any sequence of subtrees. If the rule is applied to a node n
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Table 1. XQUF primitives, a and b are XML tags, p is a state of an HA, X, Y are free variables
that denote arbitrary sequences of trees

Update Primitives
REN a(X) — b(X)
[NSfirst (X) — a(pX)

INS st a(X) — a(Xp)
INSinto a(XY) — a(XpY)
INSpefore a(X) — pa(X)
INSafter a(X)— ( p
RPL a(X) —
DEL a(X) — ()

with label a, the result of its application is the insertion of a tree of type p as leftmost
child of n. In this paper, =, denotes a parallel rewriting step in which the rule r is
applied in a given tree ¢ to all occurrences of subterms that match the left-hand side of
r. In the previous example, we will insert a tree of type p to the left of the children of
each one of the a-labelled nodes in the term ¢.

Target node selection is based on the node label only. In this way, indeed, we cover
the whole set of XQUF primitives and still obtain an exact static analysis. More complex
selection patterns could be exploited, but as [[6] shows, even using basic relations (e.g.
parent and ancestor), further restrictions are necessary (their method cannot support
deletion in order to keep reachability decidable).

3 Schema Update Framework

In this section we propose a framework, called Schema Update Framework, that com-
bines schema/document updates with an automata-based static analysis of their valid-
ity. FigurePlillustrates the main components of the framework. The framework handles
document adaptations expressed through the set of primitive update operations in Ta-
ble [l and schema expressed through any of the main schema definition languages for
XML (DTD, XSD and RelaxNG). For each one of them, indeed, we can extract an
equivalent NFHA: automata are equivalent to grammars that are in turn equivalent to
schema languages [[14]. More specifically, in Figure

— S’ is the starting schema,

— S” is the new schema obtained from the application of a sequence of schema up-
dates (Uy,...,U,), expressed through an update language suitable to the chosen
schema language,

— A is the automaton describing the new components introduced by the updates ap-
plied to schema S’,

— A’ is the automaton corresponding to schema S’,

— A’ is the automaton recognizing the language modified using the document update
sequence (uq,...,um), where u; is one of the primitives in Table [Il with ¢ €
1...m],

— A" is the automaton corresponding to the schema S”.



Static Analysis of XML Document Adaptations 61

Un.Um) g s
¢ vl

(UL ,u) ) AlllgAll

Fig. 2. Summary of the framework

Note that in some cases no document adaptation may be needed (the schema update
preserve document validity) or it can be derived from the schema update by a default
adaptation strategy integrated by heuristics [8l2]. In the other cases, or if the default
adaptation is not suitable, the user provides the sequence of document updates. For
instance, in the update discussed in what follows, only the user can choose the right
instance of the rule I NS, s by fixing the type of the tree that will be inserted. As
another example, if the schema update inserts a sibling of an optional element (resulting
in a schema containing an optional sequence) document validity can be re-established
by inserting the new element (default approach, that “mimics” the schema update) but
also by deleting the original optional element.

In the initial phase, the automata A’ and A” are extracted from the schemas. The
automaton A’ is computed using an algorithm that simulates the effect of the updates
directly on the input HA. We then execute an inclusion test over the resulting HA. If the
test succeeds, we can statically ensure that the application of the proposed document
update sequence (u1, ..., u,,) on any document valid for the starting schema S’ pro-
duces a document valid for the new schema S”. If the test fails, we have no guarantees
that a valid document w.r.t. S, updated following the update sequence (u1, .. ., U, ), is
a valid document w.r.t. S”.

The core of the framework is the algorithm that computes the automaton A"’ accept-
ing the language obtained by the application of the document update sequence. It starts
from the HA of the original schema. Depending on the operation type and parameters,
it properly modifies the automaton by changing either the set of states and rules of the
HA itself or the ones of the NFA accepting the horizontal languages. In this way, the
semantics of the document update sequence is used to modify the language represented
by the original schema, instead of the single document, allowing us to reason on the ef-
fect of the update sequence on the whole collection of documents involved. With these
changes, the computed automaton accepts the original documents on which the spec-
ified sequence of updates has been applied. The algorithm and correctness proofs are
available in [[15]]. In the following, we illustrate the behavior of the framework with the
help of an example.

Listing [LT] shows the starting schema S’, expressed using XML Schema. The sym-
bol () appearing in the schema represents the insertion point of the XML Schema
fragment, referred to as .S, shown in Listing The schema update inserts the frag-
ment S and generates the new schema S”. The three NFHA A, A’ and A”, correspond
to schemas S, S” and S”, respectively. For the sake of clarity, in what follows student-
in fo and academic-transcript are abbreviated as si and at, respectively.
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Listing 1.1. Starting schema S’

< 7xml version="1.0" encoding="utf—8?7>
<xsd:schema xmlns:xsd="http: // www.w3.0rg/2001/XMLSchema”>
<xsd:element name="at”>
<xsd:complexType >
<xsd:sequence >
()
<xsd:element name="record” minOccurs="0"" maxOccurs="unbounded” >
<xsd:complexType>
<xsd:sequence >
<xsd:element name="exam” type="xsd:string”’/>
<xsd:element name="grade” type=""xsd:string />
<xsd:element name="date” type="xsd:date”/>
</xsd:sequence>
</xsd:complexType >
</xsd:element>
</xsd:sequence >
</xsd:complexType>
</xsd:element>
</xsd:schema>

- A= (EL - {/37;/’/ id/vl name/a/ surname’}, Q = {pstapiapnaps}a Qf = {pst}a

O = {id(e) = p;, name(e) = pp, surname(e) — ps, Si(PiPnPs) — Pst})s

A = (X = {at' )/ record | exam' grade’ date'}, Q" = {qe, 44,94, Gr,Ga }
" ={aa}, A" = {exam(e) — ge, grade(e) — qq, date(e) — qa,

record(qeqeqa) — Gr» at(qy) — qa}),

- A" =(XY:=xuXy ={at','record,’exam’,’ grade’,’ date’,’si’,"id','name’,
/S'U/I"name/}, QH = Q/UQ = {Qe, Qg, qd7 q7"7 QQ7pSt’ pi’ pn’ ps}, Q}l = ‘/f = {Qa]%
A" =0U A"\ {at(q)) = qa}) U{at(psqy) = qa})-

Listing 1.2. Schema fragment S inserted into S’ by the schema update operation.
<xsd:element name=""si">
<xsd:complexType >
<xsd:sequence>
<xsd:element name="id" type="xsd:string />
<xsd:element name="name” type="xsd:string”’/>
<xsd:element name="surname” type="xsd:string”/ >
</xsd:sequence >
</xsd:complexType >
</xsd:element>
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Listing 1.3. An example of XML document D’
valid w.r.t. schema S’.

< 7xml version="1.0" encoding=""utf—8”?>
<academic—transcript>

()
<record> Listing 1.4. XML document fragment D.
<exam>Database </exam>
<grade>25</grade> <si>
<date>2010—01—-25</date> <id>1234ABC</id>
</record> <name>Alessandro</name>
<record> <surname>Solimando</surname>
<exam>Calculus</exam> </si>
<grade>30</grade>
<date>2010—02—25</date>
</record>

</academic—transcript>

Listing [L.3] shows an example XML document, called D’, valid w.r.t. schema S’.
If we insert the XML schema fragment D (Listing [[.4) into D’ at the insertion point
marked with (), we obtain a document D" valid w.r.t. schema S”. Figure [3(a)] shows
the tree ¢’ corresponding to document D', while in Figure[3(b)| we can see tree ¢’ corre-
sponding to the document D”. Using operation I N Sy;.s; we have: at(X) — at(tX),
where t = si(id, name, surname) that is, the tree corresponding to the XML fragment
D. 1" can be easily obtained from t' (t' =rns;,,.., 1)

The update sequence corresponding to the suggested schema update consists in a sin-
gle application of IN.S;s; operation: at(X) — at(ps: X ). The NFHA A" accepting
the language that reflects the application of the proposed document update sequence is
as follows:

A" = (¥ :=XUu X, = {at/, 'record, 'exam’, 'grade’, 'date’, 'si’, "id', 'name’,
'surname’}, Q" U Q = {¢e, dg, qd; G as Psts Pi> Pns Ps}, Q@ = {qa}, A”).

Let us now see how the algorithm computes A”’. First of all, we need to ana-
lyze the NFA that will be modified by the algorithm, that is B,—; 4, = (Q' U Q,
{0}, b, {b}, {(b,q,)}). We then create a fresh state ¢J"%*" and add it to the set of

a—t,q

academic-transcript
academic-transcript

record record
/ \ / \ student-info record record
exam grade exam de d name surname exam grade date exam grade date
(a) Tree representation ¢’ of document D', (b) Tree representation t” of document D"

Fig. 3. Tree representations of the XML documents D’ and D"
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states as a starting state. We also add the rule (q{j’“?,’;a, pst, b), since the rule (b, g, b)

is present. After these changes, we have B,_; 4, = (Q" U Q, {b, q,{ietfga}, q,{ietfga,

{b}, {(q{:ref,};a ,Dst, b), (b,qr,b)}) and the horizontal language associated with the rule
a — t(Lg—t,q,) — ¢a changes from g to psq;. Finally, we compute A" := 6 U
{a(Bag) > qla€ X q€ Qr,L(B,y) # 0)}, which is equal to © U (A’ \ {a —
t(qr) = qa}) U{a —t(pstq)) — qa}, that is, in turn, equal to A”.

Because the two automata, A” (derived from schema S”') and A"’ (obtained by the
algorithm that calculates the language that reflects the application of the document up-
date sequence) are identical, the inclusion test (A”) C L(A"’) succeeds. The proposed
update sequence is thus type safe and its application on a document valid w.r.t. S” yields
a document valid w.r.t. S, as we have already seen for the documents D’ and D”.

academic-transcript

academic-transcript /

record record
student-info record record
id name surhame exam grade exam grade P,

"

(a) Tree representation '’ of document D"”. (b) Computatlon A”Ht”’ of the automaton A"

relative to tree ¢t representing document D"’

Fig. 4. Non accepting computation A”|[t"" (right) of automaton A" over tree ¢’ (left)

Suppose now we modify document D" through update DEL : date(X) — (),
obtaining document D", identical to D’ but without date elements; its tree represen-
tation ¢’ is shown in Figure[(a) Clearly ¢ can be obtained from t” as t” = pgy, .
Since document D" is not valid w.r.t. schema S”, its tree representation, ¢, is not
included in the language accepted by the automaton A” corresponding to S”. In Figure
M(b) we can see the computation A”||¢"” of the automaton A" related to tree ¢"’. This
computation cannot assign an accepting state to the tree root node because the tree is
not part of the language accepted by the considered automaton, since no rules of the
form record(L) — qr,, where geq, € L, exist.

4 Related Work

Most of the work on XML schema evolution has focused on determining the impact
of schema updates on related document validity [8l2)7]] and programs/queries [[13l7].
Concerning document adaptations, the need of supporting both automatic and user-
defined adaptations is advocated in [2], but no static analysis is performed on user-
defined adaptations, so that run-time revalidation of adapted documents is needed.
Concerning related work on static analysis, the main formalization of schema up-
dates is represented by [1], where the authors take into account a subset of XQUF
which deals with structural conditions imposed by tags only, disregarding attributes.
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Type inference for XQUF, without approximations, is not always possible. This follows
from the fact that modifications that can be produced using this language can lead to
non regular schemas, that cannot be captured with existing schema languages for XML.
This is the reason why [[1]], as well as [16], computes an over-approximation of the type
set that results from the updates. In our work, on the contrary, to produce an exact com-
putation we need to cover a smaller subset of XQUF’s features. In [1]], indeed, XPath’s
axes can be used to query and select nodes, allowing to mix selectivity conditions with
positional constraints with the request to satisfy a given pattern. In our work, as well
as in [16] and [9]], only update primitives have been considered, thus excluding com-
plex expressions such as “for loops” and “if statements”, based on the result of a query.
These expressions, anyway, can be translated into a sequence of primitive operations

Macro Tree Transducers (MTT) [11] can also be applied to model XML updates as
in a Monadic Second-Order logic (MSO)-based transformation language, that does not
only generalize XPath, XQuery and XSLT, but can also be simulated using macro tree
transducers. The composition of MTT and their property of preserving recognizability
for the calculation of their inverses are exploited to perform inverse type inference: they
pre-compute in this way the pre-image of ill-formed output and perform type checking
simply testing whether the input type has some intersection with the pre-image. Their
system, as ours, is exact and does not approximate the calculation, but our more specific
approach, focused on a specific set of transformations, allows for a simpler (and more
efficient) implementation.

5 Conclusions

In the paper we have presented an XML schema update framework relying on the use
of hedge automata transformations for the static analysis of document adaptations. A
Java prototype, based on the LETHAL Library, of the framework have been realized
and tested on the XML XMark benchmark. The execution times of the automaton com-
putation and of the inclusion test on the considered bechmarks are negligible (less than
Is), showing the potential of our proposal for a practical usage as a support for static
analysis of XML updates. We plan to integrate this prototype of the framework with
EXup ([2]) or other suitable tools as future work.

Other possible directions for extending the current work can be devised. Node selec-
tion constraints for update operations could be refined, for example using XPath axes
and the other features offered by XQUEFE. As discussed in the paper, this would lead to
approximate rather than exact analysis techniques. Support for commutative trees, in
which the order of the children of a node is irrelevant, could be added. This feature
would allow the formalization of the all and interleave constructs of XML Schema
[L8] and Relax NG [3], respectively. Sheaves Automata, introduced in [5]], are able to
recognize commutative trees and have an expressivity strictly greater than the HA con-
sidered in this work. The applicability of these automata in our framework needs to be
investigated.

! The interested reader could refer to [I]] (Section “Semantics™), where a translation of XQUF
update expressions into a pending update list, made only of primitive operations, is provided,
according to the W3C specification [17].
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Abstract. Database schema upgrades are common in modern informa-
tion systems, where the provenance of the schema is of much interest, and
actually required to explain the provenance of contents generated by the
database conversion that is part of such upgrades. Thus, an integrated
management for data and metadata is needed, and the Archived Meta-
data and Provenance Manager (AM&PM) system is the first to address
this requirement by building on recent advances in schema mappings and
database upgrade automation. Therefore AM&PM (i) extends the Infor-
mation Schema with the capability of archiving the provenance of the
schema and other metadata, (ii) provides a timestamp based represen-
tation for the provenance of the actual data, and (iii) supports powerful
queries on the provenance of the data and on the history of the metadata.
In this paper, we present the design and main features of AM&PM, and
the results of various experiments to evaluate its performance.

1 Introduction

The importance of recording the provenance, or lineage, of any information of
significance is now widely recognized, and a large body of research was produced
on provenance management for scientific workflows and databases [4}[15[I8]. Pre-
viously proposed provenance systems focus on capturing the “why”, “where”,
and “how” facets of provenances [B}[13], and support a rich set of provenance-
related functions and queries. Unfortunately, current proposals assume that the
whole database content was created by the external actions of users and applica-
tions. In reality, modern information systems, particularly big science projects,
undergo frequent schema changes whereby the database under the old schema
is migrated into the new one conforming to the new schema. Thus the current
database is the combined result of (i) the external actions that entered the orig-
inal information (e.g., via SQL inserts or updates), and (ii) the migration steps
that then transformed the data as part of the schema evolution process. There-
fore explaining the provenance of current data often requires ‘flashing-back’ to
the original schema, external transaction, and data as this was originally created,
i.e., before the conversion step (or the succession of steps) that transformed the
original information into the equivalent one that is now stored under the current
schema. Thus supporting provenance under schema evolution can be challeng-
ing and is hardly surprising that previous works have ignored this challenge by

S. Castano et al.(Eds.): ER Workshops 2012, LNCS 7518, pp. 67-[(7] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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assuming that the database schema is fixed and does not change with time. How-
ever this assumption is utterly unrealistic as illustrated by the UCLA testbed
collecting the schema history for 20+ large information systems, including Me-
diawiki/Wikipedia, Ensembl GeneticDB and various CERN Physics DBs [8,[9].
For instance, the database of Mediawiki software supporting Wikipedia has ex-
perienced more than 300 schema versions in its nine years of life and similar
observations hold for the other information systems. Fortunately, recent results
obtained by the UCLA Panta Rhei project [10,[I1] have significantly simplified
the problems of preserving the history of the database schema and flashing back
to the original schema and source data.

The results presented in [I011] provide the conceptual basis for the Archived
Metadata and Provenance Manager (AM&PM) described in this paper; AM&PM
is the first system designed to support the provenance of both data and meta-
data in the presence of schema evolution. Thus, AM&PM (i) extends the SQL
information schema with timestamp based archival, (ii) uses Schema Modifica-
tion Operators (SMOs) and Integrity Constraints Modification Operators (IC-
MOs) [10J/IT] to map between different versions of the database schema, and (iii)
supports powerful queries for tracing the provenance of data and metadata, to
support functions such as database auditing and data-recovery [0}1§].

The reminder of this paper is organized as follows: In Section 2 we review
the schema evolution language used to describe schema evolution. In Section [3]
we present the details of our approach for archiving the provenance of data
and metadata. In Section [, we discuss the design and features of the AM&PM
system. Section [l presents an evaluation on the space and time required by the
provenance tables and queries. Related work is summarized in Section [ and
our conclusions are reported in Section [1l

2 Schema Evolution Languages

The Schema Modification Operators (SMOs) were introduced in [I0] as a very
effective tool for characterizing schema upgrades and automating the process
of migrating the database and upgrading the query-based applications. Since in
many situations, the schema integrity constraints are also changed along with
schema structure, Integrity Constraints Modification Operators (ICMOs) were
introduced in [I1] to characterize integrity constraints and automate the process
of upgrading applications involving integrity constraint updates. Three types of
integrity constraints are considered: primary key, foreign key, and value con-
straint. Extensive experience with the schema evolution testbed [8] shows that
the combination of SMOs and ICMOs displayed in Table [ can effectively cap-
ture and characterize the schema evolution history of information systems. In
Table [l (R, S) denote relational tables and (a, b, ¢, d) denote columns in ta-
bles. Here we present a simple example to show how schema evolution language
works.
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Table 1. Schema Evolution Language: SMO and ICMO

SMO
CREATE TABLE R(a,b,c)
DROP TABLE R
RENAME TABLE R INTO T
COPY TABLE R INTO T
MERGE TABLE R, S INTO T
PARTITION TABLE R INTO S WITH cond, T
DECOMPOSE TABLE R INTO S(a,b), T(a,c)
JOIN TABLE R,S INTO T WHERE conditions
ADD COLUMN d INTO R
DROP COLUMN c FROM R
RENAME COLUMN b IN R TO d

ICMO
ALTER TABLE R ADD PRIMARY KEY pki(a; b) [policy]
ALTER TABLE R ADD FOREIGN KEY fki(c; d) REFERENCES T(a; b) [policyl
ALTER TABLE R ADD VALUE CONSTRAINT vcl AS R:e = 0 [policy]
ALTER TABLE R DROP PRIMARY KEY pkil
ALTER TABLE R DROP FOREIGN KEY fki
ALTER TABLE R DROP VALUE CONSTRAINT vcl

Ezample 1: Consider one database upgrade scenario as follows:

Vi: Employee(ID, Name, Pay)
Va: Employee Info(ID, Name)  Employee Pay(ID, Salary)

The initial schema version is V;. Then the schema evolves into V5 and the ta-
ble Employee is decomposed into two tables: Employee Info and Employee Pay.
Underlines indicate the primary keys. The transformation from V; to Vs can be
described as:

1. RENAME COLUMN Pay IN Employee To Salary
2. DECOMPOSE TABLE Employee INTO Employee Info(ID, Name), Employee Pay
(ID, Salary)

The composition of these two SMOs produces a schema evolution script, which
defines the mapping between different versions of database schema in a concise
and unambiguous way. Schema evolution scripts can be characterized as Dis-
junctive Embedded Dependencies (DEDs) and converted into SQL scripts [10].
We will use the schema evolution scripts to archive schema changes and perform
provenance query rewriting, as discussed in Section [l

3 Provenance Management in AM&PM

The AM&PM system is designed to provide the integrated management for
the provenance of data and metadata, in order to support a range of queries,
including the following ones:
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Data Provenance Queries: Given a data tuple d in the current database,
where does d come from (e.g. schema, table, and column)? When was d created?
and how (e.g. by which transaction and user)?

Schema Provenance Queries: AM&PM allows users to retrieve past versions
of database schema along with the SMOs and ICMOs which describe the schema
evolution process in databases. Similarly, we can answer where-, when-, and how-
queries for the basic schema elements in databases.

FEvolution Statistic Queries: AM&PM supports statistical queries about the
evolution of the database content and schema.

Information Schema History. In a relational database management system, the
information schema, also called data dictionary or system catalog, is the database
for the metadata. As specified in the SQL:2003 standards [12], the information
schema consists of a set of tables and views that contain information about
the schema and other metadata. In order to answer queries on past versions of
the schema and the provenance of the current database, AM&PM stores the
transaction time history of the information schema.

Data Provenance. The provenance of each attribute value in the current database
is recorded by preserving the information about the transactions that generated
it, including the transaction ID, the timestamp at which the transaction exe-
cuted, and the user who issued the transaction. Thus, AM&PM introduces the
tables Transaction and Tran Text to archive the transactions with their times-
tamps. The mapping tables are introduced to specify the relationship between
transactions and tuples. This is all it is needed for data generated under the
current versions of the schema. However, the current data could be the result
of database migration after schema upgrades. Therefore, we must use the SMOs
and ICMOs to reconstruct the source schema and data value, using the process
described next under ‘schema provenance’.

Schema Provenance. Schema provenance refers to the combination of the past
versions of database schema and the schema evolution history. AM&PM exploits
the information schema tables to store the metadata of past schemas. Two ta-
bles, SMO and ICMO, are created to archive the schema evolution history. Every
schema change in the database upgrade is converted to a schema evolution op-
erator (SMO or ICMO) and stored with its timestamp. Examples of these two
tables are shown in tables (e) and (f) of Figure[ll The tuple s! in the SMO table
represents one schema change in the transformation from V; to V.

Auziliary Information. AM&PM can also support some optional tables to pro-
vide more information about provenance (e.g., the values before the last data
update and statistics).

Ezxample 2: Figure[lshows the provenance database for the case of Ezample 1. The
relationship between data and transactions is stored in mapping tables (c¢) and (d).
For instance, the transaction which affects the value “Sam” in attribute Name
of table Employee Info can be found in table Employee Info Mapping, as “t1”.
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(a) Employee_Info (b) Employee_Pay (c) Employee_Info_Mapping (d) Employee_Pay_Mapping
ID Name ID Salary Tuple_ID | Attribute | TID Tuple_ID | Attribute | TID
100 Sam 100 2000 100 D t1 100 ID t1
200 Bob 200 3000 100 Name t1 100 Salary t1
200 1D +2 200 ID 2
200 Name t2 200 Salary t2
(e) SMO (f) ICMO
SID | SMO | Source | Target Timestamp | ICID | ICMO | Source | Target | Timestamp |
sl smot i Va 2007-11-20 12:38:44 ‘ il ‘ icmoil ‘ Va ‘ Vi ‘ 2008-02-01 13:04:46 ‘
s2 smog Wi Va 2007-11-20 12:42:07
(g) Transaction (h) Tran_Text
TID | DB_User | Schema Timestamp TID Trans
tl Guestl 1 2006-09-15 11:09:12 t1 trang
t2 Guestl V1 2006-10-16 17:26:09 t2 trano

(i)
smop: RENAME COLUMN Pay IN Employee To Salary
smoa: DECOMPOSE TABLE Employee INTO Employee_Info(ID, Name), Employee_Pay(ID, Salary)
iemoy: ALTER TABLE Employee_Info ADD FOREIGN KEY pkl (ID) REFERENCE Employee_Insurance (Employee_ID)
trani: INSERT INTO Employee VALUES (100, ‘Sam’, 2000)
trana: INSERT INTO Employee VALUES (200, ‘Bob’, 3000)

Fig.1. An example of AM&PM provenance database

This transaction id denotes tran; as the transaction that created/updated the
value. The provenance queries are answered by evaluating the timestamps. For
instance, say that a user issues a how-provenance query of the value “Sam” to
verify this data. The last transaction which affects this data is tran; with times-
tamp “2006-09-15 11:09:12”. All the schema evolution operators that have oc-
curred from this timestamp until now may affect the data. Thus, we obtain smoy,
smog, and icmoy, but then we find that only smo; and smoy affect the attribute
Name. We return the timestamped tran,, smoi, and smos as the how-provenance
of “Sam”.

4 AM&PM System

Figure [ depicts the high-level architecture of AM&PM system. The AM&PM
system consists of two main components: the provenance database manager and
the query parser.

The AM&PM provenance database manager analyzes the input data and
constructs the provenance database, which is a combined relational database

7

saL/
Database Instance II Provenance DB Manager XQuery
—_—
Schemas I Q
Databaselog | o
—_ <
Schema Evolution Schema o >
N Provenance Provenance a
:
—J

Fig. 2. Architecture of AM&PM system
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of schema provenance tables and data provenance tables. Schema provenance
tables include the schema information of past database versions, SMOs, ICMOs,
and database statistics, while data provenance tables (e.g. transaction table)
store the information of transactions applied to the content of database and the
relationship between transactions and data. The schema provenance tables are
filled by parsing the past schemas and the schema evolution scripts. A schema
evolution script is the set of SMOs and ICMOs used to upgrade database, as
defined in Section 2l In AM&PM, the schema evolution script is produced by
a module called ScriptGenerator. The basic idea of the ScriptGenerator is to
compare different schemas and express the changes using the schema evolution
language. The content of data provenance tables is extracted from the current
database and the database transaction log. The database transaction log offers
the source values and relevant transactions.

Once the provenance database is filled, users can issue the provenance queries
in SQL or XQuery. Many provenance queries are temporal queries with time
constraints, and XQuery can facilitate the expression of complex temporal prove-
nance queries [19]. Provenance queries written in SQL are directly executed in
our provenance database. However, queries expressed in XQuery are rewritten to
SQL statements by the AM&PM query parser. For that, we utilize the algorithm
presented in [19], based on the SQL/XML standard [16].

Extended Functionality: At the present time, AM&PM supports the queries
and functions described above; we plan to support the functions described next
in future extensions.

Provenance Query Rewriting Suppose we have a provenance query set, and
some changes occur in the current database schema. Can the current provenance
query be automatically upgraded to work on the new schema? To solve this prob-
lem, we are investigating the extensions of query rewriting techniques proposed
in PRISM++ [I1].

Provenance Propagation in Data Warehouses If a value in the source
database is changed, how to propagate this change to the current database?
This problem is studied in [I4] in data warehousing and we plan to develop
similar techniques in AM&PM.

5 Experimental Evaluation

Our experiments seek to evaluate (i) the space overhead of provenance capture,
and (ii) the execution time of provenance queries over AM&PM provenance
database. Note that there is no comparison with other provenance management
systems since AM&PM is the first system using a temporal model to archive
the provenance of data and metadata under schema evolution. Most queries
discussed in Section Bl are not supported by other existing systems.

Experiment Setup. Our experiments used four real-world data sets: Medi-
awiki, Dekiwiki, KtDMS, and California Traffic [IL[8]. The first three data sets
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are the database schemas of web information systems. As shown in Table[] these
three information systems experienced many schema changes during their life-
time. We obtained the database schemas of these information systems from [§]
and used them in our experiments on schema provenance.

In AM&PM, the database transaction log is required to fill the data prove-
nance tables. Thus, we constructed a California Traffic database according to the
website of California transportation department [I]. Every update of highway in-
formation in the website was captured and rewritten to a transaction applied
to traffic database.Thus, there are two main tables in the traffic database: high-
way accident and highway condition. For instance, when there is a new accident
in website, a transaction inserting a tuple to highway accident is generated in
the traffic database. Our real-world California Traffic database contains 5369
transactions. Since the California Traffic database is relatively small, we also
generated four large synthetic traffic databases to verify the scalability of our
approach.

The values in synthetic traffic databases are uniformly sampled from the real-
world California Traffic database. The number of transactions and the size of
data provenance tables of the four synthetic traffic databases are (50000, 22M),
(100000, 42M), (200000, 91M), (500000, 231M) respectively.

Table 2. Size of schema evolution tables
3000 -#-Space Cost of Data Provenance
2000 -+-California Traffic Database System Lifetime # of Space
/./-/. (years) Versions (MB)
1000
M Dekiwiki 4.0 16 0933

0 1000 2000 3000 4000 5000 KtDMS 6.3 105 10.717

Number of transactions

Size of database (KB)

o

Mediawiki 9.0 323 18.331
Fig. 3. Size of data provenance tables

Our experiment environment consisted of a workstation with Intel Xeon E5520
CPU and 4GB RAM running Ubuntu 11.10. MySQL 5.1.61 was used as the
backend database for AM&PM. We restarted the database server between query
runs and used the average of five runs to report our the results.

Space Overhead of Provenance Capture: The AM&PM provenance
database consists of data provenance tables and schema provenance tables, as
shown in Section [l We evaluate the space overhead of these two parts respec-
tively.

Data Provenance Tables Figure [3] shows the space overhead of such tables
as the number of transactions in the real-world California Traffic database in-
creases. We observe that the size of data provenance tables is proportional
to the number of transactions. Since AM&PM allows users to retrieval the
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Table 3. Data provenance queries for evaluation

Query Description

Q1 find the creation time of the tuple with id 2357 in highway accident

Q2 find the transaction which generates the tuple with id 19009 in highway condition

Q3  find the number of accidents happening on 04/02/2012

Q4 find the number of highway condition records on 04/03/2012

Q5 find the ids of accidents happening in the area of West Los Angeles between ‘04/04/
2012 18:00:00’ and ‘04/04/2012 23:00:00’

Q6  find the descriptions of highway condition updates happening in the area of Central
LA between ‘04/04/2012 18:00:00" and ‘04/04/2012 23:00:00°

content of transactions, the space overhead for storing transactions is unavoid-
able. The relationship between the space overhead of data provenance tables and
the size of California Traffic database is also approximately linear. Archiving the
data provenance leads to about 300% space overhead for the traffic database.
This high relative overhead reflects the fact that the transactions and times-
tamps require several bytes, whereas the data elements in the traffic database
are small—e.g., names of highways and regions.

Schema Provenance Tables. We investigate the space overhead of schema
provenance tables in three information systems: Mediawiki, Dekiwiki, and Kt-
DMS, as shown in Table @1 The versions in Table 2] are defined according to
their SVN (Apache Subversion) versions. The result shows that the space cost
of schema provenance tables depends on the number of history schema versions.
KtDMS and Mediawiki need more space for schema provenance tables than
Dekiwiki because they have more database versions and schema changes. In par-
ticular, for Mediawiki which experienced many schema changes, it only takes 18
MB to store the schema evolution history of 323 schemas. Comparing with the
size of Wikipedia database [2] under the latest schema, which is about 34.8 GB
uncompressed, the space overhead of schema provenance tables is very small.
Therefore, the space overhead of schema provenance is typically modest.

Query Execution Time: We study the query performance by measuring the
execution time. To be specific, the execution time refers to the time used by
the backend database to execute queries written in standard SQL. The types of
provenance queries tested are those discussed in Section Bl

Data Provenance Queries. Since the real-world California Traffic database
is relatively small, most provenance queries are answered within 1 ms. We use
the synthetic traffic databases to evaluate the performance of data provenance
queries. Table Blshows the set of data provenance queries we prepared for exper-
iments. Q1 and Q2 are the when- and how- provenance queries. Q2 also involves
join operation. Q3 and Q4 are temporal provenance queries with aggregates. Q5
and Q6 are temporal provenance queries with joins.

Figure Hal shows the query execution time as the number of transactions in
the synthetic traffic databases increases. The performance of simple provenance
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Fig. 4. Execution time for data and schema provenance queries

query like Q1 is not affected by the number of transactions. For all of the four
synthetic databases, it takes almost the same time (around 0.4 ms) to execute
Q1. The execution time of other provenance queries is linear with the number
of transactions. For queries with aggregates, they have to scan the transaction
table to get the count. For queries with joins, they require to join the data
provenance tables whose size is proportional to the number of transactions as
shown in Figure 3

Schema Provenance Query. We evaluate the performance of schema prove-
nance query using Dekiwiki, KtDMS, and Mediawiki. For each information sys-
tem, we randomly pick 5 tables and 5 columns. Then the where-, why-, and how-
provenance queries of these tables and columns are executed as test queries. The
results of where-, when-, and how- queries on schema provenance are as follows:
the source schema, the creation time and the schema evolution operators which
help generate the tables and columns. Figure shows the average execution
time of schema provenance queries. The result indicates that the performance
of schema provenance query depends on the size of schema evolution tables.
It takes more time to run schema provenance queries in the system which has
larger schema provenance tables. We also observe that the how-query takes less
time because it only scans the SMO or the ICMO table, while where- and when-
queries need to join the information schema tables (e.g. COLUMNS and VER-
SIONS) to associate the schema element with its version and timestamp.

Statistic Query. We prepared a set of statistic queries to compute five statis-
tics for each version of database schema: the number of tables, the number of
columns, the number of primary keys, the number of foreign keys, and the life-
time. The overall execution time of statistic query set is 16.6 ms for Deikiwiki,
131.0 ms for KtDMS, and 217.3 ms for Mediawiki. Not surprisingly, the execu-
tion time of these statistic queries is linear with the size of schema provenance
tables.
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6 Related Work

There has been a large body of research on the provenance in databases and,
because of space restrictions, we will refer our users to the overview papers
416} 15).

The differences between where- and why- provenance in databases were stud-
ied in [5], while Green et al. [I3] studied the how-provenance. The challenge of
archiving the provenance of metadata was discussed in [I8]. Schema mapPIng
DEbuggeR (SPIDER) [3.[7] used nested relational model and schema mapping
language to record the data mapping between two schemas. Provenance is com-
puted according to the routes of possibly mappings. But [3,[7] didn’t propose a
model to archive the schema changes in schema evolution. On the other hand,
the Metadata Management System (MMS) [I7] comes closer to our proposal. To
associate data and metadata, MMS stores the queries as values in a relational
database. Traditional join mechanisms are extended to support the join speci-
fied by the queries stored in relations. However, the evolution of metadata is not
considered in MMS.

7 Conclusion and Future Work

In this paper, we present an integrated approach to manage the provenance of
both data and metadata under schema evolution. The provenance of data and
metadata is archived using relational databases. The schema evolution history is
stored using schema evolution language. Thus, AM&PM provides a simple way to
support provenance management in relational databases. Powerful provenance
queries expressed in SQL and XQuery are efficiently supported. We perform
experiments on several real-world and synthetic data sets. The results validate
the practicality of our approach.

The work presented in this paper is the first system for the provenance man-
agement under schema evolution, and leaves many topics open for further studies
and improvements which were briefly discussed in the paper.

Acknowledgement. The authors would like to thank Mohan Yang, Kai Zeng,
and Seyed Hamid Mousavi for their insightful comments and suggestions on
this research. This work was supported in part by NSF Grant No. IIS 0917333,
entitled “IIl: Small: Information Systems Under Schema Evolution: Analyzing
Change Histories and Management Tools.”

References

1. California department of transofrmation-highway conditions,
http://www.dot.ca.gov/hq/roadinfo

2. Wikipedia:database download,
http://en.wikipedia.org/wiki/Wikipedia:Database_download


http://www.dot.ca.gov/hq/roadinfo
http://en.wikipedia.org/wiki/Wikipedia:Database_download

10.

11.

12.

13.

14.

15.

16.
17.

18.

19.

Supporting Database Provenance under Schema Evolution 7

Alexe, B., Chiticariu, L., Tan, W.C.: Spider: a schema mapping debugger. In:
VLDB, pp. 1179-1182 (2006)

Bose, R., Frew, J.: Lineage retrieval for scientific data processing: a survey. ACM
Comput. Surv. 37(1), 1-28 (2005)

Buneman, P., Khanna, S., Tan, W.-C.: Why and Where: A Characterization of
Data Provenance. In: Van den Bussche, J., Vianu, V. (eds.) ICDT 2001. LNCS,
vol. 1973, pp. 316-330. Springer, Heidelberg (2000)

Buneman, P., Tan, W.C.: Provenance in databases. In: SIGMOD Conference, pp.
1171-1173 (2007)

Chiticariu, L., Tan, W.C.: Debugging schema mappings with routes. In: VLDB,
pp- 79-90 (2006)

Curino, C., Zaniolo, C.: Pantha rhei benchmark datasets, http://yellowstone.
cs.ucla.edu/schema-evolution/index.php/Benchmark home

Curino, C., Moon, H.J., Tanca, L., Zaniolo, C.: Schema evolution in wikipedia -
toward a web information system benchmark. In: ICEIS, pp. 323-332 (2008)
Curino, C.A., Moon, H.J., Zaniolo, C.: Graceful database schema evolution: the
prism workbench. Proc. VLDB Endow. 1(1), 761-772 (2008)

Curino, C.A., Moon, H.J., Deutsch, A., Zaniolo, C.: Update rewriting and integrity
constraint maintenance in a schema evolution support system: Prism++. Proc.
VLDB Endow. 4(2), 117-128 (2010)

Eisenberg, A., Melton, J., Kulkarni, K.G., Michels, J.-E., Zemke, F.: Sql: 2003 has
been published. SIGMOD Record 33(1), 119-126 (2004)

Green, T.J., Karvounarakis, G., Tannen, V.: Provenance semirings. In: PODS, pp.
31-40 (2007)

Ikeda, R., Salihoglu, S., Widom, J.: Provenance-based refresh in data-oriented
workflows. In: CIKM, pp. 1659-1668 (2011)

Simmhan, Y.L., Plale, B., Gannon, D.: A survey of data provenance in e-science.
SIGMOD Rec. 34(3), 31-36 (2005)

SQL/XML, http://www.sqlx.org/

Srivastava, D., Velegrakis, Y.: Intensional associations between data and metadata.
In: SIGMOD Conference, pp. 401-412 (2007)

Tan, W.C.: Provenance in databases: Past, current, and future. IEEE Data Eng.
Bull. 30(4), 3-12 (2007)

Wang, F., Zaniolo, C., Zhou, X.: Archis: an xml-based approach to transaction-time
temporal database systems. The VLDB Journal 17(6), 1445-1463 (2008)


http://yellowstone.cs.ucla.edu/schema-evolution/index.php/Benchmark_home
http://yellowstone.cs.ucla.edu/schema-evolution/index.php/Benchmark_home
http://www.sqlx.org/

An in-Browser Microblog Ranking Engine
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Abstract. Microblogs, although extremely peculiar pieces of data, con-
stitute a very rich source of information, which has been widely exploited
recently, thanks to the liberal access Twitter offers through its API. Nev-
ertheless, computing relevant answers to general queries is still a very
challenging task. We propose a new engine, the Twittering Machine,
which evaluates SQL like queries on streams of tweets, using ranking
techniques computed at query time. Our algorithm is real time, it pro-
duces streams of results which are refined progressively, adaptive, the
queries continuously adapt to new trends, invasive, it interacts with Twit-
ter by suggesting relevant users to follow, and query results to publish as
tweets. Moreover it works in a decentralized environment, directly in the
browser on the client side, making it easy to use, and server independent.

1 Introduction

The amounts of personal data accumulated at Internet scale constitute a re-
source, much like raw materials, with a huge economic potential. Google made
the first demonstration of the power of these data in 2003 with its Flu Trend,
which allows to monitor the flu activity in the world, based on the frequency in
all languages of flu related search on its engine, and has been shown not only to
be accurate but moreover ahead of disease control institutions |[GMPT09].

Among the large Internet corporations handling users data, Twitter is the one
that provides the most liberal access to them. Since its inception in 2006, Twitter
grew at an exponential pac, with now over 100 million active users, producing
about 250 million tweets daily. Although microblogs might seem restricted,
Twitter has an amazing potential, it serves more than a billion queries per day,
supports around a million App&E7 and its projected advertising revenue of $250
million in 2012 is predicted to have doubled by 2014.

In this paper, we propose a new approach to handle social network data.
Our objective is twofold. (i) First, develop real time algorithms to find the
most relevant data on any topic, whether popular or not, by using any
ranking techniques. (ii) Second, develop continuous server-less solutions,
with algorithms running on the client side.

! mttp://www.dazeinfo.com/2012/02/27/twitter-statistics-facts-and-figures
-from-2006-2012-infographic/
2 http://gigaom.com/2011/08/16/twitter-by-the-numbers-infographic/

S. Castano et al.(Eds.): ER Workshops 2012, LNCS 7518, pp. 78-88] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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On Twitter, our first objective is to identify the most relevant tweets satisfying
a query, the most relevant twitterers on a topic or the most important tags to
listen to. Our notion of relevance is similar to a topic specific Pagerank, which
could rely on any concept available in the social network system.

Extracting knowledge from tweets is a challenging task. Microblog data are
rather unconventional. On one hand, they are like most web data, relying on both
content and graph connections (followers, links to URL, etc.), but on the other
hand, their content is rather peculiar, both for its form, extremely short, and
for its substance, often very communication or notification oriented. Moreover,
inputs as well as most generally outputs, are streams of data, which should be
handled as most as possible in real time.

Our algorithms have the following characteristics. (i) The rankings are com-
puted at query time, streams of results are produced in realtime, with an accu-
racy which increases progressively. (ii) Queries are autonomic since they are con-
tinuously refined by taking into accounts trends expressed in the output streams.
(iii) The algorithms are associated with a twitterer, and interacts with Twitter,
by publishing query results, and following relevant twitterers.

Our second objective is to develop systems which are server-less and work
as soon as the client’s side is active. This approach is very promising. First,
functionalities which are not offered by Internet corporations, can be handled
directly by the users on their CPU. More generally, this model of decentralized
computation alleviates the burden of centralized systems, by pushing to the
periphery computations that do not need to be centralized, as Facebook does
with the Like button for instance. Complex computations on fragments of large
data sets can be performed as well at the client side, as is done by systems such
as seti@home.

We demonstrate our approach on Twitter, with the Twittering Machine, that
we developed in javascript, and which runs directly in the browser of the client. It
is associated with the personal account of the user, which will be used to follow
relevant twitterers as well as publish query results, and works essentially as
follows. The machine takes as input streams of tweets satisfying an initial query,
which are immediately displayed and analysed. The most relevant twitterers
are then computed, and it is suggested to follow them, adding to the input of
the machine their tweets. The keywords in the query are modified according
to query results. In fact, the query takes a stream of keywords as parameter.
Query results are regularly suggested for publication.

The paper is organized as follows. In the next section, we present the Twitter-
ing Machine. Section [3]is devoted to the presentation of the plug-ins specifying
the queries, while some experimental results are presented in Section Ml

2 The Twittering Machine

Twitter offers essentially two ways to access tweets, (i) by following specific
already known twitterers, with their complete stream of tweets, or (ii) by using
the search API. The latter provides a very efficient real time search [BGL™12],
with a simple query language that allows to filter tweets on their content, as
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well as on various attributes, such as their hashtags, URLs, locations, etc. It
produces a small percentage of the theoretical result, but often sufficient to
extract knowledge, and is widely used.

The main goal of the Twittering Machine is to evaluate complex queries over
streams of tweets. It relies on computations local to the client side, and works
autonomously, without any server except the queried social system, Twitter.
This section presents its global functionality, illustrated in Fig. [, and explains
the implementation choices.

The machine takes as inputs incoming streams of tweets either results of
search queries, or produced by followed twitterers, performs algebraic computa-
tion corresponding to stream queries, and produces as output, streams of tweets
to display to the user, tweets to be produced by the user on a specific topic, as
well as instructions for the management of followed twitterers. Output results
are re-injected into the main system, thus leading to an autonomic querying
system, which self-regulates.
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Fig.1. The Twittering Machine

The Twittering Machine has the following main characteristics.

In-node execution We adopt a decentralized approach, with a system running
mainly at the border of the network, on the end-user’s computer, and to sim-
plify its use, we choose to run directly at the browser level. With the rapid
development of cloud architectures, more and more run-times are hidden at the
clients side. Whenever possible, we always provide in-browser function execu-
tion. For cross-domain browser limitation reasons], we use a local run-time
based on nodejﬂ that communicates locally with the browser and handles au-
thentication requests. From the Twitter side, our in-node approach behaves as
a standard end-user and develops a behavior similar to a real user.

Twitter friendliness The Twittering Machine interacts naturally with the API of
Twitter. It uses all functionalities Twitter offers in its API. Twitter’s data share

3http://en.wikipedia.org/wiki/Same_origin_policy
4http://nodejs.org/
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with other web data, the duality of graph connections (followers) and contents
(tweets), but its content is unconventional both in form and in substance. Tweets
can be grabbed either from the general search API or from the followed twitterers
through either REST or the stream based authenticated API. Followers can be
managed with the same authenticated API as the REST API.

Twittering Machine
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Fig. 2. The displayed tweets with their counts

Stream based plugin architecture The Twittering Machine is build around dy-
namic modules orchestrated into the browser. Each plugin works in a stream
based way. It manages an input stream generally of tweets obtained through a
dedicated query, realizes a grouping and an ordering of tweets and finally gener-
ates a stream for instance of twitterers as output. Plugins can be cascaded since
the output from one plugin may be used as the input of another, as shown in
Section Bl Finally, we consider every input and output parameters as streams.
For instance the query parameters are extracted from an input stream and this
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input stream can be adapted at run-time to include relevant keywords for in-
stance that pop-up from the output computed so far.

Specifying plugins with a query Language Every plugin is expressed with a stream
based query that uses the select-project-join-aggregate syntax of SQL as pre-
sented in Section Bl The ranking is defined using such queries which recursively
lead to more accurate results.

Interaction with Twitter The Twittering Machine can suggest interactions with
Twitter to the user, such as manage its follow relation, follow or unfollow twit-
terers, as well as query results of interest which can be twitted by the user. This
interaction could be handled directly by the machine, but it would conflict with
the Automation Rules and Best Practices from Twitter which prevents from au-
tomatic (un-)following. In our experiment, we have used a Companion account
to interact with Twitter according to the recommendation of the machine.

Display of results The results are displayed in the user’s browser. We illustrate
the behavior of the machine on the query "Hollande”, candidate to the French
presidential election. On Fig. I, the first series of tweets, under "Tweets Draft”,
satisfy a query extracted from Twitter, while the second series, under "Tweets
Comp”, are tweets produced by twitterers followed by the Companion.

The tweets visualized in Tweets Draft are ordered in decreasing order by twit-
terers that produced the largest number of tweets satisfying the query since the
query was launched. The twitterer together with the number of corresponding
tweets can be seen on the display. For the Tweets Comp, the twitterers are
displayed together with the proportion of their tweets satisfying the query. Con-
sider for instance the twitterer @LeSecondTour. It is associated with 21 tweets
caught by the Tweets Draft, while for the Companion, 16 tweets (vs 21) have
been caught (we started following this twitterer some time after the query was
initially launched), and 87.5% of its tweets satisfy the query.

3 The Twittering Machine plugins

The Twittering Machine is based on plugins injected at run-time that enable
the computation of queries. Each plugin is specified with a dedicated descrip-
tive SQL-like specification and the Twittering Machine hosts and schedules the
runtime of each plugin. The descriptive language handles streams manipulation.
Each stream interaction is triggered with clocks whose parameters are specified
within the query. The generic query structure has a form of the following type:

Every <X> seconds,
insert into <OutStreamName> values <[Val]>
Every <Y> seconds,
compute <[Val] = function()>,
from <InStreamName>,
where <Request >.
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This listing shows the two independent loops of the query. The internal loop
queries every <Y> seconds an <InStreamName> stream and maintains an in-
ternal array of results [V'al]. Then, every <X> seconds, the external loop takes
every [Val] and injects them into the <OutStreamName> stream.

From this main structure, we can express a query that produces on the display,
every five seconds, an array of the most active twitterers on French election
candidate Frangois Hollande.

Every 10s,

insert into Console values [twitterers]
Every 5s,
[twitterers| = topK (screenname),

from SearchAPI,
where tweet like '%Hollande%’

At runtime, when this request is plugged into the Twittering Machine, the
scheduling is controlled, such that all streams may not be requested too often.
The machine indexes every requested stream and collects timing constraints, if a
stream is too much in demand, the twittering machine will lower timing values.
Moreover, for performance reasons, if the internal memory for maintaining the
array of twitterers is overloaded, the Twittering Machine will reduce its size.
Finally, if the Twittering Machine can host the plugin, it compiles the query
and generates a equivalent JavaScript code fragment (in the current implemen-
tation, the code fragment is generated by hand) that interacts with Twitter. For
instance, without considering the topK computation part, the following code is
generated for the internal loop.

my.run = function (from) {
$.getJSON(”http://search.twitter .com/search.json?callback=?",
{’since id ’:from,’q’: ’hollande’,’rpp’:’40’,’lang’: "fr’},
function (tweets) {
if (typeof(tweets.results) !== ’undefined’) {
if (tweets.results.length > 0){
$.each(tweets.results, function () {
my. tweetsCpt++;
DICE. ee . emit ( "draft :: addTweet’, this);
1)
}
}
}

setTimeout (function ()
{DICE. draft .run(tweets. max id str);},10000);
}

The Twittering Machine identifies every input and output as streams. We dis-
tinguish between the following streams.

— Non mutable streams. Those streams can be both used as input stream
such as the main search twitter stream or as output stream as the internal
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console. These streams are mostly either read-only or write-only from the
Twittering Machine perspective.

— Authenticated streams. These streams identify user interactions with
the external system. For instance the Twittering Machine plugin may ex-
press actions such as insert a new follower within a user stream. If the user
validates this action the insertion is authenticated.

— Internal Streams. These streams mimic an external stream, but for perfor-
mance, security or privacy reasons they are not available outside the Twitter-
ing Machine. For instance, we consider the 'where request’ as a flow of query
units that can be improved with specific tags. This 'request specification’
stream is internally maintained and is not subject to external announcement.

The Twittering Machine manages resources associated to local computations.
Each plugin is dynamically deployed within the machine. At deployment time,
the framework checks compatibilities with the current installed plugins. As soon
as a plugin is validated, the framework monitors its behavior and checks whether
it is compliant with Twitter’s rules, as well as the amounts of memory and CPU
it requires.

The stream SQL like queries describing the plugins are compiled into con-
trol behavioral constraints. Each input and output stream pace is dynamically
bounded and adapted to the current computer load. Each plugin internal mem-
ory is evaluated and adapted when possible to the currently available memory.
Our current target implementation uses the web browser javascript interpreter
as the Twittering Machine runtime. We designed a plugin based framework
that enables dynamic loading and hosting of requests with respect to available
resources.

4 Experiments

We have run experiments on tweets related to the French presidential election.
As we discussed above, there are many systems giving useful trends on the popu-
larity of candidates, which are now widely used together with traditional opinion
polls. They generally extract knowledge from tweets which are essentially seen
as raw data, and are often not included in the output. The Twittering Machine
on the other hand identifies the relevant tweets and the relevant twitterers, and
produces them as output.

We illustrate its behavior on a simple query searching for the keyword "Hol-
lande”, the socialist candidate, whose result is shown on Fig. Bl The stream of
tweets obtained from Twitter’s API is shown as Tweets Draft, while the stream
of tweets obtained from followed twitterers is shown as Tweets Comp. The initial
query was modified dynamically, with the evolution of the stream of keywords of
the query, to which hashtags occurring in the most relevant tweets were added,
in the limits permitted by the API.

Interestingly, the results obtained for other candidates overlapped massively
with one another, for tweets are often comparative. We did not use any se-
mantical or analytical methods, although they could clearly be combined to our
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Statistics

Fig. 3. Statistical information displayed

approach, but it is out of the scope of this paper. The Twittering Machine pro-
duces real time statistics on the tweets satisfying the query, which are shown
on Fig. Bl The curve on the left depends upon Twitter’s search API, while the
one on the right depends upon the twitterers followed. Interestingly, the two
curves become very similar with time, showing the relevance of the choices of
the machine.

Among the interesting results that this query allowed to grasp, was the hash-
tag #radioLondres, which was used by twitterers to publish results on the first
round of the election before it was legally allowed in France.

5 Related Work

There has been an exponential increase of academic work on techniques to ex-
tract knowledge from the data contained in tweets, while online systems to an-
alyze them have flourished. The simplest systems offer graphical interfaces to
watch the tweets themselves, their numbers, or relative numbers, and their dy-
namics. Semiocastf] for instance produces a daily or monthly ranking of, for
instance, major French politicians on Twitter with associated mood. It harvests
the tweets continuously using queries on a set of keywords that can be updated,
depending upon current affairs or evolving nicknames. It disambiguates them,
and analyses their mood, and produces charts that are easily readable.

Twitter offers also various access to trends, which unlike Google trends, be-
long to the top trends only. They have been graphically organized on maps for
instance with tools such as Trendsmadﬁ which displays them on the world map.
Apart from France, search for Sarkozy gave (on April 30) results in Jakarta,
Kuala Lumpur and Brisbane, showing the sometimes awkward results of these
tools. An equivalent of Flu Trend |[AGL™11] has been developed based on sim-
ilar principle as the one developed by Google. This illustrates the potential of
Twitter whose tweets can be easily accessed, while the search queries on Google
are out of reach of users and used exclusively by Google for commercial purposes.

® http://semiocast.com/barometre_politique
Shttp://trendsmap.com/
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Many systems rely on complex analysis of tweet data, including statistics,
semantics, etc. This is the main focus of most of the papers of the workshop
devoted to Making Sense of Microposts [RSD12]. Thompson [Thol2] defines a
stochastic model to detect anomalies in streaming communication data that is
applicable to information retrieval in data streams. Some systems also measure
the influence, e.g. Kloutﬂ, or the value in financial terms of a twitterer, e.g.
Tweetvaludd.

Our aim is to offer the capacity to find relevant tweets on any topic, sat-
isfying any type of queries. Two issues are thus at stake, the query language
and the ranking. Stream queries have attracted a lot of attention in the last
ten years, before their use for social data became important, with SQL like lan-
guages [MWAT03|, formalized in [GLABOT]. Markus et al. developed a stream-
ing SQL-like interface, TweeQL, to the Twitter API [MBB™11a, MBB™11b].
The language in the Twittering Machine, differs essentially from TweeQL, for
its richer interactions with Twitter. We also assume that the continuous queries
need to evolve over time. This topic has been considered recently in [ESFTT1I].

Adaptive indexing mechanisms for tweets have been proposed distinguish-
ing between most frequent query terms [CLOWTI]. Ranking is as for other web
data an important issue, which combines content information with graph connec-
tions, and requires a recursive computation. Mechanisms to rank tweets based
on pagerank like techniques have been proposed:. Topic-sensitive ranking algo-
rithm which take users interest into account [Hav03], have been considered for
tweets as well [KF11]. Variants of ranking can be considered in the Twittering
Machine, whose first version implements a simple algorithm computed at query
time. Various notions of relevance have been introduced. Tao et al. [TAHH12]
propose to combine topic independent aspects, such as hashtags, URLs, and
authorities of the twitterers.

6 Conclusion

Extracting knowledge from tweets has attracted considerable interest thanks to
the generous access Twitter gives through its API. Nevertheless, most tweets are
related to notification substance, not always of immediate interest. Identifying
relevant tweets and twitterers on a given topic, and not only for top trends is of
great importance. In this paper we have presented the Twittering Machine which
allows to get tweets according to a ranking, which is computed in a continuous
manner by a query engine which runs a stream SQL like query language.

The Twittering Machine, coded in javascript, runs directly in the Browser. It
requires essentially no server, runs on the client and relies directly on the API
of Twitter. We believe that this server-less approach is extremely promising.
We plan to extend the present machine to allow collaboration between users
interested in similar queries. The objective is to maintain the computation of

" http://klout.com/home
8 http://tweetvalue.com/
9 http://thenoisychannel.com/2009/01/13/a-twitter-analog-to-pagerank/
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queries, by dynamic groups of users, that are organized in a peer to peer fashion,
and contribute to the update of the output stream of the query when they consult
it, much like a torrent. This query torrent, will rely on the cooperation of
peers for the computation of queries, with therefore more computation involved
than file torrents. This approach raises security issues related in particular to
communication between browsers that we are investigating.

Acknowledgements. The authors would like to thank Fabien Culpo, who
participated in the implementation of the Twittering Machine.
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Abstract. Recommendation systems have received significant atten-
tion, with most of the proposed methods focusing on recommendations
for single users. Recently, there are also approaches aiming at either
group or context-aware recommendations. In this paper, we address the
problem of contextual recommendations for groups. We exploit a hier-
archical context model to extend a typical recommendation model to a
general context-aware one that tackles the information needs of a group.
We base the computation of contextual group recommendations on a
subset of preferences of the users that present the most similar behavior
to the group, that is, the users with the most similar preferences to the
preferences of the group members, for a specific context. This subset of
preferences includes the ones with context equal to or more general than
the given context.

1 Introduction

Recommendation systems provide users with suggestions about products, movies,
videos, pictures and many other items. Many systems, such as Amazon, Net-
Flix and MovieLens, have become very popular. Typically, recommendation ap-
proaches are distinguished between: content-based, that recommend items sim-
ilar to those the user previously preferred (e.g., [20015]), collaborative filtering,
that recommend items that users with similar preferences liked (e.g., [I318]) and
hybrid, that combine content-based and collaborative ones (e.g., [3I5]).

The two types of entities that are dealt with in recommendation systems, i.e.,
users and items, are represented as sets of ratings, preferences or features. As-
sume, for example, a restaurant recommendation application (e.g., ZAGAT.com).
Users initially rate a subset of restaurants that they have already visited. Ratings
are expressed in the form of preference scores. Then, a recommendation engine
estimates preference scores for the items, e.g., restaurants, that are not rated by
a user and offers appropriate recommendations. Once the unknown scores are
computed, the k items with the highest scores are recommended to the user.

* This work was carried out during the tenure of an ERCIM “Alain Bensoussan”
Fellowship Programme. This Programme is supported by the Marie Curie Co-funding
of Regional, National and International Programmes (COFUND) of the European
Commission.
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(© Springer-Verlag Berlin Heidelberg 2012
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Since recommendations are typically personalized, different users are pre-
sented with different suggestions. However, there are cases in which a group
of people participates in a single activity. For instance, visiting a restaurant or
a tourist attraction, watching a movie or a TV program and selecting a holiday
destination are examples of recommendations well suited for groups of people.
For this reason, recently, there are approaches addressing the problem of iden-
tifying recommendations for groups, trying to satisfy the preferences of all the
group members (e.g., [I8I24T6]).

Moreover, often users have different preferences under different circumstances.
For instance, the current weather conditions may influence the place one wants
to visit. For example, when it rains, a museum may be preferred over an open-
air archaeological site. Context is a general term used in several domains, such
as in machine learning and knowledge acquisition [9J6]. Our focus here is on
how context can be used in conjunction with recommendation systems. In this
respect, we consider as context any information that can be used to characterize
the situations of an entity, where an entity is a person, place, or object that is
relevant to the interaction between a user and an application [11]. Common types
of context include the computing context (e.g., network connectivity, nearby
resources), the user context (e.g., profile, location), the physical context (e.g.,
noise levels, temperature) and time [I0J7]. Several approaches, such as [1] and
[19], extend the typical recommendation systems beyond the two dimensions of
users and items to include further contextual information.

In this paper, we address the problem of contextual recommendations for
groups. In general, different approaches have been proposed in the research liter-
ature focusing on either group or context-aware recommendations. However, as
far as we know, this is the first work presenting a complete model for contextual
recommendations for groups. The context model of our previous work [23] serves
as a building brick for extending a typical recommendation model to a general
context-aware one that tackles the information needs of a group.

The computation of contextual group recommendations proceeds in the fol-
lowing main phases. First, given a group of users along with a context state,
or situation, we locate the users that exhibit the most similar behavior or, in
other words, have expressed the most similar preferences, to the group for the
given context. We call such users peers of the group. Next, we employ the peers
preferences defined for the given context to identify the items to be suggested
to the group. Since many times there are no or not enough preferences for a
specific context, we consider also issues underlying context relaxation and so,
employ preferences with context more general than the given one.

The rest of the paper is organized as follows. Sect. [2] presents our context
model, as well as our model for contextual single user and group recommenda-
tions. Sect. [3] focuses on the three main phases for computing contextual group
recommendations, namely, (i) peers selection, (ii) preferences selection and (iii)
recommendations computation. Finally, Sect. @] draws conclusions and future
work.
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2 A Contextual Group Recommendation Model

Assume a set of items Z and a set of users U interacting with a recommendation
application. Each user u € U may express, for a context state cs, a contextual
preference for an item ¢ € Z, which is denoted by cpref(u,i,cs) and lies in the
range [0.0,1.0]. As a running example, we shall use a movie recommendation
application.

In the following, we first present our context model and then focus on the
specification of a contextual recommendation model for single users and groups.

2.1 Context Model

A variety of models for context have been proposed (see, for example, [21] for
a survey). We follow the data-centric approach of [23]. Context is modeled as
a set of n context parameters C4,...,C,, where each C;, 1 < i < n, captures
information that is not part of the database, such as the user location, the
current weather or time. For our movie example, let us assume that context
consists of Weather and Time period. Each context parameter takes values from
a hierarchical domain, so that different levels of abstraction for the captured
context data are introduced.

In particular, each context parameter has multiple levels organized in a hier-
archy schema. Let C' be a context parameter with m > 1 levels, L;, 1 < i < m.
We denote its hierarchy schema as L = (L1, ..., Ly,). L1 is called the lowest or
most detailed level of the hierarchy schema and L., the top or most general one.
We define a total order among the levels of L such that L; < ... < L,, and use
the notation L; < L; between two levels to mean L; < L; or L; = L;. Fig. [Il
depicts the hierarchy schemas of the context parameters of our running example.
For instance, the hierarchy schema of context parameter Time period has three
levels: occasion (L1), interval (L2) and the top level ALL (Ls). Each level Lj,
1 < j < m, is associated with a domain of values, denoted domy,(C). For all
parameters, their top level has a single value All, i.e., domp, (C) = {All}. A
concept hierarchy is an instance of a hierarchy schema, where the concept hier-
archy of a context parameter C' with m levels is represented by a tree with m
levels with nodes at each level j, 1 < j < m, representing values in domg; (C).
The root node (i.e., level m) represents the value All. Fig. [l depicts the concept
hierarchies of the context parameters of our running example. For instance, for
the context parameter Time period, holidays is a value of level interval. The
relationship between the values at the different levels of a concept hierarchy is
achieved through the use of a family of ancestor and descendant functions [24].
Finally, we define the domain, dom(C), of C as: dom(C) = UL dom,,(C).

A context state cs is defined as an n-tuple (cy,...,c,), where ¢; € dom(C;),
1 < i < n. For instance, (warm, holidays) and (cold, weekend) are context
states for our movie example. The set of all possible context states, called world
CW , is the Cartesian product of the domains of the context parameters: CW =
dom(Ch) X ... x dom(C,,).
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Weather Time period
ALL All ALL All
characterization  good bad interval weekday weekend holidays

L LN T AN D /N

conditions warm hot freezing cold occasion Mo Tu We Th Fr  Sa Su Christmas Easter

Fig. 1. Hierarchy schema and concept hierarchy of Weather and Time period.

2.2 Contextual Recommendations for Single Users

In general, there are different ways to estimate the relevance of an item for a
user under a specific context state by employing a set of available user contextual
preferences of the form cpref(u, i, cs). The meaning of such a preference is that
in the context state specified by cs, the movie, in our case, i was rated by user
u with a score. For example, according to cpef(Tim, The Hangover, (warm,
weekend)) = 0.8, Tim gave a high rate to the comedy movie The Hangover at
a warm weekend, while cpef(Alice, Toy Story, (cold, Christmas)) = 0.9 defines
that Alice likes the animation movie Toy Story during cold Christmas.

Our work falls into the collaborative filtering category. The key concept of
collaborative filtering is to use preferences of other users that exhibit the most
similar behavior to a given user, for a specific context, in order to predict rele-
vance scores for unrated items. Similar users are located via a similarity function
simU.,s(u, u'), that evaluates the proximity between u and ' for cs.

We use P, s to denote the set of the most similar users to u for a context
state c¢s. Or, in other words, the users with preferences similar to the preferences
of u for cs. We refer to such users as the peers of u for c¢s. Several methods can
be employed for selecting P, cs. A direct method is to locate those users v’ with
similarity simU,s(u,u’) greater than a threshold value. This is the method used
in this work. Formally, peers are defined as follows:

Definition 1 (Peers of a Single User). Let U be a set of users. The peers
Pu,css Pu,cs CU, of a user w € U, for a context state cs, is a set of users, such
that, Yo' € Pycs, simUcs(u,v') > 6 and Yu'" € U\Pycs, simUcs(u,u”) < 4,
where § is a threshold similarity value.

Clearly, one could argue for other ways of selecting P, ., for instance, by taking
the k& most similar users to u. Our main motivation is that we opt for selecting
only highly connected users even if the resulting set of users P, s is small.

Next, we define the contextual relevance of an item recommendation for a
user.

Definition 2 (Single User Contextual Relevance). Given a user u € U
and his peers Py cs for a context state cs, the single user contertual relevance of
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an item i € I for u under cs, such that, Bepref(u,i,cs), is:

Zu’E(Pu,cmé\ﬁ,cs) simUecs(u, u')epref(u', i, cs)

I(u,i =
crel(u, 1, ¢s) D € (P ea X o) SEMU s (1, 1)

where X; o5 is the set of users in U that have expressed a preference for item i
for context state cs.

2.3 Contextual Recommendations for Groups

The large majority of recommendation systems are designed to make personal
recommendations, i.e., recommendations for single users. However, there are
cases in which the items to be selected are not intended for personal usage but
for a group of users. For example, assume a group of friends or a family that is
planning to watch a movie together. Existing methods to construct a ranked list
of recommendations for a group of users can be classified into two approaches
[12]. The first approach aggregates the recommendations of each user into a
single recommendation list (e.g., [2M4I17]), while the second one creates a joint
profile for all users in the group and provides the group with recommendations
computed with respect to this joint profile (e.g., [I4I25]).

In our work, we adopt the second approach to offer context-aware recommen-
dations to groups. The first step towards this direction is to locate the similar
users to the group, whose preferences will be used for making suggestions.

For a context state cs, we define the similarity between a user v and a group
of users G as follows:

simGes(u, G) = Aggrueg(simUcs(u,u'))

We employ two different designs regarding the aggregation method Aggr, each
one carrying different semantics: (i) the least misery design, where the similarity
between the user v and the group G is equal to the minimum similarity between
u and any other user in G, and (ii) the fair design, where the similarity between
u and G is equal to the average similarity between u and all users in G. The least
misery design captures cases where strong user preferences act as a veto, e.g.,
do not recommend thriller movies to a group when a group member extremely
dislike them, while the fair design captures more democratic cases where the
majority of the group is satisfied.
Then, the peers of a group for a context state cs are defined as:

Definition 3 (Peers of a Group). Let U be a set of users. The peers Pg cs,
Pc.es C U, of a group G, for a context state cs, is a set of users, such that,
Yu € Paes, simGes(u,G) > 8 and Yu' € U\Pg cs, simGes(u',G) < ¢, where &'
1s a threshold similarity value.

Based on the notion of peers for a group, we define next the contextual relevance
of an item for a group for a specific context state.
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Definition 4 (Group Contextual Relevance). Given a group G and its peers
Pg.cs for a context state cs, the group contextual relevance of an item i € I for
G under cs, such that, Yu € G, Bepref(u,i,cs), is:

Zue(Pg‘CmXi,cs) simGes(u, G)epref(u, i, cs)

(G, =
crel(G, i, cs) ZUE('PQ‘CSQXLCS) simGes(u, G)

where X; o5 1s the set of users in U that have expressed a preference for item i
for context state cs.

3 Computing Contextual Group Recommendations

A high level representation of the main components of the architecture of our
system is depicted in Fig. 2l First, a group poses a query presenting its infor-
mation needs. Each query is enhanced with a contextual specification, that is,
a context state denoted as ¢s?. The context of the query may be postulated
by the application or be explicitly provided by the group as part of the query.
Typically, in the first case, the context associated with a query corresponds to
the current context, that is, the context surrounding the group at the time of the
submission of the query. Such information may be captured using appropriate
devices and mechanisms, such as temperature sensors or GPS-enabled devices
for location. Besides this implicit context, a group may explicitly specify a con-
text state. For example, assume a group that expresses an exploratory query
asking for interesting movies to watch over the coming cold weekend.

Given a specific query, computing contextual group recommendations involves
three phases: peers selection, preferences selection and recommendations com-
putation. In following, we describe each of these phases in detail.

Peers Selection. For locating the peers of a group G for a context state cs, we
need to calculate the similarity measures simG.s(u,G), Yu € U\G. Those users
u with similarity simG.s(u,G) greater than ¢’ represent the peers of G for cs,
PG,CS'

The notion of user similarity is important, since it determines the produced
peers set. We use here a simple variation; that is, we use distance instead of
similarity. More specifically, we define the distance between two users as the
Euclidean distance over the items rated by both under the same context state.
Let u,u’ € U be two users, Z,, be the set of items for which Jepref(u,i,cs),
Vi € T, and Z,, be the set of items for which Jepref (v, i,cs), Vi € T,,. We
denote by Z,,NZ, the set of items for which both users have expressed preferences
for cs. Then, the distance between u, u’ is defined as:

\/ZiEIuﬂI ,(cpref(u, ia CS) - cpref(u’, ia CS))2
distUqs(u,u') = “
(v, ) T N T |

The similarity between two users, simUgs(u,u’), is equal to 1 — distUcs(u,u’),
based on which the similarity between a user and a group is computed.
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Peers Selection

o -
22 e Preferences Selection
{u & p} —>| User Interface DEIELEN]

Recommendations
Computation

Fig. 2. System architecture

Preferences Selection. Given a group G, preferences selection determines which
preferences from the peers of G will be employed for making recommendations.
For example, assume that a group wants to find a movie to watch on a Sunday.
Then, the peers preferences for weekdays are outside the query context.

Clearly, in terms of context, a preference cpref(u,i,cs) can be used if c¢s is
equal to the query context ¢s?. However, when there are no such peers pref-
erences, or when their number is small, we may need to select, in addition,
preferences whose context state is not necessarily the same with ¢s@, but close
enough to it. To determine how close the preference and query contexts are, we
rely on an appropriate distance measure. Since our context parameters take val-
ues from hierarchical domains, we exploit this fact and relate contexts expressed
at different levels of detail. For instance, we can relate a context in which the
parameter Time period is instantiated to a specific occasion (e.g., Christmas)
with a context in which the same parameter describes a more general period
(e.g., holidays). Intuitively, a preference defined for a more general value, e.g.,
holidays, may be considered applicable to a query about a more specific one,
e.g., Christmas. In general, we relate the context of a preference to the context
of a query, if the first one is more general than the second, that is, if the context
values specified in ¢s are equal to or more general than the ones specified in ¢s@.
In this case, we say that the preference context covers the query context [23].

Given a preference state cs = (cy, . . ., ¢,) and a query state cs? = (c?, co Q)
where c¢s covers cs®?, we quantify their relevance based on how far away are their
values in the corresponding hierarchies.

n

disty(cs,cs?) = ZdH(level(ci), level(cf?)),
i=1

where level(c;) (resp. level(c?)) is the hierarchy level of value ¢; (resp. czQ) of
parameter C; and dg is equal to the number of edges that connect level(c;) and
le’uel(c?) in the hierarchy of C;, 1 <1i < n.

[22] studies different ways of relaxing context. In particular, a context pa-
rameter can be relaxed upwards by replacing its value by a more general one,
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downwards by replacing its value by a set of more specific ones or sideways by
replacing its value by sibling values in the hierarchy.

The output of this phase is a set of m preferences with contexts closest to
the query context, sorted on the basis of their distance to ¢s?, from the set of
preferences of the users in Pg .

Recommandations Computation. For estimating the value of an item i for a group
G under a context state cs, we compute its group contextual relevance crel(G, i, cs)
(Def. ), taking into account the output of the previous phase. We do not compute
scores for all items in Z, but only for the items Z’, Z' C T, that satisfy the selection
conditions of the posed query. As a post-processing step, we rank the items in 7/ on
the basis of their score and report the k items with the highest scores.

4 Conclusions

The focus of this paper is on contextual recommendations for groups. Context is
modeled using a set of context parameters that take values from hierarchical do-
mains. A context state corresponds to an assignment of values to each of the context
parameters from its corresponding domain. User preferences are augmented with
context states that specify the situations under which preferences hold. Given a
group of users associated with a context state, we consider the problem of providing
the group with context-aware recommendations. To do this, we follow a collabora-
tive filtering approach that uses the preferences of the similar users to the group
members defined for the context surrounding the group at the time of recommen-
dations computation or any other explicitly defined context.

In our current work, we are developing a Java prototype to add a capability for
producing contextual group recommendations to our group recommendations sys-
tem [I7]. There are many directions for future work. One is to extend our model so
as to support additional ways for locating the peers of a group of users. Another
direction for future work is to consider recency issues when computing contextual
recommendations. For example, since usually the most recent user preferences re-
flect better the current trends, it is promising to examine if they should contribute
more in the computation of the contextual group recommendations.
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Abstract. In-silico scientific research is a complex task that involves the man-
agement of huge volumes of data and metadata produced during the scientific
exploration life cycle, from hypothesis formulation up to its final validation.
This wealth of data needs to be structured and managed in a way that readily
makes sense to scientists, so that relevant knowledge may be extracted to con-
tribute to the scientific investigation process. This paper proposes a scientific
hypothesis conceptual model that allows scientists to represent the phenomenon
been investigated, the hypotheses formulated in the attempt to explain it, and
provides the ability to store results of experiment simulations with their corres-
ponding provenance metadata. The proposed model supports scientific life-
cycle: provenance, scientists exchange of information, experiment reproducibil-
ity, model steering and results analyses. A cardiovascular numerical simulation
illustrates the applicability of the model and an initial implementation using
SciDB is discussed.

Keywords: Conceptual Model, eScience, Scientific Hypothesis.

1 Introduction

The availability of important experimental and computational facilities nowadays
induces large-scale scientific projects to produce a never before observed amount of
experimental and simulation data. This wealth of data needs to be structured and
managed in a way that readily makes sense to scientists, so that relevant knowledge
may be extracted to contribute to the scientific investigation process. Current data
management technologies are clearly unable to cope with scientists' requirements
[19], despite the efforts the community has dedicated to the area. Such efforts can be
measured by the community support to an international conference (SSDBM), run-
ning for almost 20 years on scientific and statistical database management, various
workshops on associated themes, and important projects such as POSTGRES at
Berkeley [18]. All these initiatives have considerably contributed to extend database
technology towards the support to scientific data management.

Giving such a panorama, one may ask what could be missing on the support to
scientific applications from a database viewpoint. In this paper, we investigate this

S. Castano et al.(Eds.): ER Workshops 2012, LNCS 7518, pp. 101-J[10] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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question from the perspective of data management support for the complete scientific
life-cycle, from hypotheses formulation to experiment validation. As it turns out,
efforts in this area have been steered towards supporting the in-silico experimental
phase of the scientific life-cycle [8], involving the execution of scientific workflows
and the management of the associated data and metadata. The complete scientific life-
cycle extends beyond that, and includes the studied phenomenon, formulated hypo-
theses and mathematical models. The lack of support to these elements in current in-
silico approaches leaves extremely important information out-of-reach of the scientif-
ic community.

This paper contributes to fill this gap, by introducing a scientific hypothesis con-
ceptual model. In this model, the starting point of a scientific investigation is the natu-
ral phenomenon description. The studied phenomenon occurs in nature in some
space-time frame, in which selected physical quantities are observed. Scientific hypo-
theses conceptually represent the mathematical models a scientist conceives to
explain the observed phenomenon. Testing hypotheses in-silico involves running
experiments, representing the mathematical models, and confronting simulated data
with collected observations.

The proposed conceptual model is the basis for registering the complete scientific
exploration life-cycle. The following benefits are brought by this approach:

e Extends the in-silico support beyond the experimental phase and towards the
complete scientific life-cycle;

e  Supports provenance information regarding scientific hypotheses evolution;

e Facilitates the communication among scientists in a research groups (by ex-
posing their mental models);

e Supports the reproducibility of experiments (by enhancing the experiment me-
tadata with hypotheses and models);

e  Supports model steering (by investigating models evolution);

e Supports experiment result analyses (by relating models, models parameters
and simulated results);

In order to illustrate the use of the proposed conceptual model, a case study is dis-
cussed, based on models of the human cardio-vascular system. The phenomenon is
simulated by a complex and data intensive numerical simulation that runs for days to
compute a single blood cycle on a cluster with 1200 nodes. The analyses of simulated
results are supported by the SciDB [5].

The remainder of this paper is structured as follows. Section 2 discusses related
work. Section 3 describes a use case concerning the simulation of the human cardi-
ovascular system. Section 4 presents the Hypothesis Conceptual Model that integrates
scientific hypotheses to the in-silico experiment entities. Section 5 describes a data-
base prototype developed using SciDB in support of the cardio vascular scientific
hypothesis. Finally, section 6 concludes the paper with suggestions for future work.
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2 Related Work

Data and knowledge management supporting in-silico scientific research is a compre-
hensive topic. It encompasses the semantic description of the scientific domain, ex-
periment evaluation using scientific workflow systems and result management and
analysis by means of a myriad of different techniques, in addition to other in-silico
based research activities. The combination of hardware, software and data put to-
gether in support to scientific research has been labelled eScience.

A few areas of research associated to data and knowledge management have, nev-
ertheless, found in eScience a fertile soil for development. The semantic description
of scientific domains through ontologies [7] is one such area as a means to support
scientific collaboration through common conceptual agreement. In this line, GeneOn-
tology' is probably the most well known and successful example of practical adoption
of ontologies by the scientific domain. Similarly, scientific workflows have become
the de facto standard for expressing and running in-silico experiments, using execu-
tion environments, such as Taverna [9], Kepler [1] and QEF [14].

The problem of systematically capturing and managing provenance information for
in-silico experiments has also attracted significant attention. According to Freire et
al.[6], provenance information helps interpreting and understanding results by exam-
ining the sequence of steps that led to them. The analysis of provenance data helps
verifying that experiments were conducted according to acceptable procedures and
eventually supports reproducibility of the experiment. Provenance information has
been classified into two categories: prospective and retrospective [4]. The former
refers to the description of the experiment design, whereas the latter refers to informa-
tion used and produced during the in-silico experiment evaluation.

Conceptually, this work extends experiment prospective provenance with scientific
hypotheses and models. By considering information about the phenomenon, the scien-
tific hypotheses, and models, a more complete description of the problem-hypotheses
the experiment tries to evaluate is provided.

The introduction of spatio-temporal and multi-representation in conceptual model-
ling was the focus of the MADS approach [10]. In MADS, space, time and space-time
are organized into class hierarchies to be extended by spatial objects. In computa-
tional modelling the objective is to compute the variation of state of observable
physical quantities through a mesh representation of the physical domain. Thus, mul-
tidimensionality in scientific hypotheses defines a space where observations are made,
differing from GIS applications in which time and space are objects characteristics.

Hypotheses modelling have been introduced in databases back in the 80’s [3]. In
that context, one envisioned a hypothetical database state, produced by delete and
insert operations, and verified whether queries were satisfied on that hypothetical
state. This approach is, however, far from the semantics needed in the experimental
settings that we are interested in. Closer to our objective is the logical model proposed
in the context of the HyBow project [15-16] for modelling hypotheses in the biology
domain. The approach adopted by Hybrow supports hypotheses validation in the spirit

! http://www.geneontology.org/
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of what we aim to represent, i.e., as a formal definition to be confronted with experi-
mental results and that may extend the scientific knowledge base. However, the
adopted ontological approach for hypothesis validation does not seem adequate for
representing hypothesis-oriented research that considers quantitative validation of
simulation results. In particular, the proposed approach in this paper aims to support
the complete scientific exploration life cycle, and to the best of our knowledge, this is
the first work that addresses this problem.

3 A Human Cardiovascular Simulation

In order to illustrate the issues involved in the in-silico modelling of natural phenom-
ena, we refer to the hemodynamic based simulation of the human cardiovascular sys-
tem developed at the LNCC, in support to medical diagnosis of heart diseases. Fig. 1
shows, in different scales, states of numerical simulations of the phenomenon, as de-
scribed in [2].
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Fig. 1. Models of the Cardiovascular system in different scales

This example of scientific modeling activity starts with a simplistic representation
of the human cardiovascular system, in which the parts of the system (a network of
blood vessels) are modeled as lumped (non-spatial) physiological components [2].
These components, the blood vessels, are seen by analogy as resistive-capacitive elec-
trical circuits, hence the same physical laws (e.g., Ohm's law) hold for them. This is
the so-called 0-D model, which comprises, mathematically, ordinary differential eq-
uations. The cardiovascular system is then modeled as a lumped (closed-loop) dynam-
ic system. Notice that we have here a hypothesis about how a generic component of
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the cardiovascular system behaves, viz., that (hy) “A blood vessel behaves as a
lumped RC-circuit”.

In fact, the 0-D model is a simplistic representation of the cardiovascular system,
yet (i) one which is the basis for more sophisticated models, and (ii) one that is able to
achieve a number of relevant predictions; e.g., to predict how the patient's cardiac
output and systemic pressure will change over his/her aging, or even the calibration
itself of anatomical and physiological parameters by taking canonical values of an
average individual.

Now, suppose that after a full research life-cycle, the distance between data pro-
duced by the simulation and data that has been observed is significant. It turns out that
a model fine tuning (say, parameter recalibration) brings no sensible effect. The scien-
tist might consider in this validation stage that hypothesis #; does not seem to hold. In
our example, feasible hypothesis reformulations could be (h;) “A blood vessel be-
haves as a lumped RLC-circuit” and (hz) “A blood vessel behaves as a lumped RC-
circuit and an external pressure is exerted on it.”In (A) a 0D simulation computes
physical quantities, pressure, flow and volume, independent of the space-time dimen-
sions, modelling the heart chambers as a single point. In (B), a 1D simulation
computes the cardiovascular system through a set of linear equations, fattening the
space-time dimension. A more detailed simulation is found in (C). In this example, a
usual strategy when modelling a complete system is to couple 3D simulations with
simpler 1D models. The latter is input to the 3D model. Finally, (D) shows a 3D
model based on a mesh structure that guides the space-time computation of physical
quantities.

This example happens to present clearly the challenges involved in modelling the
data computed by numerical simulations. First, a phenomenon must be observed
through certain physical quantities claimed relevant for the model purpose. In the
example of Fig. 1, those include: flow, velocity, pressure and displacement. The ob-
servation values establish the basis for model validation. Computation itself calculates
values for observed physical quantities in points of a multidimensional grid, accord-
ing to the chosen scale.

4 The Scientific Hypothesis Conceptual Model

In this section we present the scientific hypothesis conceptual model. The conceptual
model extends in-silico experiments to cover the complete scientific exploration life-
cycle from phenomenon observation and scientific hypothesis formulation to experi-
mental validation and, eventually, hypothesis revaluation, see Fig. 2 .
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Fig. 2. In-Silico scientific exploration life-cycle
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One of the applications of the proposed conceptual model is its implementation as
a database comprising data and metadata about the scientific exploration life-cycle.
The recordings therein obtained maybe used as: notebook of the scientific process; the
source of provenance information [6]; the support for results reproducibility and
scientific results analysis, just to name a few.

5 The Conceptual Model

Fig. 3 presents the scientific hypothesis conceptual model diagrammatic representa-
tion. It is structured around three main concepts: Phenomenon, Hypothesis and Phe-
nomenon Process, Process for short.

6 The Phenomenon

The starting point of a scientific investigation comprehends the specification of the
phenomenon, as the object of the research. In this conceptual model, a phenomenon is
described as: Ph (Phyy, Title, PQ, D) (1), where Phy4 is the phenomenon unique iden-
tifier; Title describes in natural language the observed phenomenon; PQ holds a set of
physical quantities (i.e. pressure, velocity,...), whose values reflect the phenomenon
state from the modeler perspective, and D is the dimensional space. The latter refers
to the spatial scale to be considered S={0D,1D,3D} and the time frequency of obser-
vations.

7 The Scientific Hypothesis

A scientific hypothesis conceptually represents a formal model that provides a possi-
ble interpretation for the studied Phenomenon. Its conceptual representation enables
expressing relationships between hypotheses, such as evolves_from and
is_composed_of. The formalization of a scientific hypothesis is provided by a mathe-
matical model, usually a set of differential equations, quantifying the variations of
physical quantities in continuous space-time. At this point, the mathematical equa-
tions are represented in MathML, enabling models interchange and reuse.

As we are interested in modeling natural phenomena occurring in space-time, we
borrow from Sowa’s Process ontology [17] the specification of a scientific hypothesis
from two perspectives, a continuous and a discrete process. The former refers to the
mathematical model, earlier discussed, representing the studied phenomenon. The
latter corresponds to the computational representation of the hypothesis that induces
discrete transformations of the phenomenon state. In the cardiovascular simulation,
the continuous process perspective is represented by a set of partial differential equa-
tions” that models the flow of blood through arteries and veins according to the

% Due to space restrictions, the differential equations are not presented. Interested readers are
referred to [2] for a complete discussion on the topic.
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specified scale (space, time), whereas the discrete process corresponds to the numeri-
cal simulation, including the mathematical solver (HEMOLAB) and the produced
simulated data (see Section 5).

A given hypotheses may find its implementation in many computational models,
using different numeric techniques, for instance. This is reflected in the cardinality of
the represented_as relationship between Scientific Hypothesis and Discrete Process. It
however is associated with a single continuous model. This is explained by the fact
that the mathematical model is a formal and precise description of the hypothesis.
Finally, different scientific hypotheses compete in trying to explain a natural Pheno-
menon.

Scientific Hypothesis Model
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Fig. 3. Scientific Hypothesis Conceptual Model

In accordance with Sowa’s Process ontology, the discrete process representation of
scientific hypotheses is modeled by a composition of an Event, which applies trans-
formations over the phenomenon state, and the data representation of the simulated
states. Additionally, a Mesh corresponds to the topology of the physical domain in
which the simulation takes place. In this conceptual model, a state reflects the values
of the selected physical quantities in a space-time slice. Thus, an instance of discrete
process unites the solver software that computes the simulation, the simulated data
and the physical topology mesh.

Note that State entity generalizes both the Observation and Simulated data. Indeed,
while simulated data is produced by discrete computation, observation data are also
fruit of some kind of discrete collection. Finally, complementing the model
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description, the relationship Refers_to maps a mathematical model to its computation-
al representation, instance of Event.

8 SciDB Implementation

In this preliminary experiment, we concentrate on using the SciDB multidimensional
array structure [5] to store the states of scientific hypotheses computed by the simula-
tions described in Section 3.

The multidimensional array structure is the basis for data representation in SciDB.
A user specifies multidimensional structures by providing the range values for each
dimension and a list of attribute values to compose each individual cell. In this con-
text, the following mapping strategy has been defined: for each scientific hypothesis;
i) define a multidimensional array object ii) specify the dimensions (D); iii) specify
the list of physical quantities (PQ); iv) create an array having the dimensions as D and
attributes as PQ. In this context, a 5 dimensional structure is used: simulation — enu-
merates each of the experiments; 7 is the time dimension, and <x,y,z> provides the 3D
spatial coordinates. The Mesh physical implementation is not discussed. Using the
AQL (Array Query Language), the following schema is defined to hold data from the
3D model of the artery in Fig. 1 (D).

CREATE ARRAY BloodFlow3D
<velocity: point3D, pressure: double, displacement: point3D>
[ simulations=0..%*,0,0, t=0..500,500,0,
x=1..7000,1000,0, y=1..7000,1000,0, z=1..36000,1000,0]

Observe that BloodFlow3D models the blood flow in D={3D,T;}. The physical quan-
tities listed as part of the array definition specify the values on each cell of the multi-
dimensional grid, see Fig. 4. Thus, in fact the proposed logical model implemented in
SciDB can be mapped directly to the conceptual model presented in Section 4, as far
as the phenomenon state goes.

A data structure for representing the discrete process Event, in the form of a com-
putational model, such as the Hemolab software, has been discussed elsewhere [12]
and still needs to be integrated with the state strategy using SciDB.
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Fig. 4. Multiarray representation of the cardiovascular 3D simulation
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9 Conclusion

Managing in-silico simulations has become a major challenge for eScience applica-
tions. As science increasingly depends on computational resources to aid solving
extremely complex questions, it becomes paramount to offer scientists mechanisms to
manage the wealth of knowledge produced during a scientific endeavor.

This paper presented a scientific hypothesis conceptual data model that aims to
support the complete in-silico scientific exploration life-cycle. In extension to current
practice, in which only the experimental phase is modeled using scientific workflows,
we believe that in order to fully take advantage of in-silico resources, this practice has
to be extended to enable the phenomenon description and the complete cycle of hypo-
thesis validation. The proposed conceptual model follows this approach. It allows
scientists to describe the observed phenomenon through elected physical quantities
and to establish a multidimensional grid that guides physical quantities computation.
The scientific hypothesis explains the corresponding phenomenon under a continuous
and discrete process view.

The proposed conceptual model is the first, to the best of our knowledge, to offer
an integrated view of the complete hypothesis based scientific exploration life-cycle.
It can be used in support of the scientific life-cycle to: annotate the scientific process,
register the formulated hypotheses; provide provenance information; support results
reproducibility, validation and analysis.

As preliminary results, we use the SciDB system to store the results of a 3D simu-
lation of a human cardiovascular system. We show that the basic principles used to
model a hypothesis discrete state can be mapped into SciDB model, enabling its prac-
tical implementation using the system.

There are various opportunities for future work. We need to integrate the structures
proposed in [12] to represent the discrete Event with the State as presented here. In
particular, the descriptions of scientific workflows that compute the simulation states
bring important information. The scientific hypothesis evolution and composition are
important issues that shall enhance scientific life-cycle provenance. Finally, qualita-
tive information regarding the domain in which phenomena are announced will com-
plete the descriptive metadata discussed here.
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Abstract. The huge amount of information available and its hetero-
geneity has surpassed the capacity of current data management tech-
nologies. Dealing with that huge amounts of structured and unstructured
data, often referred as Big Data, is a hot research topic and a techno-
logical challenge. In this paper, we present an approach aimed to allow
OLAP queries over different, heterogeneous, data sources. The modeling
approach proposed is based on a MapReduce paradigm, which integrates
different formats into the recent RDF Data Cube format. The benefits
of our approach are that it allows a user to make queries that need data
from different sources while maintaining, at the same time, an integrated,
comprehensive view of the data available. The paper discusses the advan-
tages and disadvantages, as well as the implementation challenges that
such approach presents. Furthermore, the approach is illustrated in an
example of application.

Keywords: Conceptual models, Business Intelligence, Big Data.

1 Introduction

Nowadays, the amount of information available on the Internet can go up to hun-
dreds of petabytes or even exabytes. It is already not possible to process, store,
and manage all this information in local servers even for the biggest companies
Business Intelligence (BI) systems. The possibility of making on-line analytical
processing (OLAP) queries over high amounts of information, while being able
to retrieve only the relevant information at each moment, would provide impor-
tant benefits. However, given the heterogeneity and size of the data used, the
effort required to harness the power of all this information can not be afforded
by individual companies. This phenomena is referred to as Big Data [3].

Until the recent years, not much structured information was available on the
Internet. Most of this information was textual information written in the most
widely spoken natural languages. Structured data was principally stored in pri-
vate databases, being accessible only by their owners. Nowadays, another break-
ing phenomena, Open-Data, is changing this situation drastically. In the same

S. Castano et al.(Eds.): ER Workshops 2012, LNCS 7518, pp. 111-[[20] 2012.
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manner as Wikipedia freely brings unlimited access to lots of semi-structured in-
formation, many institutions and communities have decided to publish and share
on the Internet the information they manage. For example, the governments of
some countries have decided to publish their information in order to increase
their transparency (e.g. data.gov.com). Following this trend, many other kinds
of data, such as road traffic, are also becoming open, thus increasing the number
of available sources of data.

In this context, imagine the possibility of performing OLAP analysis over a dis-
tributed model mixing private local data with the open linked data available. A
company with a private database (sales, customers, strategy) could benefit from
querying this data together with the linked data, which can provide a significant
enhancement for the company OLAP capabilities. The following are just few ex-
amples of what could be done with such a model: “Which countries are suffering
decreases in sales and GDP drops” (WorldBank stats), “Which of our products
decreasing in sales in the last quarter have negative opinions on Twitter?”

This kind of queries would clearly provide a good support to improve the
decision making process in companies. The difficulty behind this challenge is
mainly focused on the heterogeneity of the sources from which the information
would be extracted, as well as on the importance of an efficient distributed model
to make these queries computationally viable.

The aim of this paper is to propose and analyze an integrated approach to
allow OLAP queries over heterogeneous data sources, where each data source
may contain different internal and external dimensions. We propose an approach
based on the MapReduce strategy capable of dividing a query, and distributing
it to different nodes that access different datasets in a variety of formats. The
output of these nodes is then seamlessly integrated, making the process trans-
parent for the user. In order to increase the extensibility of our proposal, we
base our approach in standards, using SPARQL as the query language for the
distributing/integrating module and as input for the nodes.

The remainder of this paper is structured as follows. Related work is reviewed
in Section 2. Our proposal of an integrated model to access Big Data is presented
in Section 3. Finally, in Section 4 we include a discussion of the advantages of the
model and the difficulties related to its implementation, as well as the further
directions of this research.

2 Related Work

In this section, we present the different technologies related to our proposal.
First, Big Data and distributed architectures are reviewed. Then, we analyze
Linked Data, RDF and SPARQL standards. Afterwards, we discuss the current
Data warehouse (DW) and MD modeling proposals. Finally, the contribution of
the paper w.r.t. the current state-of-the-art is summarized.
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2.1 Big Data and Distributed Architectures

The current efforts to manage Big Data are centered in distributed architec-
tures, among which MapReduce [13] is one of the most commonly applied. Some
relevant implementations of this approach are Hadoo, HiveE, MongoDB B.

MapReduce is a framework for processing parallelizable problems across huge
datasets using a large number of computers (nodes). Basically, the framework
presents a node which performs the task of distributing pieces of information
to other nodes in the network. Then, it applies a reduce function on the result
retrieved. In this approach, each node is responsible for obtaining a partial result
of the process.

2.2 Linked Data, RDF and SPARQL

Linked data is based mainly on two standards: RDF and SPARQL. On the one
hand, the RDF model [4] encodes data in the form of triples (subject, predicate,
object). These three elements are represented by Uniform Resource Identifiers
(URISs) [7] with the exception of object, which can also be represented by a literal
i.e., string, number, etc. In short, this allows us to assert resource A has some
relation with resource or literal B. In this way, we can also relate resources from
different sources making links between them. RDF is flexible to the point that
vocabularies and ontologies can be created by users using standard vocabulary
definition languages (RDFS) or ontological languages (OWL). Recently, a new
feature relevant for this paper was added to SPARQL, federated queries. The
new SERVICE keyword extends SPARQL to support queries that request data
distributed across the Web in different end-point nodes. Finally, focusing on ex-
tending OLAP capabilities of companies, there exist RDF Vocabulariesﬁg, aimed
to support multidimensional data and statistical data.

2.3 OLAP, Data Warehouses and Multidimensional Data

Traditional MD modeling approaches [IJ6/T1] focus on modeling the target DW,
which will serve as basis for the BI platform. In this way, elements modeled are
either (i) part of the underlying DW, or (ii) part of the data sources, from where
the data will be extracted. Therefore, these approaches assume that, all the data
which may possibly be queried, is being stored (i) under the same schema (ii) in
an integrated manner. However, when we consider situations where big amounts
of heterogeneous data are present [9], it is possible that (i) we do not require all
the information at the same time, and (ii) data is stored according to different
schemas and technologies in different places. Since traditional approaches do
not provide a mechanism to specify which data should be retrieved from each
schema, and how the integration should be performed, we require the addition

!http://hadoop.apache.org/

2 http://hive.apache.org/

3 http://www.mongodb.org/
4http://www.w3.org/2011/gld/wiki/Data_Cube_Vocabulary
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of new constructs in order to capture this information while, at the same time,
preserving the rich semantics of specific technologies such as RDF's.

2.4 Similar Proposals and Our Contribution

Previously, other proposals have focused on distributing SPARQL queries. In
[10], a method to query multiple SPARQL end-points in an integrated way is
presented. At that time (2008), SPARQL did not support federated queries na-
tively, thus different proposals extending it with this capability were presented.
However, nowadays, this functionality is already included in the SPARQL defi-
nition. In our paper, in addition to benefit from distributed queries, we present
an architecture not only capable of integrating RDF/SPARQL data sources, but
also other types such as Mondrian Warehouses and Web APIs.

In [8], a general and efficient MapReduce algorithm for SPARQL Basic Graph
Pattern is presented. This improves the performance and scalability of join op-
erations. However, this approach does not consider the possibility of including
different types of nodes into the architecture.

In [B], the authors discuss the implementation of a distributed SPARQL query
engine over a Hadoop cluster. They optimize the SPARQL performance in one
individual server containing RDF graphs using the MapReduce strategy. Unlike
this proposal, our aim is to offer access to different endpoints. Therefore, our
work could be considered complementary, focusing on a more general level. If
the SPARQL end-points in our approach are optimized using this technique, the
overall result would probably also be optimized.

In a nutshell, there is an absence of general integration proposals such as the
one being proposed in this paper. The MapReduce strategy has been applied over
individual SPARQL graphs, but not over a grid of heterogeneous data source
nodes. According to [2], “...the key benefit of Linked Data from the user perspec-
tive is the provision of integrated access to data from a wide range of distributed
and heterogeneous data sources”. Thanks to our approach, users have the pos-
sibility of querying their own private data together with the public open-data
offered in either SPARQL, by means of an API or other in any other fashion.
Furthermore, our proposal is focused on a multidimensional model rather than
a simple integrated model as proposed by related works.

3 An Integrated Model to Access Big Data

In this section we describe our proposal to provide users with access to Big Data
structures in a seamlessly way while preserving the structure of the information.

As mentioned in Section [l Big Data is conformed by huge amounts of hetero-
geneous information from different sources. These huge amounts of data present
two main problems to be included in a traditional DW structure: (i) the high cost
of querying and maintaining the information [9], and (ii) some of the semantic
relationships cannot be represented in traditional MD schemata [I6], such as
concept relationships in ontologies [12]. Therefore, as these relationships cannot
be captured, valuable information and analysis capabilities are lost.
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Fig. 1. Overview of the proposed architecture

In order to overcome these issues, our proposal distributes the multidimen-
sional schema and the responsibility for providing information among nodes
which compose the network, as can be seen in Figure[ll Each node is responsible
for interpreting the queries it receives and retrieving its own data. Finally, the
node sends the requested data back to the central module, which integrates these
data according to the Universal Schema, using the MapReduce paradigm. Once
the result of the query is integrated in the Universal Schema, it is presented to
the user as in a traditional approach.

As opposed to traditional MD modeling, where the whole structure of the cube
is known before-hand, our proposal allows the user to query certain information
which does not appear in the Universal Schema. This is done by means of query
resolution delegation, where certain parts of the query are fully resolved only by
an specific node, and the results are, afterwards, integrated into the Universal
MD Schema presented to the user. As such, our modeling proposal, exemplified
in Figure 2 considers standard dimensions, which present a set of attributes
along with a well-defined hierarchy (stockmarket, time, geolocation, etc.), as
well as external elements (marked in the figure with *), which act as partially
defined dimensions, levels or additional information with which to enrich OLAP
analysis.

External elements are captured in a two-step process. First, an extension of
traditional MD modeling is performed. In this extension, we add a set of new
constructs which consider the possibility of designing MD elements classified
as external. Then, these elements are assigned to their corresponding nodes by
means of a deployment diagram and a Local Schema is created, representing, at
least, the common attributes required for the query join.
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Fig. 2. A Universal Schema modeling Shares analysis

3.1 Multidimensional Model Extension

Traditionally, the main elements involved in MD modeling [1J6] are: (i) Facts,
e.g. Shares, which are the center of analysis, (ii) Dimensions, e.g. Company,
which represent the context of analysis, (iii) Bases, e.g. Index, inside the Com-
pany dimension, which constitute levels of aggregation in a given dimension,
(iv) Descriptors, e.g. CompanyCode, which constitute attributes that differenti-
ate instances in the same Base level, (v) Dimension Attributes, e.g. Company-
Name, which provide additional descriptive information, and (vi) Fact Attributes
(Measures), e.g. Value, which provide information about the performance of the
process being analyzed. Among these elements, any of them can be considered
external, with the sole exception of Facts, since they define which Dimensions
and Fact Attributes are involved in the analysis, as well as the granularity of the
tuple. A summary is depicted in Figure [3

When modeling external elements, some special considerations are included
in addition to the data being stored in a remote location:

1. Every external element modeled in the Universal Schema must appear in
the corresponding Local Schema of the Specialized Node. This condition
guarantees that the Universal Schema is consistent with the information
contained in the Specialized Nodes.

2. An External Dimension is a Dimension which is completely delegated to
a Specialized Node. These dimensions are characterized by presenting only
the lowest Base level of the hierarchy in the Universal Schema, which is also
marked as external.
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3. An External Base is a Base level which specifies only the Descriptor of the
Base level and the necessary Dimension Attributes for integrating the data
retrieved from the Specialized Node. Therefore, these Dimension Attributes
present in the Universal Schema, must appear in the Local Schema as De-
scriptors of the Base level.

4. An External Dimension Attribute is a Dimension Attribute whose value is
retrieved from a Specialized Node for, at least, one or more instances of the
corresponding Base level.

5. External Fact Attributes are Fact Attributes whose value is retrieved from
a Specialized Node. Since Facts are analyzed according to a set of Dimen-
sions, in order to provide the correct value for the corresponding tuple, the
Specialized Node which contains the External Fact Attribute must be able
to obtain the necessary information to integrate each value retrieved with
the corresponding fact tuple. In turn, this means that the Specialized Node
must be aware of all the dimensions involved in the analysis.

6. Unlike External Dimension Attributes, External Fact Attributes are usually
linked to a certain Date. For example, share values vary continuously, thus
each value is linked to a certain point in Time. However, information ob-
tained from external sources does not always include historical information,
thus we can only retrieve its current value. As such, we differentiate be-
tween two different kinds of External Fact Attributes: Proper and Improper.
A Proper External Fact Attribute is an External Fact Attribute which, in
addition to being linked to its corresponding instance on each non-Time di-
mension, it is also linked to the corresponding Date. On the other hand, an
Improper External Fact Attribute is an External Fact Attribute which is not
related to a certain Date, thus it only presents its current value.

These external elements are modeled in the same way as traditional MD ele-
ments with the exception of the previous considerations and the corresponding
semantic differences. Therefore, the simplest way to allow the modeling of exter-
nal elements is to consider adding a property to the abstract class MDElement
indicating if the element is external or not, and restricting this value in the case
of Facts.

3.2 Deployment Diagram

In order to preserve the information about which information is provided by
each node, a deployment diagram similar to UML deploy diagrams is modeled,
considering MD elements as components which can be deployed into the different
nodes participating in the MD schema. This is shown in Figure @l

After modeling the external elements in the Universal Schema, a Local Schema
is created for each node which, when combined with the Universal Schema, de-
termines the way data is integrated (joined) in the queries. In order to guarantee
the correct integration of data retrieved from each node, each Local Schema must
present every element assigned to its Node in the deployment diagram, although
the type of each element may vary in the case of Dimension Attributes and
Descriptors, as they act as union points between the sets of data retrieved.
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If we consider the architecture depicted in Figure [l the models presented
in Figure P and Figure Bl and the query (for the sake of clarity written in
natural language) “Information about Companies from Countries with GDP
growth greater than 1% and having more than 200 opinions in Twitter, including
their difference in shares Value, and their Country”, the query resolution process
would be performed as shown in Figure

First, the list of companies would be retrieved from the local DW. Then, for
each company obtained, the Twitter node would retrieve which ones have more
than 200 opinions. This information would be joined through CompanyName, as
specified by the Universal and Local schemata. Simultaneously, the RDF node
would retrieve the GDP growth for each country and return which countries
present a grow rate bigger than 1%. In this case, the result would be joined
through CountryName, finally obtaining the answer to the initial query.

Do note that, as shown in this example, as query resolution is delegated to the dif-
ferent nodes, the user can include a property in the query (GDP growth) whose re-
lationship with the level (Country) has not been modeled in the Universal Schema.
However, since the RDF node is able to identify and locate this property (and oth-
ers it may store), the requested result is retrieved and sent back to the integrator
node, who integrates the data from the different nodes and provides the user with
the results of the query. In this way, each node can maintain its own representation
of the data stored, without restricting this representation to MD models.
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Fig. 4. (a) Deployment metamodel Fig. 5. (b) Local schema
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Fig. 6. Query resolution process in our proposal

4 Discussion and Future Work

In this paper we have presented an approach to allow querying Big Data struc-
tures, divided into several nodes, in an integrated way. In our approach, each
node providing information maintains its internal structure, thus there is no in-
formation loss. The main advantages of our approach are that (i) it provides a
unified vision of the data, allowing to add and remove nodes and information
in a seamlessly way, and (ii) maintains the structure of the information on each
node, thus rich semantic relationships are preserved and can be queried even if
this information is not present in the universal schema.

Parallelizing the queries presents some advantages and disadvantages in con-
trast to sequential distribution. On the one hand, if queries are made sequentially,
each subsequent query is more limited and produces less results. However, the
waiting time of the sequential querying strategy and filtering requirements of
each subsequent query slow down the process. On the other hand, if queries are
made in parallel, the results produced in the different nodes are greater in size
and the main filtering is produced in the integration step. The queries are faster
but the data to be transmitted and integrated afterwards is bigger. This strategy
has two main advantages if a query involves many nodes: (i) there is no need to
wait for node responses before sending all the queries, and (ii) the integration
can be done gradually as the responses are received by the integrator.

The main future work is to carry out an efficient implementation of the model
and evaluate it. Optimizing the query process can result into a powerful query-
ing tool to integrate local data with extra information coming from the web,
thus enriching current OLAP analysis. In order to test the applicability of our
approach, the model will be tested in real companies to which their data will
remain private but with the presented model will be linked to a set of public
open-data sources, thus improving the company OLAP capacity.
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Finally, we consider improving the interface with a natural language process-
ing module acting as a question answering system in which the queries can be
introduced in a controlled English language, thus making it simpler to query the
data and avoiding to specify complex SPARQL queries.
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Abstract. In this paper, we propose a provenance model able to repre-
sent the provenance of any data object captured at any abstraction layer
and present an abstract schema of the model. The expressive nature of
the model enables a wide range of provenance queries. We also illustrate
the utility of our model in real world data processing systems.
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1 Introduction

Existing data provenance systems mostly operate at a single level of abstraction
at which they record and store provenance. Provenance systems for scientific data
[11[2] record provenance at the semantic level of the application. Other applica-
tion level provenance systems capture provenance at the granularity of business
objects, lines of source code or other units with semantic meaning to the context.
Workflow systems record provenance at workflow stages and data/message ex-
change points. System-call based systems [3][4] operate at the level of system pro-
cesses and files. While provenance collected at each abstraction layer is useful in
its own right, integration across these layers is crucial.

To build a unified provenance infrastructure, defining an expressive prove-
nance model able to represent the provenance of data objects with various se-
mantics and granularity is the first crucial step. Such a model should be able
to capture data provenance in a structured way as well as to encapsulate the
knowledge of both the application semantics and the system. The model should
also support provenance queries that span layers of abstraction. Despite a large
number of research efforts on provenance management, only a few provenance
models have been proposed. Moreover, most of these models are specific to a
provenance system and conform only to that particular system’s data structure.
Although a general provenance model has been proposed by Ni et al. [5], its
main focus is on access control for provenance. Also this model is not able to
distinguish between application and system level provenance.

We have proposed a provenance model [6] that is (i) generic enough to record
the provenance of any data object, (ii) unified to capture and integrate both
the application and system level metadata, and (iii) tailored to fine grained
access control and originator preferences on provenance. In this paper, we ana-
lyze the requirements that any comprehensive provenance model should satisfy,
present the model, and then illustrate the utility of our model in real world data
processing systems.

S. Castano et al.(Eds.): ER Workshops 2012, LNCS 7518, pp. 121-[[30] 2012.
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2 Requirements

In order to provide a generic provenance structure for all kinds of data objects,
the provenance model must meet the following requirements:

Unified Framework: The model must be able to represent metadata provided
by the various provenance systems. Although a number of system-call based
provenance architectures [3] [4] have been proposed to capture file provenance,
there is no well defined model to represent and organize such low level metadata.
One important goal for any comprehensive provenance model is to bridge this
gap and provide a unified model able to represent provenance for any kind of
data at any abstraction layer. To this end, it is crucial to identify a comprehen-
sive set of features that can characterize the existing provenance systems and
systemize provenance management.

Provenance Granularity: Provenance may be fine-grained, e.g. provenance of
data tuples in a database [7], or coarse-grained, such as for a file in a provenance-
aware file system [4]. The usefulness of provenance in a certain domain is highly
related to the granularity at which it is recorded. Thus, the provenance model
should be flexible enough to encapsulate various subjects and details of prove-
nance based on user specifications.

Security: The model must support provenance security. Access control and pri-
vacy protection are primary issues in provenance security. To meet these require-
ments, the provenance model must support the specification of privacy-aware fine
grained access control policies and user preferences.

Interoperability: A data object can be modified by and shared among multi-
ple computing systems. Hence, the provenance model must support provenance
interoperability i.e. the integration of provenance across different systems.

Provenance Queries and Views: The model should support various types
of provenance queries. Historical dependencies as well as subsequent usages of a
data object should be tracked easily. If a data is processed in multiple system
domains, an administrator might want to see a high level machine, system or
domain view of the provenance graph. In addition, to find relevant information
from large provenance graphs, one should be able to filter, group or summarize
all/portions of provenance graphs and to generate tailored provenance views.
Thus, the model should be able to distinguish the provenance generated from
different systems and construct specialized views of provenance graphs.

3 Provenance Model

Fig. Ml shows the proposed provenance model consisting of entities and the inter-
actions among them. To characterize our model, we define the provenance as:

Definition (Provenance). The provenance of a data object is the documented
history of the actors, process, operations, inter-process/operation communications,
environment, access control and other user preferences related to the creation and
modification of the object. The relationships between provenance entities form a
provenance graph (DAG) for the data object.
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Fig. 1. Proposed Provenance Model
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Data creation or manipulation is performed by a sequence of operations ini-
tiated by a process. A process, consisting of a sequence of operations, may be
a service/activity in a workflow, a user application, or an OS-level (e.g. UNIX)
process. An operation executes specific task(s) and causes manipulation to some
system or user data. Thus, the operations do not only generate/modify persis-
tent data but also generate intermediate results or modify system configura-
tions. Communication represents the interaction (e.g. data flow) between two
processes or two operations in a process. Communication between two opera-
tions in a process means the completion of an operation following the start of
another operation. When the preceding operation results in data, the commu-
nication may involve data passing between the operations. The communication
may also contain triggers, specific messages, etc. However, in most of the cases
there might be no explicit message (i.e. communication record) exchange between
two operations. Web service, user application, and UNIX process are examples
of processes; statements within an executable, function, command line, etc. ex-
emplify the operations; while data flow, copy-paste, inter-process communication
in UNIX, etc. represent the communication between operations or processes.

An operation may take data as input and output some data. Each data object
is associated with a lineage record which specifies the immediate data objects
that have been used to generate this data. Lineage is particularly helpful for
producing the data dependency graph of a data object.

Processes, operations, and communications are operated by actors that can be
human users, workflow templates, etc. Where data provenance is used to detect
intrusion or system changes, the knowledge of a user role or the workflow tem-
plate may be helpful. Environment refers to the operational state, parameters,
system configurations that also affect the execution of an operation and thus out-
put data. This additional provenance information is crucial for understanding
the performance of the operation and the nature of the output.

Security and privacy of provenance are crucial since data or provenance may
contain sensitive or commercially valuable information. The nature of this con-
fidential information is specific to the applications and hence the protection
policies and the access control can be handled by the involved actors. To ad-
dress these requirements, access control policies by actors are included in the
provenance model. These access control policies specify whether and how other
actors may utilize process, operation, communication and lineage records.
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Since our provenance model can capture the very details of an operation, it
might by preferable to allow users to specify the desired level of provenance
details. For example, in a scientific workflow, it may suffice to capture the prove-
nance information in a service/activity whereas in a command line (e.g. sort),
it may be required to record the OS level operations, system configuration etc.
The granularity policies allow the users to specify how detailed provenance in-
formation they want to be captured and stored.

Table 1. Mapping between the entities in OPM and our model

Property OPM Entity  Entity in our Model

Physical or digital data object Artifact Data Object

Action(s) performed on or by artifacts Process Process consisting of Opera-
tions and Communications

Contextual entity controlling process Agent Actor, Environment

execution

Our model conforms to the OPM representation. Provenance in OPM is de-
scribed using a directed graph consisting of entities with connecting edges [§].
OPM entities are of three types, namely artifact, process, agent. There are five
types of edges which represent the causal dependencies amongst entities. Table[I]
shows how our provenance model complies with the OPM by listing the OPM
entities and their counterparts in our model.

3.1 TUse Case

To illustrate our provenance model, we consider some use cases and identify the
provenance entities in these contexts.

Figure shows a workflow example from the field of functional MRI re-
search [9], where brain images of some subjects are spatially aligned and then
averaged to produce a single image. The workflow contains the automated image
registration (AIR) process that operates on a collection of anatomy images and
produces an averaged brain image. An actor (e.g. an administrator of the exper-
iment system) specifies a granularity policy for automated provenance collection
to capture provenance at the process granularity. In this context, the provenance
for ‘Atlas image’ and ’Atlas header’ contains the AIR process with anatomy and
references images & headers as the input lineage data. Since no details about
the AIR process are captured, we assume the process consists of a single opera-
tion named as AIR. Figure presents the breakdown of the AIR process into
operations and interactions between them. If a user defined policy requires to
capture operation level provenance, the provenance graph for ‘Atlas image’ will
contain the AIR process with operation hierarchy align warp -> reslice ->
softmean. The data flow between operations represents their communication;
for example the transfer of Warp param 1 indicates the communication be-
tween align warp and reslice operations. However, the data dependency graph
of ‘Atlas image’ contains the input images as well as all the intermediate results.
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Finally, we consider a UNIX shell script - ‘pattern.sh’, shown in Figure
to show the applicability of our model to provenance aware file/storage sys-
tems, operating systems, etc. The script uses the ‘grep’ command to extract
all the patterns starting with ‘Alam’ from the ‘data.txt’ file and sends the out-
put to the ‘awk’ command through a pipe. The ‘awk’ command then extracts
particular information from the input data and writes the information in the
output file ‘Alam.txt’. The execution of the script (namely ‘pattern’ process)
may be assigned a unique process ID by the system. The process consists of two
operations, ‘grep’ and ‘awk’. Thus, the provenance of ‘Alam.txt’ contains the
operation dependency grep -> awk and the data dependency on ’data.txt’ and
the intermediate pipe (uniquely identified by an ID).

Anatomy
header 1

Anatomy Anatomy
image 2 header 2

. 9 ¥ Y ¥ k 2
image 2 Resliced Resliced Resliced Resliced
image 1 header | image 2 header 2

Autonomated Image
Registration grep -1 “Alam*” pattern.txt
|awk '{print 84" "§5}"
[/ [ e / B
(a) (c)

Fig. 2. (a) Workflow for ‘Automated Image Registration’ (AIR) process operating on
a series of images & headers and producing an average image according to different
axes. (b) Break down of AIR process into operations and data flows between them. (c)
A shell script representing a user program and corresponding OS-level process.

3.2 Provenance Records

Data provenance is stored as a set of provenance records in a provenance reposi-
tory [B]. Provenance storage, manipulation and query can be implemented using
data management systems characterized by different data models such as the re-
lation model, XML, and RDF. Since our provenance model is generic, we do not
specify implementation details here. We represent our model as the relationships
among the following provenance records (see Fig B): (1) Process (ii) Operation
(iil) Communication (iv) Actor (v) Environment (vi) Lineage (vii) Access Con-
trol Policy (viii) Granularity Policy. Each data object and provenance record
is uniquely identified by an ID attribute. Since provenance information may be
exchanged across different systems, we use domain to specify the system where
the executions and data manipulations occur. The domain value may include a
particular application, a workflow, a machine, a system domain, or any combina-
tion of these. This attribute is extremely useful when customizing the provenance
graph to efficiently generate an abstract domain view.
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Fig. 3. Class Diagram of Provenance Model

We describe a process with the base class process and differentiate between
the high level and the system process by creating two inherited classes of process.
Each process is executed by an actor in a certain computational environment
and may generate output data. If the process is part of a scientific workflow,
web service, etc., it is distinguished by the subclass Application Process which
also contains the workflow ID. The System Process class describes the OS level
processes and possesses workflow ID as well as the host application process ID.

Depending on the applications, the description of an Operation or Communi-
cation may contain a statement or a block of statements, a function defined by
pseudo-code or source code, but it can also be only a function name. The carrier
of a communication includes the message transferring channel, e.g. email, which
may be sensitive and useful in some cases, e.g. digital forensics.

Access Control Policy record attributes include policy ID, actor ID, subject,
condition, effect, obligations. The actor ID logs the author of the record. The
subject attribute is used to specify the record(s) at which the access control
aims. The subject of an access control policy record only refers to a process,
operation or a communication record. Granularity Policy record comprises of
policy ID, actor ID, subject, condition and policy attributes. An actor may
define policies to capture provenance only at the process level or to exclude
the lineage information for a particular application. Subject states the targeted
record at which the granularity policy applies based on the condition value.

To illustrate the application of provenance records to the use cases from sec-
tion Bl we consider a RDBMS implementation of the provenance storage. Fig-
ure Ml shows the data objects and related provenance records generated from the
workflows in For simplicity, we do not show some attributes.
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Data Objects Provenance Records
Process
Anatomy ID Domain Actor ID Environment Description Input ID Executable
1 _header 1 1D 1D
Automated
Anatomy Image 1,2,3,4,5,
2 imagel 3 victor 1 null Registraion 6 AIR
Anatomy
3 header2 Operation
Anatomy ID Domain Actor ID Process ID Environment Description Input Output
4 image 2 ID Data ID Data ID
Reference
5 header 1 1 victor 1 3 null align warp 1,2 7
Reference
6 image 1 2 victor 1 3 null align warp 3,4 8
7 Warp param 1 3 victor 2 3 null reslice 7 9,10
8 Warp param 2 4 victor 2 3 null reslice 8 11,12
soft 9,10,
9 Reslice headr 1 5 victor 2 3 null mean 11,12 13,14
10 Reslice image 1 Lineage
11 Reslice headr 2 D Data ID Doma Operation ID eage ID
12 Reslice image 2 1 1 victor 1 null
13 Atlas header
14 Atlas image 7 7 victor 1 1,2
Actor 8 8 victor 2 3,4
ID Name Role 9 S victor Bl 7
1 Jame user. 10 10 victor 3 7
2 Katty admin 11 11 victor 4 8
12 12 victor 4 8
13 13 victor S 9,10,11,12
14 14 victor 5 9,10,11,12
Granularity Policy
ID Domain Actor ID Subject Condition Policy
process.
executabl ID =
1 victor 2 process AIR Collect ALL

Fig. 4. Provenance Records for workflow in Fig
4 Supported Queries

Having defined a comprehensive provenance model, we can use any standard
query language to query the entities in the model. We discuss below the various
queries supported by our provenance model:

Fundamental Queries on Entity Attributes: These queries retrieve infor-
mation about the fundamental entities of the provenance model. Examples of
such queries are: find all the operations belonging to a process, generate the se-
quence of processes/operations in a workflow. These queries can help in detecting
anomalies by comparing the expected output of an operation in the recorded en-
vironment with the actual result. Users that have executed anomalous operations
can be identified by finding out the actors that invoked the operations.

Queries on Invocations: These queries retrieve the set of commands involved
in the manipulation of a selected data object. Users can set various filters while
retrieving the provenance, such as remove commands that occurred before or
after a given point of time. These queries facilitate users for reproducing a data
object, detecting system changes or intrusions, finding out the system configu-
ration during process invocation, understanding system dependencies, etc.

Queries on Lineage: The historical dependencies of a data object can be de-
termined by traversing the provenance graph backward whereas data usage can
be traced by forward traversal of the graph. A simple query is of the form: find
the ancestor data objects to data d. More complex queries may refer to patterns
within the derivation graph. The basic approach is to match specific patterns of
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processes consisting of operations and communications and enabling the compo-
sition of flowpattern objects. The flowpattern graphs can match either a fixed or
varying number of nodes of their corresponding types in any workflow defined
in the database. Possible queries inclue:find the data objects that are result of
a specific flowpattern, and find all operations in a workflow whose inputs have
been processed by a specific flowpattern.

Provenance View: Since provenance grows fast, it might be convenient (often
required) to compress or summarize the provenance graph for efficient querying
and navigation. For example, instead of keeping track of how different processes
and people modified a document five years ago, we can replace the part of the
provenance with the end result of the modification. Since our provenance model
has a modularized structure, we support queries to generate any abstraction of a
provenance graph. The domain attribute in the provenance records greatly helps
in writing a quick and effective abstraction function for an intended purpose.

5 Related Work

We here review a selection of provenance-enabled systems, their underlying mod-
els and discuss their lacking in providing a generic, unified framework.

Workflow based provenance systems [I][I0] [T1] collect provenance for data-
centric workflows in a service oriented architecture. Chimera [I] defines a Vir-
tual Data Language (VDL) to explicitly represent the workflows. In myGrid,
the information model of the provenance logs contain the services invoked, their
parameters, the start and end times, the data products used and derived, and
ontology descriptions. Karma collects provenance at 11 activities transpired at 3
different levels, namely { Workflow, Service, Application} x {-Started, -Finished,
-Failed}, Data -Produced, and -Consumed. However, all workflow based prove-
nance models are tightly coupled to a specific system and capture provenance
only at a file granularity. Cohen et al. [12] provide a generic and expressive formal
model of provenance for scientific workflows.

Process based provenance systems [I3] rely on individual services to record
their own provenance in the form of assertions that reflect the relationships
between represented services and data. In PreServ [I3], a service invocation
generates three types of assertions: interaction that records the source and sink of
the service; Actor State with the list of input and output data of the interaction;
and two Relationship assertions that associate the Interaction assertion with the
produced and consumed data in the Actor State assertion.

PASS [4] and ES3 [3] are examples of the OS-based provenance approach.
PASS operates at the level of shared storage system and records information
about which programs are executed, their inputs, and any new files created
as output. ES3 captures provenance metadata including data object identifier,
domain name, input and output files. However, none of these systems provides
a formal structure for provenance metadata.

From the above discussion, it is obvious that existing provenance models apply
only to a particular application/domain and do not support security. Perhaps the
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Table 2. Comparison between our model and existing provenance models

Our Qun Ni Chimera myGrid Karma PReServ ES3 PASS
Model  Model

Target Any Any Workflow Workflow Workflow Service ~Workflow File
System System
Data Any data Any data Abstract Abstract Data in a Process File File
Granularity object  object  dataset resources workflow

Inter- Yes No No No No No No Yes
operability

Security Yes Yes No No No No No No

Level of Flexible Rigid Rigid Rigid Rigid Rigid Rigid Rigid
Granularity
Representa- Any Any VDL XML XML XML XML Berkeley

tion Scheme /RDF DB
Abstraction Yes No Yes No Yes No No No
Query Any Any VDL XML XQuery Custom XML Custom
Language query query
tool tool

provenance model by Ni et al. [5] is the most comprehensive model. However, this
model documents provenance data at a granularity of operation which basically
indicates functions. This fact makes it difficult to fit the model in workflow
systems - composed of services with many underlying processes or in a large
organization where there are multiple computing domains. Since the model does
not support user specified granularity policies, the execution of a workflow will
always generate a large volume of provenance records. In addition, the model
does not contain a lineage entity to help generating separate data dependency
and process dependency graphs at a fast speed.

Table2lshows a comparison of our provenance model with other major models
from various design aspects.

6 Conclusion

In this paper, we propose a comprehensive provenance model that can encapsu-
late the data provenance captured at different stages of a physical/computational
process. We analyze the requirements for such a model and then discuss how our
model meets these requirements. The model captures the characteristics of stan-
dard provenance models (e.g. OPM) and previously proposed provenance models
which ensures the inter-operability of provenance across different systems.
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Abstract. The Web of Data, which comprises web sources that pro-
vide their data in RDF, is gaining popularity day after day. Ontological
models over RDF data are shared and developed with the consensus of
one or more communities. In this context, there usually exist more than
one ontological model to understand RDF data, therefore, there might
be a gap between the models and the data, which is not negligible in
practice. In this paper, we present a technique to automatically discover
ontological models from raw RDF data. It relies on a set of SPARQL 1.1
structural queries that are generic and independent from the RDF data.
The output of our technique is a model that is derived from these data
and includes the types and properties, subtypes, domains and ranges of
properties, and minimum cardinalities of these properties. Our technique
is suitable to deal with Big RDF Data since our experiments focus on
millions of RDF triples, i.e., RDF data from DBpedia 3.2 and BBC. As
far as we know, this is the first technique to discover such ontological
models in the context of RDF data and the Web of Data.

Keywords: Ontological models, Web of Data, RDF, SPARQL 1.1.

1 Introduction

The goal of the Semantic Web is to endow the current Web with metadata,
i.e., to evolve it into a Web of Data |23, [28]. Currently, there is an increasing
popularity of the Web of Data, chiefly in the context of Linked Open Data,
which is a successful initiative that consists of a number of principles to publish,
connect, and query data in the Web [3]. Sources that belong to the Web of Data
focus on several domains, such as government, life sciences, geography, media,
libraries, or scholarly publications [14]. These sources offer their data using the
RDF language, and they can be queried using the SPARQL query language |1].

The goal of the Web of Data is to use the Web as a large database to answer
structured queries from users [23]. One of the most important research challenges
is to cope with scalability, i.e., processing data at Web scale, usually referred to
as Big Data |5]. Additionally, sources in the Web of Data are growing steadily,
e.g., in the context of Linked Open Data, there were roughly 12 such sources
in 2007 and, as of the time of writing this paper, there exist 326 sources [19].
Therefore, the problem of Big Data increases due to this large amount of sources.

S. Castano et al.(Eds.): ER Workshops 2012, LNCS 7518, pp. 131 2012.
© Springer-Verlag Berlin Heidelberg 2012
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Ontological models are used to model RDF data, and they comprise types,
data properties, and object properties, each of which is identified by a URI [1]].
These models are shared and developed with the consensus of one or more com-
munities |26], which define a number of inherent constraints over the models,
such as subtypes, the domains and/or ranges of a property, or the minimum and
maximum cardinalities of a property.

It is important to notice that, in “traditional” information systems, developers
first need to create a data model according to the user requirements, which is
later populated. Contrarily, in web-of-data information systems, data can exist
without an explicit model; even more, several models may exist for the same set
of data. Therefore, in the context of the Web of Data, we cannot usually rely
on existing ontological models to understand RDF data since there might be a
gap between the models and the data, i.e., the data and the model are usually
devised in isolation, without taking each other into account |11]. Furthermore,
RDF data may not satisfy a particular ontological model related to these data,
which is mandatory to perform a number of tasks, such as data integration |20],
data exchange |25, data warehousing [12], or ontology evolution [9].

We have identified two common situations in practice in which the gap be-
tween ontological models and RDF data is not negligible, namely:

— Languages to represent ontological models provide constructs to express user-
defined constraints that are local, i.e., a user or a community can add them
to adapt existing models to local requirements [7]. For instance, the onto-
logical model of DBpedia 3.7 [4], which is a community effort to make the
data stored at Wikipedia accessible using the Linked Open Data principles,
defines a property called almaM ater that has type Person as domain, and
type EducationalInstitution as range. It is not difficult to find out that
this property has also types City and Country as ranges in the RDF data.
As a conclusion, there are cases in which RDF data may not be modelled
according to existing ontological models, i.e., the data may not satisfy the
constraints of the models.

— Some ontological models simply define vocabularies with very few constraints.
Therefore, it is expected that users of these ontological models apply them
in different ways [27]. For instance, the ontological model of DBpedia 3.7
defines a property called similar that has neither domain nor range. In the
RDF data, we observe that this property has two different behaviours: one
in which type Holiday is the domain and range of the property, and another
one in which type Place is the domain and range of the property. As a con-
clusion, different communities may generate a variety of RDF data that rely
on the same ontological models with disparate constraints.

In this paper, we present a technique to automatically discover ontological mod-
els from raw RDF data. It aims to solve the gap between the models and the
data. Our technique assumes that the model of a set of RDF data is not known
a priori, which is a common situation in practice in the context of the Web of
Data. To perform this discovery, we rely on a set of SPARQL 1.1 structural
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queries that are generic and independent from the RDF data, i.e., they can be
applied to discover an ontological model in any set of RDF data.

The output of our technique is a model that includes the types and properties,
subtypes, domains and ranges of properties, and minimum cardinalities of these
properties. However, currently, we are not able to compute a number of con-
straints, such as subproperties, maximum cardinalities, or unions of types. Our
technique is suitable to deal with Big RDF Data since our experiments focus on
millions of RDF triples, i.e., RDF data from DBpedia 3.2 and BBC. To the best
of our knowledge, this is the first technique to discover such ontological models
in the context of RDF data and the Web of Data.

This paper is organised as follows: Section 2] describes the related work; Sec-
tion [3] presents our technique to discover ontological models from RDF data that
relies on a set of SPARQL 1.1 queries; Section [ describes two experiments to
discover the ontological models behind the RDF data of DBpedia 3.2 and BBC;
finally, Section [l recaps on our main conclusions.

2 Related Work

Research efforts on the automatic discovery of data models have focused on
the Deep Web, in which web pages are automatically produced by filling web
templates using the data of a back-end database [13]. In the context of the
Web of Data, current research efforts assume that RDF data satisfy all of the
constraints of the ontological models that model them; however, this situation
is not so common in practice.

There are a number of proposals in the literature that aim to discover types
from instances, i.e., a particular instance has a particular type. The vast majority
of these proposals discover different types in web sites by clustering web pages
of the same type |6, [L0, [16, 21]. Mecca et al. |21] developed an algorithm for
clustering search results of web sites by type that discovers the optimal number
of words to classify a web page. Blanco et al. [6] devised a technique to automate
the clustering of web pages by type in large web sites. The authors do not
rely on the content of web pages, but only on the URLs. Hernandez et al. |16]
devised a technique similar in spirit to [6] technique, but using a smaller subset
of web pages as the training set to automatically cluster the web pages. As a
conclusion, these proposals are only able to discover types and no relationships
amongst them, such as data properties, object properties, or subtypes. Giovanni
et al. [10] aimed to automatically discover the untyped entities that DBpedia
comprises, and they proposed two techniques based on induction and abduction.

There exist a number of proposals that are able to automatically discover
the data models that are implicit in the semi-structured data that is rendered
in a web page. The vast majority of these proposals focus on automating the
extraction of information from these web pages [2, 8, [17], and the data models
that they are able to discover comprise types and relationships amongst those
types. As a conclusion, these proposals are not able to automatically infer the
whole data model of the back-end database, but only a part of it.
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Other proposals allow to discover complex data models that include types,
properties, domains and ranges. These proposals are not fully-automated since
they require the intervention of a user. Tao et al. [30] presented a proposal that
automatically infers a data model by means of a form, and they deal with any
kind of form, not necessarily HTML forms. In this case, the user is responsible
for handcrafting these forms; unfortunately, this approach is not appealing since
integration costs may be increased if the user has to intervene [22]. Furthermore,
this proposal is not able to deal with subtypes.

Hernandez et al. [15] devised a proposal that deals with discovering the data
model behind a web site. This proposal takes a set of URL patterns that describe
the types in a web site as input. Its goal is to discover properties amongst the
different types that, in addition to the URL patterns of types, form a data model.
The main drawback of this proposal is that it requires the intervention of the
user: the final data model comprises a number of anonymous properties and the
user is responsible for naming them, which may increase integration costs. In
addition, this proposal is not able to discover data properties or subtypes.

Finally, Su et al. [29] developed a fully-automated proposal that discovers
an ontological model that is based on the HTML forms of a web site, and the
HTML results of issuing queries by means of these forms. In this case, there is no
intervention of a user to discover the final ontological model, which is performed
by means of a number of matchings amongst the HTML results and the HTML
forms. To build the final model, the authors apply nine heuristics, such as “if a
matching is unique, a new attribute is created”, or “if the matching is n:1, n 41
attributes are created”. The main drawback of this proposal is that it does not
discover subtypes or the name of the properties, i.e., the final model is more a
nested-relational model than an ontological model. Note that a nested-relational
model is defined by means of a tree that comprises a number of nodes, which
may be nested and have a number of attributes, and it is also possible to specify
referential constraints that relate these attributes |24].

3 Discovering Ontological Models

We have devised a technique that relies on a number of SPARQL 1.1 queries to
discover ontological models from raw RDF data. In this section, we use a running
example based on DBpedia, which has undergone several revisions. We focus on
a part of DBpedia 3.2 that comprises 2,107,451 triples, which is a dataset of
Big RDF Data.

RDF data comprise triples of two kinds: type and property triples. A triple
comprises three elements: the subject, the predicate, and the object, respectively.
Both subjects and predicates are URIs, and objects may be URIs or literals. In
the rest of this paper, we use a number of prefixes that are presented in Table [l
A type triple relates a URI with a particular type by means of a type predicate,
e.g., (dbpd:Clint _Fastwood, rdf :type, dbpo:Actor) states that Clint Eastwood
is an actor. A data property triple relates a URI with a literal using a prop-
erty, e.g., (dbpd:Clint _Eastwood, dbpo:birthDate,“1930—05—31""zsd:date) is
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Table 1. Prefixes used throughout the paper

rdf http://wuw.w3.0rg/1999/02/22-rdf - syntax-ns#
xsd http://www.w3.org/2001/XMLSchema#

dbpo http://dbpedia.org/ontology/

dbpd  http://dbpedia.org/resource/

po http://purl.org/ontology/po/

dc http://purl.org/dc/elements/1.1/

a triple that states that the birth date of Clint Eastwood is May 31, 1930, which
is of xsd:date type. An object property triple relates two URIs by means of a
property, e.g., (dbpd:Dirty Harry, dbpo:starring, dbpd:Clint _FEastwood) is a
triple stating that film Dirty Harry is starred by Clint Eastwood.

Figure [l presents a summary of our technique based on the ontological model
of DBpedia 3.2: we first discover types and subtypes; then, we discover properties,
the domains and ranges of these properties, and their minimum cardinalities. To
discover this model, we issue a number of SPARQL 1.1 queries over the RDF data
that are also presented in this figure, in which we enclose parameters between $
symbols. In the rest of this section, we describe each of these steps in detail:

1. In the first step, we discover types from the input RDF data, such as
dbpo: Person, dbpo:MusicalWork, or dbpo:Work (see Figure [[a). To dis-
cover them, we project the types of all instances without repetition.

2. In the second step, we discover subtypes amongst the previously discovered
types. To perform this, we iterate two times over the whole set of types, so,
for each pair of types t; and to, assuming that ¢; # t2, we have that ¢; is
subtype of to if each instance of type ¢; is also an instance of type to. An
example is that dbpo: Musical W ork is subtype of dbpo:W ork (see Figure[1h).
Note that we use the negation of the query in Figure [H] i.e., #; is subtype
of to if the query returns false.

3. In the third step, we discover properties from the input RDF data, such as
dbpo:birthDate, dbpo:starring, or dbpo:director (see Figure[Id). We project
the predicates that relate all triples without repetition.

4. The fourth step deals with discovering domains, such as the domain of
dbpo:starring is dbpo:Work (see Figure [Id)). To discover the domains of
a property prop, we retrieve all triples that have this property as predicate,
and we project the types of the subjects in these triples without repetition.

5. The fifth step is similar to the previous step, but we discover ranges instead
of domains (see Figure [I€).

6. The sixth step discovers minimum cardinalities of the previously discov-
ered domains and ranges. An example is that the minimum cardinality of
dbpo:starring for domain dbpo:Work is zero since there exists, at least,
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dopo:Musicaliork SELECT DISTINCT 7t
dbpo:Work dbpo:Person WHERE {
?x rdf:type 7t .}

(a) First step: discovering types

ASK {

dbpo:MusicalWork 2s raf:type $.8 .
dbpo:Person FILTER NOT EXISTS {
?s rdf:type $to$ . } }

(b) Second step: discovering subtypes

SELECT DISTINCT ?p

dbpo:starring WHERE {
?s 7p 7o . }

(¢) Third step: discovering properties

dbpo:MusicalWork
SELECT DISTINCT 7d

dbpo:Person WHERE {
? . ? .
dbpo:starring s $rdf-;YPe ?~d ,}
prop 70 .

(d) Fourth step: discovering domains

SELECT DISTINCT ?r
dbpo:MusicalWork WHERE {

? . ?
dbpo:starring dbpo:Person ‘o rdf:type Tr .
?s  $prop$ 70 . }

(e) Fifth step: discovering ranges

ASK {
?s rdf:type $type$ .
FILTER NOT EXISTS {
?s $prop$ 7o . } }
ASK {

dbpo:MusicalWork 70 rdf:type $type$ .
dbpo:starring 0 dbpo:Person FILTER NOT EXISTS {
?s $prop$ 7o . + }

(f) Sixth step: discovering cardinalities

Fig. 1. Steps of our technique to discover ontological models from RDF data
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one instance of dbpo:Work that is not related by property dbpo:starring
(see Figure [[f). Another example is that the minimum cardinality of prop-
erty dbpo:starring for range dbpo:Person is zero since there exists, at least,
one instance of dbpo : Person that is not the subject of an instance of prop-
erty dbpo : starring. To perform this, we ask if there is any domain or range
instance of a given type type related by a particular property prop. If this
is true, the minimum cardinality is zero. Otherwise, we count the minimum
number of instances of type type related to property prop.

Our technique is not able to discover a number of constraints, but some of them
may be addressed, e.g., maximum cardinalities and subproperties. Regarding
maximum cardinalities, our technique is able to compute a bound of the cardi-
nality, but not the exact cardinality. For instance, we have computed that the
maximum cardinality of property dbpo:starring for domain dbpo:Work is 74,
however, this number is not the exact cardinality since it probably allows un-
bounded instances. Regarding subproperties, we may use a technique similar to
the second step to discover subtypes.

4 Experiment Results

We implemented our technique using Java 1.6 and OWLIM Lite 4.2, which
comprises an RDF store and a SPARQL query engine. In this experiment, we
computed the times taken by our technique to discover the ontological models
behind the RDF data of a part of DBpedia 3.2 and BBC. The BBC [18] decided
to adhere to the Linked Open Data principles in 2009. They provide ontological
models that adhere to these principles to publicise the music and programmes
they broadcast in both radio and television.

To compute the times taken by our technique, we ran the experiment on a
virtual computer that was equipped with a four-threaded Intel Xeon 3.00 GHz
CPU and 16 GB RAM, running on Windows Server 2008 (64-bits), JRE 1.6.0.
Furthermore, we repeated the experiment 25 times and computed the maximum
values. Table [2] shows our results when applying our technique to DBpedia 3.2
and BBC. The first column of the table stands for the different steps of our
technique; the second column deals with the total number of constraints that we
have discovered; finally, the third column shows the time in minutes taken by
our technique to compute each step.

The total time that our technique took was 31.15 minutes for DBpedia 3.2,
which comprises a total number of 2,107,451 triples, and 2.48 minutes for BBC,
which comprises a total number of 7,274,597 triples. At a first glance, it might
be surprising that the time taken for BBC is less than the time taken for DBpe-
dia, since BBC comprises more triples than DBpedia. This is due to the fact that
the time of our technique depends on the structural complexity of the discov-
ered ontological model, and it does not depend on the data. Therefore, we may
conclude that the structural complexity of the ontological model of DBpedia 3.2
is greater than the structural complexity of the BBC model.
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Table 2. Summary of results of discovering ontological models behind RDF data

(a) DBpedia 3.2 (b) BBC
Types 91 0.03 Types 15 0.03
Subtypes 328 0.12 Subtypes 6 0.17
Properties 398 0.02 Properties 28 0.05
Domains 1,148 16.15 Domains 39 0.99
Ranges 1,148 12.35 Ranges 39 1.09
Cardinalities 4,592 2.48 Cardinalities 156 0.15
Total 7,705 31.15 Total 283 2.48

Figure[Zalshows a part of the ontological model that results from applying our
technique to the RDF data of DBpedia 3.2. In this case, the model comprises
five types, namely: dbpo: Person, dbpo:W ork, dbpo:Athlete, dbpo: Musical Work,
and dbpo:Album. In addition to these types, the model comprises four sub-
type relationships, and four properties with their domains and ranges, namely:
dbpo:starring, dbpo:director, dbpo:writer, and dbpo:academyawards. Finally,
the minimum cardinalities for all properties are zero.

Figure Bhl shows a part of the model that results from the RDF data of BBC,
which comprises four types, namely: po: Programme, po:Brand, po: Episode, and
po:Series. It also comprises three subtype relationships, and four properties
with their domains and ranges, namely: dc:title, po:position, po:episode, and
po:series. Note that the minimum cardinalities for all properties are also zero.

0 po:position»

(a) DBpedia 3.2 (b) BBC

Fig. 2. A part of the ontological models that result from our experiments

5 Conclusions

In the context of the Web of Data, there exists a gap between existing ontological
models and RDF data due to the following reasons: 1) RDF data may not satisfy
the constraints of the existing ontological models; 2) different communities may
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generate a variety of RDF data that rely on the same ontological models with
disparate constraints. This gap is not negligible and may hinder the practical
application of RDF data and ontological models in other tasks, such as data
integration, data exchange, data warehousing, or ontology evolution. To solve
this gap, we present a technique to discover ontological models from raw RDF
data that relies on a set of SPARQL 1.1 structural queries. The output of our
technique is a model that includes types and properties, subtypes, domains and
ranges of properties, and minimum cardinalities of these properties.
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Abstract. The amount of data in large-scale software engineering contexts con-
tinues to grow and challenges efficiency of software engineering efforts. At the
same time, information related to requirements plays a vital role in the success
of software products and projects. To face the current challenges in software
engineering information management, software companies need to reconsider
the current models of information. In this paper, we present a modeling frame-
work for requirements artifacts dedicated to a large-scale market-driven re-
quirements engineering context. The underlying meta-model is grounded in a
clear industrial need for improved flexible models for storing requirements en-
gineering information. The presented framework is created in collaboration
with industry and initially evaluated by industry practitioners from three large
companies. Participants of the evaluation positively evaluated the presented
modeling framework as well as pointed out directions for further research and
improvements.

Keywords: Large-scale requirements engineering, requirements architectures,
empirical study, requirements modeling.

1 Introduction

Requirements engineering is an important part of the software development lifecycle
as it helps to identify what should be implemented in software products to make them
successful. As a knowledge intense part of the software development process, re-
quirements engineering contributes to the generation of large amounts of information
that need to be managed.

The size and complexity of software engineering artifacts continues to grow as a
result of increasing complexity of software intensive systems. As a result, software
development companies that operate globally often have to face the challenges of
storing over 10 000 requirements in the requirements database [2,4]. The amount of
information to manage increases even more if we consider additional software devel-
opment information such as product strategies, design documents, test case descrip-
tions and defect reports.

In a recent study, we introduced a classification of requirements engineering
contexts based on the number of requirements and the number of interdependencies
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between requirements as a proxy for complexity [2]. We defined Very-Large Scale
Requirements Engineering (VLSRE) as a context where the number of requirements
and interdependencies exceeds 10 000 and manually managing a complete set of in-
terdependencies among small bundles of requirements is unfeasible in practice. While
empirically exploring challenges in VLSRE, we discovered that one of the challenges
in VLSRE is to define and properly manage structures of requirements information,
also called requirements architectures [10]. Defining a model for requirements related
information could help in this and other related challenges of VLSRE. The challenge
lies not only in dealing with the heterogeneity of artifacts structure that need to be
managed all along the software project, but also in dealing with the frequent evolution
of these structures during the lifetime of the software project.

In this paper we present a general modeling framework for requirements informa-
tion in VLSRE projects created in close collaboration with industry. The underlying
meta-model can describe not only requirements, but also any other pieces of relevant
software development information, as suggested by our industry partners. The novelty
of the approach lies in its capacity to explicitly involve external sources of informa-
tion and in handling the temporal aspect related to the evolution of artifacts’ struc-
tures. We conducted an initial validation of our approach with 5 practitioners from 3
companies to collect feedback, opinions and improvement proposals regarding the
framework. All five respondents positively evaluated the general usefulness of the
approach and provided insights and suggestions for further development and im-
provement of the modeling framework.

This paper is structured as follows: section 2 presents background, related work,
outlines an example industrial context based of one of our industrial partners and
explains the need for creating the modeling framework. Section 3 presents the re-
search design of the study. Section 4 presents the modeling framework while section
5 presents the results of the initial evaluation of the model with industry practitioners.
Section 6 discusses the limitations of the model, outlines future work and concludes
the paper.

2 Large-Scale Requirements Engineering and Information
Landscape on an Empirical Example

Most work in an enterprise is accompanied by some form of knowledge representa-
tion in documents [11]. Documentation is fundamental in requirements engineering,
as the lack of complete specifications is a major cause of project failures [12]. How-
ever, storing too much documentation risks burdening employers by an
ever-increasing amount of information. Information overload occurs when an indi-
vidual’s information processing capabilities are exceeded by the information
processing requirements, i.e. the individual does not have enough time or capability to
process all presented information [14]. Several studies have found that the support for
decision-making is positively correlated to the amount of presented information up to
a certain point, and then it declines [13, 15, 16].
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In software engineering projects, large amounts of formal and informal information
is continuously produced and modified [5, 6]. Thus, an important characteristic of
artifacts’ information in software engineering projects is its findability, defined as
“the degree to which a system or environment supports navigation and retrieval” [7].
Information seeking is an increasingly costly activity among knowledge workers in
general [8]. Software engineering projects are no exceptions, as identified by previous
case studies in this context [5, 9].

We present an example of a VLSRE context based on a longitudinal study we have
been conducting at a large company since fall 2007. Focusing on feature tracking, we
observed the structure of information related to product features and the associated
detailed requirements, and the evolution of this structure over time and over projects.
Together with observing the evolution of the information structure, we have in fall
2007 conducted 7 in-depth interviews to understand the role of information structures
and their impact on the VLSRE context. Partial results from this study were published
in [3, 10]. During these 7 interviews, we have conceptualized the following picture of
the information landscape while managing requirements and features in a VLSRE
context, see Fig.1.

In an example of a VLSRE context, we have key customers submitting their re-
quirements specifications to the requirements repository, and suppliers receiving
specifications based on interpretations of these key customers’ wishes and market
trends. Special teams of experts (STEs) together with product planning, assisted by
requirements analysts and business analysts, create natural language descriptions of
candidate future software features. The features are later refined by STEs to a set of
more detailed system requirements and merged into the current requirements architec-
ture. As it is indicated in Fig. 1, every new specification deliverable contains partial
requirements structures that should fit within requirements architecture and be merged
with the requirements repository.

The current number of features in the repository exceeds 8000 and the number of
attributes associated with the features exceeds 50. Thus, the amount of information to
manage is substantial. Moreover, the efficiency of requirements engineering and
software development efforts depend on the accuracy, understandability and cohesion,
robustness, extensibility and flexibility of the information structure [3].

3 Research Design

To evaluate a modeling method or technique, a large set of approaches are possible
such as feature comparison, conceptual investigation or empirical evaluation [17].
This study adopts an empirical perspective and has been conducted in an action re-
search mode. In action research studies, researchers make an attempt to solve a real-
word problem. At the same time, researchers investigate the experiences and prob-
lems encountered while trying to solve the problem [18]. In our case, a need for de-
veloping a model for requirements information was stated by our industry partners
during the interviews in 2007. Following that authentic need, we have conducted
several unstructured brainstorming sessions and discussion meetings with our industry
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partners where we further discussed the need for the model and the high-level content
of it. Moreover, we have studied the current information models used at the case
company and identified their strong and weak points that were also discussed during
the brainstorming sessions. Based on the result of these empirical investigations, we
propose a framework for requirements information modeling presented in section 4.
This framework exploits a traceability meta-models developed previously [20].

Key customers j

/

<

STEs
Requirements repository
Requirements Legend:
Analysts Requirements
@ structures

External
g ) O Stakeholder

Product

Management % |:| Internal
 —— Organizational unit
Product

Implementation C—>  Requirements flow

Fig. 1. An example of requirements engineering information flow in a VLSRE context

We conducted 5 interviews at 3 companies to perform the initial validation of the
model. The interviews were semi-structured which means that there was a possibility
to discuss aspects not covered by the interview instrument [1]. Each interview took up
to 60 minutes and was attended by one researcher; who moderated the discussion and
took extensive notes; and one interviewee. At the beginning of each interview, the
research goals and objectives were outlined to the interviewees. Next, we discussed
the information model. Further, specific questions regarding the general usefulness of
the modeling framework followed by specific questions regarding the elements of the
underlying meta-model were asked. Finally, we collected the interviewees’ opinions
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regarding the limitations of the model and suggestions for improvements of the mod-
eling framework.

4 The iMORE Framework

The core of the iMORE (information Modeling in Requirements Engineering) frame-
work is the distinction between the external information structures and internal infor-
mation structures, outlined in Fig. 2 by a dashed line. The importance of including
external information structures was stressed several times by our industrial practition-
ers during the development of the modeling framework. This need for external infor-
mation structures is caused by several sources of requirements and other information
types that directly interact with the company, including competitors, suppliers, open
source components and other partners. For all abstraction levels of the model, there is
a need to be able to access external information while managing companies’ internal
information. For example, while looking at the source code, developers could check
similar or associated open source solutions.

The structures of information are divided into three main blocks: the upstream, the
requirements and the downstream blocks. In the ‘upstream block’ all ‘high-level’
information is stored, including the goals, strategies and business needs. In the
‘requirements block’ all requirements associated information is stored, including
functional requirements, quality requirements, constraints, legal requirements and
regulations. In the ‘downstream’ block the information related to the source code, is
placed, including bug reports, code documentation, and the source code itself.

The last main element in the iMORE framework is handling temporal aspect of the
information structure, depicted in the vertical arrow in Fig 2. The temporal aspects
include capturing the evolution of the data models in terms of the evolution of the
artifacts and their associated structures. To deal with this issue, the underlying meta-
model defines Evolution' type of links between two artifacts. Using this category of
links, users can handle the evolution over time of artifacts and their structure.

The information structure in each of the blocks is defined according to a simple
traceability meta-model derived from related works [19] and previous research [20].
In this meta-model (Fig. 3), the structure of an element to be stored in the repository
and to be traced in the software project is constructed using two generic concepts:
artifact and attribute. An attribute can be an atomic element of information (e.g. own-
er, release date, version number, URL) or any complex structure (e.g. list of modifica-
tion dates). The set of attributes is not only limited to a particular block of information
but may also cover several blocks or even the entire information structure creating a
set of ‘global’ attributes.

According to the user needs, any artifact in the repository can be linked to other ar-
tifacts. Five categories of links are predefined in the iMORE meta-model; they are
briefly explained using the following examples:
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- A requirement document A contributes to the specification of a design feature B

- A design feature A satisfies an external law based constraint B

- A design feature A depends on another design feature B

- A design specification A is the result of the evolution of a design specification B

- An external law based constraint A is the rationale for a requirement document B.

These links are exploited in order to find linked elements and to navigate in the repo-
sitory. If systematically provided by the users, such links can contribute to a full tra-
ceability system. Such pre-traceability is often difficult to implement [21], and recent
works in requirements traceability advocate combining it with post-traceability based
on information retrieval techniques [22]. However, full pre- and post-traceability is
not the main goal of this proposal.

5 Discussion of the IMORE Modeling Framework with
Practitioners

We present the discussion of the iMORE approach based on five interviews con-
ducted at three companies. During the interviews, we discussed not only the iMORE
approach but also the relationships between the suggested meta-model and the chal-
lenges our practitioners face in their daily work. The results are outlined according to
the interview instrument that can be accessed online [1].

The need for requirements information modeling. All five respondents confirmed
the need for modeling requirements information in a more findable and understanda-
ble way. One respondent stressed that the need depends on the size of the company
indicating that it is much more important for larger projects and companies to have
effective requirements architectures in place. Another respondent indicated that the
current rather high-level model has limited application and is more suited for high-
level roles. Further, the same respondent stressed that the model may help to perform
cross-analysis between the projects. Finally, one respondent stressed that the main
goal for developing the model is to get better understanding of the knowledge of the
market needs and other ‘upstream’ information.

The distinction between the internal and external information in the iMORE
approach. Five respondents agreed to the distinction and stressed that external infor-
mation currently dominated their daily work. Among the types of external informa-
tion that our respondents need to browse are: standards and regulations, open source
code and documentation, marketing resources available on the Internet etc. One res-
pondent indicated that integrating regulations and laws to the model will be counter-
productive and it will make the model hard to manage as regulations and laws can
change frequently. Two other respondents mentioned that they access open source
project information very often since their software product is mostly based on that
solution. Those respondents also indicated that full integration of external open source
project information is practically unfeasible as these projects change frequently.
Further, one respondent indicated that external information is very important when
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“developing global services for large customers” which confirms our pre-
understanding of the importance of external sources of information for projects in
VLSRE. Finally, one respondent valued market and business related external informa-
tion as the most valuable among the external sources. All respondent confirmed that
in a large-scale MDRE context improved integration with external sources of infor-
mation is important and desired.

Representation of attributes and dependencies in the iMORE approach. Two
respondents agreed to the idea of separating attributes and dependencies from the
requirements information. On the other hand, one respondent disagreed with this idea.
Two respondents suggested that dependencies between requirements information
elements are also a type of an attribute. Also, one respondent suggested that a “period
of validity” attribute should be added. This attribute will improve managing the tem-
poral aspect of the model by giving the engineers triggers and reminders about infor-
mation becoming outdated that requires their attention. Another respondent indicated
that the only important dependencies are one-way relations from visions to require-
ments and to code. Finally, one respondent suggested reusing patterns from data mod-
eling to investigate which attributes are shared and which are unique to an instance.

Managing the temporal aspect of the information structure. Surprisingly, one
respondent indicated that managing the temporal aspect of the information structure
isn’t so important. Another respondent suggested managing the temporal aspects of
the information structure by creating an attribute for every entity called “period of
validity”. After the period of validity expires the information would need to be up-
dated or deleted. Two respondents suggested implementing a similar system for man-
aging changes based on triggers generated by changes to selected important attributes
and entities in the information structure. Finally, one respondent suggested a method
based on combining baselines and trigger-based updates. When it is important, a
snapshot of external information should be taken and kept until it is no longer rele-
vant. There should be a mechanism of finding the differences between the snapshot
and the state of the information structure at the time when the snapshot became out of
date. Changes to selected important entities of information should trigger actions, for
example notification of substantial changes to the code base as oppose to bug fixes.

6 Conclusions and Further Work

Concise and quick access to information is critical in large organizations. Information
overload impedes knowledge workers both in decision making and information seek-
ing. In large-scale software development, challenging amounts of information are
produced and modified throughout the entire development lifecycle. Successful man-
agement of requirements is one central activity that demands a robust information
model. Increased dependence on external sources of information further stresses the
situation. Thus, providing an efficient modeling framework could limit the conse-
quences of information overload in software development projects.

In this paper, we present a modeling framework for requirements-related informa-
tion for very-large market-driven requirements engineering contexts. The main
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novelty of our model lies in involving external sources of information and stressing
the temporal aspect of the model. We evaluated our proposed with five industry prac-
titioners from three companies. All respondents agreed with the main ideas behind the
model. Moreover, they acknowledged that keeping and updating information struc-
tures in large scale software development projects is difficult. This finding is in line
with previous research in knowledge intensive organizations in general [8] and the
software development context in particular [5,9]. Also, our respondents confirmed
that including external sources of information and the temporal aspect are strengths of
our modeling framework.

Regarding the place of the attributes in the model our respondents gave inconsis-
tent answers. However, attributes were considered as a way of handling the changes
of the information structure over time. When queried about ways of managing the
time evolution of the model, our respondents suggested creating an attribute for every
entity called ‘period of validity’. In order to handle such needs, our approach is based
on meta-modeling so that information structures can be defined, modified and ma-
naged all along the software project timeline. Our approach is in line with similar
works that recognize the important role of abstraction meta-levels in dealing with
information interoperability and traceability in software projects [23,24]. From an
implementation perspective, it was suggested managing changes in the repository
using triggers or by combining baselines and triggers together.

Future works is projected in two directions. First, the iMORE framework presented
here can be seen as a set of high level requirement for information architecture and
management in VLSRE context. As such, it can form the basis of an evaluation
framework for studying and assessing existing information management tools for
software engineering (e.g. Rational RequisitePro). A second direction is to further
explore stakeholders' requirements concerning information management and integra-
tion in very large software projects. This would include enhancing and validating the
information meta-model that is sketched in this paper.
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The series of International Workshops on Modeling and Reasoning for Business
Intelligence (MORE-BI) aims at advancing the engineering of Business Intel-
ligence (BI) systems. The second edition of the workshop was collocated with
the 31st International Conference on Conceptual Modeling (ER 2012), held in
Florence, Italy, in October 2012.

BI systems gather, store, and process data to turn it into information relevant
for decision-making. Successful engineering, use, and evolution of BI systems re-
quire a deep understanding of the requirements of decision-making processes in
organizations, of the kinds of information used and produced in these processes,
of the ways in which information can be obtained through acquisition and rea-
soning on data, of the transformations and analyses of that information, of how
the necessary data can be acquired, stored, and cleaned, of how its quality can
be improved, and of how heterogeneous data can be used together.

The second edition of MORE-BI focused on three topics: the modeling of
point-based sequential data towards its analysis in an OLAP-like manner, the
documentation via BI Analysis Graphs of how human analysts draw conclusions
from data delivered via a BI system, and the use of foundational ontologies for
ontology alignment. We hope that the workshop has stimulated discussions and
contributed to the research on the concepts and relations relevant for the various
steps in the engineering of BI systems.

Prof. Michael Schrefl, Department of Business Informatics - Data & Knowl-
edge Engineering, at Johannes Kepler University of Linz, Austria held the
keynote, entitled “Modelling and Reasoning Issues in SemCockpit”. SemCock-
pit is an ontology-driven, interactive BI tool for comparative data analysis. Prof.
Schrefl gave a general overview of SemCockpit, and focused on modelling and
reasoning issues not addressed in other specific talks by the SemCockpit team
at ER 2012 conference and MORE-BI workshop.

We thank all authors who have submitted their research to MORE-BI 2012.
We are grateful to our colleagues in the steering committee for helping us define
the topics and scope of the workshop, our colleagues in the program committee
for the time invested in carefully reviewing the submissions under a very tight
schedule, the participants who have helped make this a relevant event, and the
local organizers and workshop chairs of ER 2012.

We hope that you find the workshop program and presentations of interest to
research and practice of business intelligence, and that the workshop has allowed
you to meet colleagues and practitioners focusing on modeling and reasoning for
business intelligence. We look forward to receive your submissions and meet you
at the next edition of the workshop.
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Abstract. Nowadays business intelligence technologies allow to analyze mainly
set oriented data, without considering order dependencies between data. Few
approaches to analyzing data of sequential order have been proposed so far.
Nonetheless, for storing and manipulating sequential data the approaches use ei-
ther the relational data model or its extensions. We argue that in order to be able
to fully support the analysis of sequential data, a dedicated new data model is
needed. In this paper, we propose a formal model for time point-based sequential
data with operations that allow to construct sequences of events, organize them
in an OLAP-like manner, and analyze them. To the best of our knowledge, this is
the first formal model and query language for this class of data.

1 Introduction

Multiple applications generate huge sets of ordered data. Some typical examples in-
clude: workflow systems, user navigation through web pages, diseases curing, RFID-
based goods transportation systems (e.g., [10]), public transportation infrastructures
(e.g., [2U1115]), and remote media consumption measurement installations (e.g., [12]).
Some of the data have the character of events that last an instant - a chronon, whereas
some of them last for a given time period - an interval. In this regard, sequential data
can be categorized either as time point-based or interval-based [16]], but for all of them
the order in which they were generated is important.

Since over 20 years, data analysis has been performed by means of business intelli-
gence (BI) technologies [5] that include a data warehouse (DW) system architecture and
the set of tools for advanced data analysis — the on-line analytical processing (OLAP)
applications (e.g., sales trend analysis, trend prediction, data mining, social network
analysis). Traditional DW system architectures have been developed in order to effi-
ciently analyze data that originally are coming from heterogeneous and distributed data
sources, maintained within an enterprise. OLAP applications, although very advanced
ones, allow to analyze mainly set oriented data, but they are not capable of exploiting
existing order among data. For this reason, a natural extension to traditional OLAP tools

* This work was supported from the Polish National Science Center (NCN), grant No.
2011/01/B/ST6/05169.

S. Castano et al.(Eds.): ER Workshops 2012, LNCS 7518, pp. 153 2012.
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has been proposed in the research literature as the set of techniques and algorithms al-
lowing to analyze data that have sequential nature, e.g., [7U8/10/1 1/14415]]. For storing
and manipulating sequential data, the approaches use either the relational data model or
its extension. We argue that in order to be able to fully support the analysis of sequential
data, a dedicated new data model is needed.

Paper contribution. In this paper, we extend the draft of a formal model for time
point-based sequential data [3] with the definitions of a fact, measure, dimension, and
a dimension hierarchy. Thus, the model allows to analyze sequential data in an OLAP-
like manner. To the best of our knowledge, this is the first comprehensive model and
query language for this class of data.

2 Leading Example

As an illustration of sequential data and their analysis, let us consider patient treatment
data, as shown in Table[[l A patient, identified by a SSN, is diagnosed by a doctor. A
patient obtains prescriptions, each of which is described by: a unique identifier, date
of drawing, patient SSN and his/her age, doctor identifier, medicine name, a dose, a
package capacity, and a discount the patient is eligible for.

Table 1. Example data on patient medicine prescription

prescriptionNo. date patientSSN  age doctor]D medicine dose package discount
1198/2011  26.04.2011 74031898333 37 3424 zinnat  0.25g/5Sml 5 0ml 70%
1199/2011  26.04.2011 98111443657 13 3424  pulmeo Sml 150ml  96.5%
3023/2011  27.04.2011 98111443657 13 9843  pulmicort 0.125 mg/ml 20 ml 70%

3024/2011  27.04.2011 98111443657 13 9843  ventolin 1.5 ml 100 ml 70%
3024/2011  27.04.2011 74031898333 37 5644 augmentin 0,6 g/5ml 100 ml 70%
3026/2011  27.04.2011 98111443657 13 9843  ventolin 0.1 mg/ml 10 a2 ml 70%
3027/2011  28.04.2011 34122224334 77 9843 zyrtec 1 mg/ml 75 ml 100%
3031/2011  30.04.2011 56090565958 66 9843  pulmicort 0.125 mg/ml 40 ml 100%

Typical OLAP analyses could include: (1) finding the average number of prescrip-
tions filled by a single doctor monthly during one year period, or (2) finding the total
amount of medicines prescribed by doctors working at hospital X.

However, from exploiting the sequential dependencies between data we could mine
a valuable knowledge. Examples of such analyses could include: (1) finding the number
of patients that were treated with medicine A after they were treated with medicine B,
(2) finding the number of patients that within one year were treated at least two times
with medicine A, but these treatments were separated with at least one treatment with
medicine B. We argue that these and many other analyses require a new data model and
query language.

3 Data Model for Sequential Time Point-Based Data

The foundation of our model includes an event and a sequence. A sequence is created
from events by clustering and ordering them. Sequences and events have distinguished
attributes - measures that can be analyzed in an OLAP-like manner in contexts set up
by dimensions.
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3.1 Building Elements of the Model

Event. We assume that an elementary data item is an event, whose duration is a chronon.
Formally, event ¢; € E, where E is the set of events, is a n-tuple (a;1,a:, ..., din), where
ajj € dom(Aj). dom(A;) is the domain of attribute A; and dom(A;) =V, where V is the
set of atomic values (character string, date, number) U null value. A; € A, where A is
the set of event attributes.

Attribute hierarchy. Similarly like in traditional OLAP, event attributes may have
some hierarchies associated. Let . = {L;,L,,...,L;} be the set of levels in the hier-
archies of the event attributes. Pair (IL4,,0>4,) describes a hierarchy of attribute A; € A,
where L4, C Il and >, is a partial order on set Ly;.

Example 1. In the example from Section 2] an event represents drawing a prescription for a
patient. Thus, one event is represented by one row in Table[ll i.e., E = {e},e2,e3,e4,€5,€6,€7,€8},
where:

e1=(1198/2011, 26.04.2011, 74031898333, 37, 3424, zinnat, 0.25 g/5ml, 50 ml, 70%),
e>=(1199/2011, 26.04.2011, 98111443657, 13, 3424, pulmeo, 5 ml, 150 ml, 96.5%),

e3=(3031/2011, 30.04.2011, 56090565958, 66, 9843, pulmicort, 0.125 mg/ml, 40 ml,
100%).

A = {prescriptionNo,date, patientSSN ,age, doctorID, medicine,dose, package, discount}.
Two attributes have the following hierarchies (IL = Ly, ULLy,):

— L4, = {date,month,quarter,year} and t>4,: date — month — quarter — year (with values:
26.04.2011 — April 2011 — Q2 2011 — 2011),

— L, = {person, patient type} and >4, person — patient type (with values: 98111443657 —
child, 34122224334 — retired).

Sequence. An ordered list of events that fulfill a given condition is called a sequence.
The order of events in a sequence is defined by values of selected event attributes.
Such attributes will further be called ordering attributes. A sequence is composed of
the events that have the same value of another selected attribute (or attributes). Such
attributes will further be called forming attributes. If a forming attribute has a hierarchy
associated, then a selected level in the hierarchy can also be used as a forming attribute.
Formally, S; € S, where S is the set of sequences, is pair (E;,>), where E; C E and >
is a partial order on E.

Creating a sequence. For the purpose of creating a sequence from events, we define
operator CreateSequence: E — S, with the syntax CreateSequence(E,F, A,, p), where:

— E is th set of elementary events,

IF is the set of pairs (A;,L;), where A; € A is a forming attribute and L; € Ly, is the
level of the forming attribute A;, or (A;, ¢) if attribute A; does not have a hierarchy,
— A, is the set of ordering attributes, A, C A,

— p € Pis alogical predicate which selects events to form sequences.

Notice that sequences are not defined statically, but their structure is dynamically con-
structed based on the features of analyses, for which the sequences are created.
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Example 2. For the purpose of analyzing patients’ treatments, all events describing prescriptions
given to the same patient are included into one sequence. They are further ordered by a drawing
date.

CreateSequence(E,{(Az, patient)},{As},null) = {S1,52,53,84} where: S| = (ey,es), S» =
(e2,e3,€4,e6), S3 = {(e7), S4 = (eg).

For the purpose of analyzing prescriptions drawn by a doctor during a year, with discounts
equal to or greater than 80%, all events describing prescriptions given by the same doctor are
included into a sequence. They are further ordered by a drawing date.

CreateSequence(E,{(As,9) (Ap,year)},{A2},Ag > 80%) = {S1,S>} where: S| = (e3), S» =
(e7,e8).

Fact and measure. Any sequence which is the subject of analysis is the fact of analysis.
Similarly as in traditional OLAP, sequences are characterized by the values of their
measure attributes. Measure m; € M, where M is the set of measures. dom(m;) =V. A
measure can be either the attribute of an event or the property of the whole sequence. In
order to treat measures uniformly, a measure is defined as function ComputeMeasure
that associates an atomic value with a sequence, i.e., ComputeMeasure : S x Ml — V.
The syntax of the function is as follows: ComputeMeasure(S;,name;,p;), where:

— §; € Siis a sequence, for which the values of the measure are computed,

— name; is the name of the measure,

— pj € P is an expression that computes the values of the measure for a given se-
quence.

Example 3. Examples of measures being event’s attributes include: patient’s age, medicine’s
doze and discount rate. Examples of measures being properties of a sequence include: duration
of patient’s treatment (a number of days between events: the first and last ones in sequence which
describes patient’s treatment) or the number of prescriptions drawn by a doctor within a day.

Dimension. A dimension sets up the context of an analysis and defines aggregation
paths of facts. Let D; denote a dimension and D denote the set of dimensions, thus
D; € D. A dimension can be either an event attribute or the property of the whole se-
quence. The CreateContext operator associates a dimension with either an event at-
tribute or the whole sequence. It also defines a dimension hierarchy, namely the set
of levels and a partial order on this set. The syntax of the operator is as follows:
CreateContext(namep,,Ap,, pp,;,Hp,;) = D;, where:

namep; is the name of dimension D;,

Ap, equals to A; € A if the dimension is an event attribute A; or Ap, = ¢ if the
dimension is the property of the whole sequence,

Pp, equals to predicate p € P if the dimension is the property of the whole sequence
(p is an expression that computes the values of the dimension) or pp, = ¢ if the
dimension is an event attribute,

- Hp, is the set of hierarchies of dimension D;, composed of pairs (Lp,,>p,), where
Lp,; € LL is the set of levels in the dimension hierarchy and > p, is a partial order on
set Lp,; Hip, = ¢ if dimension D; does not have a hierarchy.

Example 4. An example of a dimension defined by means of attributes include pa-
tient with hierarchy: person — patient type; the dimension is set up by an operator
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CreateContext(patient, A3, §,{({ person, patient type}, person — patient type)}). However, if
we would like to analyze the distribution of treatment length, the dimension should be defined
as a function which calculates the length of a sequence describing treatment of a single patient.
In this case the dimension is defined as follows: CreateContext(treatment length, ¢, for all S; €
S find Tail(S;).Ay —Head(S;).A2,9).

3.2 Operations of the Model

The operations defined in our model are classified into: (1) operations on sequences, (2)
general operations, (3) operations on dimensions, and (4) analytical functions. Due to
space limitations, we briefly describe the operations in this section.

Operations On Sequences — transform the structure of a single sequence and their
result is another sequence. The operations include:

1. Head(S;) — removes from sequence S; € S all elements except the first one, e.g.,
Head({ey,e3,e4,¢e6)) = (e2).

2. Tail(S;) — removes from sequence S; € S all elements except the last one, e.g.,
Tail({ez,e3,ea,¢6)) = {(e6)-

3. Subsequence(S;,;m,n) — removes from sequence S; € S all elements prior to the
element at position m and all elements following element at position n, e.g.,
Subsequence({ez,e3,e4,€6),2,3) = {(e3,e4).

4. Split(S;,expression) — splits sequence S; € S into the set of new sequences based
on expression; each element of the original sequence belongs to only one of
the resulting sequences, e.g., Split((ez,e3,e4,¢e6),’the same values of As”) =
{{e2), (e3,e4,e6)} (the original sequence describes the whole treatment of a pa-
tient regardless of doctors, whereas the resulting set of sequences represents the
treatments of the same patient but now each treatment is conducted by one doctor).

5. Combine(S) — creates a new sequence from elements of all sequences in S C S
given as parameters; the elements in a new sequence are ordered by the values of
ordering attributes of the original sequences, e.g., Combine({({e2), (e3,e4,€6)}) =
(e2,e3,e4,e6) (the original sequences describe treatments of the same patient but
by two different doctors and the resulting sequence represents the whole treatment
of the patient).

General Operations — allow to manipulate sets of sequences.

1. Pin(S,expression) — filters sequences S C S that fulfill a given expression, e.g.,
Pin(S,length(S; € S) > 3) (rejects all sequences that consist of less than four
events).

2. Select(S,expression) —removes from S C S events that do not fulfill a given expres-
sion, e.g., Select(S,A¢ = zinnat) (removes from sequences all events that concern
prescriptions other than “zinnat”).

3. GroupBy(S,expression | D;) — assigns sequences from S C S to groups according
to the results of a given grouping expression (case A) or to dimensions in D; € D
(case B). Sequences with the same value of the grouping expression or dimension
value belong to one group. The result of the operation is set G of pairs (value,S;),
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4

where value is a given value of grouping expression and S; C S is the set of se-
quences with the same value of a grouping expression (case A), or set of pairs
(value(D;),S;), where value(D;) is the value of dimension D; (case B).

. Set operations: union U, difference \, and intersection N — they are standard set

operations that produce a new set of sequences, e.g., S; U S,.

Operations on Dimensions — allow to navigate in the hierarchy of a given dimension.
The operations include:

1

. LevelUp(D,S) navigates one level up in the hierarchy of dimensions in D (where

D C D) for all sequencesin S C S.
An example of this operation main include changing the levels of at-
tribute Ay - from date to month and Az - from person to patient type:
LevelU p({date, patient },{S1}) = {S} }, where
- S1 = (e1,es) (e1=(1198/2011, 26.04.2011, 74031898333, .., 50 ml, 70%),
e5=(3024/2011, 27.04.2011, 74031898333, ..., 100 ml, 70%)),
- 8 = (€], és) (¢4=(1198/2011, April 2011, regular, ..., 50 ml, 70%), e5=(3024/2011,
April 2011, regular, ..., 100 ml, 70%)).
. LevelDown(D,S) navigates one level down in the hierarchy of dimensions in D
(where D C D) for all sequences in S C S.
An example of this operation may include changing the level of attribute Az from
patient type to person: LevelDown({ patient },{S1}) = {S{}, where
-8 = (e’1’7e’5’) (¢]/=(1198/2011, April 2011, 74031898333, .., 50 ml, 70%),
€2=(3024/2011, April 2011, 74031898333, ..., 100 ml, 70%)).

Analytical Functions — compute aggregates of measures. They include OLAP-like
functions Count, Sum, Avg, Min, and Max. For example, in order to compute the number

of

sequences formed with attribute A3 (patientSSN) equal to 98111443657 the follow-

ing expression is used: Count (Pin(S,A3 = 98111443657)).

Example 5. In order to illustrate the application of our model, let us consider two simple analy-
ses.

Find the number of patients who were treated at least two times with the same medicine in

2000, and in between they were prescribed a different medicine. The implementation of this query
using the presented model is as follows:

1

2
3

. S = CreateSequence(E,{(A,,year), (A, person)},{As},
Ay between 1.1.2010 and 31.12.2010)

. S/ = Pin(S,e,-.A6 = e,-+2.A6 and e,-,A6! =€j+1 .A6)

. Count(S').

Find distribution of treatment lengths. The implementation of this query is as follows:

1
2
3
4

. S = CreateSequence(E,{(A3, person) },{As },null)

. Dy =CreateContext(treatment length, ¢, for all S; €S find Tail(S;).Ay — Head(S;).Az, ¢)
. G = GroupBy(S,Dy)

. Count(G).
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4 Related Work

The research and technological areas related to processing sequential data include: (1)
complex event processing (CEP) over data streams and (2) OLAP. The CEP technol-
ogy has been developed for the purpose of continuous analysis of data streams for the
purpose of detecting patterns, outliers, and generating alerts, e.g., [419]. On the con-
trary, the OLAP technology [5] has been developed for the purpose of analyzing huge
amounts of data organized in relations but it is unable to exploit the sequential nature
of data. In this respect, Stream Cube [13] and E-Cube [[14] implement OLAP on data
streams. Their main focus is on providing tools for OLAP analysis within a given time
window of constantly arriving streams of data.

Another research problem is storage and analysis of data whose inherent feature is an
order. These problems have been researched since several years with respect to storage,
e.g., [20017] and query processing, e.g., [19/18]]. In [20] sequences are modeled by an
enhanced abstract data type, in an object-relational model, whereas in [17] sequences
are modeled as sorted relations. The query languages proposed in [19l18]] allow typi-
cal OLTP selects on sequences but do not support OLAP analyzes. Further extension
towards sequence storage and analysis have been made in [6] that proposes a general
concept of a RFID warehouse. Unfortunately, no in-dept discussion on RFID data stor-
age and analysis has been provided.

[7U8115]] focus on storage and analysis of time point-based sequential data. [[15] pro-
pose the set of operators for a query language for the purpose of analyzing patterns.
[7U8]] focus on an algorithm for supporting ranking pattern-based aggregate queries and
on a graphical user interface. The drawback of these approaches is that they are based
on relational data model and storage for sequential data.

[LOU11]] address interval-based sequential data, generated by RFID devices. The au-
thors focus on reducing the size of such data. They propose techniques for constructing
RFID cuboids and computing higher level cuboids from lower level ones. For storing
RFID data and their sequential orders the authors propose to use three tables, called
Info, Stay, and Map.

Our approach differs from the related ones as follows. First, unlike [[13414]], we focus
on analyzing sequential data stored in a data warehouse. Second, unlike [20017/18]], we
concentrate on an OLAP-like analysis of sequential data. Third, unlike [10l11], we fo-
cus on analyzing time point-based sequential data. Finally, unlike [[7U8l15]], we propose
anew formal model for sequential data, since in our opinion a relational-like data model
is not sufficient for the support of fully functional analysis.

5 Conclusions and Future Work

In this paper we proposed a formal model for representing and analyzing time point-
based sequential data, based on the notion of an event and a sequence, where se-
quences are dynamically created from events. In order to support OLAP-like analyses
of sequences, we associate with events and sequences attributes representing measures.
Next, we analyze sequences in contexts defined by dimensions. Dimensions can have
hierarchies, like in traditional OLAP. Sequence analysis is performed by four classes of
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operations, i.e., operations on sequences, on dimensions, general operations, and ana-
lytical functions. To the best of our knowledge, this is the first comprehensive formal
model and query language for this class of data. Based on the model, we are currently
developing a query processor and results visualizer. Future work will focus on internal
mechanisms, like query optimization and data structures.

OLAP-like analysis of interval-based data requires even more advanced data model
and operators, e.g., computing aggregates on intervals requires additional semantics of
aggregate functions; intervals sort criteria may include begin time, end time, or mid-
point time, resulting in different interval sequences; creating and comparing sequences
of intervals requires well defined operators. For this reason, we start our research with
a simpler problem and in the future we plan to extend our findings towards the interval-
based model.
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Abstract. To solve analysis tasks in business intelligence, business
analysts frequently apply a step-by-step approach. Using their expert
knowledge they navigate between different measures, also referred to as
business ratios or key performance indicators, at different levels of de-
tail and focus on different aspects or parts of their organization. In this
paper we introduce BI Analysis Graphs to document and analyze these
navigation steps. We further introduce BI Analysis Graph Templates to
model and re-use recurrent navigation patterns. We describe reasoning
tasks over BI Analysis Graph Templates and sketch how they are imple-
mented in our proof-of-concept prototype. BI Analysis Graph Templates
may serve as formal foundation for interactive dashboards and guided
analytics in business intelligence applications.

Keywords: Data warehouse, Decision support, Interactive data explo-
ration, Knowledge modeling, Conceptual modeling.

1 Introduction

Business analysts use OLAP tools, interactive dashboards and other Business
Intelligence (BI) systems to gain insights into an object of analysis and to inform
the decision-making process. In a stepwise manner, business analysts navigate
through multi-dimensional data: they look at different measures, ratios and per-
formance indicators, for different areas or parts of the object of analysis, and
at different levels of detail. This is what we call multi-dimensional navigation.
In our project* we are confronted with the need of our project partners from
health insurance industry to better support business analysts in sharing their

* This work is funded by the Austrian Ministry of Transport, Innovation, and Tech-
nology in program FIT-IT Semantic Systems and Services under grant FFG-829594
(Semantic Cockpit: an ontology-driven, interactive business intelligence tool for com-
parative data analysis).
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insights with others and in documenting and re-using their analyses. We believe
that in order to understand the insights of business analysts and to externalize
their knowledge one needs to understand their navigation steps. In this sense we
state ‘Navigation is Knowledge’.

Navigation modeling has received considerable attention, especially in model-
driven web engineering [I]. Previous work has studied modeling OLAP naviga-
tion [2I3] and describing analytical sessions [4], i.e., sequences of related OLAP
queries. There is, however, still a lack for a conceptual formalism that helps to
share, understand and re-use navigational knowledge of business analysts. The
contribution of this paper is to introduce the core of such a formalism.

In this paper we introduce BI Analysis Graphs for documenting and analyzing
the steps an analyst takes when solving an analysis task. A BI Analysis Graph
is a directed acyclic graph and consists of analysis situations as vertices and
analysis steps labeled by navigation operations as directed edges.

An analysis situation represents a query against the BI system. An analysis
situation is defined by the following properties: a multi-dimensional point, a sin-
gle complex derived measure (a notion taken from [5]), an optional qualification
and an optional grouping granularity.

An analysis step represents the navigation of an analyst from a source analysis
situation to a target analysis situation. In order to facilitate understanding the
navigational behavior of analysts we decompose it to atomic analysis steps. An
atomic step connects a source analysis situation with a target analysis situation
which differ in only one of their properties. The difference between source and tar-
get is indicated by a navigation operation which is defined by a navigation operator
and a parameter. We revisit and introduce different navigation operators which
define different types of atomic steps. Source and target situation either differ in
a coordinate of the point (navigation operators moveDown, moveUp, moveAside),
in the measure (refocus), in a coordinate of the grouping granularity (drillDown,
rollUp, split, merge), or in the qualification (narrow, broaden).

We further introduce BI Analysis Graph Templates for modeling and re-using
recurrent navigation patterns. A BI Analysis Graph Template is a BI Analysis
Graph with free variables. Free variables are bound to concrete values during
analysis. A free variable may either stand for a measure, a qualification, a co-
ordinate of a point, or a coordinate of a grouping granularity. Since we do not
prescribe which parts of a template are to be constant and which are to be
variable, one may use templates in a very versatile manner. The main reasoning
tasks for BI Analysis Graph Templates are to check their consistency and to find
possible instantiations. Both reasoning tasks are implemented in a Datalog-based
proof-of-concept prototype.

The remainder of the paper is organized as follows. In Section 2] we revisit
some constructs from multi-dimensional modeling as prerequisites for defining
analysis situations in Section [3] and analysis steps in Section @ BI Analysis
Graphs are discussed in Section Bl followed by BI Analysis Graph Templates
and reasoning in Section Gl In Section[]l we give an overview of related work and
conclude the paper in Section [§ with an outlook on future work.
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2 Multi-dimensional Content Model

In this section we clarify how we understand some basic notions from multi-
dimensional modeling: dimensions, complex-derived measures, and predicates.
Thereby, we introduce our multi-dimensional content model, which we under-
stand to be at the ‘semantic layer’ above the data warehouse. We abstract away
from the physical and logical organization of data in cubes or tables, and are in-
stead only interested in (complex-derived) measures, their applicability on points
in the multi-dimensional space, and their specialization by predicates.

A dimension is a rooted directed acyclic graph of nodes describing a roll-up
hierarchy, with T as root node. If a node o rolls up directly or indirectly or is
equivalent to node o’ we write o 1 o’. Dimensions provide for summarizability by
being homogeneously leveled. Each node o of a dimension belongs to one level
of this dimension, the level of node o is denoted as [(0). Each dimension consists
of a set of levels which are arranged in a lattice with a bottom or base level, L,
and a top level, T. This partial order of levels describes the rollup hierarchy at
the schema level. If a level [ rolls up to a level I’, denoted as [ 1 I/, then each
node at [ rolls up to exactly one node at I’. For simplicity we assume, for the
rest of the paper, a fixed number of n dimensions and a fixed ordering of these
dimensions and refer to a dimension by an integer ¢ (with 0 < i < n).

Let D; be the nodes of a dimension ¢ and [ a level of the dimension. We denote
by D! the set of nodes of dimension i at level I. The set of nodes at the base level
are denoted by Dz. The top level only consists of the top node D] = {T}. Note
that each dimension has its own top level, T;, own base level, L;, and own top
node, T;; we omit the subscripted dimension index if the dimension is given by
the context. The part of dimension ¢ which is rooted in node 6, denoted as D; ;,
is the set of nodes that roll up to 6,i.e. D;/s = {0’ € D; | o' 1 6}. The set of nodes
at level [ that roll up to node 6 is denoted as Dé /6 The set of nodes that roll

up to node 6 at levels from a level [ (the lower bound) to a level [V (the upper
1807

bound) are denoted as Déjé‘lv, Le, D5t ={o €D;|d tont® 1) 11"}
The set of nodes of a dimension 4, D;, can thus also be denoted as D%/“ﬁ'

Ezample 1 (Dimensions, Levels and Nodes). In our simplified example from
health insurance industry we analyze drug prescriptions and doctor contacts of
insurants along the dimensions location (i = 1) and time (i = 2). Dimension loca-
tion has levels country, province, city such that 1, = city T province 1 country 1
T1. Dimension time has levels Lo = day 1 month 1 quarter 1 year T T. In sub-
sequent examples we only consider the following nodes: Di‘;lfr”try = {Austria},

year

ij‘xzifm = {UpperAustria, LowerAustria}, D} = {2012}, D;’}’SZ,T; = {2012Q1,

2012Q2, 2012Q3, 2012Q4}.

A complex derived measure (in the following simply referred to as measure)
consists of a signature and an implementation. The signature of a measure is
given by its name and its multi-dimensional domain. A measure may be applied

. . - . L 8.1
on each point (01,...,0,) in its multi-dimensional domain Dll/A PXeeex Droom,
o1 n/on
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The measurement instruction (or measure implementation) defines how to derive
or calculate —for a given point— a measure value from the data in the data
warehouse. In this paper we do not further discuss measurement instructions
and treat measures as black-box.

Measures may be specialized by giving a predicate as qualification. Then,
only base facts fulfilling the predicate are considered for calculating the measure
value. Predicates are arranged in a subsumption hierarchy. We write ¢ E ¢’ to
denote that predicate ¢’ subsumes predicate q.

Ezample 2 (Measures and Predicates). Measure drugCosts is defined as the total
costs of drug prescriptions. It is defined for multi-dimensional domain D%/“TT X
D%/“TT. Measure avgNrOfAnnualContacts is defined as the average number of
doctor contacts per insurant and year and may be applied on points in the multi-
dimensional domain D%/': X D%";‘?T Note that this measure is derived from a
measure aggregated to level year, since that it has year as minimal granularity
in dimension time. Predicate dm2 is true for each fact which is about insurants
suffering from diabetes mellitus type 2 (DM2) and predicate dm2oad is true for
each fact which concerns both insurants suffering from DM2 and oral antidiabetic
drugs (OAD). It holds that dm2oad C dm2.

3 Analysis Situations

In this section we exemplify and define analysis situations. Analysis situations
represent queries against the data warehouse and are used in subsequent sections
to define navigation operations and analysis graphs.

An analysis situation A = ({01, ...,0n), m,q, (g1, ..., gn)) consists of a point
(01,..., on), a measure m, an optional qualification ¢ and a grouping granular-
ity {g1,--.,9n). When evaluated against a data warehouse it results in a fact
consisting of point (01,...,0,) and a resulting cube. The grouping granularity
indicates dimensionality and granularity of the resulting cube. Each coordinate
g; of the grouping granularity is either a level of dimension i or is unspecified,
denoted as g; = 7. A coordinate g; = 7 means that dimension i is not considered
as dimension in the resulting cube. This also means that the value granularity,
i.e., the granularity of measure values in the resulting cube, not only depends
on the grouping granularity but also on the granularity of the point. We use
this value granularity in order to check if an analysis situation complies with
the multi-dimensional domain of its measure. The value granularity (l1,...,1,)
is defined as (for i = 1..n): I; = g;, if g; # 7, and I; = (0;), if g; = 7.

Let Dllf/oilv XX Diﬁ/olz be the multi-dimensional domain of measure m, then
an analysis situation is consistent, denoted as y((01, ..., 0n), M, ¢, (g1, ..., gn)), if in
each dimension (¢ = 1..n) the node o; rolls up to 6; and the minimal granularity
12 rolls up to the value granularity I; (as defined above) which in turn rolls up
to the maximal granularity [ of the measure and to the granularity (o;) of the

n
point, i.e., ¥({01, ..., 0n), M, ¢, (g1, -, Gn)) Lef N 0i TONLE T UNL T I AL T L 0).

i=1
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Ezample 3 (Analysis Situation). Analysis situation drug costs for DM2 patients
in Upper Austria in the year 2012 grouped by quarter is denoted as (also see Ay
in upper part of Figurel)): ((Upper Austria, 2012), drugCosts, dm2, (T, quarter)).
Note that the grouping granularity is unspecified for dimension location (g1 = 7).
When evaluating this analysis situation one gets a fact with a one-dimensional
resulting cube, having only dimension time (as depicted in the lower part of
Figure ). Now the granularity of values in this result cube (i.e., the value
granularity) also depends on the level of the location-coordinate of the point,
which is UpperAustria, which is at level province. The value granularity is thus
(province, quarter) which is between minimal and maximal granularity of mea-
sure drugCosts.

4 Analysis Steps

In this section we look at the navigation from one situation to another, referred to
as analysis step. For better understandability of analysts’ behavior we only allow
atomic analysis steps (with complex steps being decomposed to atomic ones).
An atomic analysis step connects two analysis situations which only differ in a
single property. We introduce different navigation operators used in BI Analysis
Graphs to describe the difference between two situations.

AS At
(of. 07 O ool
m® ¢° m? ¢t

(9%, 95) (98- 9n)
Fig. 1. Analysis Step

An atomic analysis step connects a source analysis situation A° and a target
analysis situation A? (as depicted in Figure[I]). Such a step is atomic in that the
two situations may only differ in a single property. The difference between the two
situations (the interesting difference, the reason for navigation) is unambiguously
described by navigation operation w(d), consisting of a navigation operator w
and a parameter 9.

We now introduce, in Table[I], navigation operators to describe atomic analysis
steps. Each operator has a signature, given by its name (e.g., moveDown) and
its formal parameter (e.g., ¢ : 0). The parameter variables are implicitly typed
(i is an integer value identifying a dimension, o is a node, g is a level or 7, m
is a measure, and ¢ is a predicate). The semantics of each operator is defined
in table column “Condition”. An analysis step from situation A® to situation
At described by navigation operation w(d) is consistent if both situations are
consistent, i.e., y7(A®) and (A?) hold, and the condition indicated for operator
w holds between source situation A*, target situation A’ and parameter § and
all properties not mentioned in the condition are the same for A% and A’.
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Table 1. Navigation Operators

Operation Condition Operation Condition
moveDown(i : 0) o=o0ANo# 05 Aot of split(i:g) g=giNgi=TANg#T
moveUp(i : o) o=0No#0iNoiTo  merge(i) G FTANgl =T
moveAside(i : 0) 0 =0t Ao # o5 Nl(0f) =1(0) refocus(m) m=m'Am #m®
drillDown(i : g)  g=gi ANg#gi Ngtgi narrow(q) q¢=q¢'Nq# ¢ NqgEG
rollUp(i : g) 9=9iNg#9;Ng;Tg broaden(q) q=q¢'Nq#q¢ Nqg Cyq

By means of moveDown-, moveUp-, and moveAside-operations a user navi-
gates from one point to another by changing one coordinate; moveDown and
moveUp navigate downwards or upwards the roll-up hierarchy and moveAside
changes to a node at the same level. drillDown and rollUp change one coordi-
nate of the grouping granularity; drillDown moves to a finer level and rollUp to
coarser level. split introduces a dimension at a given level to the grouping gran-
ularity and merge removes a dimension. refocus switches to another measure.
narrow and broaden change the qualification to a more specialized or to a more
generalized predicate. Examples are given in the next section.

5 BI Analysis Graphs

Building on analysis situations and navigation operations introduced in previous
sections we can now introduce and exemplify BI Analysis Graphs. A BI Analysis
Graph documents the steps a business analyst takes in order to solve an analysis
task. It can be used to analyze and reproduce past analysis sessions.

A BI Analysis Graph consists of analysis situations as vertices and analysis
steps labeled by navigation operations as directed edges. An analysis graph is
consistent if every vertex is a consistent analysis situation and every edge is a
consistent analysis step.

Beside documentation assistance and reproduction of analysis sessions, BI
Analysis Graphs also provide a tool support basis for developing analyses. Start-
ing in an analysis situation (source situation) the navigation operators offer the
next analysis steps a business analyst can choose, i.e. the analysis graph assists
the analyst in determining the next analysis situation (target situation). In this
way business analysts are supported in their step-by-step navigation through
their systems of measurements and key performance indicators.

Ezample 4 (BI Analysis Graph). The upper half of Figure 2l shows a BI analy-
sis graph, documenting the solution of an analysis task (simplified for illustrative
purposes). Fictitious results of analysis situations are shown in the lower half of
Figure[2l Suppose a business analyst has to analyze Austrian DM2 patients in the
year 2012. To solve the task she looks at drug costs at different granularities (anal-
ysis situations A1, As, As, and A7), she moves down to patients in Upper Austria
(analysis situation Ay ), she inspects a specific group of DM2 patients (analysis sit-
uations As and Ag), i.e., DM2 patients taking oral antidiabetic drugs, and/or she
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A1 (drug costs of Austrian DM2
patients in 2012 per province)
(Austria, 2012)
drugCosts dm2

(province, T)

vspl1't(2 : quarter)

As (drug costs of Austrian DM2
patients in 2012 per province and quarter)
(Austria, 2012)
drugCosts dm2

(province, quarter)

vmer‘ge(l)

As (drug costs of Austrian DM2
patients in 2012 per quarter)
(Austria, 2012)
drugCosts dm2
(7, quarter)

vmoveDown (1 : UpperAustria)

Ay (drug costs of Upper Austrian DM2
patients in 2012 per quarter)
(UpperAustria, 2012)
drugCosts dm2
(7, quarter)

Aj: location: Austria, time: 2012

location:province drugCosts dm2

€900,000
€1,050,000

UpperAustria
LowerAustria

As: location: Austria, time: 2012

location:province time:quarter drugCosts d
UpperAustria 2012Q1 € 300,000
UpperAustria 2012Q2 €200,000
UpperAustria 2012Q3 €150,000
UpperAustria 2012Q4 € 250,000
LowerAustria

2012Q1 € 350,000
As: location: Austria, time: 2012

time:quarter drugCosts dm2

2012Q1 € 650,000
2012Q2 € 400,000
2012Q3 € 450,000
2012Q4 € 450,000

Ay location: UpperAustria, time: 2012

time:quarter drugCosts dm2

2012Q1 € 300,000
2012Q2 €200,000
2012Q3 € 150,000
2012Q4 € 250,000

As (drug costs of Austrian DM2 patients
taking OAD in 2012 per province)

(Austria, 2012)
drugCosts dmZ2oad

(province, T)

narrow
>

(dm2oad)

vmerge(l)

Ag (drug costs of Austrian DM2
patients taking OAD in 2012)
(Austria, 2012)

drugCosts dmZ2oad

(r,7)

Az (drug costs of Austrian DM2
patients in 2012 per year)

(Austria, 2012)
drugCosts dm2

(T, year)

rollUp
>

(2 : year)

v1r‘e1‘bcus (avgNrOfAnnualContacts)

Ag (average number of annual doctor contacts
of Austrian DM2 patients in 2012 per year)

(Austria, 2012)
avgNrOfAnnualContacts dm2

(T, year)

As: location: Austria, time: 2012

location:province drugCosts dm2oad

€600,000
€700,000

UpperAustria
LowerAustria

Ag: location: Austria, time: 2012
m2 drugCosts dm2oad

€1,300,000

A~ location: Austria, time: 2012

time:year
2012

drugCosts dm?2
€1,950,000

Ag: location: Austria, time: 2012

time:year
2012

avgNrOfAnnualContacts dm2
14.3

Fig. 2. A BI Analysis Graph (top) and illustrative and fictitious results (bottom)
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changes to another measure (analysis situation Ag), i.e., average number of annual
doctor contacts per insurant. In each analysis step the navigation operation (e.g.,
split(2 : quarter)) is an explicit part of the knowledge of the business analyst, this
emphasizes our introductory slogan ‘Navigation is Knowledge’.

6 BI Analysis Graph Templates

Building on analysis graphs we will now show how to represent re-usable and
recurrent parts of analyses as BI Analysis Graph Templates. We will further
discuss basic reasoning support and sketch its implementation in a proof-of-
concept prototype.

In Figure Pl we demonstrated an analysis graph G with fixed objects (fixed
measures, points, granularities, and predicates). Now we introduce BI Analy-
sis Graphs with free variables. An analysis graph with free variables is called
BI Analysis Graph Template. A BI Analysis Graph Template is instantiated
by binding all free variables to concrete values. A business analyst can (re-)use
such templates to analyze various analysis tasks. We regard a BI Analysis Graph
Template G as a collection of analysis situations which are connected via navi-
gation operations in the sense of the previous sections. Analysis situations and
navigation operations have constants and free variables at the syntax level.

Ezample 5 (BI Analysis Graph Template). Suppose a business analyst wants
to analyze Austrian DM2 patients. The analysis graph template G in Figure [3]
shows a constant point (Austria, 2012) and a constant qualification dm2 that
restrict the analysis to Austrian DM2 patients in the year 2012. We also have
free variables prefixed by “7”. The variables 7m and 7g state that the analyst
should or can watch all available measures (drugCosts, avgNrOfAnnualContacts)
at various location granularities (country, province). The analyst can move down
to subnodes of Austria by binding variable 7o to UpperAustria or LowerAustria,
and she or he can further narrow the result to special groups of DM2 patients,
e.g. variable ?q can be bound to dmZ2oad.

A1 Az As
(Austria, 2012) moveDown (?0, 2012) narrow (?0, 2012)
>
?m ?
?m dm?2 (1:70) ?m dm?2 ?q) ‘m 7q
(?g, ) (?g, 7) (?g, 7)

Fig. 3. BI Analysis Graph Template G

We identified two important reasoning tasks. First, when modeling a BI Anal-
ysis Graph Template, the reasoner assists the modeler with an automatic con-
sistency check. Second, when instantiating a template, the reasoner assists the
analyst in finding possible variable bindings. In order to automatize these two
reasoning tasks we regard a BI Analysis Graph Template as a first-order logic
formula with free variables. For example, analysis graph template G in Figure [
corresponds to the following formulas:
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~v( (Austria, 2012), Tm, dm2, (?g, 7) ) A

v( (70, 2012), ?m, dm2, (?g,7) ) A
v( (%0, 2012), m, 7q, (?g, 1) ) A
?0 # Austria A 7o 1 Austria A 7q # dm2 A\ 7q C dm?2

This formula can be transformed to a database query. The results of this query
are the possible instantiations of the template. A template is consistent if there
is at least one instantiation. In our proof-of-concept prototype we implement this
approach by generating a datalog program and evaluating it using the DLV sys-
tem [6]. The datalog program implementing graph G can be found on the project
website http://www.dke. jku.at/research/projects/semcockpit.html.

7 Related Work

Navigation modeling has received a lot of research interest in web engineering
with the hypertext model of WebML [I] being the most prominent example.
Sapia [3] introduces an approach for OLAP navigation modeling and query pre-
diction. With regard to navigation modeling, BI Analysis Graphs go beyond
Sapia’s work by providing a more powerful conceptual query language (i.e.,
analysis situations) and a richer set of atomic navigation operations; further
BI Analyis Graph Templates may be used in a more versatile manner since all
parts of analysis situations may be defined as free variables. Romero et al. [4]
introduce an approach to describe analytical sessions using a multidimensional
algebra (MDA). Starting from a set of analytical SQL queries, they characterize
and normalize these queries in terms of MDA and identify analytical sessions
by computing similarities between related queries. Trujillo et al. [2] introduce
an UML compliant approach for OLAP behavior modeling. In contrast to [4]
and [2], our approach abstracts away from the organization of data in cubes and
treats the calculation and aggregation of measure values as black box. Instead
we talk of analysis situations which represent analytical queries in a declarative
way. This allows us to focus our attention on the navigational behavior of busi-
ness analysts and on the knowledge represented by this navigation, following our
claim ‘Navigation is Knowledge’.

User-centric BI modeling has furthermore received research interest in terms
of modeling preferences [7], personalization [§], query recommendations [QJT0JTT],
and annotations [12]. Our work also draws ideas from active data warehouses, where
analysis rules [13] were introduced to mimic the work of business analysts and from
OLAP querying at the conceptual level as discussed by Pardillo et al. [T4].

8 Summary and Future Work

In this paper we introduced BI Analysis Graphs and BI Analysis Graph Tem-
plates as the core of a conceptual formalism for sharing, understanding, and
re-using navigational knowledge of business analysts. BI Analysis Graphs have
evolved to a key ingredient of our project Semantic Cockpit [15]. In forthcom-
ing phases of the project we will investigate extending BI Analysis Graphs with
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comparative scores (i.e., measures that quantify the relation between two in-
dependent points), performance and complexity of reasoning over BI Analysis
Graph Templates, and using BI Analysis Graphs as one of the layers of a WebML-
inspired conceptual modeling language for guided analytics applications.
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Abstract. Ontology alignment is the process of finding corresponding entities
with the same intended meaning in different ontologies. In scenarios where an
ontology conceptually describes the contents of a data repository, this provides
valuable information for the purpose of semantic data integration which, in turn,
is a fundamental issue for improving business intelligence. A basic, yet un-
solved, issue in semantic data integration is how to ensure that only data related
to the same real-world entity is merged. This requires that each concept is pre-
cisely defined into the ontology. From another perspective, foundational ontol-
ogies describe very general concepts independent of a particular domain, and
precisely define concept meta-properties so as to make the semantics of each
concept in the ontology explicit. In this paper, we discuss how the use of foun-
dational ontology can improve the precision of the ontology alignment, and il-
lustrate some examples using the UFO foundational ontology.

Keywords: Semantic integration, Foundational ontologies, Ontology
alignment.

1 Introduction

Business data in enterprises is typically distributed throughout different but coexisting
information systems. There is a manifold of applications that benefit from integrated
information and the area of business intelligence (BI) is an example. In order to gain
and maintain sustainable competitive advantages, integrated information can be used
for OLAP querying and reporting on business activities, for statistical analysis and for
the application of data mining techniques, towards improving decision-making
processes.

In the enterprise context, the integration problem is commonly referred to as enter-
prise integration (EI), denoting the capability of integrating information and functio-
nalities from a variety of information systems. Depending on the integration level,
data and information or application logic level, EI is known respectively as Enterprise
Information Integration (EII) or Enterprise Application Integration (EAI) [1].

In this paper, we focus on the integration of information and, in particular, the in-
tegration of data models, schemas, and data semantics, one of the several kinds of
heterogeneity to be considered according to [1].

S. Castano et al.(Eds.): ER Workshops 2012, LNCS 7518, pp. 172-I81] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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Ontology alignment [9] is the process of finding related entities in two different
ontologies. The most difficult integration problems are caused by semantic hetero-
geneity [1]. Semantic integration has to ensure that only data related to the same (or
sufficiently similar) real-world entity is merged. In a context where each ontology
conceptually describes the contents of its underlying data repository, techniques used
for ontology alignment can be applied for data integration at the semantic level.

On the other hand, OntoUML is a conceptual modeling language designed to
comply with the ontological distinctions and axiomatic theories put forth by the Uni-
fied Foundational Ontology (UFO) [8]. The OntoUML classes, for example, make the
distinctions between an object and a process, types of things from their roles, among
others, explicit.

In this paper, we show how the use of OntoUML improves the ontology alignment
process for semantic data integration. A prerequisite for this is to address data seman-
tic ambiguity by adding explicit metadata, which will be considered to identify and/or
discard potential alignments.

This paper is structured as follows. Section 2 introduces the concepts of ontology
and foundational ontologies. Section 3 describes how the techniques of ontology
alignment face the problem of semantic integration. Section 4 introduces the concep-
tual modeling language OntoUML and some design patterns derived from the onto-
logical foundations of this language and discusses how the use of OntoUML improves
the alignment process. Section 5 reviews related works, followed by the conclusions
in the Section 6.

2 Foundational Ontologies

An ontology is an explicit specification of a conceptualization [7]. Once represented
as a concrete artifact, an ontology corresponds to the conceptual model of a domain of
discourse, and supports communication, learning and analysis about relevant aspects
of the underlying domain [8].

Four kinds of ontologies are distinguished according to their level of generality [6],
as depicted in Figure 1.

top-level ontology

‘ domain ontology ‘ ‘ task ontology

application ontology

Fig. 1. Types of ontologies (Source: [6], p.7)

Top-level ontologies (also called upper-level ontologies or foundational ontolo-
gies) describe very general concepts which are independent of a particular problem or
domain. Domain ontologies and task ontologies describe, respectively, the vocabulary



174 N.F. Padilha, F. Baido, and K. Revoredo

related to a generic domain (independent of the activity being carried out) or a generic
task or activity (independent of the domain on which it is applied). Application ontol-
ogies describe concepts depending both on a particular domain and task, which are
often specializations of both the related ontologies. Foundational ontologies provide
rigorous formal semantics for the high-level categories they describe and serve as a
conceptual basis for domain ontologies [6].

For data integration purposes, the use of ontologies aims at ensuring semantic inte-
roperability between data sources. This occurs because the semantics of data provided
by data sources can be made explicit with respect to an ontology a particular user
group commits to. Based on this shared understanding, the risk of semantic misinter-
pretations or false-agreements is reduced [13]. A typical strategy for semantic data
integration is to apply ontology alignment techniques, as explained in the following
section. The generality of the ontology alignment depends on the level of the ontology
being considered.

3 Semantic Integration and Ontology Alignment

Ontology alignment is the process of finding corresponding entities (concept, relation,
or instance) with related meaning (e.g. equality, subsumption) in two different ontol-
ogies. Aligning ontologies is a necessary condition to support semantic interoperabili-
ty between systems, identifying relationships between individual elements of multiple
ontologies [9].

The techniques used in the process of ontology alignment can be classified accord-
ing to the granularity of the analysis (element-level or structure level) and according
to the type of input (terminological, structural, extensional or semantic) [10].

Ontology alignment techniques that have an element-level analysis granularity and
address semantic input may be based on foundational ontologies. These ontologies
can be used as external sources of common knowledge and a key characteristic is that
they are logic-based systems, and therefore, require semantic-based alignment tech-
niques [10].

The development and improvement of techniques and tools for ontology alignment
have been encouraged in recent years [11]. A variety of techniques are usually com-
bined to calculate the degree of similarity between entities. However, in addition to
the benefits for building conceptual models of a domain, foundational ontologies are
still insufficiently explored in the ontology alignment literature.

Explicit and precise semantics of models are essential for reaching semantically
correct and meaningful integration results. In data integration, the type of semantics
considered is generally real-world semantics, which is concerned with the “mapping
of objects in the model or computational world onto the real world, or the issues that
involve human interpretation, or meaning and use of data or information” [3]. In [8],
this requirement is called ontological adequacy, a measure of how close the models
produced using a modeling language are to the situations in reality they are supposed
to represent.
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In the next section, we discuss how the use of OntoUML improves the ontological
adequacy (and thus the alignment process) by resolving semantic ambiguity concern-
ing data by explicit metadata.

By identifying the meta-categories from which the concepts are derived, it is poss-
ible to establish their nature, making the distinctions between an object and a process,
types of things from their roles, among others, explicit. This distinction may help
prevent incorrect associations in the alignment process, restricting the indication of
equivalent terms to those derived from the same meta-category, i.e. those having the
same conceptual nature [4].

4 Ontology Alignment through Foundational Ontologies

In this section we will discuss how the use of OntoUML improves the ontological
adequacy and thus the alignment process by resolving semantic ambiguity concerning
data by explicit metadata, which will be considered to identify and/or discard poten-
tial alignments.

41 OntoUML

OntoUML is a conceptual modeling language designed to comply with the ontologi-
cal distinctions and axiomatic theories put forth by the Unified Foundational Ontolo-
gy (UFO) that results from a re-design process of the Unified Modeling Language
(UML).

UFO is a foundational ontology that has been developed based on a number of
theories from Formal Ontology, Philosophical Logics, Philosophy of Language, Lin-
guistics and Cognitive Psychology [8]. It is composed by three main parts. UFO-A is
an ontology of endurants (objects). UFO-B is an ontology of perdurants (events,
processes). UFO-C is an ontology of social entities (both endurants and perdurants)
built on the top of UFO-A and UFO-B.

A fundamental distinction in UFO is between particulars and universals. Particu-
lars are entities that exist in reality possessing a unique identity, while universals are
patterns of features, which can be realized in a number of different particulars. Class
diagrams are intended to represent the static structure of a domain and should always
be interpreted as representing endurant universals. A UML profile proposed in [8] is a
finer-grained distinction between different types of classes to represent each of the
leaf ontological categories specializing substantial universal types of UFO-A, as de-
picted in Figure 2.

Substantials are entities that persist in time while keeping their identity (as opposed
to events such as a business process or a birthday party). Constructs that represent Sortal
Universals can provide a principle of identity and individuation for its instances. Mixin
Universal is an abstract metaclass that represents the general properties of all mixins,
i.e., non-sortals (or dispersive universals). Phase represents a sortal instantiated in a
specific world or time period, but not necessarily in all of them (such as a child,
adolescent and adult phases of a Person). Role represents a sortal that may or may not be
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instantiated but, once it is, this depends on its participation in an event or in a specific
relation. A role defines something which may be assumed in a world, but not necessari-
ly in all possible worlds (such as a student or professor role played by a Person). Due to
space restrictions, we will not define all other OntoUML categories.

i
Substantial Universal
i

{disjoing

MixinUniversa

SortalUniversal

{dizjoinf {dizjoint, completa}

| RigidSortal ||ArrliRigidSurlaI| RigidMixin ||NunRigi|:lMi>dn|
AN
{dizjoint, complete}
Idisjoint, complete} Idisjoint, complete}
AntiRigicdMixin
| Kind || SubKind | | Phase | | Role | | Categony | \ Rnldlnixin| | Misin |

Fig. 2. Ontological Distinctions in a Typology of Substantial Universals (Source: [8], p. 106)

In the next section we will detail some meta-properties of the Phase and Role con-
structs and present some design patterns derived from these meta-properties. In sec-
tion 4.3 we illustrate how OntoUML improves the ontology alignment considering
these two constructs.

4.2  Design Patterns

In this section we introduce two design patterns derived from the ontological founda-
tions of OntoUML: The Role Design Pattern and The Phase Design Pattern [2, 8].

We start by making a basic distinction between categories considering the Rigidity
meta-property. A rigid universal is one that applies to its instances necessarily, i.e., in
every possible world. A type T is rigid iff for every instance x of that type, x is neces-
sarily an instance of that type. In contrast, a type T’ is anti-rigid iff for every instance
y of T’, there is always a possible world in which y is not an instance of T’. An exam-
ple of this distinction can be found by contrasting the rigid type Person with the anti-
rigid type Customer. A postulate derived from this meta-property says that a class
representing a rigid universal cannot specialize (restrict) a class representing an anti-
rigid one. Additionally, every individual in a conceptual model of the domain must be
an instance of one (and only one) rigid sortal.

Roles and phases are anti-rigid sortal types. The instances can move in and out of
the extension of these types without any effect on their identity. However, while in
the case of phase these changes occur due to a change in the intrinsic properties of
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these instances, in the cases of role they occur due to a change in their relational prop-
erties. A constraint of the anti-rigid sortal says that for every role or phase x there is a
unique kind k such that k is a supertype of x.

Role Design Patterns. A Role possesses a meta-property (absent in Phase) named
Relational Dependence. As a consequence, a OntoUML class stereotyped as «role»
must always have as supertype a kind and be connected to an association representing
this relational dependence condition, as depicted in Figure 3.

wrolenX

Fig. 3. The Role Design Pattern (Source: [2], p. 4)

min..max

A recurrent problematic case in the literature of role modeling is termed the prob-
lem of role with multiple disjoint allowed types [8]. In the model of Figure 4(a), the
role Customer is defined as a supertype of Person and Organization. This modeling
choice violates the postulate derived from the Rigidity meta-property discussed above
and produces an ontologically incorrect conceptual model.

Fig. 4. Problems with modeling roles with multiple allowed types (Source: [8], p. 281)

Firstly, not all persons are customers, i.e., it is not the case that the extension of
Person is necessarily included in the extension of Customer. Moreover, an instance of
Person is not necessarily a Customer. Both arguments are equally valid for Organiza-
tion. In the model of Figure 4(b), instead, the Customer is defined as a subtype of
Organization and Person. However, more than one rigid sortal (in this example
represented by the classes Organization and Person) could not apply to the same indi-
vidual, what leads to a design pattern depicted in Figure 5.

ixil B wralebbding
A F Cusfonter
1.x
«kind» «kind» akinds
D E Person

«ole» «role» arolen
B [ Private Custamer

i ind
Social Being

wrolew

CorporateCustomer

Fig. 5. The Role Modeling with Disjoint Admissible Types Design Pattern (Source: [8], p. 282)
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In Figure 5, the application of the design pattern is illustrated by an instantiated
model of the domain discussed above. The abstract class A is the role mixin that cov-
ers different role types (e.g. Customer). Classes B and C are the disjoint subclasses of
A, representing the sortal roles that carry the principles of identity that govern the
individuals that fall in their extension (e.g. PrivateCustomer and CorporateCustomer).
Classes D and E are the kinds that supply the principles of identity carried by B and
C, respectively (e.g. Person and Organization). The association R and the class F
represents the relational dependence condition (which is not represented in the instan-
tiated model but could be a purchase association with an enterprise).

Phase Design Pattern. A phase represents the phased-sortals phase, i.e. anti-rigid and
relationally independent universals defined as part of a partition of a sortal. As de-
picted in Figure 6, the parts are disjoint (mutually exclusive) and complete. One ex-
ample is the kind Person, restricted by a phase-partition (Child, Adolescent, Adult)

)

{disjcint,complete}

‘ «phase»X | - |«phase»Pn|

Fig. 6. The Phase Design Pattern (Source: [2], p. 4)

4.3 OntoUML Improving the Ontology Alignment

The Role Design Pattern induces the modeler to make explicit design features that
would be implicit in a UML model. By stereotyping a class as a <<role>>, the mod-
eler brings additional information intrinsic to this construct and is oriented to make
both its kind supertype and its relational dependence condition explicit in the model.

Therefore, to ensure that the alignment between roles in two different ontologies is
semantically correct, it is necessary to observe if the principle of identity (explicited
by their kind superclasses) and their relational dependency are similar.

Consider an enterprise that has two subsidiaries, which operate independently from
one another. In one subsidiary, customers may be private or corporate and in the othe-
ronly private. A simplified model of this reality is represented in Figure 7, where
dotted lines are possible concept alignments that are further investigated as follows.

<<roleMixin>> <<kind>>

Customer | .. Person
<<kind>> <<kind>> ﬁl
Person < <<role>>

Organization

Zﬁ Zr B "1 Customer
<<role>> <<role>>
Corporate Private .
Customer Customer

Fig. 7. Investigating the alignment of <<role>> classes
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In this example, although there is a Customer concept in each ontology (which
would probably be aligned using manual analysis or lexical-based techniques), the
<<roleMixin>> stereotype applied to the Customer concept in the left ontology makes
it explicit that it is not semantically equivalent (and therefore should not be aligned)
to the class Customer in the right ontology, which is stereotyped as a <<role>>. Con-
sider a decision-making scenario in which a manager requests an employee to gather
data comparing the sales performance of both subsidiaries of the organization, so as to
decide where to allocate marketing investments focusing on private customers. By
taking foundational semantics and the role design pattern into account, the employee
concludes that both Customer classes cannot be aligned to each other, and proceeds
by searching for the <<kind>> concept that is the most specific superclass of the
<<role>> concept in the left ontology (that is, Person). The employee then identifies
the <<role>> subclass PrivateCustomer and considers it as being equivalent to the
<<role>> Customer in the right ontology (even though their names do not match).
Considering the Role Design Patterns presented in the previous section, <<role>> and
<<roleMixin>> classes should be connected to an association representing their
relational dependence condition. In this example, this is not explicit to simplify the
analysis. However, this is an additional aspect to be observed when analyzing the
alignment alternatives.

The Phase Design Pattern induces the modeler to make all parts of a phase partition
explicit. Phases are relationally independent universals; moreover, any change in and
out of the extension of these types occurs due to a change in the intrinsic properties of
these instances. Because of these meta-properties, we state that if two kinds are
aligned and both have phases that refer to the same intrinsic property, then the phases
should be aligned with each other. Similarly, if we have a case in which the phases
refer to the same intrinsic property but the alignment between them is incomplete,
then the alignment between the kinds is incorrect.

In the example of Figure 8, the right ontology explicit that an embryo is already
considered a Person while in the left ontology a person is considered a creature that
can be in a phase of embryo or person. This semantic difference must be considered
in the alignment process.

<<kind>>
Creature

T

<<phase>>
Embryo

| <<phase>> D o <<kind>>
Person Person

| <<phase>> || <<phase>> <<phase>> <<phase>>

Embryo | Child Adolescent Adult

Fig. 8. Investigating the alignment of <<phase>> classes

Although there is a Person concept in each ontology, the stereotype <<phase>> ap-
plied to the Person concept in the left ontology makes it explicit that it is not semanti-
cally equivalent to the class Person in the right ontology, which is stereotyped as a
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<<kind>>. By taking foundational semantics and the phase design pattern into ac-
count, the next step is to search for the <<kind>> concept that is the most specific
superclass of the <<phase>> concept in the left ontology (that is, Creature). If the
Child, Adolescent and Adult phases in the right ontology are comprehended in the
Person phase of the left ontology, then it is possible to further recommend the align-
ments: Creature to Person, Embryo to Embryo and Person to (Child + Adolescent +
Adult).

5 Related Work

One main point that has guided the development of the approach presented in [4] is
the use of foundational ontologies. To establish the relationship among foundational
ontologies and domain ontologies, for each first-level concept at the domain ontology,
a foundational concept was associated. Thus, the result is a unique integrated ontolo-
gy, composed by the domain ontology and some of the meta-categories of a founda-
tional ontology. This information was relevant for the taxonomic similarity measure,
as it becomes possible to compare upper-level concepts in the hierarchy when a can-
didate pair of concepts is under analysis.

The approach presented in this paper, in turn, proposes the direct use of meta-
properties of the constructs, with the determination of indicative and restrictive rules
to be applied during concept alignment.

Other works address foundational ontologies in the context of ontology alignment
but they are more directly related to the use of reference ontologies to support the
alignment of other ontologies on the same domain. In [12] the techniques applied to
associate the classes of the domain ontologies to the classes of the foundational ontol-
ogies are typically used to associate concepts of domain ontologies. A higher preci-
sion was obtained with foundational ontologies that include many domain-specific
concepts in addition to the upper-level ones. In [5] the hypothesis is that a domain
reference ontology that considers the ontological distinctions of OntoUML can be
employed to achieve semantic integration between data standards. The hypothesis is
tested by means of an experiment that uses an electrocardiogram (ECG) ontology and
conceptual models of the ECG standards. The authors advocate that such a principled
ontological approach is of value for the semantic integration reported in the work.

6 Conclusion and Future Work

Information integration is still a challenge, especially when considering semantic
issues. The process of ontology alignment is a condition to support semantic interope-
rability between systems, identifying relationships between individual elements of
multiple ontologies. Explicit and precise semantics of models are essential for seman-
tically correct and meaningful integration results and thus a main issue for the deci-
sion making process based on integrated data.

In this paper we discussed how the use of OntoUML improves the ontological ade-
quacy of an ontology and thus the alignment process by resolving semantic ambiguity
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concerning data by explicit metadata, considered to identify and/or discard potential
alignments, improving the precision of the result.

The examples discussed above demonstrated how the stereotype of the OntoUML
classes indicated incorrect associations in the alignment process (which would proba-
bly be aligned using manual analysis or lexical-based techniques) and how the meta-
properties of the constructs lead to the correct alignments.

Future work includes formalization of indicative and restrictive rules based on the
meta-properties of a larger set of constructs of OntoUML to be applied during the
alignment process. Moreover, the automatization of the proposal and its application in
real scenarios will also be considered.
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The use of intentional concepts, the notion of “goal” in particular, has been
prominent in recent approaches to requirements engineering, producing a body
of work focusing on Goal-Oriented Requirements Engineering (GORE). RIGIM
(Requirements, Intentions, and Goals in Conceptual Modeling) aims to provide a
forum for discussing the interplay between requirements engineering and concep-
tual modeling, and in particular, to investigate how goal- and intention-driven
approaches help in conceptualising purposeful systems. What are the upcoming
modelling challenges and issues in GORE? What are the unresolved open ques-
tions? What lessons are there to be learnt from industrial experiences? What em-
pirical data are there to support the cost-benefit analysis when adopting GORE
methods? Are there applications domains or types of project settings for which
goals and intentional approaches are particularly suitable or not suitable? What
degree of formalization, automation or interactivity is feasible and appropriate
for what types of participants during requirements engineering?

This year, RIGIM includes a keynote on requirements for adaptive systems.
All papers were reviewed and evaluated by three reviewers from the program
committee. Papers with strongly conflicting reviews received a round of online
discussion. Of the eight papers submitted, three were accepted for inclusion in
the proceedings and for presentation at the workshop, resulting in an acceptance
rate of 38%.

Workshop Programme
Keynote: Requirements in the Land of Adaptive Systems
Speaker: John Mylopoulos, University of Trento

Abstract

Adaptive systems of any sort (software, hardware, biological or social) consist
of a base system that carries out activities to fulfill some requirements R, and
a feedback loop that monitors the performance of the system relative to R and
takes corrective action if necessary. We adopt this view of adaptivity for software-
intensive systems and sketch a framework for designing adaptive systems which
starts with requirements models, extends them to introduce control-theoretic
concepts, and uses them at run-time to control the behaviour of the base system.
We also present preliminary results on the design of adaptive systems-of-systems
where the main problem is how to maintain alignment between a collection of
independently evolving systems so that they continue to fulfill a set of global
requirements.
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Where Did the Requirements Come from?
A Retrospective Case Study

Itzel Morales-Ramirez, Matthieu Vergne, Mirko Morandini,
Luca Sabatucci, Anna Perini, and Angelo Susi

Center for Information and Communication Technology, FBK-ICT
Via Sommarive, 18, 38123 Trento (I)
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Abstract. Understanding complex organisations in terms of their stakeholders’
goals, intentions and resources, is a necessary condition for the design of present
day socio-technical systems. Goal-oriented approaches in requirements
engineering provide concepts and techniques to support this analysis. A variety of
goal-oriented modelling methods are available, together with guidelines for their
application, as well as real case studies success stories.

Our long term research objective is to derive useful suggestions for practition-
ers about which information sources are more promising for performing effective
goal-oriented analysis and requirements elicitation of a complex domain, as well
as about possible limits and pitfalls. As a first step towards this objective we per-
form a retrospective case study analysis of a project in the domain of ambient
assisted-living residences for people affected by Alzheimer’s.

In this paper we describe the design of this study, present an analysis of the
collected data, and discuss them against the proposed research questions, towards
investigating the effectiveness of information sources for goal modelling and re-
quirements elicitation in complex domains.

Keywords: Requirements Engineering, Requirements Elicitation Techniques,
Goal-Oriented Modelling.

1 Introduction

Software systems for complex organisations are conceived as socio-technical systems
(STSs), systems in which human and technological aspects are strongly interrelated.
Eliciting the requirements for such systems builds upon a deep understanding of the
involved human organisations in terms of the stakeholders’ goals, intentions and re-
sources, and of the role of technology towards enabling the achievement and mainte-
nance of those goals.

Goal-oriented (GO) approaches in requirements engineering provide concepts and
techniques to model social dependencies and to perform goal analysis, thus adopting
a GO approach seems to be a natural choice. Experiences collected in complex real
projects give evidence that different elicitation techniques need to be combined in order
to better exploit the different sources of domain information and to model the various
types of knowledge that characterise an STS domain.

S. Castano et al.(Eds.): ER Workshops 2012, LNCS 7518, pp. 185 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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The problem we face when starting a new project for developing an STS is how to
identify useful domain knowledge sources and how to select the appropriate techniques
for capturing knowledge and building an effective GO model for the intended STS.
This relates to the requirements elicitation problem, which is largely addressed by the
Requirements Engineering research community [[9/4/816]].

The long term objective of our research is to derive useful suggestions for practi-
tioners about which information sources, among stakeholder interviews, domain docu-
ments, observations, etc., are more promising for performing an effective GO analysis
of a complex domain, as well as about possible limits and pitfalls.

As a first step towards this objective we revisit our experience in applying GO
approaches in real projects. Specifically, we investigate whether it is possible to de-
rive empirical data about which information sources supported activities of modelling
actors, goals, tasks, resources, and strategic dependencies and which knowledge elici-
tation strategy guided domain analysis and requirements collection, performing a ret-
rospective analysis [10] of the ACube (Ambient Aware Assistance) projecﬂ. The ACube
project application domain concerns an assisted-living residence called Social
Residence for elderly people suffering Alzheimer’s disease, who need continuous but
unobtrusive monitoring of a variety of health-related issues. Worth mentioning is the
heterogeneity of the stakeholders of social residences, including patients and their rela-
tives, social workers, managers of the sanitary structure and nurses.

In our study, we perform a retrospective analysis of the project documentation, in-
cluding the elicitation techniques, the trace links between requirements and goals, and
the elicited set of requirements. This analysis is guided by three research questions.
Moreover, two authors of this paper, who were acting as project analysts, were avail-
able for clarifying findings to the authors performing this project review.

The paper is organised as follows. In Section 2] we give an overview of the ACube
project and of the requirements elicitation process that was adopted. In Section [3] we
sketch the design of the proposed empirical analysis and the possible measures, to in-
vestigate on the use of the different information sources in GO modelling of a complex
domain. First findings, extracted from the available documentation, are presented and
discussed in Section [l Related work is presented in Section[3] while Section [6] draws
the conclusions and points out future work directions.

2 The ACube project

The ACube project aimed at developing an advanced, generic monitoring infrastructure
for Assisted-Living, able to monitor in a uniform, adaptive, and high quality manner
the patients of a social residence, the environment and its operators, and the ongoing
activities, thus realising a highly developed smart environment as a support to medical
and assistance staff.

The solution developed in the project exploits low energy consumption wireless net-
works of sensors and actuators. The resulting system, sketched in Figure [I] is based
on: a set of sensors and actuators, which are distributed in the environment — e.g.

! The project was funded by the Autonomous Province of Trento in Italy (2008-2011). Detailed
information about the ACube project can be found at http://acube.fbk.eu/.
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Fig. 1. A vision of the ACube system

microphones, cameras and alarms — or embedded in patients’ clothes — e.g. biolog-
ical sensors for ECG (see label (a) in Figure [T)), and algorithms devoted to the higher
level functions to assess monitored data and discover critical situations (see label (b) in
Figure [I), which trigger configured actuators (d) or alarms calling for human operator
intervention (e). All events are recorded for later debriefing by human operators. The
communication infrastructure is designed for a high degree of configurability allowing
to add new sensors to the system or to dynamically switch on and off sensors and ac-
tuators to save energy. This technology should allow an unobtrusive monitoring of the
social residence guests.

2.1 Requirements Elicitation Artefacts and Process

In ACube an activity of paramount importance was the analysis of the requirements of
the system, with the need of managing the trade-off between cost containment and im-
provement of quality of services in a specialised centre for people with severe motor or
cognitive impairments, such as a social residence for elderly people. The project con-
sortium had a multidisciplinary nature, involving software engineers, sociologists and
analysts. Moreover, social residence professionals representing end users were directly
engaged in design activities.

The joint use of both approaches User Centred Design and Goal Oriented Re-
quirements Engineering [5] allowed us to manage the multidisciplinary knowledge be-
tween stakeholders by balancing their needs and technical constraints, and in parallel by
ensuring the validity, completeness and traceability of requirements. The requirements
analysis phase of the project had a strict deadline of six month due to the schedule of
the project, after which the technological team received the requirements in order to
start the development.

The major sources of information in the project were the interviews with the domain
stakeholders (in particular operators, doctors and managers), brainstorming sessions and
domain document, such as the Carta dei Servizi, which describes the services the social
residence is committed to give to the patients and to their families (such as reports on the
condition of the patient) and the major activities to be performed to set up these services.

The major results of the elicitation and analysis phase were the definition of four
different macro-services that the ACube system might provide: (i) “localisation and
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tracking of the patients and operators in the residence”, (ii) “identification of the be-
haviour of the patients”, (iii) “coordination of caregivers activity with a (semi) auto-
matic report system” and (iv) “therapy management and administering”.

Out of these scenarios and of the Tropos requirements diagrams a set of functional
and non-functional requirements was generated. A first validation session was held with
27 researchers. A second validation session was organised with some of the stakehold-
ers, including 3 managers and 8 operators of nursing homes previously involved in the
early exploration phase. The goal of these sessions was the assessment of the validity,
acceptability and feasibility of the requirements.

Most of the techniques and information sources used during the project, for elicit-
ing, collecting and modelling data, belong to user centred design approach as well as
goal oriented technique. In particular, we performed an analysis of the existing docu-
mentation, conducted interviews with domain stakeholders, led brainstorming to have
feedback on the analysis of the domain and on the envisaged solutions, and modelled the
domain via goal-oriented requirements engineering technique, by adopting the Tropos
methodology [5].

The process followed in ACube, sketched in Figure 2] involves three roles — Users,
Analysts, and Technologists — and can be divided into five main phases [7].

Analysis of the domain. Here a first activity of analysis of the existing documentation was
performed, in particular of the domain document (see label “1” in Figure[2). Moreover,
unstructured and structured interviews (also via questionnaires) with managers, doctors
and caregivers were performed. In particular three representative sites (of different sizes)
were selected for the research, resulting in 4 interviews with managers and 8 interviews
with caregivers. The objective was to gather data directly from the context, to keep the
richness of the data and avoid abstraction at the requirements level of the analysis, and
to make analysts and stakeholders collaborate in understanding the domain.
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Data interpretation and modelling. The data interpretation and modelling performed
by the analysts, via goal oriented techniques, is the step in which data coming from
the domain is shared across the team and becomes knowledge (label “2” in Figure [2).
In our process, data interpretation was concurrently carried out in a twofold way: (i)
domain context analysis, and (ii) early requirements phase of Tropos to model retrieved
information and to state hypotheses about the existence of entities (mainly goals and
actors). Here the Tropos early requirements phase was executed in four iterations char-
acterised by an increasing precision of the model and the reduction of open points that
were clarified by using other techniques. The previous versions of the Tropos model
were a source of information for the analysts to refine the subsequent versions.

Specification of user (activity) and technological scenarios. To obtain feedback from
users and technologists, user scenarios were also used to envisage the technological
scenarios (label “37).

Feedback via brainstorming sessions from both stakeholders of the domain and re-
searchers. This activity allowed to confirm the validity of the retrieved models via feed-
back, from the domain stakeholders and researchers, and new iterations of contextual
inquiry and questionnaires (label “47).

Retrieve system requirements and technical requirements. The model and list of re-
quirements were released together with the final version of the Early and Late Require-
ments Tropos model (label “5” in Figure [2)).

In the following we focus on the part of the process on the left in Figure[2] involving
the interaction of users and analysts for the specification of system requirements.

3 Empirical Study Design

We perform a retrospective analysis of the ACube project by evaluating the available
documentation along the following three questions:

— RQI1. Which information sources, among stakeholder interviews and domain docu-
ments, are relevant for the different types of knowledge captured in
early-requirements goal models?

— RQ2. How did the different information sources contribute to model elements in
different abstraction levels of a GO model?

— RQ3. In which way did goal models and information sources contribute to the elic-
itation of system requirements?

Measures. To investigate the first research question we use a quantitative analysis of
a set of project’s requirements artefacts, complemented by clarifications on specific
aspects, which are asked directly to two project analysts. The quantitative analysis is
carried out on the output of the ACube early requirements model delivered as tables
with lists of entities, which were validated by domain stakeholders, and on the trace
links from goal model elements to information sources, which were recorded during
requirements analysis. We try to understand the major information sources for the elici-
tation of these elements, among the eight recorded interviews with domain stakeholders
(2 managers, 1 nurse, 3 social workers, and 2 specialised collaborators), the available



190 I. Morales-Ramirez et al.

domain document, here the Carta dei Servizi of the social residence, and a preliminary
version of an early requirements model. Moreover, the goal analysis itself, performed
iteratively by organising goals and putting them in context, is an important source for
new goal model elements. By analysing the trace links between goal model elements
and the information sources, we count how many goals can be traced back to one or
more among the above 10 information sources. We repeat this counting for actors,
tasks, and resources. When no trace links are found, the original analysts are asked
for clarifications.

The second research question is approached by trying to rebuild the early require-
ments goal model, with its hierarchies and dependencies, from the available goals and
actors lists. Associating this goal model with the information sources and analysing
the positions of the goals which emerged during the iterative construction of the goal
model (source Tropos ER model in Table[T)), detailed conclusions can be drawn on the
goal-oriented elicitation process.

To analyse the third question we consider the early-requirements goal model, which
has been validated by domain stakeholders, and the list of 78 requirements (of which 57
are functional) as the output of the ACube requirements elicitation process@ illustrated
in Figure[2l For each requirement we check the recorded links to goals in the validated
early requirements model and transitively obtain the underlying information source. An
analysis of the distribution of sources, actors, goals and plans is then made, to draw
conclusions on the elicitation process. If there are no recorded links, we consider the
following cases: i) check if the requirement refers to a task in the model, whose trace
link was not recorded because an explicit means-end relationship between the task and
a goal in the model was missing, or ii) enquire the analysts about possible mistakes.

4 Data and Analysis

We follow the analysis of the available ACube documents as described in the Section 3]
and document the results.

The number of Tropos actors, tasks, resources and goals retrieved from the various
information sources: from domain document (Carta dei Servizi), from interviews, and
during the Tropos Early Requirements analysis, are reported in Table[Il The total num-
ber of entities, and the number of model entities that have more than one source, are
also recorded. In general, in the analysed social residence domain, interviews produced
the major part of elements in the early-requirements goal model.

Looking deeper at the results, we notice however that, for the activities to be per-
formed, the domain document was the major source of information. This finding can be
explained considering the fact that the activities represent services that are offered by
the actors of the residence to the patients and to the external actors (such as families and
control authorities), which are prescribed at the organisational and governmental level
and that are mainly reported in the Carta dei Servizi. The remaining activities, extracted
via interviews, are mainly internal and are necessary to provide the services described
in the documents.

% Notice that for this study we are not considering the technological requirements, which are
also part of the output of ACube.
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Table 1. Contribution of information sources for modelling the Tropos elements

Information source Goal model elements actors activities resources goals sum
Domain Document Carta dei Servizi 5 24 3 3 35
Interviews 18 15 18 10 61
Tropos Early Requirements Model 0 0 0 12 12
Total number of elements used in the Tropos model 20 27 19 24 90
Elements found using more than one source 3 12 2 1 18

Regarding the actors, only few of them are extracted from the domain document, since
a social residence has the freedom to establish by itself several roles in the organisation,
and only few roles are fixed at governmental or institutional level. Looking at the single
interviews, most actors are added in the first two (held with the coordinators of the struc-
ture), which seems reasonable, since these stakeholders know the organisational structure
at best. In contrast, most interview partners mentioned resources needed for their work,
thus they were added to the domain model quite uniform throughout the interviews.

Concerning the goals, they were retrieved from various sources, in particular from
the interviews with the coordinators. However, also a specialised worker, the physio-
therapist, gave rise to nearly 15% of the goals, while the social workers did not directly
help to reveal new goals. Twelve goals were retrieved indirectly, during the goal anal-
ysis phase (i.e. in the Tropos Early Requirements Model). With the following analysis
we are able to specify their source more precisely.

For answering to the second research question, we rebuilt the early requirements
goal model, collecting the textual information available and the recorded goal depen-
dencies, and annotating the artefacts with their original information source. Both the
high-level goals and the leaf tasks (activities) are discovered already through interviews
and domain document. Out of the 12 goals which emerged only during the analysis, 7
were internal goals added to create links between tasks and high-level goals, and the
5 remaining goals were introduced bottom-up, as motivation for an activity. The mix
of top-down and bottom-up elicitation confirms the method proposed by Giorgini et
al. [5], in contrast to previous guidelines.

From this analysis we can also state that the various layers of the goal model have
been built exploiting the sources of information as reported in Figure 3t while the top
and bottom layers of the model have their source mainly in domain document and inter-
views, the internal parts are often tacit knowledge [8]], which seems either too “obvious”
or too “abstract” to the stakeholders, and has thus often to be discovered by the analyst
during goal modelling.

For answering to the third question we analysed the requirements document provided
as output of the ACube project, which defines specific goals as the motivation for re-
quirements. Joining information sources, requirements and the goal models obtained in
the precedent analysis, we obtain an overview over the sources involved in the elicita-
tion of requirements and the distribution of the various artefacts, which leads to various
observations. Table D] shows that 40% of the requirements were motivated by only 2
of the 28 goals. Also, all the requirements are associated to goals of only two actors,
the responsible and the social operator. This can be explained by the specific aim of
the project, which was devoted to support the social operators in their daily work. We
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Fig. 3. Excerpt of a Tropos diagram representing a nursing home, with an explanation of the
various goal model elements and the associated major sources of information in ACube.

omitted the non-functional requirements, since, for most of them, no motivating goals
were defined.

Looking at the transitive relationship between sources, goals and requirements re-
veals that most requirements (except the ones motivated by goals elicited during the
analysis) arose from the interviews with the responsible and the physiotherapist.

However, these findings have to be critically examined: the goals attributed to some
interview were often very general, such as “act promptly in critical situations”. In a
second step, they can lead to various requirements which have few in common with
the situation described in the original interview. This effect of goal modelling can be
observed mainly due to the very condensed description of goals in a goal model and
the missing (graphical) link to the information sources. Thus, these goals will be per-
ceived by the analyst from a more abstract, high level viewpoint, and decomposed and

Table 2. Goals with the relative actors and sources, together with the number of requirements in
which they are cited as motivation (only goals with a number of requirements > 1 are shown).

Goal Actor Source # of functional req.
GO1 (provide nursing care) A10 (social operator) Interv. to coordinator 5
GO7 (guarantee safety) A10 (social operator) Interv. to coordinator 13
GO09 (optimise resources) A03 (responsible) Interv. to responsible 1
G10 (intervene promptly) A10 (social operator) Interv. to physiother. 11
G14 (improve the quality of service) AO03 (responsible) ~ Early Req. analysis 2
G15 (guarantee continuity of the service) AO03 (responsible) ~ Early Req. analysis 1
G16 (promote teamwork) AO3 (responsible)  Early Req. analysis 7
G17 (promote service personalisation) A03 (responsible) Early Req. analysis 6
G21 (manage emergency situations) A07 (medical doctor) Early Req. analysis 2
G22 (provide clinical surgery) AO07 (medical doctor) Early Req. analysis 4
G23 (guarantee continuity of clinical surgery) AlS5 (relatives) Carta dei Servizi 2
G27 (manage clinical emergency) A04 (guest) Early Req. analysis 3

w
~

Total
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operationalised accordingly. Moreover, the reliability of the available trace links was
not verified and could thus be a serious threat to validity for the whole analysis.

Three out of the 78 identified requirements did not have any direct link to goals or
information sources. A deeper analysis revealed that two of them apparently miss a link
to the goals G10 and GO1, while one requirement arises directly from the daily tasks
performed by the caregivers.

5 Related Work

Research studies in requirements elicitation, and in particular on approaches based on
GO modelling, are relevant for our work. First, the comprehensive survey review on
empirical research in requirements elicitation by Dieste et al. [4], which derives some
conclusions on relative usefulness of different elicitation techniques (e.g. structured
interviews gather more information than unstructured interviews; unstructured inter-
views gather more information than sorting and ranking techniques; and interviewing is
cited as the most popular requirements elicitation method). Second, some works define
frameworks for the selection of requirements elicitation techniques, within a specific
application domain, which propose supporting guidelines for practitioners, as for ex-
ample [8]] and [[11]. In addition, [6] defines a general model for an iterative require-
ments elicitation process, in which the selection of a specific requirements elicitation
technique is driven by problem, solution, domain characteristics and the actual require-
ments set to be consolidated. In fact, for our long term objective we assume as a working
hypothesis that the general model proposed by Hickey et al. [6] can be used in practice.
This model uses domain characteristics and actual requirements for the selection pro-
cess, so that we need to find out a way to characterise types of knowledge from them.
This is motivating the retrospective analysis described in this paper, since it turns out
that the elicitation process adopted in ACube can be seen as an instantiation of [6]]’s
unified model, in which the ACube early requirements goal model can represent the
actual requirements.

For the specific elicitation techniques exploited in ACube, GO approaches applied in
real projects in the health care domain such as [2] and, for STS, [1], are worth mention-
ing, confirming the usefulness of GO modelling to understand such complex domains
and to elicit the requirements for STSs in these domains.

6 Discussion and Conclusion

In this paper we described a retrospective analysis of a project aiming at the devel-
opment of an STS for a social residence for people suffering from Alzheimer’s. Find-
ings from a quantitative and qualitative analysis of the available documentation were
reported. First, the information sources of the elements in Tropos early requirements
model were presented. Among these information sources the domain document and
interviews prevailed as the main sources for discovering elements for an early require-
ments model. Second, concerning the type of knowledge and the corresponding level
of abstraction of model elements, knowledge about elements with lower abstraction,
namely tasks, were captured mostly from domain documents, while actors and root
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level goals where mainly derived from domain stakeholder interviews. Moreover, an
important number of goals was discovered only during goal modelling, connecting the
different abstraction levels and finding the reasons for activities performed. This reveals
that a mixed top-down and bottom-up elicitation strategy (as described by Giorgini et
al. [5]]) was adopted to perform modelling. The analysis shows again that a good docu-
mentation is important for keeping a clear understanding of the source of requirements
and of the process that was followed by the analysts. Further investigations will be nec-
essary to find missing trace links between the requirements artefacts (e.g., exploiting
IR techniques). Moreover, the analysis will be extended to the whole requirements set,
including technology-driven and non-functional requirements.
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Abstract. Norms such as laws and regulations are an additional source of re-
quirements as they cause domain actors to modify their goals to reach compli-
ance. However, norms can not be modeled directly as goals because of both an
ontological difference, and an abstraction gap that causes the need to explore a po-
tentially large space of alternatives. This paper presents the problem of deriving
goals from norms and illustrates the open research challenges.

1 Introduction

The requirements elicitation problem is traditionally represented through Zave&Jackson
theory S, D = R [1l], in which stakeholder requirements are bound to their specifica-
tion under the proper domain assumptions. The notion of goal has been widely used to
provide a conceptual representation of stakeholder requirements, and to refine them into
an operationalization able to translate their intentions into a requirements specification
for the system-to-be [2]. This way goals successfully capture the necessary alignment
of the specification to stakeholder initial requirements. In recent years, the problem of
aligning goals to relevant norms — such as laws and regulations — has grown in im-
portance, complexity, and impact, while business transactions and social activities are
increasingly conducted in a global setting. The challenge offered by this context is due
to the fact that the nature of norms does not allow to treat them as traditionally done
for goals.

For example, a top-level goal such as “communicate with friends” may be
or-decomposed into “communicate via email” or “communicate in real-time”, which
in turn could be decomposed into “chat-based communication” or “mobile communica-
tion”, and so on. In the end, when the goal tree will be operationalized through tasks,
whichever alternative will be chosen it will satisfy the top-level goal. However, if we
change the nature of the top-level goal, things may change. A top goal such as “share
music with friends” can still be refined and operationalized into a specification that
matches the top goal, but a different problem comes into the scene. Intuitively, this goal
suggests an intention that can not be acceptable legally: stakeholder requirements can
be met, but the involvement of copyright laws delineates a new set of boundaries and
restrictions to the achievement of the goal. A problem of a completely different nature
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is therefore identified, a problem not captured by traditional refinement and operational-
ization approaches. Goals are a means to provide a representation of the requirements
problem, and refinement and operationalization techniques are used to search for a solu-
tion to the problem. When a compliance issue exists, norms represent the problem, and
goals should be the solution to the compliance problem.

In the present position paper we outline the problem of norm compliance in general,
and specifically with respect to goal-oriented requirements engineering. We look at the
problem from a conceptual modeling standpoint, where — for the purpose of an easy
communication with stakeholders — the complexity of formal reasoning techniques is
limited to support model analysis. In this scenario, we claim that the different granular-
ity offered by the concept of situation offers important modeling advantages in both the
functional and normative domain. The applicability of norms and their compliance is in
fact a dynamic combination that needs to be managed in a flexible and systematic way.
Traditional solutions lack the ability to promptly manage this issue and are not always
able to offer alternative solutions to the problem at hand. We propose to model the prob-
lem with situations [3]], a concept underlying and capturing functional and normative
aspects (goals, norms, intentions, ...).

The paper is organized as follows: section 2 describes the state of the art; section 3 po-
sitions our work by outlining the context and motivation for a relevant research problem:;
section 4 points out an interesting research direction towards a solution, and discusses
the related research challenges; finally, section 5 concludes the paper.

2 Related Work

Norms such as laws and regulations are an additional source of requirements for the
system-to-be. Several approaches have been proposed in the literature, to formally
tackle this problem using goals. Darimont and Lemoine use Kaos [4] to represent ob-
jectives extracted from regulation texts [S] and formalize them using Linear Temporal
Logic (LTL). [6] proposes an ontology for achieving coordination purposes in multi-
agent systems through the use of commitments. A commitment-based approach is also
used in [7] where the proposed methodology guides the requirement engineers in the
analysis of commitments, privileges, and rights of policy documents.

Other techniques represent obligations, extracted form regulations, as stakeholders
goals. Such techniques have the limitation that they do not have a specific ontology
to represent norms, thus allowing only a partial representation of legal prescriptions.
For example, Ghanavati et al. [8] use GRL to model goals and actions prescribed by
laws, and link stakeholder goals to them through traceability relations. Likewise, Rifaut
and Dubois use i* to model fragments of the Basel II regulation [9]. Worth mentioning
that the authors have also experimented this goal-only approach in the Normative i*
framework [10]. That experience focussed on the emergence of implicit knowledge, but
the ability to argue about compliance was completely missing, as well as the ability to
explore alternative ways to be compliant. We depart from these approaches because we
move from the consideration that norms, per se, can not be treated as requirements —
and represented as goals neither.

Finally it is worth mentioning that there are a number of Al approaches support-
ing formal reasoning about norms — e.g., default logic, deontic logic and several
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law-specific logics. Such approaches are largely used in normative Multi-Agent Sys-
tems (MAS), in which agents decide their behavior and whether to follow the system’s
norms, and the normative system specify how agents can modify the norms [[L1]. We
acknowledge such approaches being as better solution for formal reasoning. However
requirements engineering involves multiple non-expert stakeholders, and consequently
there is a need for higher abstract conceptual modeling techniques, which could support
easy knowledge representation and information communication among stakeholders.

3 Problem Statement

When reasoning with norms, a different perspective needs to be adopted with respect to
goals. When simple cases are taken in consideration — like the one about music sharing
— goal-only approaches can be adopted to ordinarily manage the problem. In reality,
scenarios are rarely simple enough to be effectively handled by those methodologies.
Norms are generally complex structures, built upon conditions and exceptions, which
should be explicitly taken into consideration in order to properly engineer requirements.

Consider for example the self-driving system of an autonomous car. In addition to
be technically capable of using sensors and actuators to drive, such systems must fulfill
passengers goals while obeying to traffic rules. The (Italian) traffic regulation says for
example that it is forbidden to stop the car on the motorway. However, in case of a car
failure, it is permitted to stop the car on the motorway, provided that the hazard lights
are switched on and passengers wear a reflective safety vest when outside the vehicle.
It is clear that in this last case the first standard prohibition is no longer applicable. The
car is now exceptionally allowed to stop on the motorway but new obligations have to
be met (turning on the hazards lights, and signal the safety vest wearing duty). More
cases — like heavy snow or car accident — are handled in other traffic rules and they all
provide new possible scenarios as well as new specific rules for the driver. Eventually an
actor complies with a norm in a given situation if he satisfies the obligation, prohibition
or permission provided by the norm in that situation.

We can see how the occurrence of different cases — such as “car failure”, “hazard
lights are on” — introduces conditional elements that trigger the applicability of dif-
ferent norms. At the same time, the satisfaction of such conditional elements changes
the definition of compliance to norms. The intertwinement of the applicability of norms
and compliance should therefore take into consideration the role of such conditions, so
that it fits the degree of complexity that conditions and exception generate.

Just like conditions happening may be out of the control of an actor’s will (e.g., a
car failure or heavy fog), the applicable regulations can not be considered desired by
stakeholders. The notion of goal instead, has in its very heart the purpose and intention
to be wanted, desired by an actor. An obligation prescribed by the law (e.g., pay taxes
or wear safety vests) has no intention to be desirable. The clear ontological difference
between goals and norms, needs to be reflected in the way requirements are treated.

Another important reason why norms can not be represented by goals arises from the
abstraction gap between the two concepts. A goal depends on an actor desiring it, and
the actor is located in a given specific domain. Norms on the other hand concern classes
of actors — legal actors, e.g., the driver of a vehicle — and describe the domain with the
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rights and obligations applying to legal actors in different situations. In short, norms de-
scribe classes of actors and their expected behavior by means of rights and duties. These
legal actors and their expectations have to be mapped and evaluated in a domain of ac-
tors described by their desired goal. Moreover, norms tend to be cross-domain and may
apply to multiple situations. Their heterogeneous and sometimes general nature allows
regulations to reach and regulate situations of different domains. For example the Cal-
ifornia smoke-free law applies to all working places: hospitals, universities, shopping
mall, little bakeries or private offices are all affected and regulated. It is therefore crucial
to identify the situations holding both in a specific domain (e.g., “working place”) and
for a specific actor (e.g., “smoker”) in order to evaluate the obligation, prohibition or
permission provided by the norm applying in that situation.

The abstraction gap between goals and norms has important implications when it
comes to the identification of a solution. In fact, when conditions and exceptions are
used to fine-tune legal prescriptions, alternatives arise in the legal space, which need to
be explored in the requirement space. This potentially large space of alternatives needs
to be carefully and systematically managed to guide and to not confuse requirement
engineers. Situations [3] offer the possibility to manage these solutions, as they can
describe a state of the world both desired by an actor and addressed by a law. Exploring
which situations hold and the applicability of norms based on the situations holding,
allow us to identify alternatives in the legal domain. When this (legal) situations are
mapped in the functional domain, they are refined and linked to the situations achievable
by the actors of a system. The abstraction gap can therefore be managed using the
concept of situation.

4 Toward a Solution

The problem of dealing with norms and goals lies in goals being at the same time
solution to the compliance problem and problem for requirements elicitation. When
representing stakeholder requirements, goals act as a guide for identifying a set of re-
quirements specifications that match them. When representing stakeholder behavior,
goals must be engineered to match applicable norms. These two different perspectives
are not necessarily in conflict. The economic theory of bounded rationality [12] says
that actor behavior can be seen as either rational or rule-following [13]]. They are ra-
tional if they act according to their own interest, after having evaluated alternatives,
expectations and preferences. They are rule-following if they choose their behavior on
the basis of its appropriateness to the situation, to their identity (the role they play), and
to applicable norms. In the bounded rationality theory, actors are partially rational and
partially rule-following. The adoption of the bounded rationality approach allows us to
model actors normative elements alongside their intentional elements, letting require-
ments specification emerge on the basis of both types.

This is possible as long as goals and norms can be related with each other. To do
this we use the concept of sifuation [3]]. Goals are traditionally intended as states of
the world, also partially defined, desired by stakeholders. On the other hand norms can
be seen as states of the world, also partially defined and imposed to stakeholders. A
situation is defined as the neutral concept of partial state of the world. When a situation
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is desired by a stakeholder, it’s called goal: when the stakeholder achieves his/her goal,
a certain situation holds. When a situation is object of a legal taxonomy of choice, it
takes different names. It’s called obligation when the situation must necessarily hold for
the stakeholder, it is called permission when it is facultative and it may or may not hold
for the stakeholder, it is called prohibition if the situation must necessarily not hold for
the stakeholder. In other words, situation is a neutral concept, which can act as a lingua
franca between the legal world and the domain.

Research challenges. Eventually, we need to study and understand how the choice of a
behavior is done, across the many different alternatives. We have identified three prob-
lems that should be further investigated: the applicability problem, the appropriateness
problem, and the responsibility problem.

Applicability problem. In the rule-following paradigm, actors act on the basis of the
norms that hold in the (perceived) situation. They don’t have control on this situation.
However, actors have goals they want to achieve and alternative goals to choose form:
once achieved, goals bring about states of the world which match situations, which in
turn may activate some norms (i.e., make them applicable), block them (make them not
applicable), comply or violate them, or derogate to others. By selecting one alternative
or another, the applicable norms are implicitly chosen as well, and consequently com-
pliance has to be ensured for that specific alternative. Reasoning about which norms
apply in a given situation, and how to match such norms in that situation is needed.
In [[14] we propose a framework for searching in the law variability space, intended as
the alternative norms applicable to one or more given situation(s).

Appropriateness problem. After having understood which norms are applicable, the
next problem is to evaluate whether a behavior is appropriate to that norms. As said,
norms and goals lay at different levels of abstraction. The traditional refinement ap-
proach of goal modeling is barely applicable to norms: a norm can affect several goals
of several actors, so that reconciliation appears to be necessary, rather than refinement.
With reconciliation we mean the act of establishing a relation between one (or more)
goal to one (or more) norm. Reconciliation in turn can make the complexity explode,
because each goal of a goal model could have to be compared to each norm in order to
check their semantic alignment.

Responsibility problem. In order to be complied with, norm provisions must be carried
out by those actors who are in charge of them. Given a community of actors and a norm
requiring one of them to perform a certain action, if the action is correctly performed
but the performer is not the actor in charge of it, then the norm is not complied with.
In other words, the identity of the performer is important as much as the performance
itself. A problematic exception to this, is represented by delegation. When a compliance
goal is delegated to another actor, who has the capability to operationalize it, there is
a discrepancy between the actor who is in charge of complying, and the actor who
performs the compliance action. This kind of delegation may or may not be legally
acceptable, depending on the delegation right that accompanies the norm.
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5 Conclusion

In this position paper we have highlighted the problem of norms such as laws and regu-
lations, and the problem they present in goal modeling. Norms are an additional source
of requirements but can not be modeled directly as goals because of both an ontological
difference, and an abstraction gap that causes the need to explore a potentially large
space of alternatives. Although for simple norms this gap can be unimportant, as the
complexity of the legal frame increases, the more ad hoc approaches become necessary.
We have highlighted three relevant research problems that attain, respectively, the appli-
cability of norms to goal alternatives, the reconciliation of domain-specific goals with
cross-domain norms, and the identification of responsible actors.

References

1. Zave, P., Jackson, M.: Four dark corners of requirements engineering. ACM Trans. Softw.
Eng. Methodol. 6(1), 1-30 (1997)

2. Yu, E.S.K., Mylopoulos, J.: Why goal-oriented requirements engineering. In: REFSQ, pp.
15-22 (1998)

3. Barone, D., Jiang, L., Amyot, D., Mylopoulos, J.: Reasoning with Key Performance Indica-
tors. In: Johannesson, P., Krogstie, J., Opdahl, A.L. (eds.) PoEM 2011. LNBIP, vol. 92, pp.
82-96. Springer, Heidelberg (2011)

4. Dardenne, A., van Lamsweerde, A., Fickas, S.: Goal-directed requirements acquisition. Sci-
ence of Computer Programming 20(1-2), 3-50 (1993)

5. Darimont, R., Lemoine, M.: Goal-oriented analysis of regulations. In: Laleau, R., Lemoine,
M. (eds.) ReMo2V, held at CAiSE 2006. CEUR Workshop Proceedings, vol. 241. CEUR-
WS.org (2006)

6. Singh, M.P.: An ontology for commitments in multiagent systems: Toward a unification of
normative concepts. Artificial Intelligence and Law (1999)

7. Young, J.D., Anton, A.L.: A method for identifying software requirements based on policy
commitments. In: IEEE Int. Conf. Req. Eng., pp. 47-56 (2010)

8. Ghanavati, S., Amyot, D., Peyton, L.: Towards a Framework for Tracking Legal Compliance
in Healthcare. In: Krogstie, J., Opdahl, A.L., Sindre, G. (eds.) CAiSE 2007. LNCS, vol. 4495,
pp. 218-232. Springer, Heidelberg (2007)

9. Rifaut, A., Dubois, E.: Using goal-oriented requirements engineering for improving the qual-
ity of iso/iec 15504 based compliance assessment frameworks. In: Proceedings of RE 2008,
pp- 33—42. IEEE Computer Society, Washington, DC (2008)

10. Siena, A., Maiden, N.A.M., Lockerbie, J., Karlsen, K., Perini, A., Susi, A.: Exploring the
Effectiveness of Normative i* Modelling: Results from a Case Study on Food Chain Trace-
ability. In: Bellahseéne, Z., Léonard, M. (eds.) CAiSE 2008. LNCS, vol. 5074, pp. 182-196.
Springer, Heidelberg (2008)

11. Boella, G., van der Torre, L., Verhagen, H.: Introduction to normative multi-agent systems.
In: Normative Multiagent Systems 2007 (2007)

12. Simon, H.A.: Models of man: social and rational: mathematical essays on rational human
behavior in a social setting. Wiley (1957)

13. March, J.: A Primer on Decision Making: How Decisions Happen. Free Press (1994)

14. Siena, A., Jureta, L., Ingolfo, S., Susi, A., Perini, A., Mylopoulos, J.: Capturing Variability of
Law with Nomos 2. In: Atzeni, P., Cheung, D., Sudha, R. (eds.) ER 2012. LNCS, vol. 7532,
pp- 383-396. Springer, Heidelberg (2012)



Towards Advanced Goal Model Analysis with jUCMNav

Daniel Amyot', Azalia Shamsaei', Jason Kealey”, Etienne Tremblay”,
Andrew Miga®, Gunter Mussbacher’, Mohammad Alhaj’,
Rasha Tawhid4, Edna Braun4, and Nick Cartwright4

!'School of EECS, University of Ottawa, Canada
{damyot,asham092}@uottawa.ca
2 JUCM Software Inc.
{jkealey, etremblay)@jucm.ca
? Department of SCE, Carleton University, Canada

andrew_miga@sympatico.ca, gunter@sce.carleton.ca,

malhaj@connect.carleton.ca

* Aviation Security Directorate, Transport Canada, Canada

{rasha.tawhid, edna.braun,nick.cartwright}@tc.gc.ca

Abstract. Goal modeling is an important part of various types of activities
such as requirements engineering, business management, and compliance as-
sessment. The Goal-oriented Requirement Language is a standard and mature
goal modeling language supported by the jJUCMNav tool. However, recent ap-
plications of GRL to a regulatory context highlighted several analysis issues
and limitations whose resolutions are urgent, and also likely applicable to other
languages and tools. This paper investigates issues related to the computation of
strategy and model differences, the management of complexity and uncertainty,
sensitivity analysis, and various domain-specific considerations. For each, a so-
lution is proposed, implemented in jUCMNav, and illustrated through simple
examples. These solutions greatly increase the analysis capabilities of GRL and
jUCMNav in order to handle real problems.

Keywords: Analysis, Goal-oriented Requirement Language, jUCMNav, strate-
gies, tool support, User Requirements Notation, visualization.

1 Introduction

Goal modeling is an important part of requirements engineering activities. Goal mod-
els capture stakeholder and business objectives, alternative means of meeting them,
and their positive/negative impacts on various quality aspects. The analysis of such
models guides the decision-making process as well as the refinement of imprecise
user requirements into precise system requirements.

The Goal-oriented Requirement Language (GRL), part of the User Requirements
Notation (URN) [2,5], is a standard notation for goal modeling. GRL enables re-
quirements engineers and business analysts to describe stakeholders (actors) and in-
tentions (e.g., goals, softgoals, and tasks), together with their decomposition structure,
dependencies, and contribution levels. Given initial satisfaction levels associated with
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some of the elements of a goal model (i.e., a strategy), tool-supported analysis tech-
niques can determine the satisfaction levels of the other elements [1]. In particular,
JUCMNav [3, 6] is a free Eclipse plug-in that enables the creation and management of
complex GRL models. It also provides features to support various analysis algorithms
that exploit strategies, to help visualize analysis results, and to generate reports.

Yet, the realities of complex application domains, such as regulatory com-
pliance [8], have pushed the limits of the language and of current tool support.
Through our experience modeling and analyzing real regulations with GRL, we have
observed important issues related to the comparison of strategies and evolving mod-
els, the management of complexity of sets of strategies, the management of uncertain-
ty related to contribution links, the sensitivity of analysis results when localized
changes are explored, the usability of the standard GRL evaluation scale, the practi-
cality of unilingual models in a multilingual environment, and facilities for handling
strategies separately from their model.

This paper explains each of these issues and proposes solutions that we have im-
plemented in the latest version of the jUCMNav tool, with simple but illustrative ex-
amples. We believe these solutions will help address similar issues beyond the regula-
tory compliance context. They may also inspire language designers to evolve other
goal-oriented languages and their tools.

2 Strategy and Model Differences

In GRL (see metamodel extract in Fig. 1), a model can include evaluation strategies,
which are sets of initial evaluations (quantitative value or qualitative labels) asso-
ciated with intentional elements [5]. Strategies are also grouped for classification and
convenience. Various qualitative, quantitative and hybrid propagation algorithms take
these values and propagate them to the other intentional elements (through contribu-
tion, decomposition and dependency links), and to actors that contain intentional ele-
ments with non-null importance [1]. In GRL, the importance level of an intentional
element to its actor is shown between parentheses (e.g., see Fig. 2). Intuitively, using
a quantitative scale (as used in our examples), the satisfaction level of an intentional
element is: the maximum of the children’s evaluation values for an OR decomposi-
tion, the minimum for an AND decomposition, and the bounded weighted sum for
contributions. jJUCMNav also uses color feedback to highlight satisfaction levels (the
greener the better, the redder the worse) as well as dashed lines for the border of in-
tentional elements that are part of strategies (see Fig. 2).

Usually, many strategies are defined for a model to explore different global alterna-
tives or tradeoffs in a decision support context, to represent as-is and to-be contexts,
or to capture historical contexts (e.g., the situation or compliance level of the organi-
zation at different times). There is a need to compare strategies and to visualize this
comparison in terms that the model user can understand. jJUCMNav already supports
the generation of reports (in PDF, RTF, and HTML formats) that contain a tabular
representation of all strategies and their results. This is useful for sharing models and
strategy evaluations with people who do not have access to the modeling tool, but this
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is not really amenable to the real-time analysis of differences between strategy results.
The issue here is: Can we highlight differences within the graphical model itself in
order to provide more immediate feedback and support discussions between stake-
holders around the model, its strategies, and the supporting tool?

New: GRLspec | L-grispec ~groups | StrategiesGroup
Strategies ~ arispec o

can now

include other 01 ‘1\-Strategies o 1 -group
strategies. -grispec 0.. EvaluationStrategy -strategies

- author : String

1 0..* ..* -parentStrategies
N -strategies
<<enumeration>>
IntentionalElementType . -
. « -includedStrategies
- Softgoal -evaluations | 0--
- Goal . -
- Task Evaluation <<engmgrat|on>>
- Ressource - evaluation : int= 0 QualitativeLabel
- Indicator - qualitativeEvaluation : QualitativeLabel = None - Denied
—evals .1 —eval - WeaklyDenied
0. - WeaklySatisfied
-intElements| 0.." 1 “intEjement 0..1 \ -evalRange - gaﬁfslﬁed
X X - Conflict
IntentionalElement EvaluationRange | |_ ynknown
- type : IntentionalElementType - start : int - None
- decompositionType : DecompositionType = And -end : int
- importance : ImportanceType = None -step:int=1
- importanceQuantitative : int = 0

Fig. 1. Extract of URN metamodel — Strategies

To answer this question, we propose a new jUCMNav feature that highlights strat-
egy differences visually in terms of evaluations of intentional elements and actors.
The difference is computed between a base strategy (e.g., Fig. 2a) and a current strat-
egy (e.g., Fig. 2b) on a per element basis (including actors). The standard GRL scale
for quantitative evaluations goes from —100 (fully denied, shown in red) to O (neutral,
in yellow) to +100 (fully satisfied). Consequently, the difference scale is [-200..200].
Differences are displayed between angle brackets (to differentiate them from normal
satisfaction values), again with color feedback (<-200> in red, <0> in yellow, and
<+200> in green), so the tradeoffs can be understood at a glance. Fig. 2c shows the
difference results of our simple example; with the new strategy, ActorX becomes less
satisfied by a difference of 30. jJUCMNav allows one to select a base strategy and then
switch between many alternative strategies to visualize (instantly) their differences.

In a context where the GRL models themselves and their strategy definitions
evolve (e.g., as we gain more insights about the domain being modeled), another
question is: How can we highlight, understand, and control model evolution? 1deally,
model differences would need to be done at the level of GRL graphical model ele-
ments. However, this poses technical challenges, especially for the presentation of
deletions and modifications of model elements and their properties.
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Fig. 2. Strategy difference example

= 9 s - - (% i,

B & \_,gt}ﬁg‘\ Q- oA iE B [ jUCMNay |iS
- £ Compare ('15tuwmem{ Next Difference h)l&Diﬂ,jucm‘ - TestURN/RIGIM2012/RIGIM2012-Simple jucm’) &3 =8
o Q Structural differences B - | R =

4 E 16 change(s) in model
4 7 16 change(s) in UR Mspec URMNspec

:I_ w3 Attribute modified : EString in UR Nspec URNspec has changed from 'May 1, 2012 7:00:27 PM EDT' to 'May 1, 2012 7:01:38 PM EDT'
o= 31 Attribute specVersion : EString in UR Nspec URNspec has changed from '5' to '8

b4 4 % 7 change(s) in GR Lspec
[ % 2 changeis) in Intenticnal Element Scftgoald
4 7 3 change(s) in Intenticnal Element GoalB
\‘5@ Contribution Centribution34 has been removed from reference linksSrc : ElementLink in Intentional Element GoalB |
o= Intentional Element Ref IntentionzalElementRefl91 has been added to reference refs : IntentionalElementRef in Intentional Elemer|
% Intentional Element Ref IntentionalElementRef191 has been removed from reference refs : IntentionalElementRef in Intentional E
& Intenticnal Element SoftgoalB has been removed
&+ Contribution Contribution34 has been removed
|» “ 7 change(s) in UR Ndefinition

a I | r
ﬂ Visualization of Structural Differences = I 157 B B | &9
TestURN/RIGIM2012/RIGIM2012-5imple-Diff jucm |TestURN!RIGIMZDIZ/’RIGIMZDH-Slmplejucm
4 UC Mspec . E 4 UC Mspec E
<4 GR Lspec < GR Lspec
i < Intentional Element SoftgealAb——————— —i < Intentional Element SUftguaIA\i
! < Intentional Element GDE|B;— — < Intentional Element SoftgoalBj
< Actor ActorX il —! < Intentional Element GoaIEi il

Differen cesl Properties‘ Dn‘fErencesI Properties ‘

Fig. 3. URN model difference in jJUCMNav based on EMF Compare
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The approach we have prototyped in jJUCMNav reuses the facilities of the EMF
Compare plugin [4], a generic difference engine for modeling tools based on the Ec-
lipse Modeling Framework (EMF). EMF Compare represents a simple and yet effi-
cient solution to the comparison of URN/GRL models. For example, Fig. 3 displays
the results of comparing the simple model used in Fig. 2 with one where we have
removed SoftgoalB (including its incoming contribution), and changed some
attributes. EMF Compare also allows one to copy changes (or merge) from one ver-
sion to the other. Finally, EMF Compare offers means to filter out comparison results
of little value (e.g., a change in the size or position of an element) in order to focus on
the most important changes. However, filtering is left for future work in our context.

3 Complexity/Uncertainty Management and Sensitivity Analysis

Complexity in goal models can take many forms. One is related to the size of the
models and the number of strategies to handle. JUCMNav already offers several fea-
tures to handle models that include many diagrams (e.g., navigation, search, different
views, and the sorting of diagrams). However, one issue remains: How should we
manage large collections of strategies?

Our solution is to have a parent-child inclusion relationship between strategies (see
the corresponding new association in Fig. 1). In essence, a parent strategy can now
include another strategy, which means that the initial evaluations of the latter will be
included automatically (i.e., reused) in those of the former. These included evalua-
tions can then be overridden by parent evaluations (if they target the same intentional
element), or complemented by additional evaluations. Strategy inclusion can be done
recursively (across many levels). JUCMNav ensures that inclusion loops are avoided.
This solution hence improves consistency and reduces the number of updates required
when new strategies or model elements are added. It can also be combined with the
strategy difference feature described in the previous section.

83 Scenarios and Strategies =08

BT~
(= UCM Scenarios -
4 (= GRL Evaluation Strategies
(= GroupOne (194)
4 (= GroupTwe (3)
4 [6RU StrategyTAandTB (113)
4 (= Included Strategies
GRU StrategyTAonly (4)
[6#Y StrategyTAonly (4)
4 (= Contribution Overrides
4 (= ContributionGroupOne (200) - ActorX
4 2 ChangeOne (201)
4 (= Contribution Changes
(@ GoalA (SomePositive/50) GoalB
(> Included Contribution Contexts
4=y ChangeTwo (202)
4 (= Contribution Changes
@ GoalA (SomePositive/50) GoalB
(@ GoalB (Help/40) SoftgoalA
4 (= Included Contribution Contexts
=Y ChangeOne (201) -

Fig. 4. Examples of strategy inclusions and of contribution contexts
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As an example, the model in Fig. 4 (top) was evaluated against StrategyTAandTB
(selected in the left view), which includes StrategyTAonly (initializing the evaluation
of task TA with 100) and adds as a second evaluation, this time for task TB (100).

Another level of complexity lies in the uncertainty surrounding weights (or levels)
of contribution links in goal models. It is often difficult for modelers to determine
appropriate contribution levels for such links (see the Despair sin in [7]), and the real
impact of using different levels is difficult to assess. The issue here becomes: Can we
investigate alternative combinations of contribution levels during analysis without
having to produce and maintain different variants of a goal model?

Our proposed solution is to support the concept of contribution contexts, which are
to contribution levels what strategies are to evaluation values. As formalized in Fig. 5
(the dark gray metaclasses are new), a contribution context contains a set of contribu-
tion changes, which override the quantitative and/or qualitative contribution levels of
contribution links in a GRL model. Like for strategies, contribution contexts are
grouped, they can include other contexts, and they can be used in strategy differences.

-changes ContributionChange 1 _change
e \’/—/* - newContribution : ContributionType = Unknown [
-contribution \/ 1 0.." |- newQuantitativeContribution : int = 0
Contribution
-changes - i
- contribution : ContributionType = Help included 0. contribRange | 0.1
- quantitativeContribution : int = 25 ncludedContexts : ContributionRange
- correlation : boolean = false . 1 _ start - int
% -parentContexts 0% 0.. _context -end:int
) - step :int=1
-contributionContexts| ContributionContext | -contribs 2
ElementLink 0.* 0.*
-links | 0..* 1 ¢ -grispec 0..*| -groups
1| GRLspec | -contributionGroups | ContributionContextGroup
- ad
-grispec -grlspec 0.

Fig. 5. Extract of URN metamodel — Contribution contexts

In the left view of Fig. 4, ChangeOne changes the contribution from GoalA to
GoalB to 50, whereas ChangeTwo includes ChangeOne and overrides the contribu-
tion from GoalB to SoftgoalA with 40. The result of evaluating StrategyTAandTB
against the model modified by ChangeTwo is shown at the bottom of Fig. 4. Note that
(**) on a contribution indicates a direct change while (*) indicates an included change.

A third issue that touches both complexity and uncertainty is whether localized
changes to a satisfaction level or to a contribution level actually impact significantly
or not the satisfaction of high-level objectives in a goal model. This is akin to sensi-
tivity analysis, which is the study of how the variation (uncertainty) in the output of a
model can be attributed to different variations in the inputs of the model. The problem
is as follows: Can we support simple sensitivity analysis without having to declare
strategies and contribution contexts for all single values of interest?

Our proposed solution is to allow for ranges of values to be used for strategy eval-
uations (Evaluation Range in Fig. 1) and for contribution changes (ContributionRange
in Fig. 5) instead of just single values. The step of a range is the increment by which
we iterate from the start to the end. By associating a range to an initial evaluation, all
other intentional elements impacted directly or indirectly will also have a range, but
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this time for computed values. Fig. 6 (top) shows an example where TB has an initial
range of [75..100] with 5 as a step value. TA is not impacted, but all of the other inten-
tional elements are. Their resulting ranges are also displayed. In addition, all interme-
diate values (for each iteration) are accessible as metadata, and hence visible as a
tooltip by hovering over the desired element (SoftgoalA in Fig. 6). This simple sensi-
tivity analysis enables the modeler or analyst to assess the impact of localized changes
and to determine whether a change to an initial satisfaction value really matters or not.

A similar usage is possible for contributions. Fig. 6 (bottom) shows an example
where the contribution from GoalA to GoalB is overridden by a [40..60] range with a
step of 4. The results are shown for StrategyTAandTB, which does not include any
evaluation range. Again, the impact on intentional elements can easily be assessed.

Sensitivity analysis in jJUCMNav is currently limited to one dimension only, i.e., to
a range for one evaluation or for one contribution. Allowing for more than one dimen-
sion to be explored at once would lead to visualization challenges (e.g., tables or
cubes instead of linear arrays of values) that would negatively impact understanding.
Other visualization schemes are required in that context. The support for ranges on
the actors and possibly on importance values is also left to (near) future work.
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Fig. 6. Use of ranges for sensitivity analysis in strategy evaluations (top) and in contributions
levels (bottom)

4 Domain Considerations during Analysis

While interacting with policy makers and other stakeholders, we realized that the
standard GRL satisfaction range ([-100..100]) was really counter-intuitive to many
people, even more so when a goal with a negative evaluation that has a negative
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contribution to another intentional element leads to a positive evaluation value for that
element (see Fig. 2a). This issue was also raised by many undergraduate and graduate
students to whom GRL was taught over the past 8 years. This problem is therefore
stated as: Can we support an alternative range of satisfaction values for domains
where the standard one is counter-intuitive?

We have implemented an alternative [0..100] evaluation scale (where 0 now means
fully denied) and adapted the user interface (e.g., pop-up menus with predefined val-
ues) and the propagation algorithms accordingly. The color feedback in jJUCMNav
now also depends on the scale being used (with the new scale, O is red as there is no
longer any negative satisfaction values, and 50 is yellow). Fig. 7 (left) shows the same
model and strategy as in Fig. 2b, but evaluated with the new scale. Note that a satis-
faction level of 25 is orange now, indicating partial dissatisfaction, rather than light
green. Contributions are still allowed to be negative, but they cannot lead to a nega-
tive satisfaction values; this is why the evaluation value of SoftgoalB is O, i.e., the
lowest value allowed by this new scale. The modeler can choose between one scale or
the other when creating a model. After a few weeks of usage and the training of near-
ly 50 people in the government on GRL for regulations, there is much ad hoc evi-
dence that this indeed leads to a more intuitive interpretation (especially by non-
experts in GRL) of goal models used for compliance analysis.
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Fig. 7. Strategy evaluation in a [0..100] scale (left) and multilingual model (right)

Another interesting domain consideration is that in Canada, regulations are written
in two languages (English and French). Obviously, creating French and English ver-
sions of a same model in not desirable. The issue here is: Can we support models in
multiple languages without having different models, to avoid maintenance issues?

jUCMNav’s user interface is already multilingual (and supports French and English),
but this is sufficient as there is no way of attaching multiple names and descriptions to
model elements. We implemented a feature that allows the modeler to switch between
model languages and to provide alternative names and descriptions for model elements,
including actors, goals, strategies, and diagrams. When switching languages, the name
and description of each element are swapped with alternative values attached to the
element as metadata. This is limited to two languages at the moment, but this could be
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extended to more than two in the future. Fig. 7 (right) presents the French version of the
names and descriptions used in Fig. 7 (left). Both are stored in the same model and
hence can be easily maintained as the model evolves (minimizing the risk of inconsis-
tencies). There is no automatic translation at the moment as this was seen as potentially
dangerous in a regulatory context, but this could likely be added in the future. The same
feature is also being explored to support many levels of language in the same context
(e.g., for regulation experts, and for non-experts).

One last interesting domain issue that we considered as part of our recent work
relates to the fact that, sometimes, strategies need to be stored independently from mod-
els. In a compliance context, the people creating a GRL model may not have sufficient
privileges to access strategies used to evaluate the model. For example, analyzing the
impact of airport incidents might require access to highly confidential data used to po-
pulate initial values in the strategies. Moreover, strategies might be generated automati-
cally from data sources (e.g., airport inspection reports) and their results consumed by
other analysis and reporting tools (e.g., for Business Intelligence). Hence: Can we han-
dle strategies and their results separately from their GRL model?

Our solution involves the import/export of strategies, with results, as simple comma-
separated value (CSV) files. This enables one to split strategy definitions and results
from the model, and hence they can be stored in different places and be restricted to
particular users. This format is also easy to process as output (e.g., from a database, or
from Microsoft Excel as seen in Fig. 8) or as input (e.g., to a business intelligence tool,
or to Excel). Rows represent named strategies while columns represent mainly the ac-
tors (results only) and intentional elements. One particularity is that we separate, for
intentional elements, results (suffixed with the # symbol, which can be removed easily
for post-processing when needed) from definitions (no # symbol).
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B3 - F | ActorY (A) v

A [ 8 | ¢ [ o [ € T[T F ] N
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Fig. 8. Strategies (definitions and results) as imported/exported CSV files
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For example, GoalB is initialized with —100 in StrategyBase, but SoftgoalB is not
initialized. Another feature is that, when there are many intentional elements, the
format allows for a user-defined number of columns to be used, which is convenient
for inputs from tools such as Excel (as less horizontal scrolling is required). Strategies
then span multiple rows.

During an import, JUCMNav currently creates a new strategy group where the im-
ported strategy definitions are stored (results with a # and actor evaluations are simply
ignored). This allows for multiple versions of the strategies (e.g., compliance results
evaluated at different times) to be used and then compared. Future work items for this
mechanism include the support for strategy groups, included strategies, and ranges.

5 Conclusions

This paper presented many concrete issues with the applicability of goal modeling,
and particularly of GRL and jUCMNav, for supporting analysis in a real context. We
proposed and implemented a collection of advanced analysis and management fea-
tures to handle these issues. Although these features represent major advancements
over past JUCMNav versions [3], many remaining items for future work have been
identified. The real usefulness and validity of these new features also requires further
experiment. Regulatory compliance was used here as a context but we suspect that the
identified issues and proposed solutions will also be valid for other domains, and
probably even for other languages and tools. We finally plan to propose some of our
language extensions to become part of a future release of the URN standard [5].
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